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## Introduction

This monograph is the last volume in the series Acoustic and elastic wave fields in geophysics. The previous two volumes published by Elsevier (A. Kaufman and A. Levshin, 2000; A. Kaufman, A. Levshin and K. Larner, 2002) dealt mostly with wave propagation in liquid media. Here we consider waves in elastic media, and their description is based mainly on the classical papers of Stokes, Love, Lamb, Rayleigh, Stoneley, and others.

The first chapter is devoted entirely to propagation of longitudinal, torsional, and bending waves along a thin bar. Several examples illustrate a reflection of these waves and the deformations they cause. Some attention is paid to the transition from the dynamic stage to equilibrium. In the second chapter, proceeding from Newton's laws, we derive an equation of motion of an elementary volume of the elastic medium. Then, by means of Hooke's law, we obtain the equation for a displacement field. To solve it, we introduce scalar and vector potentials, formulate boundary conditions for wavefields, and derive wave equations for potentials. By analogy with acoustic waves (Parts I and II), the concepts of potential and kinetic energies, as well as the Poynting vector, are described. Hooke's law in the Cartesian system of coordinates is described in Chapter 1. Here we derive relationships between stress and strain in any curvilinear orthogonal system of coordinates.

Behavior of waves in a homogeneous medium for several types of sources is studied in Chapter 3. First we investigate longitudinal and shear waves caused by elementary spherical sources in the near, intermediate, and far zones. Then the field generated by the point force is described in detail. In the last section we consider longitudinal and shear plane waves, which serves as a preparation for the next chapter.

In the fourth chapter we describe the reflection and transmission of plane waves, starting from an analysis of strains and stresses that accompany them. We discuss in detail behavior of reflected and transmitted waves caused by different incident plane waves, including discussion of the dependence of wavefields on parameters of a medium and the angle of incidence. In conclusion, recursive expressions for reflection and transmission
coefficients describing plane waves in the $n$-layered medium are derived.
Chapter 5 is devoted to surface waves. First, we consider Rayleigh waves in a homogeneous half-space. We discuss such topics as the characteristic equation for the velocity of propagation, the dependence of wave amplitudes on the depth below the free boundary, and elliptic polarization of particle motion. Then we study Stoneley waves, which may appear at the interface between fluid and elastic media and between two elastic media. Further, we describe Love waves, which arise as a result of the constructive interference of plane $S H$ waves traveling up and down inside a layer of finite thickness overlaying the half-space with the higher shear velocity. Finally, in the last section, behavior of Rayleigh waves in this medium is considered.

Chapter 6 is devoted to the study of waves generated by linear and point sources in a homogeneous half-space, when a source is located either at or beneath the free boundary. Asymptotic behavior of waves in the far zone is studied using integration in a complex wavenumber plane. In addition, we investigate reflection and transmission of waves caused by a linear source in the presence of the boundary between fluid and elastic media.

Chapter 7 describes waves in the borchole that are gencrated by an elementary spherical source. Main features of the normal modes, Stoneley waves, and as head waves are described.

Finally, in the last chapter we focus on plane wave propagation in a transversely isotropic medium. Influence of the angle of incidence on the velocities of different plane waves, orientation of rays with respect to the phase surface, and other questions are the subject of this Chapter.
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## Chapter 1

## Hooke's law, Poisson's relation and waves along thin bars

Under an action of forces, all real bodies experience deformation, and either their size or shape or both change. This means that the relative position of body particles vary, and this effect becomes more noticcable with an increase of force. Some features of the dependence of deformation on a force magnitude are qualitatively shown in Fig. 1.1a. The initial portion of the curve is practically a straight line. Within this range Hooke's law is valid, and each element of the stress tensor is a linear function of strains (Appendix E). In other words, expanding stresses as functions of strains in Taylor's series, we discard terms that are relatively small. Thus, in this range we can apply the linear theory of elasticity to study a deformation. The latter displays two important features, namely
a. Deformation disappears as soon as forces are removed, that is, we ignore any free vibrations that may arise.
b. The relative change of the position of particles is usually very small.

With further increase of force, the rate of change of deformation becomes greater, and finally a body is broken. The value of the force magnitude corresponding to the breaking point varies for different materials. It also depends on the type of force. For example, in the case of chalk, the breaking force, causing a stretch, is smaller than the twisting one.

There is another interesting feature of deformation. Suppose that a force corresponds to the bending portion of the curve. Then when we begin to decrease the force a change of a deformation may occur along the curve, which differs from that shown in Fig. 1.1a, and the hysteresis effect is observed.

In principle, the process of deformation may take place at different rates. For instance, if the force varies slowly (quasi-statically), there is sufficient time for heat exchange


Figure 1.1: (a) Dependence of deformation on force (b) Rectangular bar (c) Influence of the bar length (d) Influence of the bar cross-section
between a body and a surrounding medium, that is, a deformation is isothermal. In such a case the influence of vibrations arising in the body is insignificant. In contrast, wave propagation is accompanied by relatively rapid motions of elementary volumes (particles). Correspondingly, heat exchange between these volumes of a medium is almost absent, and the process of deformation is adiabatic (Appendix E). In both cases we use the same linear theory of elasticity, but there is a very small difference in values of elastic constants (Appendix E).

### 1.1 Hooke's law and Poisson's relation

Two approaches allow one to establish physical laws of the linear theory of clasticity. Onc of them requires a knowledge of the atomic-molecular lattice of a medium, in particular, such parameters as mass and the charge of positive and negative ions. Also it is essential to have an information about internal electromagnetic forces acting between charges, because it is due to them that elastic waves exist. We will follow the second approach, which is entirely based on experiments performed by R. Hooke, T. Young, S. Poisson, and others.

## Hooke's law

In order to derive Hooke's law, we will proceed from the experimental studies of bar deformation in an equilibrium, when either stretching or compressional forces are applied.

Hooke's experiments Consider a bar of length $l$ having the rectangular crosssection $S$, and suppose that two extensional forces with equal magnitudes but opposite directions act on the bar faces, Fig. 1.1b. It is implied that these forces are uniformly distributed over each face. From the physical point of view, it is obvious that at the instant when these forces are applied, waves arise inside the bar, and they travel between faces. However, with an increase of time, the effect of propagation becomes less noticeable due to attenuation, and finally waves disappear. Then, equilibrium is observed, since external forces are constants (Part I). For now we pay attention only to this last stage, but later we will study both propagation and equilibrium, as well as the transition from one stage to another. Experiments performed by R. Hooke with bars in equilibrium, that have a different length, $l$, and the same cross-section demonstrated the following. An expansion of the bar, $\delta l$, is directly proportional to the force magnitude:

$$
\begin{equation*}
\delta l \sim F \tag{1.1}
\end{equation*}
$$

This is the essence of Hooke's law, and it states that with an increase of force, $|F|$, an expansion of the elastic body, $\delta l$, also linearly increases. Of course, such behavior takes place only when the force magnitude corresponds to the initial portion of the curve in Fig. 1.1a. It may be appropriate to notice that $\delta l$ is a sum of displacements of both faces of the bar, and Hooke's law is also valid in the case of compression.

The first generalization of eq. 1.1 is related to a distribution of internal forces arising due to deformation. Let us mentally draw the cross-section $S$ at any place on the bar and consider portion $A$, Fig. 1.1b. This portion is surrounded by the lateral surface of the bar, where external forces are absent. The force $-\mathbf{F}$ acts on its left face and on section $S$. Since the bar is in equilibrium, the resultant force, acting on portion $A$, has to be equal to zero. This means that the force applied to the surface $S$ coincides with $\mathbf{F}$. In contrast, portion $A$ creates the force -F , which acts on portion $B$. Because our conclusion is independent of a position of $S$, we can say that internal forces are uniformly distributed inside the bar, and their magnitude is equal to $|\mathrm{F}|$ at each of the bar's points. In other words, external forces $-\mathbf{F}$ and $\mathbf{F}$ are transmitted inside the bar.

Until now we have discussed expansion of the bar. As was already mentioned, the Hooke's law, eq. 1.1, is also valid when both forces are directed toward the middle point $O$, Fig. 1.1b, and compression takes place. Now we are prepared to demonstrate that there is a relationship between the displacement $\delta l$ and the original length of the bar, l. This task can be solved in two ways. One of them is an analysis of measurements of displacements with bars having different lengths. The second approach follows from

Hooke's law and the condition of an equilibrium. First, in accordance with experiments, the bar expansion, $\delta l$, is directly proportional to its original length:

$$
\begin{equation*}
\delta l \sim l \tag{1.2}
\end{equation*}
$$

This shows that bars with the same cross-section and different lengths experience different expansions, provided that in all cases the external forces are the same. Morcover, between them there is a linear relationship, given by eq. 1.2 . For instance, if the bar length is $2 l$, an extension is equal to $2 \delta l$, and in general, it becomes $n \delta l$ when the bar length is $n l$. In particular, in the limit, an extension of an infinitely long bar also tends to an infinity. Such dependence between the length $l$ and an expansion $\delta l$ is a remarkable feature of a deformation, that has an interesting explanation (Part I). As follows from experiments, the expansion $\delta l$ depends on forces $\mathbf{F}$ and $-\mathbf{F}$ as well as length $l$. However, the relative change of the length, $\delta l / l$, is defined by the force. Correspondingly, in place of eq. 1.1 we can write

$$
\begin{equation*}
\frac{\delta l}{l} \sim F \tag{1.3}
\end{equation*}
$$

It is uscful to derive eq. 1.3, using a different approach, which does not require any measurements. In fact, consider two identical bars of the length $l$ and cross-section $S$, rigidly connected together, Fig. 1.1c. The length of the new bar is $2 l$, and, as follows from the condition of an equilibrium, the force, applied to the portion $A$ at points of the middle section, is equal to F . In accordance with eq. 1.1 an expansion of this portion of the bar is equal to $\delta l$. In the same manner, the stretching of the portion $B$ is $\delta l$, too. Thus, the total expansion of the bar with the length $2 l$ is $2 \delta l$. By analogy, we obtain eq. 1.3 for bars of an arbitrary length. It is proper to emphasize that we consider only cases when expansion or contraction, $\delta l$, is much smaller than the length $l$ :

$$
\begin{equation*}
\delta l \ll l \tag{1.4}
\end{equation*}
$$

Until now we paid attention to a displacement of the bar faces. In order to apply eq. 1.3 to any cross-section of the bar, consider its portion of the length $x$, confined by the middle cross-section and $S(x)$, as well as the lateral surface, Fig. 1.1b. Because of a symmetry, a pair of forces $-\mathbf{F}$ and $\mathbf{F}$ does not move the middle section, and the displacement $\delta l(x)$ is directly proportional to the length $x$ of this portion. This gives

$$
\begin{equation*}
\frac{\delta l(x)}{x} \sim F, \tag{1.5}
\end{equation*}
$$

where $x$ is the distance from the origin $O$.
Next, we will make one more step in a generalization of eq. 1.1, which allows us to transform the relationship 1.3 into the equation. Let us imagine that two identical bars are connected, as is shown in Fig. 1.1d. As before, the same forces are applied to faces of each bar. It is clear that the new bar has an extension $\delta l$ in spite of the fact that forces acting on its faces are twice as great. However, areas of the cross-sections are also increased by two. Therefore, the ratio $F / S$ remains the same for the single and combined bars. This consideration suggests that the relative extension of the bar is defined by the force per unit area, that is, a traction (Appendix C), and we can write

$$
\begin{equation*}
\frac{\delta l}{l} \sim \frac{F}{S} \tag{1.6}
\end{equation*}
$$

The last step is an introduction of the coefficient of proportionality, which gives

$$
\begin{equation*}
\frac{F}{S}=E \frac{\delta l}{l} \tag{1.7}
\end{equation*}
$$

Here $E$ is called the Young modulus, (Appendix E). Note that $F / S$ and $\delta l / l$ describe normal stress and strain in the bar, respectively.

## Poisson's relation

As we already know, experimental studies performed by R. Hooke allowed others to obtain eq. 1.7. A series of measurements, carried out much later by S. Poisson discovered another important relation describing a deformation. Consider the bar with length $l$ and cross-section $S=h_{1} h_{2}$ that is subjected to an action of external forces, Fig. 1.1b. The experiments showed that the bar extension, $\delta l$, is accompanied by a contraction of the cross-section. In the opposite case, the bar compression leads to an increase of $S$. This phenomenon was studied by S. Poisson, who discovered that

$$
\begin{equation*}
\frac{\delta h_{1}}{h_{1}}=\frac{\delta h_{2}}{h_{2}}=-\sigma \frac{\delta l}{l} \tag{1.8}
\end{equation*}
$$

The coefficient $\sigma$ is called Poisson's ratio. For all imaginable materials, $\sigma$ has a positive valuc. The sign "-" shows that if $\delta l>0$, (expansion), then $\delta h_{1}<0$ and $\delta h_{2}<0$. On the contrary, in the case of contraction, $\delta l<0$, we have $\delta h_{1}>0$ and $\delta h_{2}>0$. As follows from eq. 1.8, relative changes of the bar dimensions, normal to the external force, are the same:

$$
\begin{equation*}
\frac{\delta h_{1}}{h_{1}}=\frac{\delta h_{2}}{h_{2}} \tag{1.9}
\end{equation*}
$$

At the same time, displacements themselves, $\delta h_{1}$ and $\delta h_{2}$, differ from each other, if $h_{1} \neq h_{2}$. In essence, eq. 1.8, which we will further call Poisson's relation, describes the second law of clasticity. Both the Hooke's and Poisson's relation are experimental. They provide the foundation of the linear theory of elasticity and play the same role in the theory of elasticity as Newton's laws in classical mechanics and Maxwell's equations in electrodynamics.

## Differential form of Hooke's law and Poisson's relation

It is useful to represent eqs. 1.7 and 1.8 in a different form that allows us to study deformation in the vicinity of any point of an elastic medium. Let us consider two crosssections of the bar, $S(x)$ and $S(x+d x)$, located close to each other, Fig. 1.2a. As a result of deformation, they are displaced at distances $u(x)$ and $u(x+d x)$, respectively. Taking into account that forces applied to each surface are the same, we conclude that relative displacements are equal, that is

$$
\begin{equation*}
\frac{u(x)}{x}=\frac{u(x+d x)}{x+d x}=\frac{F_{x}}{E S} \tag{1.10}
\end{equation*}
$$

Here $x$ is the distance from the origin $O$, which does not move during deformation, and $F_{x}$ is the scalar component of the force. From the last equality we have

$$
(x+d x) u(x)=x u(x+d x)
$$

Since the distance between two cross-sections is very small, it is natural to assume that displacements between them change linearly. Then, expanding the function $u(x+d x)$ in the Taylor series and discarding all terms except the first two, we obtain

$$
x u(x)+d x u(x)=x u(x)+x \frac{d u}{d x} d x
$$

Comparison with eq. 1.10 shows that the relative expansion of the bar is characterized by the first derivative $d u / d x$. The position of the cross-section $S(x)$ was chosen arbitrarily, and, correspondingly, $d u / d x$ describes a deformation of the bar at each point. In our case, a value of $d u / d x$ is independent of the point coordinates, and we are dealing with homogeneous deformation. However, in general, this function, $d u / d x$, may change from point to point, and inhomogencous deformation is observed. By definition, $d u / d x$ is called the strain at a point, or more precisely, the diagonal element of the strain tensor (Appendix D). Note that if a displacement $u$ is a function of several coordinates,


Figure 1.2: (a) and (b) Illustration of eqs. 1.10, 1.13 (c) Deformation of an elastic column (d) Bar extension due to gravitational field
we have to use the partial derivatives, and the strain is written as

$$
\begin{equation*}
e_{x x}=\frac{\partial u}{\partial x} \tag{1.11}
\end{equation*}
$$

Then, in place of eq. 1.10 we have

$$
\begin{equation*}
e_{x x}=\frac{1}{E} \frac{F_{x}}{S} \quad \text { or } \quad \frac{F_{x}}{S}=E e_{x x} \tag{1.12}
\end{equation*}
$$

As follows from eq. 1.11, the strain $e_{x x}$ characterizes the rate of change of the displacement, as well as a type of deformation. For instance, if $\partial u / \partial x>0$ expansion occurs, whereas compression is observed when $\partial u / \partial x<0$. It is clear that the strain is dimensionless.

Next, we perform similar transformations with eq. 1.8 and consider a cross-section of an elementary parallelepiped of the bar in the plane $Y O Z$, Fig. 1.2b. Taking into
account that a deformation is homogeneous, we have

$$
\begin{equation*}
\frac{\delta h_{1}}{h_{1}}=\frac{v(y)}{y}=\frac{v(y+d y)}{y+d y} \tag{1.13}
\end{equation*}
$$

where $v(y)$ is the displacement of the cross-section $S(y)$ along the $y$-axis and $y$ is the distance from the origin. Again, using the Taylor series, eq. 1.13 gives

$$
\frac{\delta h_{1}}{h_{1}}=\frac{\partial v}{\partial y},
$$

and, by analogy,

$$
\frac{\partial h_{2}}{h_{2}}=\frac{\partial w}{\partial z}
$$

Here $w$ is the displacement along the $z$-axis. Respectively, Poisson's ratio, eq. 1.8, is written in the form

$$
\begin{equation*}
\frac{\partial v}{\partial y}=\frac{\partial w}{\partial z}=-\sigma \frac{\partial u}{\partial x} \tag{1.14}
\end{equation*}
$$

Thus, the rate of change of the corresponding components of the displacement vector

$$
\begin{equation*}
\mathbf{s}=u \mathbf{i}+v \mathbf{j}+w \mathbf{k} \tag{1.15}
\end{equation*}
$$

is the same along the $y$ - and $z$-axes. By definition,

$$
\begin{equation*}
e_{y y}=\frac{\partial v}{\partial y} \quad \text { and } \quad e_{z z}=\frac{\partial w}{\partial z} \tag{1.16}
\end{equation*}
$$

are also the diagonal elements of the strain tensor and, in accordance with eq. 1.8 , they are related to each other,

$$
\begin{equation*}
e_{y y}=e_{z z}=-\sigma e_{x x} \tag{1.17}
\end{equation*}
$$

provided that forces are applied only along the $x$-axis. By analogy, if they are directed either along the $y$ or $z$ axes, we have

$$
e_{x x}=e_{z z}=-\sigma e_{y y} \quad \text { and } \quad e_{x x}=e_{y y}=-\sigma e_{z z}
$$

respectively.

## Ratio $F_{x} / S$ and stress

Now let us discuss ratio $F_{x} / S$ in eq. 1.12, which describes the $x$-component of the traction $\mathbf{t}$. The latter can be introduced in the following way (Appendix C).

$$
\begin{equation*}
t_{x}=(\mathbf{X} \cdot \mathbf{n})=\frac{F_{x}}{S} \tag{1.18}
\end{equation*}
$$

Here $\mathbf{n}$ is the unit vector normal to the surface $S(x)$ and directed toward the portion of the bar that creates the surface force. In our case, the vector $\mathbf{X}$ has only one component $X_{x}$ :

$$
\begin{equation*}
\mathbf{X}=X_{x} \mathbf{i} \tag{1.19}
\end{equation*}
$$

As follows from eq. 1.18, if $\mathbf{n}=\mathbf{i}$ then $X_{x}=F_{x} / S$, but $X_{x}=-F_{x} / S$ when $\mathbf{n}=-\mathbf{i}$. Since forces applied to bar faces have opposite directions, the function $X_{x}$ has the same sign inside the bar. Correspondingly, eqs. 1.12 can be rewritten as

$$
\begin{equation*}
e_{x x}=\frac{1}{E} X_{x} \quad \text { or } \quad X_{x}=E e_{x x} \tag{1.20}
\end{equation*}
$$

This shows that in the case of an expansion, $\left(e_{x x}>0\right), X_{x}$ is positive, whereas it is negative if a compression takes place. Note that $X_{x}$ is the diagonal element of the stress tensor. In the same manner we have

$$
\begin{align*}
e_{y y} & =\frac{1}{E} Y_{y} & \text { or } \quad Y_{y}=E e_{y y}  \tag{1.21}\\
\text { and } \quad e_{z z} & =\frac{1}{E} Z_{z} & \text { or } \quad Z_{z}=E e_{z z}
\end{align*}
$$

when force is oriented either along the $y^{-}$or $z$-axis. As is shown in Appendix C, functions $Y_{y}$ and $Z_{z}$, as well as $X_{x}$, are the diagonal elements of the stress tensor. At the beginning we will use these notations, but later, throughout almost all monograph the notion $\tau_{i j}$ is applied. Thus, the differential forms of Hooke's law and Poisson's relation are

$$
\begin{equation*}
X_{x}=E e_{x x} \quad \text { and } \quad e_{y y}=e_{z z}=-\sigma e_{x x} \tag{1.22}
\end{equation*}
$$

As was pointed out, this system is used to describe numerous phenomena in an clastic medium. First, we will study simple cases of homogeneous and inhomogeneous deformation.

Example one Consider an elastic column placed on an ideally rigid foundation, and suppose that force $F_{0}$ acts on its top surface $S_{t}$, Fig. 1.2c. Because of this and the weight, a cross-section of the column $S(z)$ varies, and our goal is to find its value, provided that the stress is constant inside the body:

$$
\begin{equation*}
Z_{z}=\mathrm{const} \tag{1.23}
\end{equation*}
$$

Since the external force $F_{0}$ is transmitted through the elastic column and its mass between the top $S_{t}$ and the cross-section $S(z)$ is equal to

$$
\rho \int_{z}^{l} S(z) d z
$$

the condition 1.23 can be written as

$$
\begin{equation*}
\frac{F_{0}}{S(z)}+\frac{\rho g}{S(z)} \int_{z}^{l} S(\eta) d \eta=\frac{F_{0}}{S_{t}} \tag{1.24}
\end{equation*}
$$

where $\eta$ is a variable of integration, $l$ is column length, and $g$ is gravitational acceleration. Two terms at the left side of eq. 1.24 describe stresses caused by the external force and the weight of the column above the cross-section $S(z)$. Multiplication of this equation by $S(z)$ and then differentiation by $z$ yield

$$
-\rho g S(z)=\frac{F_{0}}{S_{t}} \frac{d S(z)}{d z} \quad \text { or } \quad \ln S(z)=-\frac{\rho g S_{t}}{F_{0}} z+C
$$

Since

$$
\ln S_{t}=-\frac{\rho g S_{t}}{F_{0}} l+C
$$

we finally obtain

$$
\begin{equation*}
S(z)=S_{t} \exp \frac{\rho g S_{t}}{F_{0}}(l-z) \tag{1.25}
\end{equation*}
$$

Thus, in approaching the origin, $z=0$, the cross-section of the column exponentially increases, and it provides a constancy of the stress, eq. 1.23. As follows from eq. 1.25 with a decrease of the density $\rho$, the change of the function $S(z)$ also becomes smaller. In other words, if an influence of the weight would be absent then a homogeneous deformation takes place with the constant cross-section of the column. From eq. 1.25 we see that

$$
\begin{equation*}
S(z) \rightarrow \infty \quad \text { if } \quad F_{0} \rightarrow 0 \tag{1.26}
\end{equation*}
$$

This means that the stress caused by a weight cannot be constant along the $z$-axis. In accordance with Hooke's law, the displacement of the surface $S_{t}$ is

$$
\delta l=\frac{F_{0}}{S_{t} E} l
$$

Taking into account that a deformation is homogeneous, the strain at points of the column is constant, and it is equal to

$$
\begin{equation*}
e_{z z}=\frac{F_{0}}{S_{t} E} \tag{1.27}
\end{equation*}
$$

where $F_{0}$ is the scalar component of the force and is negative.
Example two Suppose that the bar is suspended, as is shown in Fig. 1.2d. Its cross-section $S$, length $l$, density $\rho$, and the Young modulus $E$ are given. Our goal is to determine a bar extension due to the gravitational field. First, consider a portion of the bar, bounded by surfaces $S(O)$ and $S$, located at distance $z$ from origin $O$. The force applied to $S(z)$ is equal to the weight of the lower portion of the bar:

$$
\begin{equation*}
F_{z}=g \rho(l-z) S \tag{1.28}
\end{equation*}
$$

Since this force is uniformly distributed over the cross-section, the stress is

$$
\begin{equation*}
Z_{z}=\frac{F_{z}}{S}=g \rho(l-z) \tag{1.29}
\end{equation*}
$$

and it varies lincarly within the range

$$
0 \leq \frac{F_{z}}{S} \leq g \rho l
$$

It is clear that force $F_{z}$ is external with respect to the upper part of the bar and, correspondingly, eq. 1.28 gives

$$
\begin{equation*}
\frac{d w}{d z}=\frac{Z_{z}}{E}=\frac{g \rho}{E}(l-z) \tag{1.30}
\end{equation*}
$$

This shows that we are dealing with an inhomogeneous deformation. Integration of eq. 1.30 yiclds

$$
w(z)=\frac{\rho g}{E}\left(l z-\frac{z^{2}}{2}+C\right)
$$

Inasmuch as $w(0)=0$, we obtain

$$
\begin{equation*}
w(z)=\frac{\rho g z}{E}\left(l-\frac{z}{2}\right) \tag{1.31}
\end{equation*}
$$

In particular, an extension of the lower end, $(z=l)$, is

$$
\begin{equation*}
w(l)=\frac{g \rho l^{2}}{2 E} \tag{1.32}
\end{equation*}
$$

that is, it is directly proportional to a square of the original length.

## Superposition of displacements

To this point we have studied deformation caused by a single force. Taking into account that eqs. 1.12 are linear, we can apply the principle of superposition (Appendix D), which is formulated in the following way. If a deformation $e_{n}$ corresponds to the force $\mathbf{F}_{n}$, then the resultant deformation, caused by a sum

$$
\mathbf{F}=\mathbf{F}_{1}+\mathbf{F}_{2}+\ldots \ldots+\mathbf{F}_{n},
$$

is equal to

$$
\begin{equation*}
e=e_{1}+e_{2}+\ldots \ldots \ldots+e_{n} \tag{1.33}
\end{equation*}
$$

Note that we have already discovered two kinds of deformation, namely, homogeneous and inhomogeneous deformations. The first corresponds to the case in which the strain remains the same inside a body, whereas, the second kind of strain is a function of a point. Of course, within an elementary volume, deformation is homogeneous (Appendix D). To illustrate the principle of superposition consider three more examples in which forces act on different faces of the rectangular body.

Example three Suppose that a body is surrounded by a fluid and the pressure is equal to $P$. In such case there are only forces that are normal to the body faces and, by definition

$$
\begin{equation*}
X_{x}=Y_{y}=Z_{z}=-P, \tag{1.34}
\end{equation*}
$$

where $P>0$. The presence of the minus sign is related to the fact that the force caused by a fluid is directed inside a body. Our task is to find displacements of faces along the coordinate axes caused by all threc forces. Applying Hooke's law and Poisson's relation (eq. 1.8), we determine the relative displacement due to each force. Then, using the principle of superposition, we add them together. First, consider a compression along the $x$-axis due to the stress $X_{x}$. As follows from Hooke's law,

$$
\begin{equation*}
\frac{\partial u_{1}}{\partial x}=-\frac{1}{E} P \tag{1.35}
\end{equation*}
$$

Because there are forces acting on two other faces of the volume, expansion along $x$ is observed. In accordance with Poisson's relation and Hooke's law, we have

$$
\begin{equation*}
\frac{\partial u_{2}}{\partial x}=-\sigma \frac{\partial v}{\partial y}=\frac{\sigma}{E} P \quad \text { and } \quad \frac{\partial u_{3}}{\partial x}=-\sigma \frac{\partial w}{\partial z}=\frac{\sigma}{E} P \tag{1.36}
\end{equation*}
$$

Therefore, the total strain, $\partial u / \partial x$, is

$$
\frac{\partial u}{\partial x}=\frac{\partial u_{1}}{\partial x}+\frac{\partial u_{2}}{\partial x}+\frac{\partial u_{3}}{\partial x}
$$

or

$$
\begin{equation*}
\frac{\partial u}{\partial x}=-\frac{1}{E}(1-2 \sigma) P \tag{1.37}
\end{equation*}
$$

In the same manner we obtain

$$
\begin{equation*}
\frac{\partial v}{\partial y}=-\frac{1}{E}(1-2 \sigma) P \quad \text { and } \quad \frac{\partial w}{\partial z}=-\frac{1}{E}(1-2 \sigma) P \tag{1.38}
\end{equation*}
$$

Since a deformation is homogeneous, strains describe a change of the volume size along coordinate axes, that is

$$
\begin{equation*}
\frac{\delta l_{1}}{l_{1}}=\frac{\delta l_{2}}{l_{2}}=\frac{\delta l_{3}}{l_{3}}=-\frac{1}{E}(1-2 \sigma) P \tag{1.39}
\end{equation*}
$$

Here $l_{1}, l_{2}$, and $l_{3}$ are the initial lengths. In particular, when the volume is a cube, displacements of faces are the same.

It is easy to find a relationship between pressure and a relative change of volume caused by compression. The initial and new volumes are

$$
V=l_{1} l_{2} l_{3}
$$

and

$$
V_{1}=\left(l_{1}+\delta l_{1}\right)\left(l_{2}+\delta l_{2}\right)\left(l_{3}+\delta l_{3}\right)=l_{1} l_{2} l_{3}\left(1+\frac{\delta l_{1}}{l_{1}}\right)\left(1+\frac{\delta l_{2}}{l_{2}}\right)\left(1+\frac{\delta l_{3}}{l_{3}}\right)
$$

Discarding higher-order terms we obtain

$$
\begin{equation*}
V_{1}=V\left(1+\frac{\delta l_{1}}{l_{1}}+\frac{\delta l_{2}}{l_{2}}+\frac{\delta l_{3}}{l_{3}}\right) \tag{1.40}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{\delta V}{V}=-\frac{3(1-2 \sigma)}{E} P \tag{1.41}
\end{equation*}
$$

Here $\delta V / V=\Theta=$ divs is a dilatation (Appendix D), and, correspondingly,

$$
\begin{equation*}
P=-M \frac{d V}{V}=-M \operatorname{div} \mathbf{s} \tag{1.42}
\end{equation*}
$$

where

$$
\begin{equation*}
M=\frac{E}{3(1-2 \sigma)} \tag{1.43}
\end{equation*}
$$

is the bulk modulus.
As follows from eq. 1.41 Poisson's ratio, $\sigma$, cannot exceed $1 / 2$; otherwise, with an increase of pressure, volume would increase too. Note that the velocity of propagation in a fluid is defined by the density $\rho$ and the bulk modulus $M$ (Part I).

Example four Assume that there are forces oriented along the $x$-axis that produce a bar extension. There are also forces applied to faces perpendicular to the $y$-axis, so that these faces of the bar cannot move in this direction. At the same time, faces normal to the $z$-axis are not subjected to an action of forces. Applying again the principle of superposition, we have

$$
\begin{equation*}
\frac{\delta l_{1}}{l_{1}}=\frac{1}{E} \frac{F_{x}}{S_{x}}-\frac{\sigma}{E} \frac{F_{y}}{S_{y}} \tag{1.44}
\end{equation*}
$$

where $F_{y}$ is an unknown force. In order to find it, we take into account that $\delta l_{2}=0$, and this gives

$$
\frac{\delta l_{2}}{l_{2}}=\frac{1}{E} \frac{F_{y}}{S_{y}}-\frac{\sigma}{E} \frac{F_{x}}{S_{x}}=0
$$

or

$$
\begin{equation*}
\frac{F_{y}}{S_{y}}=\sigma \frac{F_{x}}{S_{x}} \quad \text { or } \quad Y_{y}=\sigma X_{x} \tag{1.45}
\end{equation*}
$$

Substituting the latter into eq. 1.44 we have

$$
\begin{equation*}
e_{x x}=\frac{\partial u}{\partial x}=\frac{1}{E}\left(1-\sigma^{2}\right) X_{x} \quad \text { or } \quad X_{x}=\frac{E}{1-\sigma^{2}} e_{x x}=E_{*} e_{x x} \tag{1.46}
\end{equation*}
$$

Here $E_{*}=E / 1-\sigma^{2}$ is usually called the effective Young modulus.
Example five Unlike in the previous case, the faces of a bar normal to the $y$ and $z$-axes cannot move, but force $\mathrm{F}_{x}$ produces a deformation along the $x$-axis. This means that there are normal stresses at faces $S_{y}$ and $S_{z}$. Then, for strains $e_{x x}, e_{y y}$, and $e_{z z}$, we can write

$$
\begin{gather*}
e_{x x}=\frac{1}{E} X_{x}-\frac{\sigma}{E} Y_{y}-\frac{\sigma}{E} Z_{z} \\
e_{y y}=-\frac{\sigma}{E} X_{x}+\frac{1}{E} Y_{y}-\frac{\sigma}{E} Z_{z}=0 \tag{1.47}
\end{gather*}
$$

$$
e_{z z}=-\frac{\sigma}{E} X_{x}-\frac{\sigma}{E} Y_{y}+\frac{1}{E} Z_{z}=0
$$

This system contains three unknowns: $e_{x x}, \quad Y_{y}$, and $Z_{z}$. First of all we find $Y_{y}$. Eliminating $Z_{z}$ we obtain two equations

$$
e_{x x}=\frac{1-\sigma^{2}}{E} X_{x}-\frac{\sigma(1+\sigma)}{E} Y_{y}
$$

and

$$
0=-\frac{\sigma(1+\sigma)}{E} X_{x}+\frac{\left(1-\sigma^{2}\right)}{E} Y_{y}
$$

The last equation gives

$$
\begin{equation*}
Y_{y}=\frac{\sigma}{1-\sigma} X_{x} \tag{1.48}
\end{equation*}
$$

and, correspondingly,

$$
e_{x x}=\left[1-\sigma^{2}-\frac{\sigma^{2}(1+\sigma)}{1-\sigma}\right] \frac{X_{x}}{E}
$$

or

$$
\begin{equation*}
X_{x}=E_{* *} e_{x x} \tag{1.49}
\end{equation*}
$$

Here

$$
\begin{equation*}
E_{* *}=\frac{1-\sigma}{(1+\sigma)(1-2 \sigma)} E \tag{1.50}
\end{equation*}
$$

is another effective Young modulus. As will be shown later this modulus defines the velocity of the longitudinal waves. By analogy with eq. 1.48 we also have

$$
\begin{equation*}
Z_{z}=\frac{\sigma}{1-\sigma} X_{x} \tag{1.51}
\end{equation*}
$$

### 1.2 Longitudinal waves in a thin bar

In the previous section we studied deformation, when a body is in equilibrium, and, correspondingly, its particles do not move. At the same time, as we know, such a state does not occur instantly; it is preceded by wave propagation and attenuation. Now we turn our focus to the wave phenomena and start from the simplest case, when the longitudinal wave propagates along a slender bar, Fig. 1.3a.
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Figure 1.3: (a) Derivation of wave equation (b) Illustration of eq. 1.75 (c) Wave fields of the step function (d) Superposition of two compressional waves

## One-dimensional wave equation

By analogy with acoustic waves (Part I), we first derive the equation describing wave propagation along a bar. With this purpose in mind consider the bar element, bounded by two cross-sections, $S(x-d x / 2)$ and $S(x+d x / 2)$, and the lateral surface, Fig. 1.3a. Suppose that the wave propagates along the $x$-axis and reaches the cross-section $S(x-d x / 2)$. From this moment we begin to observe deformation of this bar element, $d V=S d x$. With some time delay, the wave arrives at the front face of the volume, $S(x+$ $d x / 2$ ). Force $F(x, t)$, which accompanies the wave, has the same direction at both crosssections, but may differ in magnitude. For instance, in the case of compression, this force is directed along the $x$-axis, whereas it moves in the opposite direction when expansion
takes place. The force at points of the section $S(x+d x / 2)$ acts on a medium located in front of the bar element. In accordance with Newton's third law, force $\mathbf{F}_{x}(x+d x / 2)$, having the same magnitude and opposite direction, acts on the surface $S(x+d x / 2)$ of the elementary volume. Thus, the resultant force, applied to this bar element at any instant $t$, is

$$
\mathbf{F}_{x}\left(x-\frac{d x}{2}, t\right)+\mathbf{F}_{x}\left(x+\frac{d x}{2}, t\right)
$$

It is essential that both forces are considered at the same moment and that they always have opposite directions. In general, their magnitudes are different. In accordance with Newton's second law, the equation of motion of the bar element with the mass $m=\rho S d x$ is

$$
\begin{equation*}
m \frac{\partial^{2} u(x, t)}{\partial t^{2}}=F_{x}\left(x-\frac{d x}{2}, t\right)+F_{x}\left(x+\frac{d x}{2}, t\right) \tag{1.52}
\end{equation*}
$$

Here $u(x, t)$ is the $x$-component of the displacement of the center of mass, $m$. Eq. 1.52 contains three unknowns, $u(x, t), F_{x}(x-d x / 2, t)$, and $F_{x}(x+d x / 2, t)$. In order to derive an equation with respect to only one of these functions, we use the concept of traction, $\mathbf{t}$, and Hooke's law. As was shown in the previous section and in Appendix C, the $x$-component of the traction $\mathbf{t}$ is defined as

$$
t_{x}=\mathbf{X} \cdot \mathbf{n}
$$

Respectively, we have

$$
\begin{align*}
\quad F_{x}\left(x-\frac{d x}{2}, t\right) & =t_{x}\left(x-\frac{d x}{2}, t\right) S=-X_{x}\left(x-\frac{d x}{2}, t\right) S  \tag{1.53}\\
\text { and } & F_{x}\left(x+\frac{d x}{2}, t\right)=t_{x}\left(x+\frac{d x}{2}, t\right) S=X_{x}\left(x+\frac{d x}{2}, t\right) S
\end{align*}
$$

Substitution of eqs. 1.53 into eq. 1.52 yields

$$
\begin{equation*}
\rho d x \frac{\partial^{2} u(x, t)}{\partial t^{2}}=X_{x}\left(x+\frac{d x}{2}, t\right)-X_{x}\left(x-\frac{d x}{2}, t\right) \tag{1.54}
\end{equation*}
$$

Here $X_{x}$ is the normal stress at the front and back faces of the volume element. As the distance $d x$ is very small, we can assume that the stress $X_{x}$ linearly changes between the volume faces. It allows us to replace the right side of eq. 1.54 as

$$
\begin{equation*}
X_{x}\left(x+\frac{d x}{2}, t\right)-X_{x}\left(x-\frac{d x}{2}, t\right)=\frac{\partial X_{x}(x, t)}{\partial x} d x \tag{1.55}
\end{equation*}
$$

and it becomes

$$
\begin{equation*}
\rho \frac{\partial^{2} u(x, t)}{\partial t^{2}}=\frac{\partial X_{x}(x, t)}{\partial x} \tag{1.56}
\end{equation*}
$$

where derivatives are taken at the same point. The next step involves the use of Hooke's law:

$$
\begin{equation*}
X_{x}=E e_{x x}=E \frac{\partial u}{\partial x} \tag{1.57}
\end{equation*}
$$

From the last two equations, we obtain

$$
\begin{equation*}
\rho \frac{\partial^{2} u}{\partial t^{2}}=E \frac{\partial^{2} u}{\partial x^{2}} \quad \text { or } \quad \frac{\partial^{2} u}{\partial x^{2}}=\frac{1}{c_{l}^{2}} \frac{\partial^{2} u}{\partial t^{2}} \tag{1.58}
\end{equation*}
$$

As we know (Part I), the latter is the wave equation in an one-dimensional case and

$$
\begin{equation*}
c_{l}=\sqrt{\frac{E}{\rho}} \tag{1.59}
\end{equation*}
$$

describes its velocity of propagation. We derive the same equation for strain and stress. In fact, taking the derivative with respect to $x$ from both sides of eq. 1.58 , we have

$$
\frac{\partial^{2}}{\partial x^{2}}\left(\frac{\partial u}{\partial x}\right)=\frac{1}{c_{l}^{2}} \frac{\partial^{2}}{\partial t^{2}}\left(\frac{\partial u}{\partial x}\right)
$$

or

$$
\begin{equation*}
\frac{\partial^{2} e_{x x}}{\partial x^{2}}=\frac{1}{c_{l}^{2}} \frac{\partial^{2} e_{x x}}{\partial t^{2}} \tag{1.60}
\end{equation*}
$$

Then, the use of Hooke's law gives

$$
\begin{equation*}
\frac{\partial^{2} X_{x}}{\partial x^{2}}=\frac{1}{c_{l}^{2}} \frac{\partial^{2} X_{x}}{\partial t^{2}} \tag{1.61}
\end{equation*}
$$

It is natural that all three quantities characterizing wave propagation satisfy the same wave equation. It is a partial differential equation of the second order, and its general solution for displacement (Part I) is

$$
\begin{equation*}
u(x, t)=A f\left[a\left(t-\frac{x}{c_{l}}\right)\right]+B g\left[a\left(t+\frac{x}{c_{l}}\right)\right] \tag{1.62}
\end{equation*}
$$

Here $f$ and $g$ are continuous functions that have first and second derivatives with respect to both distance $x$ and time $t$. Their behavior is defined by the primary source, which generates the wave. $A$ and $B$ are some constants, as well as the parameter $a$.

Since an argument of any function is dimensionless, this constant is measured in $\mathrm{sec}^{-1}$. Now it may be appropriate to remind ourselves the following.
a. A solution of the wave equation was first obtained by D'Alembert who applied in essence the trial-and-error method. It does not determine functions $f$ and $g$, but defines a structure of arguments, that is, a relationship between distance $x$ and time $t$.
b. In deriving eqs. 1.58-1.61, it was assumed that $u(x, t), e_{x x}(x, t)$, and $X_{x}(x, t)$ are continuous functions. However, it turns out that even a discontinuous function can be a solution of the wave equation.
c. It is easy to show that $u(x, t)$, given by cq. 1.62 , satisfics the wave equation. In fact, performing a differentiation, we have

$$
\frac{\partial^{2} f}{\partial x^{2}}=A \frac{a^{2}}{c_{l}^{2}} f^{\prime \prime}\left[a\left(t-\frac{x}{c_{l}}\right)\right] \quad \text { and } \quad \frac{\partial^{2} f}{\partial t^{2}}=A a^{2} f^{\prime \prime}\left[a\left(t-\frac{x}{c_{l}}\right)\right]
$$

where derivatives are taken with respect to the argument of the function, which is $a(t-$ $x / c_{l}$ ). It is clear that

$$
\frac{\partial^{2} f}{\partial x^{2}}=\frac{1}{c_{l}^{2}} \frac{\partial^{2} f}{\partial t^{2}}
$$

and the same is valid for the function $g\left[a\left(t+x / c_{t}\right)\right]$.
d. Since with an increase of time the same value of the argument $t-x / c_{l}$ is observed at greater distances, the function $f\left[a\left(t-x / c_{l}\right)\right]$ describes the outgoing wave that is traveling away from the origin, if $x>0$. In contrast, the function $g\left[a\left(t+x / c_{l}\right)\right]$ characterizes the incoming wave, if $x>0$, because with a decrease of distance the same value of the argument $t+x / c_{l}$ takes place later. It may happen that the wave field is described by either by the outgoing or incoming waves or by the superposition of them.

Now consider the main properties of these waves in some detail.
Outgoing wave By definition, expressions for the displacement, the particle velocity, strain, and stress are

$$
\begin{align*}
u(x, t)=A f\left[a\left(t-\frac{x}{c_{l}}\right)\right], & \dot{u}(x, t) & =A a f^{\prime}\left[a\left(t-\frac{x}{c_{l}}\right)\right],  \tag{1.63}\\
e_{x x}(x, t)=-\frac{A a}{c_{l}} f^{\prime}\left[a\left(t-\frac{x}{c_{l}}\right)\right], & X_{x}(x, t) & =-\frac{A a E}{c_{l}} f^{\prime}\left[a\left(t-\frac{x}{c_{l}}\right)\right]
\end{align*}
$$

As we can see, the last three quantities have the same dependence on distance and time. From eqs. 1.63 it also follows that

$$
\begin{equation*}
e_{x x}=-\frac{\dot{u}}{c_{l}} \tag{1.64}
\end{equation*}
$$

that is, the ratio of velocities of the particle and wave defines the strain with an accuracy of a sign. As was mentioned earlier and in Appendix D the strain $e_{x x}$ is usually very small: $\quad\left(e_{x x} \ll 1\right)$. Therefore, the particle velocity is many orders smaller than the wave velocity. It is clear that in the case of the compressional wave, $e_{x x}<0$ and both velocities have the same direction. Due to this fact, compression takes place. On the contrary, when they have opposite directions, $e_{x x}>0$, the extensional wave propagates. Let us imagine that at the instant $t=0$, the wave approaches the left face of some portion of the bar, which has a length equal to $c_{l} \delta t$. Then during this brief time interval, $\delta t$, the bar end moves at the distance $\dot{u} \delta t$, and, correspondingly, the ratio $\dot{u} / c_{l}$ describes the strain. As follows from Hooke's law, eq. 1.64 can written in the form:

$$
\begin{equation*}
\frac{\dot{u}}{c_{l}}=-\frac{X_{x}}{E} \quad \text { or } \quad \frac{X_{x}}{\dot{u}}=-\frac{E}{c_{l}}=-\sqrt{E \rho} \tag{1.65}
\end{equation*}
$$

By analogy with electrodynamics, the right side of eq. 1.65 is called the impedance of a medium for longitudinal waves:

$$
\begin{equation*}
Z=\frac{E}{c_{l}}=\sqrt{E \rho}=c_{l} \rho \tag{1.66}
\end{equation*}
$$

As is also the case in acoustics, impedance plays an important role in describing reflection and transmission of waves.

Incoming wave In accordance with eq. 1.62 we have in this case

$$
\begin{array}{cc}
u(x, t)=B g\left[a\left(t+\frac{x}{c_{l}}\right)\right], & \dot{u}(x, t)=B a g^{\prime}\left[a\left(t+\frac{x}{c_{l}}\right)\right]  \tag{1.67}\\
e_{x x}(x, t)=\frac{B a}{c_{l}} g^{\prime}\left[a\left(t+\frac{x}{c_{l}}\right)\right], & X_{x}(x, t)=\frac{B a E}{c_{l}} g^{\prime}\left[a\left(t+\frac{x}{c_{l}}\right)\right] \\
e_{x x}=\frac{\dot{u}}{c_{l}} \quad \text { and } \quad \frac{\dot{u}}{c_{l}}=\frac{X_{x}}{E} \quad \text { or } \quad \frac{X_{x}}{\dot{u}}=Z
\end{array}
$$

Since the wave propagates toward the origin, $(x>0)$, both the wave and particle velocities have the same direction in places where compression occurs. However, the directions are opposite to each other in places where tension occurs. The similarity for outgoing waves is obvious.

## Displacement field

In accordance with Poisson's relation

$$
\begin{equation*}
\frac{\partial v}{\partial y}=\frac{\partial w}{\partial z}=-\sigma \frac{\partial u}{\partial x} \tag{1.68}
\end{equation*}
$$

wave propagation along the $x$-axis is accompanied by motion of particles along all axes. In the approximation of a thin bar, it is assumed that all functions describing the wave

$$
u(x, t), \quad e_{x x}(x, t), \quad \dot{u}(x, t), \quad X_{x}(x, t)
$$

are the same at all points of any cross-section of the bar. Besides, the strains $e_{y y}$ and $e_{z z}$, caused by the stress $X_{x}$, are uniformly distributed over each cross-section $S$. Because of symmetry, components of the displacement $v$ and $w$ are equal to zero along the middle line of the bar ( $x$-axis), and then they linearly increase toward the lateral surface. Because of all these assumptions, we can only approximatcly describe the displacement field s . As follows from eq. 1.63, all strains vary synchronously, but the vector field s:

$$
\begin{equation*}
\mathbf{s}=u \mathbf{i}+v \mathbf{j}+w \mathbf{k} \tag{1.69}
\end{equation*}
$$

can be rather complicated. In order to study its behavior, we use eqs. 1.63 and 1.14. They give

$$
\begin{gather*}
\frac{\partial u(x, t)}{\partial x}=-\frac{A a}{c_{l}} f^{\prime}\left[a\left(t-\frac{x}{c_{l}}\right)\right]  \tag{1.70}\\
\frac{\partial v(x, t)}{\partial y}=\frac{A a \sigma}{c_{l}} f^{\prime}\left[a\left(t-\frac{x}{c_{l}}\right)\right], \quad \frac{\partial w}{\partial z}=\frac{A a \sigma}{c_{l}} f^{\prime}\left[a\left(t-\frac{x}{c_{l}}\right)\right]
\end{gather*}
$$

After integration of the last two equations, we have for the field $\mathbf{s}$

$$
\begin{gather*}
u(x, t)=A f\left[a\left(t-\frac{x}{c_{l}}\right)\right], \quad v(x, t)=\frac{A a \sigma}{c_{l}} f^{\prime}\left[a\left(t-\frac{x}{c_{l}}\right)\right] y,  \tag{1.71}\\
w(x, t)=\frac{A a \sigma}{c_{l}} f^{\prime}\left[a\left(t-\frac{x}{c_{l}}\right)\right] z
\end{gather*}
$$

since $v=w=0$ at points of the $x$-axis. As is seen from set 1.71, the displacements along the $y$ and $z$ axes are defined by the rate of change of the component $u(x, t)$. Taking into account that the bar is thin, we usually have

$$
\begin{equation*}
v \ll u \quad \text { and } \quad w \ll u \tag{1.72}
\end{equation*}
$$

However, the strains $e_{x x}, e_{y y}$, and $e_{z z}$ are comparable, eqs. 1.70, and therefore, the dilatation, $\Theta$, is equal to

$$
\begin{equation*}
\Theta=\operatorname{div} \mathrm{s}=-\frac{A a}{c_{l}}(1-2 \sigma) f^{\prime}\left[a\left(t-\frac{x}{c_{l}}\right)\right] \tag{1.73}
\end{equation*}
$$

As was shown earlier, the dilatation defines the relative change of an elementary volume, $\Theta=\Delta V / V$, and wave propagation is accompanied by either compression or expansion of the volume. At the beginning, we assumed that the displacement $u(x, t)$ is uniformly distributed over the cross-section. If, in addition, we neglect by components $v$ and $w$, it is easy to see that curl $s=0$. In other words, wave propagation is not accompanied by rotation of elementary volumes of the bar. At the same time, wave causes a change of volumes. This is why these waves are called dilatational or irrotational waves.

## Reflection and transmission

Now, suppose that the bar consists of two homogencous portions and $S$ is the boundary between them. In general, they differ in terms of both the Young modulus and density $\rho$ :

$$
E_{1} \neq E_{2} \quad \text { and } \quad \rho_{1} \neq \rho_{2}
$$

Since at points of the cross-section $S,(x=0)$, the velocity $c_{l}$ is usually a discontinuous function, we cannot apply the wave equation. Therefore, it has to be replaced on $S$ by boundary conditions. One of them is a continuity of the displacement $u$

$$
\begin{equation*}
u_{1}(0, t)=u_{2}(0, t) \tag{1.74}
\end{equation*}
$$

Here $u_{1}(x, t)$ and $u_{2}(x, t)$ are scalar components of displacement along the $x$-axis at each portion of the bar. It is clear that if condition 1.74 is invalid, we would observe either overlapping of two portions of the bar or a gap between them. In order to derive the second condition, consider an elementary volume, confined by surfaces $S_{1}$ and $S_{2}$, Fig. 1.3b, which are located at distance $d x$ from each other. In accordance with the Newton's second law, we have

$$
\begin{equation*}
m \frac{\partial^{2} u}{\partial t^{2}}=F_{x}\left(S_{1}\right)+F_{x}\left(S_{2}\right) \tag{1.75}
\end{equation*}
$$

Here $m$ is the mass of the volume and $F_{x}\left(S_{1}\right)$ and $F_{x}\left(S_{2}\right)$ are external forces acting on its faces. Since $F_{x}=(\mathbf{X} \cdot \mathbf{n}) S$, we have

$$
m \frac{\partial^{2} u}{\partial t^{2}}=\left[X_{2 x}\left(\frac{d x}{2}\right)-X_{1 x}\left(-\frac{d x}{2}\right)\right] S
$$

or

$$
\begin{equation*}
\rho d x \frac{\partial^{2} u}{\partial t^{2}}=X_{2 x}\left(\frac{d x}{2}\right)-X_{1 x}\left(-\frac{d x}{2}\right) \tag{1.76}
\end{equation*}
$$

where $X_{2 x}$ and $X_{1 x}$ are normal stresses at opposite sides of the boundary.
As $S_{1}$ and $S_{2}$ approach the boundary $S,(d x \rightarrow 0)$, the left side of eq. 1.76 tends to zero, since an acceleration cannot be infinitely large. Therefore, the right side also tends to zero, and we conclude that the normal stress is a continuous function at the boundary

$$
\begin{equation*}
X_{1 x}(0, t)=X_{2 x}(0, t) \tag{1.77}
\end{equation*}
$$

Thus, boundary conditions are

$$
\begin{equation*}
u_{1}(0, t)=u_{2}(0, t) \quad \text { and } \quad X_{1 x}(0, t)=X_{2 x}(0, t) \tag{1.78}
\end{equation*}
$$

Our goal is to find the wave ficld that satisfies the wave equation at each regular point of the bar and boundary conditions, eqs. 1.78. Assuming that the primary (incident) wave propagates along the $x$-axis, it is obvious that in the first portion of the bar, $(x<0)$, there are two waves - the incident and reflected waves - whereas in the second portion, $(x>0)$, we observe the transmitted wave. Respectively, expressions for the displacements are

$$
\begin{equation*}
u_{1}(x, t)=A f\left[a\left(t-\frac{x}{c_{1 l}}\right)\right]+B f\left[a\left(t+\frac{x}{c_{1 l}}\right)\right] \quad \text { if } x<0 \tag{1.79}
\end{equation*}
$$

$$
\text { and } \quad u_{2}(x, t)=C f\left[a\left(t-\frac{x}{c_{2 t}}\right)\right]
$$

$$
\text { if } x>0
$$

Here $A$ is known, while $B$ and $C$ have to be determined, and

$$
\begin{equation*}
c_{1 l}=\sqrt{\frac{E_{1}}{\rho_{1}}} \quad \text { and } \quad c_{2 l}=\sqrt{\frac{E_{2}}{\rho_{2}}} \tag{1.80}
\end{equation*}
$$

Of course, functions $u_{1}$ and $u_{2}$ satisfy the wave equation at each portion of the bar. Now it is proper to make a comment. We supposed that the incident, reflected, and transmitted waves are described by the same function

$$
f\left[a\left(t \pm \frac{x}{c_{l}}\right)\right]
$$

This is only an assumption. However, if $u_{1}(x, t)$ and $u_{2}(x, t)$ satisfy boundary conditions, then we can say that this guess is correct. Now, making use of eqs. 1.79 and Hooke's law

$$
X_{x}=E e_{x x}=E \frac{\partial u}{\partial x}
$$

system 1.78 gives two equations with two unknowns

$$
\begin{equation*}
A+B=C \quad \text { and } \quad-A Z_{1}+B Z_{1}=-Z_{2} C_{1} \tag{1.81}
\end{equation*}
$$

since

$$
Z=\frac{E}{c}=\rho c
$$

Their solution yields the expressions

$$
\begin{equation*}
B=\frac{Z_{1}-Z_{2}}{Z_{1}+Z_{2}} A \quad \text { and } \quad C=\frac{2 Z_{1}}{Z_{1}+Z_{2}} A \tag{1.82}
\end{equation*}
$$

which represent the famous Fresnel formulas. Thus, we have demonstrated that $u_{1}(x, t)$ and $u_{2}(x, t)$ satisfy wave equations for corresponding parts of the bar and boundary conditions, provided that $B$ and $C$ are given by eqs. 1.82 . This means that all three waves depend on time and distance in the same manner and that coefficients of reflection and transmission, eqs. 1.82, are defined by the ratio of impedances. Certainly, this important result is always valid, as long as boundary conditions are independent of time. Fresncl's cocfficients can be also written in the other form:

$$
\begin{equation*}
B=\frac{\sqrt{\rho_{1} E_{1}}-\sqrt{\rho_{2} E_{2}}}{\sqrt{\rho_{1} E_{1}}+\sqrt{\rho_{2} E_{2}}} A=\frac{n-m}{n+m} A \quad \text { and } \quad C=\frac{2 n}{n+m} A \tag{1.83}
\end{equation*}
$$

where $n=c_{1} / c_{2}$ is the refraction coefficient and $m=\rho_{2} / \rho_{1}$ is the ratio of densities. Thus, expressions for displacement $u$ in each part of the bar are

$$
\begin{equation*}
u_{1}(x, t)=A f\left[a\left(t-\frac{x}{c_{1 l}}\right)\right]+\frac{Z_{1}-Z_{2}}{Z_{1}+Z_{2}} A f\left[a\left(t+\frac{x}{c_{1 l}}\right)\right] \tag{1.84}
\end{equation*}
$$

$$
\text { and } \quad u_{2}(x, t)=\frac{2 Z_{1}}{Z_{1}+Z_{2}} A f\left[a\left(t-\frac{x}{c_{2 l}}\right)\right]
$$

In particular, at the boundary, $(x=0)$, we have

$$
\begin{equation*}
u_{1}(o, t)=\left(1+\frac{Z_{1}-Z_{2}}{Z_{1}+Z_{2}}\right) A f(a t) \quad \text { and } \quad u_{2}(o, t)=u_{1}(o, t)=\frac{2 Z_{1}}{Z_{1}+Z_{2}} A f(a t) \tag{1.85}
\end{equation*}
$$

Eq. 1.85 emphasizes that at the boundary, the reflected and incident waves vary synchronously, and this fact plays a fundamental role in migration (Part II). Of course, the transmitted wave displays similar behavior. As follows from the first equation of the 1.84 , the strain at the boundary caused by the incident and reflected waves is

$$
e_{x x}=\frac{a A}{c_{1 l}}\left(-1+\frac{Z_{1}-Z_{2}}{Z_{1}+Z_{2}}\right) f^{\prime}(a t)
$$

Thus, at the boundary the strain of the incident and reflected waves has the same sign, if $Z_{1}<Z_{2}$. This means that either both waves are compressional or both are extensional. For instance, at the rigid boundary, $Z_{2} \rightarrow \infty$, the compressional wave gives rise to the reflected compressional wave. In contrast, if $Z_{1}>Z_{2}$, the incident and reflected waves are of different types. This is clearly illustrated in the case of a frec boundary, $Z_{2}=0$, when the compressional wave causes the extensional reflected wave.

Now we illustrate wave behavior, considering several examples. In all of them it is assumed that the external force changes instantly and then remains constant for some time. Speaking strictly, such behavior is impossible, since a finite time interval is always needed to generate the constant force. For this reason we treat such wave as the limiting case when the real force arises very quickly. Behind the wave front the force remains constant and, of course, all functions - $u(x, t), \quad e_{x x}(x, t)$, and $X_{x}(x, t)$ - satisfy the wave equation.

Example one First, suppose that the incident wave propagates along a homogeneous bar and the stress, $X_{x}$, behaves as

$$
\begin{equation*}
X_{x}=A h\left[a\left(t-\frac{x}{c_{l}}\right)\right] \tag{1.86}
\end{equation*}
$$

where $h$ is the step function.

$$
h\left[a\left(t-\frac{x}{c_{l}}\right)\right]=0 \quad \text { if } \quad t<\frac{x}{c_{l}} \quad \text { and } \quad h\left[a\left(t-\frac{x}{c_{l}}\right)\right]=1 \quad \text { if } \quad t>\frac{x}{c_{l}}
$$

Consider an elementary volume of the bar with an infinitely small extension $d x$. Because of this, the wave almost instantly reaches the back and front faces of the volume. Correspondingly, external forces acting on both faces have the same magnitude but opposite directions. Therefore, the total force is equal to zero, and this element moves at a constant velocity. Thus, stress, strain, and particle velocity behave as step-functions, whereas displacement is a linear function, Fig. 1.3c. In other words, functions, $\dot{u}, e_{x x}$, and $X_{x}$ remain constant behind the wave front, but the distance of the particle from the original position changes linearly. We have discussed a compressional wave. Behavior of these functions in the case of the extensional wave, $e_{x x}>0$, is similar.

Second, assume that a semi-infinite bar has a rigid end. When the incident wave reaches this end, the whole bar is compressed, $e_{x x}<0$, and it moves at a constant velocity, $\dot{u}>0$. At this moment the reflected compressional wave arises and, as result, the strain and stress magnitudes double behind the wave front of the reflected wave. Since the particle velocities of the incident and reflected waves have opposite directions, the resultant velocity of the bar is equal to zero between the rigid end and the front of the reflected wave, Fig. 1.3d. Thus, one portion of the bar does not move, and it is twice as deformed as the rest of the bar, which moves with the velocity $\dot{u}$. If the bar end is free, then the compressional wave causes the extensional wave. Because of this behind the wave's front the particle velocity doubles but deformation vanishes. Unlike the previous case of the rigid end, both portions of the bar move but with different velocities, and in one part both the stress and strain are equal to zero. Now we are prepared to consider several more examples.

Example two Suppose that the bar of length $l$ is under an action of two constant forces that are applied at the same moment $t=0$, Fig. 1.4a. At this instant, two compressional waves arise and move in opposite directions. Since they reach the center of the bar simultaneously, the strain at this point becomes equal to $2 e_{x x}$, but the particle velocity is zero. Here $e_{x x}$ is the strain caused by the single wave. At the instant $t=l / c_{l}$ extensional waves arise, and they again arrive at the middle point $O$ at the same time. Correspondingly, this point is still at rest, but a deformation disappears. Because reflected waves regularly appear at both ends of the bar, we can say that the velocity at point $O$ is always equal to zero,

$$
\begin{equation*}
\dot{u}(0, t)=0 \tag{1.87}
\end{equation*}
$$

and the center of mass is located at this point. At the same time strain like stress, is a periodic function, Fig. 1.4b. Of course, condition 1.87 follows from the fact that the resultant external force is equal to zero, while the wave propagation explains how it happens. The periodic function $e_{x x}(0, t)$ can be represented as a sum of sinusoidal functions and the constant. Because of attenuation, harmonic functions decay, and in equilibrium strain becomes constant. Unlike the middle point, other points of the bar experience motion, which is also described by the periodic function of time. Again due to attenuation, sinusoidal harmonics disappear and only the constant portion remains. It turns out that the latter linearly decreases in approaching the middle point $O$.

Example three As is well known, the essence of Hooke's law is the fact that a displacement $\Delta l$ is directly proportional to the bar length $\Delta l \sim l$. For instance,


Figure 1.4: (a) Bar under the action of two forces (b) Strain at the middle point as a function of time (c) Illustration of Hooke's law (d) Displacement of the low end of the bar as a function of time
a semi-infinite bar has an infinite extension, $\Delta l \rightarrow \infty$. This behavior of $\Delta l$ poses the following question. How does the low end of the bar, Fig. 1.4c, "know" where the opposite end is located? In order to find an explanation, consider the motion of the low end under action of the constant force $F_{x}$ :

$$
F_{x}=0 \quad \text { if } \quad t<0 \quad \text { and } \quad F_{x}=\text { const } \quad \text { if } t>0,
$$

provided that the upper end of the bar is fixed. Since the force $F_{x}$ is directed downward, an extensional wave arises at the instant $t=0$ and propagates toward the upper end. At the same time, the low end moves with constant velocity along the $x$-axis. Because of a reflection at the upper end, the extensional wave arises at the instant $t=l / c$ and travels downward, but the particle motion has an opposite direction. For this reason, the bar stops to move behind the wave front. At the instant $t=2 l / c$ the wave reaches the low end, and the whole bar is at rest. However, at the same moment the compressional
wave appears at the low end and propagates upward. Correspondingly, the direction of the motion of the low end changes. Thus, its velocity $v_{0}$ remains constant only within the time interval

$$
0<t<\frac{2 l}{c_{l}}
$$

When the compressional wave reaches the upper fixed end at $t=3 l / 2 c_{l}$, it gives rise to another compressional wave. The new wave propagates downward and the particle velocity is directed along the $x$-axis. In particular, at the instant $t=4 l / c_{l}$ all points of the bar are at rest. At this moment, the extensional wave starts to move upward. Thus, we begin to observe the same behavior of the particle velocity as before. It is obvious that the function $v(t)$ is periodic, and its period is cqual to

$$
\begin{equation*}
T=\frac{4 l}{c_{l}} \tag{1.88}
\end{equation*}
$$

Within each period we have

$$
\begin{equation*}
v(t)=v_{0} \quad \text { if } \quad-\frac{T}{2}<t<0 \quad \text { and } \quad v(t)=-v_{0} \quad \text { if } \quad 0<t<\frac{T}{2} \tag{1.89}
\end{equation*}
$$

Therefore during the first half of the period, the displacement of the low end $u(l, t)$ linearly increases with time, Fig. 1.4d, and reaches its maximal value

$$
\begin{equation*}
u=\frac{2 l}{c_{l}} v_{0} \tag{1.90}
\end{equation*}
$$

Then, in the other half of the period, the displacement linearly decreases and the low end returns to the original position at the instant $t=4 l / c_{l}$. By analogy with the previous example, it is important to represent the even periodic function $u(l, t)$ as the Fourier series

$$
\begin{equation*}
u(l, t)=\frac{b_{0}}{2}+\sum_{n=1}^{\infty} b_{n} \cos 2 \pi n \frac{t}{T} \tag{1.91}
\end{equation*}
$$

where

$$
\begin{equation*}
b_{n}=\frac{4}{T} \int_{0}^{2 l / c_{1}} u(l, t) \cos 2 \pi n \frac{t}{T} d t \tag{1.92}
\end{equation*}
$$

In particular, the constant $b_{0}$ is equal to

$$
\begin{equation*}
b_{0}=\frac{c_{l}}{l} v_{0} \int_{0}^{\frac{2 l}{c_{l}}} t d t=2 \frac{v_{0} l}{c_{l}} \quad \text { or } \quad \frac{b_{0}}{2}=\frac{v_{0} l}{c_{l}} \tag{1.93}
\end{equation*}
$$

Thus, the total displacement of the low end of the bar is a sum of the constant displacement and a system of harmonics with different frequencies. It is remarkable that the constant part of the displacement

$$
\begin{equation*}
\Delta l=\frac{b_{0}}{2}=\frac{v_{0} l}{c_{l}} \tag{1.94}
\end{equation*}
$$

is directly proportional to the original length of the bar. In other words, $\Delta l$ is proportional to the time during which the wave travels from the lower to the upper end. As follows from eq. 1.94, $\Delta l / l=v_{0} / c_{l}$, and this result is not surprising, since the left and right sides of this equality characterize the strain. Since

$$
\frac{v_{0}}{c_{l}}=\frac{X_{x}}{E},
$$

we have

$$
\frac{\Delta l}{l}=\frac{X_{x}}{E} \quad \text { or } \quad e_{x x}=\frac{X_{x}}{E}
$$

This describes Hooke's law, provided that $\Delta l$ is half of the maximal displacement of the low end. In this light it is appropriate to notice the following. Hooke's law is based on an experimental fact, namely, that under an action of constant force, the displacement of the bar end reaches some value and then remains constant. Certainly, such behavior is different from one prescribed by the function $u(l, t)$. This discrepancy is easily explained if we take into account an effect of attenuation. In reality, vibrations described by harmonics of Fouricr's serics $(n \geq 1)$ decay relatively quickly with time, since the period $T$ is very small. Correspondingly, observations performed at times significantly exceeding $T$ allow us to find $\Delta l$. Of course, if the external force $F_{x}$ varies slowly, the influence of harmonics is strongly reduced even at earlier times. This analysis shows that the wave "informs" the low end of the bar about its original length $l$.

Example four: propagation of pulse and Newton's first law Suppose that at the instant $t=0$ the narrow impulse of the force

$$
\begin{equation*}
N_{x}=F_{x} \delta t \tag{1.95}
\end{equation*}
$$

is applied to the left end of the bar, which has a length $l$ and the cross-section $S$, Fig. 1.5a. At this moment, the pulse of the compressional wave arises and moves with the velocity $c_{l}$. We assume that $c_{l} \delta t \ll l$ and that a change of the bar length duc to either a compression or extension is extremely small. At the beginning we study a


Figure 1.5: (a) The bar under action of constant force (b) Velocity of the middle point as a function of time (c) Displacements of the point $p$ and the center of mass as functions of time
motion of the middle point $p$, which is the center of mass at equilibrium $o$. As we know, propagation of the compressional pulse is accompanied by particle motion with the velocity $v_{0}, \quad\left(v_{0} \ll c\right)$, in the same direction. For this reason, at, the instant $t=l / 2 c$ point $p$ starts to move along the $x$-axis during the time interval $\delta t$, and then it stops. The wave pulse reaches the right free end of the bar at the instant $t=l / c_{l}$. At this moment the extensional reflected wave arises and starts to propagate toward the left end. When it reaches point $p$, this point begins to move again with velocity $v_{0}$ along the $x$-axis, but only during time interval $\delta t$. Finally, at moment $t=2 l / c_{l}$ this wave pulse approaches the left free end, and the compressional reflected wave arises. Thus, we sec that the velocity $v(t)$ of the middle point is a periodic function, Fig. 1.5b, and its period is equal to

$$
\begin{equation*}
T=\frac{l}{c_{l}} \tag{1.96}
\end{equation*}
$$

Here $T$ is time of wave traveling between the bar ends. Similar behavior of the velocity $v(t)$ takes place at other points. For instance, at the bar ends, both the period becomes and the particle velocity double. The latter happens due to superposition of the incident
and reflected waves. As is seen from Fig. 1.5b, the velocity of the middle point $p$ during each period is either zero or is equal to $v_{0}$. On the other hand, in accordance with Newton's first law, the velocity of the center of mass is constant, and it is defined from the equality

$$
\begin{equation*}
m V=N_{x}=F_{x} \delta t \tag{1.97}
\end{equation*}
$$

where $m$ is the bar mass $m=\rho l S$ and $\rho$ is the density of the bar in equilibrium. Certainly, there is a difference between the actual velocity $v(t)$ at the middle point $p$, Fig. 1.5b, and the constant velocity $V$ of the center of mass $o$. In order to find a relationship between them, we introduce an average value of the function $v(t)$. By definition we have

$$
\begin{equation*}
v^{a v}=\frac{1}{T} \int_{0}^{T} v(t) d t \quad \text { or } \quad v^{a v}=\frac{\delta t}{T} v_{0}=\frac{c_{l} \delta t}{c_{l} T} v_{0} \tag{1.98}
\end{equation*}
$$

Thus, the coefficient of proportionality between $v^{a v}$ and $v_{0}$ is the ratio of the width of the pulse to the bar length. Multiplication by $m$ of both sides of eq. 1.98 gives

$$
\begin{equation*}
m v^{a v}=\frac{m c_{l} \delta t}{l} v_{0}=\rho c_{l} S \delta t v_{0} \tag{1.99}
\end{equation*}
$$

As was demonstrated earlier

$$
v_{0}=\frac{c_{l} F_{x}}{E S}
$$

Its substitution into eq. 1.99 yields

$$
\begin{equation*}
m v^{a v}=F_{x} \delta t \tag{1.100}
\end{equation*}
$$

Comparison with eq. 1.97 shows that the constant velocity $V$ in Newton's first law represents an average velocity, $v^{a v}(t)$, of the middle point $p$. The same is valid for all other points of the bar. Note that if the width of the wave pulse coincides with the bar length, then

$$
V=v_{0}
$$

At the same time, if $\delta t \ll T$, velocity $V$ is much smaller than particle velocity $v_{0}$. Next, consider displacement of the middle point $p$. It moves relatively quickly, as the linear function, $\left(s_{p}(t)=v_{0} t\right)$, in the presence of the pulse. Then point $p$ is at rest
until arrival of the next pulse. This jerk-like motion is shown in Fig. 1.5c. Displacement $s_{0}(t)$ of the center of mass is different. During the time interval $\delta t$, when the constant external force $F_{x}$ is applied, displacement is parabolic. This result directly follows from Newton's second law. After it, $(t>\delta t), s_{0}(t)$ is a linear function

$$
s_{0}(t)=V t \quad \text { if } \quad t \geq \delta t
$$

So far the effect of attenuation associated with particle vibrations along the $x$-axis, as well as in the radial direction, has been ignored. Since $v(t)$ is the periodical function, it can be represented as the Fourier series

$$
v(t)=V+\sum_{n=1}^{\infty} b_{n} \cos 2 \pi n \frac{t}{T}
$$

With an increase of time, sinusoidal functions decay due to attenuation and point $p$ starts to move with constant velocity $V$. In such a case all points of the bar begin to move with the same velocity $V$, as if it were ideally rigid body. At the same time the middle point $p$ coincides with the center of mass, and Newton's first law describes its motion. We can say that in limiting cases of an elementary particle, $(l \rightarrow 0)$, or an ideally rigid body, $\left(c_{l} \rightarrow \infty\right)$, Newton's first law describes their motion at any time. As is seen from Fig. 1.5c, the center of mass is located either in front of or behind the bar center. During each period these points coincide when the wave pulse is located in the vicinity of the bar center or near its ends. Let us notice that the maximal separation between these points is usually very small and it is approximately equal to

$$
\begin{equation*}
\frac{v_{0} \delta t}{2}=\frac{V l}{2 c_{l}} \tag{1.101}
\end{equation*}
$$

Example five Now consider the arising of the reflected wave at the free end of the bar, when the incident waveform is an arbitrary function, Fig. 1.6a. First of all, it is useful to represent this wave as a system of narrow pulses, following one after another, Fig. 1.6a. Each pulse causes a reflected pulse. Correspondingly, the resultant reflected wave has two important features, namely
a. At the bar end the reflected and incident waves are of different types.
b. The front of the reflected wave is caused by the front of the incident wave. Superposition of these waves is shown in Fig. 1.6b-g. Suppose that the extensional wave approaches the free end, Fig. 1.6b. Then, due to a reflection, the compressional wave appears, Fig. 1.6c. The thin line corresponds to this wave. Superposition of both waves shows that at the beginning the resultant wave (thick line) is still extensional. It happens


Figure 1.6: (a) The incident wave is an arbitrary function of $x$ ( $\mathrm{b}-\mathrm{g}$ ) A superposition of the incident and reflected waves at different instances near the free end. [After Kolsky, 1963]
because near the bar end, the magnitude of the reflected wave is smaller than that of the incident wave. With an increase of time, we start to observe an appearance of the compressional wave, which becomes more and more noticeable, Fig. 1.6c. Finally, when the back of the incident wave reaches the bar end, we see only the compressional reflected wave.

Example six: wave propagation and Newton's second law Now assume that at the instant $t=0$ the constant force is applied to the left end of the bar, Fig. 1.5a. Correspondingly, the compressional wave arises and travels at a velocity $c_{l}$. In this case, unlike in example four, a portion of the bar between the wave front and the left end becomes deformed, and its particles move with the same velocity $v_{0}$. At the instant $t=l / c_{l}$, the whole bar is compressed and moves with this velocity. It is essential that the reflected extensional wave appears at the right end at this moment and propagates through the bar. It causes both an expansion of elementary volumes and their movement with the velocity $v_{0}$. Therefore, behind the front of this wave, particles move with the velocity $2 v_{0}$, but deformation disappears. For example, at the instant $t=2 l / c_{l}$ the bar is not deformed, and each of its particles has the velocity $v=2 v_{0}$. Also at this moment the reflected wave of compression arises and propagates toward the right end of the bar. Because of this, at the instant $t=3 l / c_{l}$ the whole bar moves with the velocity $v=3 v_{0}$, and the reflected wave of tension appears at the right end. It is clear that this process of reflections repeats itself, and propagation of waves between bar ends causes an increase of velocity at any point along the body. As illustration, behavior of the velocity $v(t)$ at the middle point $p$ is shown in Fig. 1.7a. It is evident that the function $v(t)$ is similar at other points. As follows from Newton's second law

$$
\begin{equation*}
F_{x}=m a_{x} \tag{1.102}
\end{equation*}
$$

behavior of the velocity, $V$, of the center of mass is completely different, and this velocity linearly increases with time

$$
\begin{equation*}
V=a_{x} t=\frac{F_{x}}{m} t \tag{1.103}
\end{equation*}
$$

Since

$$
\begin{equation*}
v_{0}=\frac{c F_{x}}{E S} \quad \text { and } \quad m=\rho l S \tag{1.104}
\end{equation*}
$$

eq. 1.103 becomes

$$
\begin{equation*}
V(t)=\frac{v_{0}}{T} t \tag{1.105}
\end{equation*}
$$



Figure 1.7: (a) Velocity of point $p$ and the center of mass as a function of time (b) Displacement of point $p$ (solid line) and center mass (dashed line) as a function of time

Certainly, the motion of the middle point $p$ and the center of mass differ from each other. This is especially seen at the beginning of a motion when observation time is comparable with $T$. However, with an increase of time motion of point $p$ asymptotically approaches that described by Newton's second law. In fact, if $t \gg T$, an increase of velocity by $v_{0}$ at instances

$$
t_{n}=(2 n-1) \frac{l}{2 c_{l}}
$$

becomes very small with respect to velocity $v\left(t_{n}\right)$. This means that a discontinuous function $v(t)$ can be practically replaced by the linear function $V(t)$, given by eq. 1.103. From the definition of acceleration and eqs. 1.103 and 1.104 , we can express acceleration in three ways:

$$
\begin{equation*}
a_{x}=\frac{v_{0}}{T}=\frac{v_{0} c_{l}}{l}, \quad a_{x}=\frac{\partial V}{\partial t}, \quad a_{x}=\frac{F_{x}}{m} \tag{1.106}
\end{equation*}
$$

The last two formulas characterize the rate of change of the velocity of the center of mass, and in this case $V(t)$ is a continuous function. However, at all points of the bar, particularly at the middle point $p$, a change of velocity occurs abruptly, and the first equation of the 1.106 may serve as a measure of such behavior. Suppose that there are several bars and the same force $F_{x}$ is applied to one of their ends. They may differ from each other by density, length, and cross-section. In general, their motion under an action of force $F_{x}$ is also different. For instance, if an accelcration, $a_{x}$, of the center of mass of some bar is higher than for some other bar, velocity $V(t)$ grows more rapidly, and we
usually say that inertia of this body is smaller. Also, proceeding from Newton's second law, it is conventional to consider mass, $m$, as the parameter that characterizes inertia. In other words, mass $m$ defines a time interval during which the center of mass of the moving bar reaches a certain value of the velocity, if $F_{x}=$ const. For instance, with an increase of mass acceleration decreases and therefore this time interval increases. It is natural to raise the following question. Why does the mass $m$, that is the product $l S \rho$, define inertia? To answer this question, consider in detail the influence of each factor. First, with an increase of the bar length, $l$, the time of the wave traveling between bar ends, $T$, also increases, and in accordance with eqs. 1.106,

$$
a_{x}=\frac{v_{0}}{T}
$$

the rate of velocity change becomes smaller. This linear dependence between length $l$ and inertia is obvious. An influence of density $\rho$ manifests itself in two ways. First of all, with an increase of $\rho$ the wave velocity becomes smaller, since

$$
c_{l} \sim \frac{1}{\sqrt{\rho}}
$$

Second, as follows from eq. 1.65 , the particle velocity also decreases in the same manner:

$$
v_{0} \sim \frac{1}{\sqrt{\rho}}
$$

Thus, the effect of both factors results in a linear relationship between inertia and density. Finally, with a change of cross-section $S$, the stress and therefore the particle velocity $v_{0}$, changes too. For instance, with an increase of $S$, the stress $X_{x}$ becomes smaller and the velocity $v_{0}$ decreases. Respectively, inertia shows itself to be stronger, because the time interval during which the velocity $v(t)$ reaches a certain value increases. Thus, as in the cases of length and density, inertia linearly depends on cross-section $S$. Now we can say that inertia, as an intrinsic property of a body, is related to the time of wave propagation between the bar ends and to particle velocity. It seems we have found out why mass $m$, as the product $\rho l S$, characterizes inertia and, certainly, this explanation is applied to an arbitrary body. Next, let us demonstrate that inertia is independent of the Young modulus. For instance, with an increase of $E$, the particle velocity decreases as, eq. 1.65,

$$
v_{0} \sim \frac{1}{\sqrt{E}}
$$

while the wave velocity increases in the same manner. For this reason, these two effects cancel each other, and inertia does not change. In fact, from eq. 1.64 we have

$$
\begin{equation*}
c_{i} v_{0}=\frac{c_{1}^{2} X_{x}}{E}=\frac{X_{x}}{\rho} \tag{1.107}
\end{equation*}
$$

and the influence of $E$ vanishes.
Consider, as in example four, a transition from an elastic bar to an ideally rigid one. As we already know, with an increase of the Young modulus the wave velocity increases, but the particle velocity becomes smaller. In other words, with an increase of $E$, both the particle velocity $v_{0}$ and the time interval $T=l / c_{l}$, during which the velocity $v(t)$ remains constant, decrease. At the same time the product $c_{l} v_{0}$ is preserved. Respectively, in the limiting case of an ideally rigid body

$$
c_{l} \rightarrow \infty \quad \text { and } \quad v_{0} \rightarrow 0
$$

the velocity becomes a continuous function $V(t)$, and it describes the motion of all points of the bar. It is also instructive to study displacement, $s(t)$, of different points of an elastic bar. For instance, within the time interval

$$
(2 n-1) \frac{l}{c_{l}}<t<(2 n+1) \frac{l}{c_{l}}
$$

the velocity $v(t)$ of the middle point is constant, and its displacement $s(t)$ is a linear function of time. Besides, in each successive time interval, an increase of the slope of the line describing the displacement is the same, Fig. 1.7b. At the same time, in accordance with Newton's second law, the motion of the center of mass is described by the parabola:

$$
s_{0}(t)=\frac{a_{x} t^{2}}{2}
$$

Comparison of functions $s_{p}(t)$ and $s_{0}(t)$, Fig. 1.7b, shows that within each time interval $T$, the center of mass is cither in front of or behind the middle point $p$. As in case of the impulse of the force (example four), the separation between these points is very small. Also it is clear that with an increase of time, $(t \gg T)$, these functions practically coincide. In conclusion let us make some comments:

1. Newton's first and second laws describe the motion of the center of mass, and its relative position changes with time under the action of impulsive or constant applied force.
2. Because of this, Newton's second law shows the linear change of velocity $V(t)$ of the center of mass in the case of constant external force. Meanwhile, in reality, particles move by jerks.
3. Propagation of reflected waves between bar ends explains the process of a summation of the particle velocities. In other words, it is understandable why the velocity of the bar increases with time even if the external force $F_{x}$ is constant.
4. Motion of a body is accompanied by a periodic change of stress and strain at each of its points.
5. The geometric parameters of the bar and its density define a rate of change of the particle velocity $v(t)$, that is, inertia of a body.

### 1.3 Longitudinal sinusoidal waves in a bar

We found out earlier that the solution of the one-dimensional wave equation has the form:

$$
\begin{equation*}
u(x, t)=A f\left[a\left(t-\frac{x}{c_{l}}\right)\right]+B g\left[a\left(t+\frac{x}{c_{l}}\right)\right] \tag{1.108}
\end{equation*}
$$

where $u(x, t)$ is the particle displacement of the bar, $A$ and $B$ are constants, and $f$ and $g$ are practically arbitrary functions of distance and time. Thus, all results obtained in the previous section are completely applied to the sinusoidal waves. At the same time it is also useful to consider them separately (Parts I and II), taking into account their special role in the theory of wave phenomena and numerous practical applications. As is well known, the convenient use of sinusoidal functions is related to the following factors:

1. Linear operations, such as a summation of sinusoidal waves of the same frequency, as well as differentiation and integration, do not change the shape of the sinusoidal (harmonic) function. In other words, their frequency remains the same. This fact greatly simplifies the study of sinusoidal waves.
2. The shape of transient waves is preserved when they propagate along a bar and attenuation is absent. However, this factor causes a change in wave shape, i.e., it is impossible to describe this process by either single function $f\left[a\left(t-x / c_{l}\right]\right.$ or $g\left[a\left(t+x / c_{l}\right]\right.$, or by a sum of them. At the same time, even in the presence of attenuation, the sinusoidal wave as a function of time preserves the same frequency. This is the second reason why it is very convenient to study wave phenomena using sinusoidal waves even when part of an elastic energy is transformed into heat.
3. The use of Fourier's integral allows us to treat an arbitrary transient wave as superposition of sinusoidal waves (Part I).
4. Finally, in many cases, sources of waves generate sinusoidal oscillations that create harmonic waves.

As before, we will often deal with sinusoidal waves, and so let us recall the basic features of a sinusoidal wave. Suppose that at some point of the bar that coincides with the origin of coordinates, $(x=0)$, there is a source of sinusoidal vibrations

$$
\begin{equation*}
u(0, t)=A \sin \omega t \tag{1.109}
\end{equation*}
$$

Certainly, the sinusoidal wave is generated and propagates away from the source. In accordance with eq. 1.108 we have:

$$
\begin{equation*}
u(x, t)=A \sin \omega\left(t-\frac{x}{c_{l}}\right) \quad \text { or } \quad u(x, t)=A \sin (\omega t-k x) \tag{1.110}
\end{equation*}
$$

Here $\omega$ is an angular frequency and

$$
\begin{equation*}
k=\frac{\omega}{c_{l}} \tag{1.111}
\end{equation*}
$$

is the wave number. By definition, $\omega t-k x$ is the phase of the outgoing wave and, in the same manner, $\omega t+k x$ is the phase of the incoming wave. The period $T$, and the wavelength, $\lambda$, are defined as

$$
\begin{equation*}
T=\frac{1}{f}=\frac{2 \pi}{\omega}, \quad \lambda=c_{l} T=\frac{c_{l}}{f}=\frac{2 \pi c_{l}}{\omega}=\frac{2 \pi}{k} \tag{1.112}
\end{equation*}
$$

The period $T$ and the wavelength $\lambda$ characterize the time and distance intervals during which the phase changes by $2 \pi$, and in this sense they are similar. There is an evident analogy between the angular frequency $\omega$, and the wavenumber $k$, and correspondingly, the latter is often called the spatial frequency. For instance, with an increase of the wave number, the wavelength becomes smaller. As follows from eq. 1.111 both frequencies are related to each other. If the wave velocity $c_{l}$ is frequency-independent, then there is a linear relationship between $k$ and $\omega$. In a dispersive medium, where the wave velocity is a function of $\omega$, this relation becomes more complicated.
Next let us describe fields that accompany the sinusoidal waves. First of all, they do not have a beginning or an end. By definition, for the outgoing wave we have

$$
\begin{array}{r}
u(x, t)=A \sin (\omega t-k x),  \tag{1.113}\\
v_{x}(x, t)=A \omega \cos (\omega t-k x), \\
e_{x x}(x, t)=-A k \cos (\omega t-k x), \quad X_{x}(x, t)=-A k E \cos (\omega t-k x)
\end{array}
$$

Similar formulas describe the incoming sinusoidal wave. Of course, as in a general case of nonstationary waves, eqs. 1.113 give

$$
\begin{equation*}
\frac{v_{x}(x, t)}{c_{l}}=-\frac{X_{x}(x, t)}{E} \quad \text { or } \quad v_{x}(x, t)=-\frac{X_{x}(x, t)}{Z} \tag{1.114}
\end{equation*}
$$

where $Z=\rho c_{l}$ is the bar impedance. The reflected and transmitted waves are also sinusoidal waves with the same frequency as the incident wave, and the reflection and transmission coefficients

$$
\frac{Z_{1}-Z_{2}}{Z_{1}+Z_{2}} \quad \text { and } \quad \frac{2 Z_{1}}{Z_{1}+Z_{2}}
$$

are independent of a frequency. Both of these features greatly simplify the study of wave behavior. Now let us consider one example.

Normal modes Suppose that a source is located at one end of the bar of a finite length $l$, and it generates a nonstationary wave. As we know, due to a reflection at both bar ends, the resultant wave consists of the system of waves traveling in opposite directions. It is convenient to discuss superposition of these waves in terms of sinusoidal waves with different frequencies. In fact, in accordance with Fourier's integral, the nonstationary wave can be represented as a superposition of sinusoidal waves with all possible frequencies, and they have infinitely small amplitudes and different phases. Each of these sinusoidal harmonics gives rise to a system of reflected waves with the same frequency. Considering their interference for each frequency we can expect that interference has either a constructive or destructive character. However, in the presence of the primary source, the resultant wave contains all frequencies. This happens because the effect of a destructive interference at some frequencies is compensated by an action of the primary source which gencrates waves at such frequencies. Completely different behavior is observed when this source ceases to act, since only the interference of waves moving in the opposite directions defines the frequency content of the resultant wave. In other words, the resultant oscillations are formed only by sinusoidal waves that experience the constructive interference.

Next, we discuss what determines frequencies corresponding to constructive interference, and frequencies' relationship with the bar length, wave velocity, and boundary conditions. Consider sinusoidal solutions of the wave equation, and as follows from eq. 1.108 they have the form:

$$
\begin{equation*}
u(x, t)=A \sin (\omega t-k x)+B \sin (\omega t+k x)+C \cos (\omega t-k x)+D \cos (\omega t+k x) \tag{1.115}
\end{equation*}
$$

It is clear that all four $\sin (\omega t \pm k x)$ and $\cos (\omega t \pm k x)$ functions obey the wave equation. Making use of known trigonometric formulas, we obtain

$$
\begin{equation*}
u(x, t)=a \cos k x \sin \omega t+b \sin k x \cos \omega t+c \cos k x \cos \omega t+d \sin k x \sin \omega t \tag{1.116}
\end{equation*}
$$

Each term of this sum can be interpreted as a superposition of two sinusoidal waves with equal amplitudes traveling in opposite directions. For instance,

$$
\begin{equation*}
\frac{a}{2} \sin (\omega t-k x)+\frac{a}{2} \sin (\omega t+k x)=a \cos k x \sin \omega t \tag{1.117}
\end{equation*}
$$

and this describes the standing wave because all points of the bar vary synchronously. Besides, there are points (nodes) at which motion is absent. Such behavior shows that each term of the sum given by eq. 1.116 describes the standing wave. It is essential that the terms represent the result of an interference of sinusoidal waves of the same frequency. It is natural to expect that in the case of destructive interference, amplitudes of these standing waves are equal to zero. To illustrate a calculation of frequencies corresponding to the constructive interference consider one example. Suppose that both ends of the bar do not move, i.e.,

$$
\begin{equation*}
u(0, t)=0 \quad \text { and } \quad u(l, t)=0 \tag{1.118}
\end{equation*}
$$

and the origin of coordinates coincides with one of the bar ends. As follows from eq. 1.116 at all times

$$
0=a \sin \omega t+c \cos \omega t
$$

Thus, $a=c=0$. Correspondingly, eq. 1.116 is simplified and we have

$$
\begin{equation*}
u(x, t)=\sin k x(b \cos \omega t+d \sin \omega t) \tag{1.119}
\end{equation*}
$$

The second boundary condition gives

$$
\begin{equation*}
\sin k l=0 \quad \text { or } \quad k l=\frac{\omega l}{c_{l}}=\pi n \tag{1.120}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
k_{n}=\frac{\pi n}{l} \quad \text { or } \quad \omega_{n}=\frac{\pi n c_{l}}{l} \tag{1.121}
\end{equation*}
$$

Thus, boundary conditions are satisfied only if frequencies (wavenumbers) obey eq. 1.121. In other words, constructive interference occurs when frequencies are related to the bar length in a certain manner. Wave numbers $k_{n}$ are called eigenvalues, and the corresponding solution $u_{n}(x, t)$ is written as

$$
\begin{equation*}
u_{n}(x, t)=\sin k_{n} x\left(b_{n} \cos \omega_{n} t+d_{n} \sin \omega_{n} t\right) \tag{1.122}
\end{equation*}
$$

It represents a sum of two standing waves, which are shifted in time by $\pi / 2$. The latter can be also written in the form

$$
\begin{equation*}
u_{n}(x, t)=A_{n} \sin k_{n} x \sin \left(\omega_{n} t+\varphi\right) \tag{1.123}
\end{equation*}
$$

where $A_{n}$ and $\varphi_{n}$ are independent of both distance $x$ and time $t$. The function $\sin k_{n} x$ is called the eigenfunction, and $u_{n}(x, t)$ represents the normal mode. As follows from eq. 1.123 there is an infinite number of normal modes, and therefore the resultant wave inside the bar is a sum of normal modes:

$$
\begin{equation*}
u(x, t)=\sum_{n=1}^{\infty} \sin k_{n} x\left(b_{n} \cos \omega_{n} t+d_{n} \sin \omega_{n} t\right) \tag{1.124}
\end{equation*}
$$

To determine unknown coefficients $b_{n}$ and $d_{n}$ we have to define the initial conditions:

$$
\begin{equation*}
u(x, 0)=u_{0}(x) \quad \text { and } \quad \frac{\partial u(x, 0)}{\partial t}=v_{0}(x) \tag{1.125}
\end{equation*}
$$

which describe behavior of the displacement and its velocity at some instant $t=0$. Then, as follows from eq. 1.124,

$$
\begin{equation*}
u_{0}(x)=\sum_{n=1}^{\infty} b_{n} \sin k_{n} x \quad \text { and } \quad v_{0}(x)=\sum_{n=1}^{\infty} \omega_{n} d_{n} \sin k_{n} x \tag{1.126}
\end{equation*}
$$

Thus, the given functions $u_{0}(x)$ and $v_{0}(x)$ are represented as the Fourier's series and, using the known formulas for its coefficients, both sets of amplitudes, $b_{n}$ and $d_{n}$, are casily determined. The same approach is used in a general case, when the wave propagates inside an elastic body of an arbitrary shape. This means that as before, the oscillations of this body result from a superposition of normal modes, which are characterized by an infinite set of eigenvalues.

### 1.4 Hooke's law for shear stresses and torsional waves along a bar

In order to study propagation of waves caused by a bar twist, we first consider shear stress and shear strain, as well as the relationship between them. Suppose that at some instant $t=0$, one face of a rectangular parallelepiped inside a medium is subjected to the action of the tangential force $\mathbf{F}_{y}$, Fig. 1.8a. Because of this force, a wave arises and propagates toward the opposite face. Since the volume is very small, the wave reaches the back face very quickly and the same force $\mathrm{F}_{y}$ acts on a medium behind the volume. In accordance with Newton's third law, this medium acts on the back face with the force


Figure 1.8: (a) Transmission of the shear force (b) Illustration of eqs. 1.128 (c) Stresses inside elementary volume (d) Forces acting on the rectangular parallelepiped $a_{1} b_{1} c_{1} d_{1}$
$-\mathbf{F}_{y}$. In equilibrium, both forces $\mathbf{F}_{y}$ and $-\mathbf{F}_{y}$ have equal magnitudes but opposite directions. Their resultant force is equal to zero, but they form the couple, which tries to rotate the volume counterclockwise. Such motion causes a deformation of a medium in the vicinity of the horizontal faces and, correspondingly, the tangential (shear) forces $\mathbf{F}_{x}$ and $-\mathbf{F}_{x}$ appear, which act on these faces, Fig. 1.8a. Of course, in equilibrium the total force and the resultant moment of all four forces are equal to zero. However, before equilibrium occurred, motion of the elementary volume resulted in a change of its shape. This means that the angle between intersecting faces varies, and instead of $\pi / 2$ it becomes $\pi / 2-\gamma$. First of all we assume that the elementary volume is cubical and that forces are uniformly distributed over the cube's faces. Because of this, at equilibrium, magnitudes of forces $\mathbf{F}_{x}$ and $\mathbf{F}_{y}$ are equal to each other. For simplicity it is also supposed that the $z$-component of forces is zero, $\mathbf{F}_{z}=0$. Now we introduce shear stresses $\tau_{x y}$ and $\tau_{y x}$ in the following way:

$$
\begin{equation*}
\mathbf{F}_{x}=\tau_{x y} d S \mathbf{i} \quad \text { and } \quad \mathbf{F}_{y}=\tau_{y x} d S \mathbf{j} \tag{1.127}
\end{equation*}
$$

Here $d S$ is the face area and $\mathbf{i}$ and $\mathbf{j}$ are unit vectors. Since the resultant moment is equal to zero, we have

$$
\tau_{x y}=\tau_{y x}
$$

The notation $\tau_{i j}$ indicates that this stress characterizes the force component, directed along the $\mathbf{i}$-axis and applied to the face, which is normal to the $\mathbf{j}$-axis (Appendix C). In equilibrium, stress $\tau_{x y}$ has the same value at all four faces of the elementary volume. Next we express the angle of distortion, $\gamma$, in terms of the displacement derivatives. As is seen from Fig. 1.8b, after a deformation the angle between intersecting faces becomes

$$
\frac{\pi}{2}-\gamma=\frac{\pi}{2}-(\alpha+\beta)
$$

where $\alpha+\beta=\gamma$. It is obvious that

$$
\begin{equation*}
\tan \alpha=\frac{v}{x} \quad \text { or } \quad \alpha=\frac{\partial v}{\partial x} \quad \text { and } \quad \tan \beta=\frac{u}{y} \quad \text { or } \quad \beta=\frac{\partial u}{\partial y} \tag{1.128}
\end{equation*}
$$

because $\alpha$ and $\beta$ are very small. Thus

$$
\begin{equation*}
\gamma=\frac{\partial u}{\partial y}+\frac{\partial v}{\partial x} \tag{1.129}
\end{equation*}
$$

Making use of notations for strain (Appendix D), we have

$$
\begin{equation*}
e_{x y}=e_{y x}=\frac{\partial u}{\partial y}+\frac{\partial v}{\partial x}=\gamma \tag{1.130}
\end{equation*}
$$

Thus, strain $e_{x y}$ is equal to the angle of distortion $\gamma$. In general, angles $\alpha$ and $\beta$ are different, and later we will study two special cases: $\alpha=\beta$ and $\beta=0$. Taking into account that deformations are very small, we have, as in the case of normal stress, the linear relationship between shear strain and shear stresses

$$
\begin{equation*}
\tau_{y x}=\mu e_{x y} \tag{1.131}
\end{equation*}
$$

where the coefficient of proportionality $\mu$ is called the modulus of rigidity. In a general case, when distortion is also observed in planes $X O Z$ and $Y O Z$ we have

$$
\begin{equation*}
\tau_{x z}=\mu e_{x z}, \quad \tau_{y z}=\mu e_{y z} \tag{1.132}
\end{equation*}
$$

where

$$
\begin{equation*}
e_{x z}=\frac{\partial u}{\partial z}+\frac{\partial w}{\partial x}, \quad e_{y z}=\frac{\partial v}{\partial z}+\frac{\partial w}{\partial y} \tag{1.133}
\end{equation*}
$$

In essence, eqs. 1.131 and 1.132 represent Hooke's law for shear stresses and shear strains. Earlier we pointed out that at equilibrium,

$$
\begin{equation*}
\tau_{x y}=\tau_{y x} \tag{1.134}
\end{equation*}
$$

In the same manner we obtain

$$
\begin{equation*}
\tau_{x z}=\tau_{z x} \quad \text { and } \quad \tau_{y z}=\tau_{z y} \tag{1.135}
\end{equation*}
$$

This clearly demonstrates that stress is a symmetrical tensor (Appendix C). Note that forces applied to the volume faces are transmitted inside of the elementary volume. Their distribution is shown in Fig. 1.8c.

In previous sections we considered deformation of an elementary volume due to an action of normal stresses and found that cquilibrium can be provided by only two forces, applied to the opposite faces of the volume. As a result its shape does not change, and the angle between intersecting faces remains equal to $\pi / 2$. In contrast, in the presence of shear stresses, equilibrium takes place when there are shear stresses at all four faces, Fig. 1.8a. In describing the longitudinal waves, we used two elastic parameters, Young modulus $E$ and Poisson's ratio $\sigma$. Now we will show that the modulus of rigidity $\mu$ can be expressed in terms of $E$ and $\sigma$. In order to demonstrate this important fact, consider two special cases, when either $\alpha=\beta$ or $\beta=0$.

Case one: pure shear For simplicity we restrict ourselves to the two-dimensional case when stress $\tau_{x y}$ is independent of the $z$-coordinate. Suppose that a rectangular
parallelepiped $a b c d$ is simultaneously subjected to the action of forces that produce extension and compression along the $y-$ and $x$-axes, respectively (Fig. 1.8d). As a result, the angle between intersecting faces remains equal to $\pi / 2$, but the length of sides $a b$ and $b c$ varies. As follows from Hooke's law and Poisson's relation, as well as from the principle of superposition, we have for strains $e_{y y}$ and $e_{x x}$ :

$$
\begin{equation*}
e_{y y}=\frac{\tau_{y y}}{E}-\frac{\sigma \tau_{x x}}{E} \quad \text { and } \quad e_{x x}=\frac{\tau_{x x}}{E}-\frac{\sigma \tau_{y y}}{E} \tag{1.136}
\end{equation*}
$$

Since we assume that $\tau_{x x}=-\tau_{y y}$, eq. 1.136 gives

$$
\begin{equation*}
e_{y y}=\frac{1+\sigma}{E} \tau_{y y}, \quad e_{x x}=-\frac{(1+\sigma)}{E} \tau_{y y}, \tag{1.137}
\end{equation*}
$$

that is they differ by a sign only and are constant within abcd. Next consider forces acting on the rectangular parallelepiped $a_{1} b_{1} c_{1} d_{1}$ located inside $a b c d$, Fig. 1.8d. Since this volume is at equilibrium, the resultant force, acting on each element of volume, for instance $o b_{1} c_{1}$, is equal to zero. Taking into account that the face $o b_{1}$ is parallel to $a b$, the stress at its points is equal to $\tau_{x x}$, but at the face $o c_{1}$ it coincides with $\tau_{y y}$. Correspondingly, forces applied to these faces are

$$
\mathbf{F}_{x}=-\tau_{x x} o b_{1} \mathbf{i} \quad \text { and } \quad \mathbf{F}_{y}=-\tau_{y y} o c_{1} \mathbf{j}
$$

because $\tau_{x x}<0$ and $\tau_{y y}>0$. In order to provide equilibrium, the force acting on the face $b_{1} c_{1}$ has to be equal to

$$
\begin{equation*}
\mathrm{F}=\tau_{x x} o b_{1} \mathbf{i}+\tau_{y y} o c_{1} \mathbf{j} \quad \text { or } \quad \mathrm{F}=\tau_{y y}(\mathbf{j}-\mathbf{i}) o b_{1} \tag{1.138}
\end{equation*}
$$

As is seen from Fig. 1.9a, the normal component $F_{n}$ is equal to zero, but the tangential component is

$$
F_{t}=\tau_{y y} \sqrt{2} o b_{1}
$$

This means that the tangential strain $\tau_{t}$ is equal to

$$
\begin{equation*}
\tau_{t}=\frac{F_{t}}{b_{1} c_{1}}=\tau_{y y} \sqrt{2} \frac{o b_{1}}{b_{1} c}=\tau_{y y} \tag{1.139}
\end{equation*}
$$

It is clear that there is only shear strain at all faces of volume $a_{1} b_{1} c_{1} d_{1}$ (its extension along the $z$-axis is implied). In essence, we applied Cauchy's formula of stress transformation for this simple case.

Because of an expansion along the $y$-axis and shortening along the $x$-axis, the parallelepiped $a_{1} b_{1} c_{1} d_{1}$ is deformed into a rhombus, Fig. 1.9b, and the angle between


Figure 1.9: (a) Normal and tangential forces applied to face $b_{1} c_{1}$ (b) Deformation into rhombus (c) Illustration of eq. 1.145
intersecting faces slightly changes. The remarkable feature of this deformation is the fact that an orientation of diagonals $a_{1} c_{1}$ and $b_{1} d_{1}$ does not change, i.e., $\alpha=\beta=\gamma / 2$. Such a deformation is called pure shear, and it may occur for different types of waves. As follows from cqs. 1.137

$$
\begin{equation*}
\operatorname{div} \mathbf{s}=e_{x x}+e_{y y}=0 \tag{1.140}
\end{equation*}
$$

since $e_{z z}=0$, and therefore volume does not change. In accordance with eqs. 1.128 we see that

$$
\begin{equation*}
\operatorname{curl}_{z} \mathbf{s}=\frac{\partial v}{\partial x}-\frac{\partial u}{\partial y}=0 \tag{1.141}
\end{equation*}
$$

and rotation is absent.
Now we find a relationship between the shearing strain $e_{x y}$, i.e., the angle $\gamma$, and the stress $\tau_{t}\left(\tau_{y y}\right)$. After deformation (Fig. 1.9b) we have

$$
\begin{equation*}
\frac{o c_{1}^{*}}{o b_{1}^{*}}=\tan \left(\frac{\pi}{4}-\frac{\gamma}{2}\right)=\frac{1+e_{x x}}{1+e_{y y}} \tag{1.142}
\end{equation*}
$$

Note that for small $\gamma$

$$
\tan \left(\frac{\pi}{4}-\frac{\gamma}{2}\right)=\frac{\tan \pi / 4-\tan \gamma / 2}{1+\tan \pi / 4 \tan \gamma / 2} \approx \frac{1-\gamma / 2}{1+\gamma / 2} \approx 1-\gamma
$$

eq. 1.142 becomes

$$
1-\gamma=\frac{1+e_{x x}}{1+e_{y y}}=1-2 e_{y y}
$$

since $e_{x x}=-e_{y y}$ (eq. 1.137), and $e_{y y} \ll 1$. Thus

$$
\begin{equation*}
\gamma=2 e_{y y} \tag{1.143}
\end{equation*}
$$

Substitution of eq. 1.143 into eq. 1.137 yields

$$
\gamma=\frac{2(1+\sigma)}{E} \tau_{t} \quad \text { or } \quad e_{x y}=\frac{2(1+\sigma)}{E} \tau_{x y}
$$

i.e., the modulus of rigidity $\mu$ is equal to

$$
\begin{equation*}
\mu=\frac{E}{2(1+\sigma)}, \tag{1.144}
\end{equation*}
$$

and we expressed $\mu$ in terms of the Young modulus and Poisson's ratio.
Case two: simple shear Now we study deformation that accompanies propagation of shear waves, as is shown in Fig. 1.9c. In this case, face $d_{1} c_{1}$ does not move and the distortion angle $\gamma$ coincides with $\alpha$. As before, it is assumed that forces producing a deformation, are parallel to diagonals in their vicinity, and they cause either their extension or shortening. For instance, as follows from Hooke's law (eq. 1.137), the relative change of diagonal $D$ Fig. 1.9c, is

$$
\begin{equation*}
\frac{\Delta D}{D}=\frac{1+\sigma}{E} \tau \tag{1.145}
\end{equation*}
$$

At the same time from the triangle $a_{1} d_{1} a_{1}^{\prime}$ we have

$$
\tan \gamma=\frac{\delta}{a_{1} d_{1}}
$$

Also

$$
a_{1} d_{1}=D \cos \frac{\pi}{4} \quad \text { and } \quad \delta=a_{1} a_{1}^{\prime}=\frac{\Delta D}{\cos \pi / 4}
$$

Since $\gamma$ is small, eq. 1.145 gives

$$
\gamma=2 \frac{\Delta D}{D}=\frac{2(1+\sigma)}{E} \tau
$$

which gives again the known expression of $\mu$. It is clear that deformation does not change volume, and, correspondingly:

$$
\operatorname{div} \mathrm{s}=0
$$

The distortion angle $\gamma$ characterizes the rate of change of the displacement component $u$ with respect to $y$ :

$$
\gamma=\frac{\partial u}{\partial y}
$$

while $\partial v / \partial x=0$ and $w=0$. We conclude that curl $\mathbf{s} \neq 0$. This suggests that simple shear is a combination of pure shear and rotation (Appendix D). From the geometric point of view, this is illustrated by the change of an orientation of the volume diagonals. Next we apply our knowledge of Hooke's law for normal and shear stresses to one special case, which will allow us to understand some features of shear waves.

## Torsion of a circular bar with a constant cross-section

Suppose that one end of the bar is fixed, while the shear forces $\mathbf{T}$ are applied to the free end and their action is equivalent to that of a pair of forces with the moment $\mathbf{M}$ (directed along the $z$-axis), Fig. 1.10a,b. It causes a deformation (twist) of the bar, and shear stresses arise. The solution of this problem was given by Coulomb at the end of the cighteenth century and is based on two assumptions:

1. The twist does not change the distance between cross-sections, i.e., displacement along the bar axis is absent.
2. After deformation, cross-sections remain planar and the radii drawn in these planes do not bend.

Taking into account these assumptions, we investigate the distribution of the displacement at each cross-section and demonstrate that this field $s$ satisfies the following conditions: (a) Particles do not move at the fixed end. (b) External forces are absent on the lateral surface of the bar (c) At the free end, the distribution of stresses is such that their action is equivalent to the given moment $\mathbf{M}$. In order to solve this problem it is convenient to first represent the bar as a system of thin coaxial cylindrical shells of thickness $\Delta r$ and find stresses and strains for each shell, Fig. 1.10c.

Consider the elementary volume of a shell that has extension $\Delta z$ and thickness $\Delta r$, Fig. 1.10c. Due to deformation, points of lines $a b$ and $a_{1} b_{1}$ or $c d$ and $c_{1} d_{1}$ remain in the same planes. At the same time, distance $d_{1} d$ exceeds distance $a_{1} a$. Correspondingly, the angle between faces $a b$ and $a_{1} d_{1}$ becomes equal to $\pi / 2-\gamma$. It is essential that the twist of all cross-sections of the bar is characterized by the same angle $\gamma$. This deformation gives rise to shear forces acting on four faces of the volume, Fig. 1.10d. However, they are absent on the external and internal lateral faces of the shell


Figure 1.10: (a,b) Shear stress and moment applied to cylindrical bar (c) Deformation of the elementary shell of the bar (d) Illustration of eq. 1.160
element. In accordance with eq. 1.132 we have for shear stress

$$
\begin{equation*}
\tau=\mu \gamma \tag{1.146}
\end{equation*}
$$

where $\tau$ describes the force tangential to the cross-section of the bar. Now we relate the shear stress $\tau$ to the angular displacement $\varphi$. As is seen from Fig. 1.10c, we have:

$$
\begin{equation*}
\tan \gamma=\frac{r \varphi}{z} \quad \text { or } \quad \gamma=\frac{r \varphi}{z}, \tag{1.147}
\end{equation*}
$$

since $\gamma$ is small. Here $z$ is the distance between a cross-section and the fixed end, $(z=0)$. In particular, at the free end

$$
\begin{equation*}
\gamma=\frac{r \varphi}{L} \tag{1.148}
\end{equation*}
$$

Substitution of eq. 1.147 into eq. 1.146 gives the relationship between the stress $\tau$ and the angle $\varphi$ :

$$
\begin{equation*}
\tau=\mu \stackrel{r}{z} \varphi \tag{1.149}
\end{equation*}
$$

Thus, at equilibrium the shear stress $\tau$ is directly proportional to the angle $\varphi$ and the radius $r$ of the shell, and inversely proportional to the distance between a cross-section $S(z)$ and the fixed end of the bar. Since at n equilibrium $\tau=$ const, we conclude that the angle $\varphi$ is directly proportional to $z$ and, in particular, it linearly decreases in approaching the origin, $(z=0)$. As follows from eq. 1.149 the shear stress $\tau$ varies at points of a cross-section and disappears at the bar axis, $(r=0)$. This is an example of an inhomogeneous deformation along $r$. It is instructive to compare eq. 1.149 with Hooke's law describing a longitudinal displacement $w(z)$ :

$$
\begin{equation*}
\tau_{z z}=E \frac{w(z)}{z}=E \frac{\partial w}{\partial z} \tag{1.150}
\end{equation*}
$$

Certainly there is a similarity between them, and a displacement along the arc $r \varphi(z)$ plays the same role as $w(z)$. Note that in both cases the displacements, $w(z)$ or $r \varphi$, are directly proportional to distance $z$. Now we will represent eq. 1.149 in a different form. Consider two cross-sections of the bar, located at distances $z$ and $z+d z$ from the fixed end. Since

$$
\frac{\varphi(L)}{L}=\frac{\varphi(z)}{z}=\frac{\varphi(z+d z)}{z+d z}
$$

we have

$$
z \varphi(z)+d z \varphi(z)=z \varphi(z+d z)
$$

Applying the Taylor expansion and neglecting higher-order terms, we obtain

$$
z \varphi(z)+\varphi(z) d z \approx z \varphi(z)+z \varphi^{\prime}(z) d z
$$

or

$$
\frac{\varphi(z)}{z}=\varphi^{\prime}(z)
$$

Correspondingly, eq. 1.149 becomes

$$
\begin{equation*}
\tau=\mu r \frac{\partial \varphi}{\partial z} \tag{1.151}
\end{equation*}
$$

or

$$
\begin{equation*}
\tau=\mu \frac{\partial l_{\varphi}}{\partial z} \tag{1.152}
\end{equation*}
$$

The analogy with Hookc's law for normal stress, cq. 1.150, is obvious. As follows from eq. 1.151, at the state of equilibrium the derivative $\partial \varphi / \partial z$ is a constant along the cylindrical shell.

## Displacement s and stresses in a solid bar

Now we will show that under certain conditions an approximate theory given by Coulomb represents the exact solution. Let us consider a displacement field $s$ and stresses inside the solid bar. As is seen in Fig. 1.10b, at any cross-section the $\varphi$-component of the field $\mathbf{s}$ is

$$
\begin{equation*}
s_{\varphi}=r \varphi \quad \text { or } \quad s_{\varphi}=r \frac{\varphi}{z} z=\frac{\partial \varphi}{\partial z} r z, \tag{1.153}
\end{equation*}
$$

and it is directly proportional to radius $r$ and distance $z$ from the fixed end, ( $\partial \varphi / \partial z=$ const $)$. Respectively, at the Cartesian system of coordinates we have

$$
\begin{equation*}
u=\frac{\partial \varphi}{\partial z} z r\left(-\frac{y}{r}\right)=-\frac{\partial \varphi}{\partial z} y z \quad \text { and } \quad v=\frac{\partial \varphi}{\partial z} z r \frac{x}{r}=\frac{\partial \varphi}{\partial z} x z \tag{1.154}
\end{equation*}
$$

while $w=0$. Here

$$
\mathbf{s}=u \mathbf{i}+v \mathbf{j}
$$

By definition

$$
e_{x x}=e_{y y}=e_{z z}=0
$$

and dilatation is equal to zero. As we know, this means that deformation does not cause a change in volume. At the same time, shear strains in this plane, $(z=$ const $)$, are

$$
\begin{equation*}
\frac{\partial u}{\partial y}=-\frac{\partial \varphi}{\partial z} z \quad \text { and } \quad \frac{\partial v}{\partial x}=\frac{\partial \varphi}{\partial z} z \tag{1.155}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\operatorname{curl}_{z} \mathbf{s}=2 \frac{\partial \varphi}{\partial z} z \tag{1.156}
\end{equation*}
$$

and an elementary volume experiences rotation about the $z$-axis. As follows from Fig. 1.10 b and eqs. 1.154

$$
\begin{equation*}
\tau_{x z}=-\mu \frac{\partial \varphi}{\partial z} y, \quad \tau_{y z}=\mu \frac{\partial \varphi}{\partial z} x \tag{1.157}
\end{equation*}
$$

In order to find other components of the stress tensor, we make use of the principle of superposition, as well as Hooke's law and Poisson's relation. This gives

$$
e_{x x}=\frac{\tau_{x x}}{E}-\frac{\sigma}{E} \tau_{y y}-\frac{\sigma}{E} \tau_{z z}, \quad e_{y y}=\frac{\tau_{y y}}{E}-\frac{\sigma}{E} \tau_{x x}-\frac{\sigma}{E} \tau_{z z}, \quad e_{z z}=\frac{\tau_{z z}}{E}-\frac{\sigma}{E} \tau_{x x}-\frac{\sigma}{E} \tau_{y y}
$$

Since $e_{x x}=e_{y y}=e_{z z}=0$, the system has only zero solution:

$$
\begin{equation*}
\tau_{x x}=\tau_{y y}=\tau_{z z}=0 \tag{1.158}
\end{equation*}
$$

that is, normal stresses are equal to zero. Taking into account also the relationships between shear stresses and strains, we have

$$
\begin{align*}
& \tau_{x y}=\mu\left(\frac{\partial u}{\partial y}+\frac{\partial v}{\partial x}\right)=0 \\
& \tau_{x z}=\mu\left(\frac{\partial w}{\partial x}+\frac{\partial u}{\partial z}\right)=-\mu \frac{\partial \varphi}{\partial z} y  \tag{1.159}\\
& \tau_{y z}=\mu\left(\frac{\partial v}{\partial z}+\frac{\partial w}{\partial y}\right)=\mu \frac{\partial \varphi}{\partial z} x
\end{align*}
$$

Thus, at equilibrium all three normal components of stress are zero, and there are only two components of shear stresses. They describe forces acting on an elementary area normal to the bar axis. Note that the stress components $\tau_{x z}$ and $\tau_{y z}$ were obtained in two ways. In order to determine stresses on the lateral surface of the bar, consider an elementary volume near this surface. From the condition of equilibrium (Appendix C), we obtain

$$
\begin{align*}
& \tau_{x r}=\tau_{x x} l+\tau_{x y} m+\tau_{x z} n, \\
& \tau_{y r}=\tau_{y x} l+\tau_{y y} m+\tau_{y z} n,  \tag{1.160}\\
& \tau_{z r}=\tau_{z x} l+\tau_{z y} m+\tau_{z z} n
\end{align*}
$$

Here

$$
l=\frac{x}{r}, \quad m=\frac{y}{r}, \quad n=0
$$

Thus

$$
\begin{equation*}
\tau_{x r}=\tau_{y r}=\tau_{z r}=0 \tag{1.161}
\end{equation*}
$$

and the solution given by eqs. 1.154 satisfies the boundary condition at the lateral surface, if it is not subjected to an action of external forces. It is also clear that the field $s$ obeys the boundary condition at the bar end, since $s(0)=0$. Now we focus on the
free end, $z=L$, and determine the external forces acting on this cross-section, which create the displacement field s, given by eqs. 1.154. Directional cosines of the plane are

$$
l=0, \quad m=0, \quad n=1
$$

Substitution of eqs. 1.158 and 159 into set 1.160 , which also describes stresses at any cross-section of the bar, gives

$$
\begin{equation*}
\tau_{x z}=-\mu \frac{\partial \varphi}{\partial z} y, \quad \tau_{y z}=\mu \frac{\partial \varphi}{\partial z} x, \quad \tau_{z z}=0 \tag{1.162}
\end{equation*}
$$

Therefore, on the free end there are only shear stresses, and they are distributed in the same manner as in any other cross-section of the bar. Next it is useful to find the sum of forces acting on a bar cross-section. Performing an integration, we have

$$
\int_{S} \tau_{x z} d S=-\mu \frac{\partial \varphi}{\partial z} \int_{S} y d x d y=0
$$

and

$$
\int_{S} \tau_{y z} d S=\mu \frac{\partial \varphi}{\partial z} \int_{S} x d x d y=0
$$

since across the surface $S x$ and $y$ are odd functions. At the same time, the $z$ component of the resultant moment differs from zero, and it is defined as

$$
M_{z}=\int_{S}(\mathbf{r} \times \mathbf{T})_{z} d S
$$

or

$$
\begin{equation*}
M_{z}=\int_{S}\left(x \tau_{y z}-y \tau_{x z}\right) d S=\mu \frac{\partial \varphi}{\partial z} \int_{S}\left(x^{2}+y^{2}\right) d S=\mu \frac{\partial \varphi}{\partial z} \int_{S} r^{2} d x d y \tag{1.163}
\end{equation*}
$$

Thus, an action of tangential forces uniformly distributed over the cross-section, in particular on the free end, is equivalent to the torque $\mathbf{M}$, which has only the component $M_{z}$ :

$$
\begin{equation*}
M_{z}=\mu \frac{\partial \varphi}{\partial z} I_{0} \tag{1.164}
\end{equation*}
$$

Here

$$
\begin{equation*}
I_{0}=\int_{S} r^{2} d S \tag{1.165}
\end{equation*}
$$

is called the polar moment of inertia of the cross-section. Since $d S=2 \pi r d r$, eq. 1.165 becomes

$$
\begin{equation*}
I_{0}=2 \pi \int_{0}^{a} r^{3} d r=\frac{\pi a^{4}}{2} \tag{1.166}
\end{equation*}
$$

and

$$
\begin{equation*}
M_{z}=\mu \frac{\partial \varphi}{\partial z} \frac{\pi a^{4}}{2}=\mu \frac{\pi a^{4}}{2} \frac{\varphi(L)}{L} \tag{1.167}
\end{equation*}
$$

The coefficient of proportionality between the resultant moment and the torsional angle

$$
\begin{equation*}
k=\frac{M_{z}}{\varphi(L)}=\frac{\mu \pi a^{4}}{2 L} \tag{1.168}
\end{equation*}
$$

is called torsional stiffness. It is directly proportional to the fourth power of the bar radius $a$ and inversely proportional to the distance from the fixed end. Note that in the case of a thin cylindrical shell, we have

$$
I_{0}=2 \pi r^{3} \Delta r
$$

Thus, we have demonstrated that Coulomb's theory correctly describes the displacement field $s$ and stresses at an equilibrium, when shear stresses produce the moment at the free end and external forces are not applied to the lateral surface.

### 1.5 Torsional waves

Until now we have considered the bar in equilibrium, when the resultant moment $M_{z}$ (eqs. 1.167)

$$
M_{z}=\mu \frac{\pi a^{4}}{2} \frac{\partial \varphi}{\partial z}
$$

is the same in all cross-sections. Next, suppose that at some instant $t=0$, shear forces are applied to the free end, $z=L$. Because of deformation (twisting), the wave starts to propagate along the bar, and moment $M_{z}$ becomes a function of time and a position of the cross-section $z$. At the same time, particles of the bar move along arcs with the radius $r(0 \leq r \leq a)$, in a direction perpendicular to the $z$-axis. Let us derive an equation of motion of an elementary volume of the bar, bounded by its lateral surface and cross-sections $S(z)$ and $S(z+d z)$, where $z$ is the distance from the fixed end.

As we know, wave propagation is accompanied by an appearance of shear forces. They create moment $M_{z}(z+d z)$ at the face $S(z+d z)$, as well as moment $M_{z}(z)$, acting on the portion of the bar, located in front of the elementary volume. In accordance with Newton's third law, the moment applied to the face $S(z)$ is

$$
M=-M_{z}(z)
$$

Thus, the resultant moment, producing torsion of the volume, is equal to

$$
M_{z}(z+d z)-M_{z}(z)=M
$$

Taking into account that $d z$ is small and $M_{z}$ is a continuous function, we have

$$
\begin{equation*}
M=\frac{\partial M_{z}}{\partial z} d z \tag{1.169}
\end{equation*}
$$

Earlier we demonstrated that motion of an elementary volume can be represented as a superposition of a pure shear and rotation as a rigid body. In accordance with Newton's second law, such motion (rotation) is described by the equation (Appendix A):

$$
\begin{equation*}
M=I \frac{\partial^{2} \varphi}{\partial t^{2}} \tag{1.170}
\end{equation*}
$$

where $I$ is the moment of inertia of the cylindrical element with the length $d z$, and $\partial^{2} \varphi / \partial t^{2}$ is angular acceleration. Since the polar moment of incrtia $I_{0}$, eq. 1.166, characterizes the moment of inertia of the cylindrical bar with unit density $\rho=1 \mathrm{~kg} / \mathrm{m}^{3}$ and length $d z=1 m$, it is easy to find $I$. In fact, applying the principle of superposition, we obtain

$$
\begin{equation*}
I=\frac{\pi a^{4}}{2} \rho d z \tag{1.171}
\end{equation*}
$$

Thus, as in the case of the longitudinal waves, we proceed from Hooke's and Newton's second law, applicd to the clementary volume. Substitution of eq. 1.169 and cq. 1.171 into eq. 1.170 gives

$$
\frac{\partial M_{z}}{\partial z}=\frac{\pi a^{4}}{2} \rho \frac{\partial^{2} \varphi}{\partial t^{2}}
$$

Finally, making use of eq. 1.164, we have

$$
\begin{equation*}
\mu \frac{\partial^{2} \varphi}{\partial z^{2}}=\rho \frac{\partial^{2} \varphi}{\partial t^{2}} \quad \text { or } \quad \frac{\partial^{2} \varphi}{\partial z^{2}}=\frac{1}{c_{s}^{2}} \frac{\partial^{2} \varphi}{\partial t^{2}} \tag{1.172}
\end{equation*}
$$

Here

$$
\begin{equation*}
c_{s}=\sqrt{\frac{\mu}{\rho}} \tag{1.173}
\end{equation*}
$$

is the velocity of propagation of torsional (shear) waves. It is clear that eq. 1.173 is the wave equation, which is similar to that for longitudinal waves. However, waves satisfying these equations differ from one another by direction of particle motion, type of deformation, and velocity of propagation. As follows from eq. 1.144, we have

$$
c_{s}=\sqrt{\frac{E}{2(1+\sigma) \rho}}, \quad \text { while } \quad c_{l}=\sqrt{\frac{E}{\rho}}
$$

whence

$$
\begin{equation*}
c_{s}=\frac{1}{\sqrt{2(1+\sigma)}} c_{l} \tag{1.174}
\end{equation*}
$$

Since Poisson's ratio varies within the range

$$
0 \leq \sigma \leq \frac{1}{2}
$$

we always have

$$
\begin{equation*}
c_{s}<c_{l} \tag{1.175}
\end{equation*}
$$

that is, shear waves propagate more slowly than longitudinal waves. In particular, when $\sigma=1 / 2$,

$$
\begin{equation*}
c_{s} \approx 0.6 c_{l} \tag{1.176}
\end{equation*}
$$

Comparison of these waves shows that the modulus of rigidity $\mu$ plays the same role for shear waves as the Young modulus $E$ plays for longitudinal waves, whereas the angular displacement $\varphi$ is an analogy of the displacement $w$ along the bar. Note that eq. 1.173 correctly describes the velocity of shear waves in any elastic medium. At the same time, the expression

$$
c_{l}=\sqrt{\frac{E}{\rho}}
$$

is valid for longitudinal waves traveling along the bar, when the lateral surface is not subjected to action by external forces.

## Boundary conditions

Suppose that the bar consists of two homogeneous portions with different parameters $\mu$ and $\rho$. Since the wave equation cannot be applied to the interface, we replace eq. 1.172 with boundary conditions. First of all, angles $\varphi_{1}$ and $\varphi_{2}$ at both sides of the boundary have to be equal to each other; otherwise the bar would be broken. Thus, we have

$$
\begin{equation*}
\varphi_{1}(z)=\varphi_{2}(z) \tag{1.177}
\end{equation*}
$$

Consider an elementary volume bounded by cross-sections $S(z+\Delta z / 2)$ and $S(z-\Delta z / 2)$, which are located at opposite sides of the interface. The resultant moment

$$
M_{z}\left(z+\frac{\Delta z}{2}\right)-M_{z}\left(z-\frac{\Delta z}{2}\right),
$$

acting on an infinitely thin cylinder $(\Delta z \rightarrow 0$ and $I \rightarrow 0)$, has to be equal to zero. If it had a nonzero value, angular acceleration would be infinitely large, which is impossible. Correspondingly, the second boundary condition is

$$
\begin{equation*}
M_{1 z}(z)=M_{2 z}(z) \tag{1.178}
\end{equation*}
$$

It is easy to show that wave equations and boundary conditions for longitudinal and shear waves are similar. Boundary problems for these waves become identical if we change the notations in the following way

$$
\varphi \rightarrow w \quad \text { and } \quad \mu \rightarrow E
$$

This allows us to use results obtained for longitudinal waves in the previous sections and represent angle $\varphi$ as

$$
\begin{equation*}
\varphi(z, t)=A f\left[\alpha\left(z+c_{s} t\right)\right]+B g\left[\alpha\left(z-c_{s} t\right)\right] \tag{1.179}
\end{equation*}
$$

Also in studying reflection and transmission of shear waves, we can use the same coefficients as in the case of longitudinal waves, provided that the impedance is equal to

$$
\begin{equation*}
Z_{s}=c_{s} \rho=\rho \sqrt{\frac{\mu}{\rho}}=\sqrt{\mu \rho} \tag{1.180}
\end{equation*}
$$

Bearing in mind the analogy with longitudinal waves and the fact that the incident wave arises at point $z=L$, we can represent this wave and a reflected wave in the form

$$
\begin{equation*}
\varphi(z, t)=\varphi_{0} f\left[\alpha\left(z+c_{s} t\right)\right]+\frac{Z_{1}-Z_{2}}{Z_{1}+Z_{2}} \varphi_{0} f\left[\alpha\left(z-c_{s} t\right)\right] \tag{1.181}
\end{equation*}
$$

This shows that when the incident wave travels along the part of bar with impedance $Z_{1}$ and $Z_{2}>Z_{1}$, the reflected wave at the boundary causes a rotation of the bar in the opposite direction. In particular, at the fixed end the angular displacements due to both waves are equal by a magnitude but have opposite signs. At the same time, the resultant moment becomes twice as large. If the second medium has smaller impedance, $Z_{2}<Z_{1}$, both waves at the boundary cause a twist in the same direction. In the limiting case of the free end $\left(Z_{2}=0\right)$, the angles, due to the incident and reflected waves, are equal to each other

$$
\varphi=\varphi_{i}+\varphi_{r}=2 \varphi_{i}
$$

while the resultant moment at the free boundary vanishes.
Let us also notice that frequencies of normal modes arising in the bar, having either free or fixed ends or a combination of them, are defined from the same expressions as in the case of longitudinal waves. Before we consider an example, it is useful to write down relationships between the angular and wave velocities, as well as the moment $M_{z}$. As follows from eq. 1.179, in the case of the incident wave we have

$$
\begin{gather*}
\varphi(z, t)=\varphi_{0} f\left[\alpha\left(z+c_{s} t\right)\right], \quad \frac{\partial \varphi}{\partial z}(z, t)=\alpha \varphi_{0} f^{\prime}\left[\alpha\left(z+c_{s} t\right)\right],  \tag{1.182}\\
\omega_{0}(z, t)=\frac{\partial \varphi(z, t)}{\partial t}=\varphi_{0} c_{s} \alpha f^{\prime}\left[\alpha\left(z+c_{s} t\right)\right], \quad M_{z}(z, t)=\mu I_{0} \alpha \varphi_{0} f^{\prime}\left[\alpha\left(z+c_{s} t\right)\right]
\end{gather*}
$$

Therefore

$$
\begin{equation*}
\frac{\omega_{0}}{c_{s}}=\frac{M_{z}(z, t)}{I_{0} \mu}=\frac{\partial \varphi}{\partial z} \tag{1.183}
\end{equation*}
$$

and the expression for the reflected wave differs by a sign only. Certainly, there is a similarity with the analogous relationships for longitudinal waves.

Example: wave propagation and Hooke's law for torsion Suppose that at the instant $t=0$, the constant moment $M_{z}$ is applied to the free end of the bar, $(z=L)$, while the opposite end, $(z=0)$, is fixed. As follows from eqs. 1.183, the free end starts to rotate with constant velocity $\omega_{0}$ and the wave propagates along the bar. At the instant $t=L / c_{s}$, the reflected wave arises at the fixed end and twists the bar in the opposite direction. Correspondingly, behind the wave front a deformation disappears. At the moment $t=2 L / c_{s}$, the angular displacement of the free end is cqual to

$$
\begin{equation*}
\varphi(L)=\omega_{0} \frac{2 L}{c_{s}} \tag{1.184}
\end{equation*}
$$

and the whole bar is not deformed. At this instant, the reflected wave arises and decreases the angle $\varphi$. Because of this, wave the bar again experiences deformation. When the wave reaches the fixed end, it gives rise to the reflected wave with rotation in the opposite direction. Therefore, behind the wave front deformation again vanishes and at the instant $t=4 L / c_{s}$ the whole bar is not deformed, and the angular displacement at the free end is equal to zero. In other words, this end returns to the original position. When the reflected wave arises, we observe the same motion as at the beginning, $(t=0)$. Thus the function describing the behavior of the angle $\varphi(L, t)$ is periodic, and it coincides with the function shown in Fig. 1.4d. Expanding $\varphi(L, t)$ in Fourier's series, we see that the constant part is equal to

$$
\frac{b_{0}}{2}=\frac{1}{2} \frac{4}{T} \int_{0}^{T / 2} \varphi(t) d t=\frac{2}{T} \omega_{0} \int_{0}^{T / 2} t d t=\frac{\omega_{0} T}{4}=\frac{\omega_{0} L}{c_{s}}
$$

Because of attenuation of sinusoidal harmonics, the angle $\varphi$ tends to be a constant corresponding to an equilibrium:

$$
\begin{equation*}
\varphi_{0}=\frac{\omega_{0} L}{c_{s}} \quad \text { or } \quad \frac{\omega_{0}}{c_{s}}=\frac{\varphi_{0}}{L}=\frac{\partial \varphi}{\partial z} \tag{1.185}
\end{equation*}
$$

that coincides with eq. 1.183. Note that variations of the angle $\varphi(L, t)$ take place within the range

$$
0 \leq \varphi \leq \frac{2 \omega_{0} L}{c_{s}}
$$

and due to attenuation, with time $\varphi$ gradually approaches to the average value $\varphi_{0}$.

### 1.6 Bending of a bar at equilibrium and bending waves

Until now we have studied two relatively simple types of waves, namely longitudinal and torsional waves. Each is characterized by one kind of motion and deformation. Next we discuss bending waves, where elastic deformation is more complex and wave propagation changes an elementary volume as well as its rotation. Note that similar behavior characterizes Rayleigh and Stoneley waves. We will limit ourselves to a onedimensional case related to the seismic responses of some constructions, i.e., dams, during strong earthquakes. It is also worthwhile to mention that the bending waves may also propagate along elastic plates, for example, ice sheets. As before, in order to derive an equation describing the bending waves, we have to establish the relationship between deformation and internal forces at equilibrium.


Figure 1.11: $(\mathrm{a}, \mathrm{b})$ Horizontal beams ( $\mathrm{c}, \mathrm{d}, \mathrm{e}$ ) Compression and tension of different portions of deformed beam (f) Deformation due to two moments $\mathbf{M}$ and $-\mathbf{M}$

As in the case of torsion, Coulomb was the first to suggest an approximate theory of bending. Under certain boundary conditions, this theory correctly describes the distribution of stress and strain inside thin bar (beam). Let us imagine a horizontal beam that is either supported at two ends or at one end, as is shown in Fig. 1.11a,b. We will neglect the effect of its weight. When vertically oriented force is applied, the bar becomes deformed, Fig. 1.11c,d,e. It is essential that there is always a line (surface) whose length remains unchanged; it is called the neutral line. Because of deformation, the bar portion located above this line, Fig. 1.11c, is shortened and in a state of a compression $(C)$. At the same time, below the neutral line we observe a stretching of lines that are parallel to the bar axis, and correspondingly, tension $(T)$ takes place. If the external force is directed upward, Fig. 1.11d, tension and compression occur above and beneath the neutral line, respectively. The same picture is observed in the case of the cantilever, Fig. 1.11e. Longitudinal stress is equal to zero at points on the neutral line and it increases with increased distance from this line. In order to describe qualitatively a distribution of stresses at equilibrium, let us mentally draw a cross-section $S(z)$ of the
bar at some point $z$, Fig. 1.11e. As an example, consider the right portion of the bar, subjected to the force $\mathbf{F}$, directed downward. Since this beam element is at equilibrium, the resultant force must be equal to zero. Correspondingly, the left portion of the bar causes the shear force $-\mathbf{F}$, which is applied to the face $S(z)$ and

$$
\sum \mathbf{F}=0
$$

Besides, the external force $F$ causes deformation, and therefore normal stresses arise. They have different signs above and beneath the neutral line. As a result, internal forces associated with these stresses form the moment, which is trying to rotate the beam counterclockwise. This moment compensates an action of the moment due to external force $\mathbf{F}$, which has an opposite direction. Thus, the resultant moment is also equal to zero:

$$
\sum \mathbf{M}=0
$$

There is one important case, when the internal shear force F is absent. This occurs if bending is caused by two moments applied to the bar ends, Fig. 1.11f. In other words, equilibrium takes place when only normal stresses exist. This case was studied by Coulomb.

## Coulomb's theory of pure bending

As was pointed out, we assume that bending of a thin beam arises due to moments applied to its ends, and after deformation cross-sections remain plane. Also it is implied that the radius of the curvature is the same for all points of the beam, Fig. 1.12a,

$$
\begin{equation*}
R=\text { const } \tag{1.186}
\end{equation*}
$$

By definition, the normal stress $\tau_{z z}$ is equal to

$$
\begin{equation*}
\tau_{z z}(x)=E \frac{\Delta z(x)}{z} \tag{1.187}
\end{equation*}
$$

It is positive above the neutral line and has an opposite sign below. Here $z$ is the original length of an elementary volume and $\Delta z(x)$ is its change, which varies over the cross-section. Thus, we have one more example of an inhomogeneous strain. It is easy to relate $\tau_{z z}$ to the radius of curvature $R$. In fact as is seen from Fig. 1.12b:

$$
\begin{equation*}
\frac{z}{R}=\frac{z+\Delta z}{R+x} \quad \text { or } \quad \frac{\Delta z}{z}=\frac{x}{R} \tag{1.188}
\end{equation*}
$$



Figure 1.12: (a) Bending bar with constant radius of curvature (b) Illustration of eq. 1.188 (c) External force $F_{x}^{e}$ applied to free end of beam (d) Illustration of eq. 1.199 (e) Replacement of force $F_{x}^{e}(l)$ by a couple and shear force
and both strain and stress linearly change with increased distance from the neutral line. Thus, in accordance with eq. 1.187 we have

$$
\begin{equation*}
e_{z z}=\frac{x}{R} \quad \text { and } \quad \tau_{z z}=\frac{E x}{R} \tag{1.189}
\end{equation*}
$$

Correspondingly, the $z$-component of the force associated with this stress and acting on the element $d S$ of a cross-section is equal to

$$
\begin{equation*}
d F_{z}(x)=\frac{E x}{R} d S \tag{1.190}
\end{equation*}
$$

These forces are continuously distributed over area $S$, and they have opposite directions above and beneath the neutral line. It is clear that each force $d F_{z}(x)$ forms the moment with respect to this line:

$$
d M_{y}=x d F_{z},
$$

and in order to find the resultant moment we have to perform an integration, which gives

$$
M_{y}=\int_{S} x d F_{z}
$$

Making use of eq. 1.190, we obtain

$$
\begin{equation*}
M_{y}=\frac{E}{R} \int_{S} x^{2} d S \tag{1.191}
\end{equation*}
$$

The integral describes the polar moment of inertia $I$ :

$$
\begin{equation*}
I=\int_{S} x^{2} d S \tag{1.192}
\end{equation*}
$$

Thus, we express the torque caused by forces $d F_{z}$ in terms of the radius of curvature and the polar moment of inertia

$$
\begin{equation*}
M_{y}=\frac{E I}{R} \quad \text { or } \quad R=\frac{E I}{M_{y}} \tag{1.193}
\end{equation*}
$$

It is obvious that with an increase of $R$, bending decreases, and correspondingly the moment $M_{y}$ decreases. As follows from eqs. 1.193 and assuming that the moment $M_{y}$ is given, we see that with an increase of the product $E I$, the radius $R$ increases too. This means that EI plays the role of "the bending stiffness", since with its increase the bending lessens. For instance, if more masses are placed away from the neutral line,
the beam is able to sustain the moment of greater value. As is well known from calculus (Part I), the curvature $1 / R$ can be approximately represented as

$$
\begin{equation*}
\frac{1}{R}=\frac{d^{2} x(z)}{d z^{2}} \tag{1.194}
\end{equation*}
$$

provided that bending is sufficiently small. Substitution of eq. 1.194 into eq. 1.193 yields

$$
\begin{equation*}
M_{y}=E I \frac{d^{2} x(z)}{d z^{2}} \tag{1.195}
\end{equation*}
$$

Here $x(z)$ is the displacement of the neutral line with respect to its original position. As follows from eq. 1.186, at all points of the beam

$$
\begin{equation*}
\frac{d^{2} x(z)}{d z^{2}}=\text { const } \tag{1.196}
\end{equation*}
$$

Consider an elementary volume, bounded by the lateral surface of the beam and its crosssection $S(z)$ and $S(z+\Delta z)$. In accordance with Newton's third law, moments applied to these faces have opposite directions but the same magnitude, eq. 1.193:

$$
\begin{equation*}
\mathbf{M}_{y}(z)+\mathbf{M}_{y}(z+\Delta z)=0 \tag{1.197}
\end{equation*}
$$

Therefore, they provide equilibrium at each element of the bar, and the shear force $F_{x}$ is absent:

$$
\begin{equation*}
\mathbf{F}_{x}=0 \tag{1.198}
\end{equation*}
$$

## Equilibrium of a cantilever

For comparison, it is useful to consider a more complicated case which is important for deriving the wave equation. Suppose that force $F_{x}^{e}$ is applied to the free end of a cantilever, Fig. 1.12c. Note that the word "cantilever" describes a beam supported in such a way that both the position and a slope are fixed at one end. As usual, it is assumed that the length of the beam $L$ is much greater than its cross-section dimensions. Unlike the previous case, the radius of curvature $R$ varies along the bar and, correspondingly, the moment $M_{y}$ becomes a function of $z$. Our goal is to demonstrate the presence of shear force $F_{x}$ and also to find the function $x(z)$ when the beam is at equilibrium. Under action of the external force $F_{x}^{e}$ the beam experiences a deformation and, respectively, normal stresses arise at each cross-section and they depend on the coordinate $z$. For this reason, the resultant moment $M_{y}$ also changes along the bar axis. Therefore, in
order to provide equilibrium of an elementary volume, Fig. 1.12d, we have to assume the presence of shear force $F_{x}$. Otherwise, the resultant moment about the $y$-axis would not be equal to zero and cquilibrium would not take place. As is seen from Fig. 1.12d, the condition of equilibrium for the moments is

$$
\begin{equation*}
M_{y}(z+\Delta z)-M_{y}(z)+F_{x} \Delta z=0 \quad \text { or } \quad \frac{\partial M_{y}}{\partial z} \Delta z+F_{x} \Delta z=0 \tag{1.199}
\end{equation*}
$$

that is,

$$
F_{x}(z)=-\frac{\partial M_{y}}{\partial z}
$$

In deriving the latter we discarded the term, proportional to $(\Delta z)^{2}$, since force $F_{x}(z+$ $\Delta z) \simeq F_{x}(z)+\Delta z F_{x}^{\prime}(z)$. As follows from eq. 1.199 the shear force, acting on the crosssection, is defined by the rate of change of the moment $M_{y}$. Earlier derived eqs. 1.193 and 1.195 for the resultant moment $M_{y}$, caused by internal forces, remain valid for any external forces applied to the free end. For instance, taking into account eqs. 1.195 and 1.199 we have

$$
\begin{equation*}
F_{x}=-E I \frac{\partial^{3} x(z)}{d z^{3}} \tag{1.200}
\end{equation*}
$$

provided that $I=$ const.
Before we continue, let us demonstrate that the shear force $F_{x}(z)$ does not change along the beam. To do this we mentally apply forces $F_{x}^{e}(z)$ and $-F_{x}^{e}(z)$ at any point $p$ of the bar, Fig. 1.12e. Certainly, this new system of forces is equivalent to the original one, i.e., the force $F_{x}^{e}$ is at the free end. These three forces can be treated as the couple of forces $F_{x}^{e}(L)$ and $-F_{x}^{e}(z)$ and the shear force $F_{x}^{e}(z)$ acting at point $p$. The moment of the couple is directly proportional to the distance between point $p$ and the free end, whereas the shear force $F_{x}^{e}$ remains constant. In order to provide equilibrium, a deformation has to produce the couple and the single force with the same behavior as the external force. Thus,

$$
F_{x}=\text { const }
$$

Next, as illustration, we define function $x(z)$. Consider a cross-section $S(z)$, which can be treated as the face of the right portion of the beam. In order to provide its equilibrium, the normal stress $\tau_{z z}$ at this face has to create the moment $M_{y}$ about the line $x=0$ and $z=$ const with the same magnitude as the moment due to the external force $F_{x}^{e}$, but acting in the opposite direction::

$$
\begin{equation*}
M_{y}=F_{x}(L-z) \tag{1.201}
\end{equation*}
$$

Thus, making use of eq. 1.195 , we obtain

$$
\begin{equation*}
F_{x}(L-z)=E I \frac{d^{2} x}{d z^{2}} \tag{1.202}
\end{equation*}
$$

Its integration by $z$ gives

$$
F_{x} L z-F_{x} \frac{z^{2}}{2}=E I \frac{d x}{d z}+C_{1}
$$

At the fixed end of the beam we assume that

$$
\begin{equation*}
x(0)=0 \quad \text { and } \quad \frac{d x(0)}{d z}=0 \tag{1.203}
\end{equation*}
$$

The second boundary condition yields:

$$
F_{x} L z-F_{x} \frac{z^{2}}{2}=E I \frac{d x}{d z}
$$

Integrating again, we have

$$
F_{x} L \frac{z^{2}}{2}-F_{x} \frac{z^{3}}{6}=E I x(z)+C_{2}
$$

The first equality of set 1.203 gives $C_{2}=0$ and

$$
\begin{equation*}
x(z)=\frac{F_{x}}{E I}\left(\frac{L z^{2}}{2}-\frac{z^{3}}{6}\right) \tag{1.204}
\end{equation*}
$$

It is uscful to notice that displacement of the free end, $z=L$, is

$$
\begin{equation*}
x(L)=\frac{F_{x}}{E I} \frac{L^{3}}{3} \tag{1.205}
\end{equation*}
$$

and it increases as a cube of the distance from the fixed end.

## Stress and displacement fields for pure bending

As we know equilibrium takes place after attenuation of waves and, correspondingly, distribution of displacements, stresses and strains at this second stage preserves some important features of these fields, which are carried by bending waves. Now we describe Coulomb's solution in detail and also investigate displacement of bar particles. Consider the beam with the rectangular cross-section and, as before, assume that the origin of the Cartesian system of coordinates is located at the neutral line at the middle of the beam. The $z$-axis is oriented along the beam, the $x$-axis is directed downward and the $y$-axis
is perpendicular to the plane $X O Z$. We restrict ourselves to the case of pure bending, when both ends of the beam are subjected to an action of the force couples with moments

$$
\mathbf{M}_{y} \quad \text { and } \quad-\mathbf{M}_{y}
$$

They have the same magnitude but opposite directions. Coulomb assumed that stresses arising due to the bending are

$$
\begin{equation*}
\tau_{x x}=\tau_{y y}=\tau_{x y}=\tau_{y z}=\tau_{x z}=0, \quad \tau_{z z}=\frac{E x}{R} \tag{1.206}
\end{equation*}
$$

where $E$ is the Young modulus.
After a deformation, the $z$-line is transformed into a circle with radius $R$. In other words, $R$ is constant at all points of the beam, and it represents its radius of curvature. Thus, as follows from Coulomb's solution, there is only one component of stress $\tau_{z z}$, and it is the normal stress at elementary areas perpendicular to the beam axis. This stress is directly proportional to distance $x$. Our purpose is to formulate conditions under which Coulomb's approximation becomes an exact solution. Since $\tau_{z z}$ is independent of $z$, it is clear that stresses given by eqs. 1.206 provide equilibrium of an elementary volume, if volume forces are absent.

Next, consider stresses at the lateral surface of the beam, which is formed by four plane strips. Letting $\boldsymbol{\nu}$ be the unit vector normal to the lateral surface and making use of Cauchy's formulas (Appendix C), we have

$$
\begin{align*}
& \tau_{x \nu}=\tau_{x x} l+\tau_{x y} m+\tau_{x z} n \\
& \tau_{y \nu}=\tau_{x y} l+\tau_{y y} m+\tau_{y z} n  \tag{1.207}\\
& \tau_{z \nu}=\tau_{x z} l+\tau_{y z} m+\tau_{z z} n
\end{align*}
$$

Since the normal to the lateral surface, $\boldsymbol{\nu}$, is perpendicular to the $z$-axis, $(n=0)$, we obtain

$$
\begin{equation*}
\tau_{x \nu}=\tau_{y \nu}=\tau_{z \nu}=0 \tag{1.208}
\end{equation*}
$$

Thus, the solution given by eqs. 1.206 obeys the boundary conditions at the lateral surface, if the external forces are absent at its points. Cross-sections of free ends are parallel to the plane $X O Y$ and, correspondingly, directional cosines are

$$
\begin{equation*}
l=m=0, \quad n=1 \tag{1.209}
\end{equation*}
$$

Substitution of eqs. 1.206 and 1.209 into set 1.207 yields

$$
\begin{equation*}
\tau_{x \nu}=\tau_{y \nu}=0 \quad \text { and } \quad \tau_{z z}= \pm \frac{E x}{R} \tag{1.210}
\end{equation*}
$$

Therefore, Coulomb's formulas satisfy the boundary condition at the free ends, if external forces have only the normal component, $F_{z}$, which is distributed over these ends in accordance with eq. 1.206. As was shown previously the normal stress $\tau_{z z}$ produces an extension above the neutral line but a compression beneath it. Respectively, the resultant force, acting on a cross-section of the beam, vanishes, but the total moment $\mathrm{M}_{y}$ differs from zero. In fact, we have

$$
\int_{S} \tau_{z z} d x d y=\frac{E}{R} \int_{S} x d x d y=0
$$

but the scalar component of the moment is

$$
M_{y}=\int_{S} \tau_{z z} x d x d y=\frac{E}{R} \int_{S} x^{2} d x d y \quad \text { or } \quad M_{y}=\frac{E I}{R}
$$

and it was derived above.

## The displacement field

Now we begin to study the behavior of the function s:

$$
\mathbf{s}=u \mathbf{i}+v \mathbf{j}+w \mathbf{k}
$$

which characterizes displacement of beam particles. Proceeding from Hooke's law:

$$
\begin{gather*}
e_{x x}=\frac{1}{E}\left[\tau_{x x}-\sigma\left(\tau_{y y}+\tau_{z z}\right)\right] \\
e_{y y}=\frac{1}{E}\left[\tau_{y y}-\sigma\left(\tau_{x x}+\tau_{z z}\right)\right] \\
e_{z z}=\frac{1}{E}\left[\tau_{z z}-\sigma\left(\tau_{x x}+\tau_{y y}\right)\right]  \tag{1.211}\\
e_{x y}=\frac{1}{\mu} \tau_{x y}, \quad e_{x z}=\frac{1}{\mu} \tau_{x z}, \quad e_{y z}=\frac{1}{\mu} \tau_{y z}
\end{gather*}
$$

and making use of eqs. 1.206, we obtain

$$
\begin{equation*}
e_{x x}=e_{y y}=-\frac{\sigma}{E} \tau_{z z}=-\sigma \frac{x}{R}, \quad e_{z z}=\frac{\tau_{z z}}{E}=\frac{x}{R}, \quad e_{x y}=e_{x z}=e_{y z}=0 \tag{1.212}
\end{equation*}
$$

Therefore, according to the definition of strains:

$$
\begin{gather*}
\frac{\partial u}{\partial x}=\frac{\partial v}{\partial y}=-\frac{\sigma x}{R}, \quad \frac{\partial w}{\partial z}=\frac{x}{R}  \tag{1.213}\\
\frac{\partial u}{\partial y}+\frac{\partial v}{\partial x}=0 \tag{1.214}
\end{gather*} \quad \frac{\partial u}{\partial z}+\frac{\partial w}{\partial x}=0 \quad \frac{\partial v}{\partial z}+\frac{\partial w}{\partial y}=0
$$

The set of eqs. 1.213-1.215 permits us to determine all three components of the displacement $\mathbf{s}$. First, intcgrating the second cquation of set 1.213 , we have

$$
\begin{equation*}
w=\frac{x z}{R}+\omega_{0}(x, y), \tag{1.215}
\end{equation*}
$$

where $\omega_{0}(x, y)$ is an arbitrary function of $x$ and $y$. Substitution of the latter into the last two equations of set 1.214 gives:

$$
\begin{equation*}
\frac{\partial u}{\partial z}=-\frac{\partial w}{\partial x}=-\frac{z}{R}-\frac{\partial \omega_{0}}{\partial x}, \quad \frac{\partial v}{\partial z}=-\frac{\partial w}{\partial y}=-\frac{\partial \omega_{0}}{\partial y} \tag{1.216}
\end{equation*}
$$

Their integration yields

$$
\begin{equation*}
u=-\frac{z^{2}}{2 R}-z \frac{\partial \omega_{0}}{\partial x}+u_{0}(x, y) \quad \text { and } \quad v=-z \frac{\partial \omega_{0}}{\partial y}+v_{0}(x, y) \tag{1.217}
\end{equation*}
$$

Here $u_{0}(x, y)$ and $v_{0}(x, y)$ are arbitrary functions of $x$ and $y$. In order to find these unknown functions, we substitute eqs. 1.217 into eq. 1.213, and it gives

$$
\begin{equation*}
-z \frac{\partial^{2} \omega_{0}}{\partial x^{2}}+\frac{\partial u_{0}}{\partial x}=-\frac{\sigma x}{R} \quad \text { and } \quad-z \frac{\partial^{2} \omega_{0}}{\partial y^{2}}+\frac{\partial v_{0}}{\partial y}=-\frac{\sigma x}{R} \tag{1.218}
\end{equation*}
$$

These equations are valid for any $z$, and this fact allows us to greatly simplify them. Correspondingly, in place of this set we have:

$$
\begin{equation*}
\frac{\partial^{2} \omega_{0}}{\partial x^{2}}=0, \quad \frac{\partial^{2} \omega_{0}}{\partial y^{2}}=0 \tag{1.219}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial u_{0}}{\partial x}=-\frac{\sigma x}{R}, \quad \frac{\partial v_{0}}{\partial y}=-\frac{\sigma x}{R} \tag{1.220}
\end{equation*}
$$

An integration of eqs. 1.220 yields

$$
\begin{equation*}
u_{0}=-\frac{\sigma x^{2}}{2 R}+f_{1}(y) \quad v_{0}=-\frac{\sigma x y}{R}+f_{2}(x) \tag{1.221}
\end{equation*}
$$

where $f_{1}(y)$ and $f_{2}(x)$ are arbitrary functions and each of them depends on a single argument. Next we establish a relationship among functions $f_{1}(y), f_{2}(x)$, and $w_{0}(x, y)$. Substitution of eqs. 1.217 and 1.221 into the first equation of set 1.214 gives

$$
2 z \frac{\partial^{2} \omega_{0}}{\partial x \partial y}-\frac{\partial f_{1}}{\partial y}-\frac{\partial f_{2}}{\partial x}+\frac{\sigma y}{R}=0
$$

Since the latter is valid for any $z$, it can be replaced by the set:

$$
\begin{equation*}
\frac{\partial^{2} \omega_{0}}{\partial x \partial y}=0 \quad \text { and } \quad \frac{\partial f_{1}(y)}{\partial y}+\frac{\partial f_{2}(x)}{\partial x}-\frac{\sigma y}{R}=0 \tag{1.222}
\end{equation*}
$$

From eqs. 1.219 and 1.222 , it follows that the function $w_{0}(x, y)$ is linear with respect to $x$ and $y$, i.e.,

$$
\begin{equation*}
w_{0}(x, y)=A x+B y+C, \tag{1.223}
\end{equation*}
$$

where $A, B$, and $C$ are constants. At the same time, from eq. 1.222 we have:

$$
\begin{equation*}
\frac{\partial f_{1}(y)}{\partial y}-\frac{\sigma y}{R}=-\frac{\partial f_{2}(x)}{\partial x}=D \tag{1.224}
\end{equation*}
$$

because functions at the left and right sides depend on different arguments. Integration of the last cquality gives

$$
\begin{equation*}
f_{2}(x)=-D x+D_{1} \quad \text { and } \quad f_{1}(y)=\frac{\sigma y^{2}}{2 R}+D y+D_{2} \tag{1.225}
\end{equation*}
$$

Here $D, D_{1}$, and $D_{2}$ are constants. Substitution of eqs. 1.224 and 1.225 into eqs. 1.215 and 1.217 and the use of eq. 1.221 give

$$
\begin{gather*}
u=-\frac{z^{2}}{2 R}-\sigma \frac{x^{2}-y^{2}}{2 R}-A z+D y+D_{2},  \tag{1.226}\\
v=-\frac{\sigma x y}{R}-B z-D x+D_{1}, \quad w=\frac{x z}{R}+A x+B y+C,
\end{gather*}
$$

which contain six unknowns: $A, B, C, D, D_{1}$, and $D_{2}$. In order to determine them, we make use of the fact that the origin of coordinates is at the middle of the beam. Because of symmetry, the cross-section $z=0$ does not move during bending, i.e.,

$$
\begin{equation*}
w=0 \quad \text { for } \quad z=0 \tag{1.227}
\end{equation*}
$$

This gives

$$
\begin{equation*}
A=B=C=0 \tag{1.228}
\end{equation*}
$$

Also due symmetry at the origin $0,(x=y=z=0)$, we have

$$
u=v=w=0
$$

Therefore

$$
\begin{equation*}
D_{1}=D_{2}=0 \tag{1.229}
\end{equation*}
$$

Finally, consider a linear element of the bar, oriented along the $y$-axis and passing through the origin. After deformation, it preserves its orientation. This behavior can described as

$$
\frac{d u}{d y}=0 \quad \text { if } \quad x=y=z=0
$$

Correspondingly, the first equation of set 1.226 gives

$$
\begin{equation*}
D=0 \tag{1.230}
\end{equation*}
$$

Thus, expressions for the displacement components are

$$
\begin{equation*}
u=-\frac{1}{2 R}\left[z^{2}+\sigma\left(x^{2}-y^{2}\right)\right], \quad v=-\frac{\sigma x y}{R}, \quad w=\frac{z x}{R} \tag{1.231}
\end{equation*}
$$

For instance, points of the neutral line, $(x=y=0)$, experience displacement

$$
u=-\frac{z^{2}}{2 R}, \quad v=w=0
$$

that is, the straight line is transformed into a parabola. Also consider a cross-section of the beam, $z=z_{0}$. After deformation, its points are situated at the surface:

$$
z=z_{0}+w=z_{0}\left(1+\frac{x}{R}\right)
$$

The latter also describes the plane; that is, due to pure bending, cross-sections remain plane. As follows from eqs. 1.231, the displacement component along the $x$-axis is directed toward the neutral line and it is proportional to the square of coordinates. It is interesting to note that the $y$-component, $v$, is independent of the coordinate $z$, and its magnitude linearly increases with an increase of $x$ and $y$, but the sign is defined
by that of these coordinates. Component $w$ has similar behavior, but it is a function of $x$ and $z$. In accordance with eq. 1.213, the divergence of the field $\mathbf{s}$ is

$$
\begin{equation*}
\operatorname{div} \mathbf{s}=\frac{(1-2 \sigma) x}{R}=\frac{(1-2 \sigma)}{E} \tau_{z z} \tag{1.232}
\end{equation*}
$$

and it is independent of coordinates $y$ and $z$. Thus, bending is accompanied by a change of elementary volumes, and the normal stress $\tau_{z z}$ can be treated as the source of the field $s$. Now consider the second important characteristic of the vector field, namely, curl s:

$$
\operatorname{curl}_{x} \mathbf{s}=\frac{\partial w}{\partial y}-\frac{\partial v}{\partial z}, \quad \operatorname{curl}_{y} \mathbf{s}=\frac{\partial u}{\partial z}-\frac{\partial w}{\partial x}, \quad \operatorname{curl}_{z} \mathbf{s}=\frac{\partial v}{\partial x}-\frac{\partial u}{\partial y}
$$

The use of eq. 1.231 gives

$$
\begin{equation*}
\operatorname{curl}_{x} \mathbf{s}=0, \quad \operatorname{curl}_{y} \mathbf{s}=-\frac{2 z}{R} \quad \operatorname{curl}_{z} \mathrm{~s}=-\frac{2 \sigma y}{R} \tag{1.233}
\end{equation*}
$$

This means that bending also causes rotation of an elementary volume as a rigid body. For this reason, we may say that bending waves differ from both longitudinal and torsional waves.

## Bending waves

Until now we have assumed that a bar is at equilibrium. Next, suppose that either the force $\mathbf{F}_{x}$ or the moment $\mathbf{M}_{y}$, or both, are applied at some place on the bar, for example, at its ends. Due to deformation, internal forces arise and the bending waves start to propagate. Unlike longitudinal and torsional (shear) waves, bending waves carry more complicated motion of elementary volumes that includes both translation and rotation. At the same time, its motion along the bar axis is absent.

To derive an equation describing bending waves, consider an element of the bar with an extension $\Delta z$, Fig. 1.13. Suppose that the wave propagates along the $z$-axis toward large values of $z$. When it reaches the back face of the element, $S(z)$, this surface becomes subjected to an action of the moment $\mathbf{M}_{y}(z)$ and the shear force $\mathbf{F}_{x}(z)$. Inasmuch as the volume length, $\Delta z$, is extremely small, the wave almost instantly reaches the opposite face and acts on a medium located in front of this element. Its action is characterized by the same direction of the moment and the shear force as at the back face. Then, in accordance with the Newton's third law, the front face of the volume element is subjected to the moment and the force, which have opposite directions. Thus, the resultant force and the resultant moment applied to the bar element are


Figure 1.13: Forces and moments acting on an elementary volume

$$
\begin{equation*}
F_{x}=F_{x}(z+\Delta z)-F_{x}(z) \tag{1.234}
\end{equation*}
$$

and

$$
\begin{equation*}
M_{y}=M_{y}(z+\Delta z)-M_{y}(z) \tag{1.235}
\end{equation*}
$$

The moment $M_{y}$ causes rotation of the element as a rigid body around an axis that is parallel to the $y$-axis, and it can be represented as

$$
\begin{equation*}
M_{y}=\frac{\partial M_{y}}{\partial z} \Delta z \tag{1.236}
\end{equation*}
$$

An action of force $F_{x}$ displays in two ways. First of all, it displaces the elementary volume along the $x$-axis, and in accordance with Newton's second law we have:

$$
\begin{equation*}
F_{x}(z+\Delta z)-F_{x}(z)=\rho \Delta z S \frac{\partial^{2} u}{\partial t^{2}} \quad \text { or } \quad \frac{\partial F_{x}}{\partial z}=\rho S \frac{\partial^{2} u}{\partial t^{2}} \tag{1.237}
\end{equation*}
$$

Here $S$ is the cross-section of the element, $\rho$ is its density, and $u$ is a displacement of the neutral line due to a wave. We assume that this displacement is very small, and, correspondingly, the length of this line practically remains the same, i.e., its extension is neglected. It may be proper to note that at equilibrium, the moment $M_{y}$ linearly
changes between faces and, therefore, forces applied to $S(z)$ and $S(z+\Delta z)$ are equal by a magnitude. In other words, they do not cause translation of the bar element. Second, shear forces give rise to the moment about the axis, which is parallel to the $y$-axis and passes through the center of the elementary volume. It is equal to

$$
\begin{equation*}
F_{x} \Delta z \tag{1.238}
\end{equation*}
$$

Thus, the total moment causing rotation of this element is

$$
\begin{equation*}
\left(\frac{\partial M_{y}}{\partial z}+F_{x}\right) \Delta z \tag{1.239}
\end{equation*}
$$

Applying Newton's second law for a rotation (Appendix A), we obtain:

$$
\begin{equation*}
\rho I \Delta z \frac{\partial^{2} \alpha}{\partial t^{2}}=\left(\frac{\partial M_{y}}{\partial z}+F_{x}\right) \Delta z \quad \text { or } \quad \rho I \frac{\partial^{2} \alpha}{\partial t^{2}}=\frac{\partial M_{y}}{\partial z}+F_{x} \tag{1.240}
\end{equation*}
$$

Here $\alpha$ is an angle of rotation of the element, and $I$ is the polar moment of inertia. Thus, we arrived at two equations:

$$
\begin{equation*}
\rho S \frac{\partial^{2} u}{\partial t^{2}}=\frac{\partial F_{x}}{\partial z} \quad \text { and } \quad \rho I \frac{\partial^{2} \alpha}{\partial t^{2}}=\frac{\partial M_{y}}{\partial z}+F_{x} \tag{1.241}
\end{equation*}
$$

which describe simultaneous translation and rotation of an elementary volume bounded by the lateral surface of the bar and cross-sections $S(z)$ and $S(z+\Delta z)$. This system contains several unknowns, namely, $u(z, t), \alpha(z, t), F_{x}(z, t)$, and $M_{y}(z, t)$, and our goal is to obtain one equation with respect to displacement $u(z, t)$. By definition, $\alpha$ characterizes a slope of the neutral line with respect to the $z$-axis at some point $z$ and the instant $t$. It is obvious that for small values of $\alpha$ we have

$$
\alpha \simeq \tan \alpha=\frac{\partial u}{\partial z}
$$

Thus, set 1.241 becomes

$$
\begin{equation*}
\rho S \frac{\partial^{2} u}{\partial t^{2}}=\frac{\partial F_{x}}{\partial z} \quad \rho I \frac{\partial^{3} u}{\partial z \partial t^{2}}=\frac{\partial M_{y}}{\partial z}+F_{x} \tag{1.242}
\end{equation*}
$$

Differentiation of the last of eqs. 1.242 with respect to $z$ and the use of the first of these equations allow us to eliminate the unknown force $F_{x}$. Thus we obtain one equation:

$$
\begin{equation*}
\rho I \frac{\partial^{4} u}{\partial z^{2} \partial t^{2}}=\frac{\partial M_{y}}{\partial z^{2}}+\rho S \frac{\partial^{2} u}{\partial t^{2}} \tag{1.243}
\end{equation*}
$$

with two unknowns. Taking into account eq. 1.195

$$
M_{y}=I E \frac{\partial^{2} u}{\partial z^{2}}
$$

we arrive at the equation with respect to the single unknown, $u(z, t)$ :

$$
\begin{equation*}
\rho I \frac{\partial^{4} u}{\partial z^{2} \partial t^{2}}=I E \frac{\partial^{4} u}{\partial z^{4}}+\rho S \frac{\partial^{2} u}{\partial t^{2}} \tag{1.244}
\end{equation*}
$$

This is the linear partial differential equation of the fourth order. Certainly, it is not one-dimensional wave equation at its conventional form

$$
\frac{\partial^{2} u}{\partial z^{2}}=\frac{1}{c^{2}} \frac{\partial^{2} u}{\partial t^{2}}
$$

but some solutions of eq. 1.244 describe a wave phenomenon.

## Sinusoidal waves

Suppose that external forces are sinusoidal functions of time. Taking into account that eq. 1.244 is linear, we observe the sinusoidal vibrations of the bar, too. Correspondingly, the displacement $u(z, t)$ can be represented in the form

$$
\begin{equation*}
u(z, t)=\operatorname{Re}\left[\widetilde{u}(z) e^{-i \omega t}\right] \tag{1.245}
\end{equation*}
$$

Its substitution into eq. 1.244 transforms the latter into an ordinary differential equation of the fourth order with respect to the complex amplitude $\widetilde{u}(z)$, and we obtain:

$$
-\rho I \omega^{2} \frac{d^{2} \widetilde{u}}{d z^{2}}=I E \frac{d^{4} \widetilde{u}}{d z^{2}}-\rho S \omega^{2} \widetilde{u}=0
$$

or

$$
\begin{equation*}
\frac{\partial^{4} \widetilde{u}}{\partial z^{4}}+2 a \frac{d^{2} \widetilde{u}}{d z^{2}}-b \widetilde{u}=0 \tag{1.246}
\end{equation*}
$$

where

$$
\begin{equation*}
a=\frac{\rho \omega^{2}}{2 E}, \quad b=\frac{\omega^{2} S \rho}{I E} \tag{1.247}
\end{equation*}
$$

Respectively, a solution of eq. 1.246 has the form:

$$
\begin{equation*}
\widetilde{u}(z)=A_{1} e^{k_{1} z}+A_{2} e^{k_{2} z}+A_{3} e^{k_{3} z}+A_{4} e^{k_{4} z} \tag{1.248}
\end{equation*}
$$

Here $k_{n}$ are roots of the characteristic equation:

$$
\begin{equation*}
k_{n}^{4}+2 a k_{n}^{2}-b=0 \tag{1.249}
\end{equation*}
$$

So

$$
k_{n}^{2}=-a \pm \sqrt{a^{2}+b}
$$

or

$$
\begin{equation*}
k_{n}=b^{\frac{1}{4}}\left(-\frac{a}{\sqrt{b}} \pm \sqrt{1+\frac{a^{2}}{b}}\right)^{1 / 2} \tag{1.250}
\end{equation*}
$$

As follows from eq. 1.247,

$$
\frac{a^{2}}{b}=\frac{\rho \omega^{2} I}{4 E S}
$$

Since

$$
I=r_{0}^{2} S \quad \text { and } \quad \frac{E}{\rho}=c_{l}^{2}
$$

we have

$$
\begin{equation*}
\frac{a^{2}}{b}=\frac{\pi^{2} r_{0}^{2}}{c_{l}^{2} T^{2}}=\frac{\pi^{2} r_{0}^{2}}{\lambda^{2}} \tag{1.251}
\end{equation*}
$$

where $\lambda$ is the wavelength of the longitudinal waves and $r_{0}$ is the so-called the radius of inertia of the cross-section. In deriving eq. 1.244, we assumed that the normal stress, $\tau_{z z}$, linearly increases with a distance from the $z$-axis. Otherwise, the equality

$$
M_{y}=E I \frac{\partial u^{2}}{\partial z^{2}}
$$

becomes invalid. This condition implies that the wavelength has to greatly exceed the bar width. Thus, eq. 1.244 is applied, when an equality

$$
\begin{equation*}
r_{0} \ll \lambda \tag{1.252}
\end{equation*}
$$

takes place. Of course, the same relation is valid for the wavelength of bending waves. This inequality greatly simplifies eq. 1.250 , and we have:

$$
k_{n}=\left(\frac{\omega^{2} S \rho}{I E}\right)^{1 / 4}( \pm 1)^{1 / 2}
$$

or

$$
\begin{equation*}
k_{1}=i\left(\frac{\rho}{E r_{0}^{2}}\right)^{1 / 4} \omega^{1 / 2}, \quad k_{2}=-i\left(\frac{\rho}{E r_{0}^{2}}\right)^{1 / 4} \omega^{1 / 2} \tag{1.253}
\end{equation*}
$$

$$
k_{3}=\left(\frac{\rho}{E r_{0}^{2}}\right)^{1 / 4} \omega^{1 / 2}, \quad k_{4}=-\left(\frac{\rho}{E r_{0}^{2}}\right)^{1 / 4} \omega^{1 / 2}
$$

Therefore, the general solution for the displacement $u(z, t)$ is

$$
\begin{align*}
u(z, t) & =\operatorname{Re}\left\{A_{1} \exp [i(k z-\omega t)]+A_{2} \exp [-i(k z+\omega t)]\right.  \tag{1.254}\\
& \left.+A_{3} \exp (k z-i \omega t)+A_{4} \exp (-k z-i \omega t)\right\}
\end{align*}
$$

Here

$$
\begin{equation*}
k=\left(\frac{\rho}{E r_{0}^{2}}\right)^{1 / 4} \omega^{1 / 2} \tag{1.255}
\end{equation*}
$$

is the magnitude of wavenumber of a bending wave. It can be also written in the form

$$
\begin{equation*}
k=\left(\frac{\omega}{c_{l} r_{0}}\right)^{1 / 2} \tag{1.256}
\end{equation*}
$$

The first two terms in eq. 1.254 describe waves traveling along the bar in the opposite direction with the phase velocity

$$
\begin{equation*}
c_{b}(\omega)=\frac{\omega}{k}=\left(c_{l} r_{0} \omega\right)^{1 / 2} \quad \text { or } \quad \frac{c_{b}(\omega)}{c_{l}}=\sqrt{2 \pi}\left(\frac{r_{0}}{\lambda}\right)^{1 / 2} \tag{1.257}
\end{equation*}
$$

The latter clearly shows that the velocity of bending waves is less than that of longitudinal waves, $\left(r_{0} \ll \lambda\right)$, and the difference between them becomes more noticeable with a decrease of frequency. Unlike with longitudinal and torsional waves, the velocity of bending waves, $c_{b}(\omega)$, depends on a frequency, and it is directly proportional to the square root of $\omega$. It is obvious that due to dispersion, propagation of the bending wave is accompanied by a change of its shape. As is well known, two factors usually cause a dispersion. One is a transformation of elastic energy into heat, and the other is interference of waves, propagating, for example, in a waveguide. The latter occurs when the wavelength is comparable to or smaller than the distance between interfaces. In our case, both of these factors are absent. Two more terms in a solution with coefficients $A_{3}$ and $A_{4}$, eq. 1.254 , represent periodic oscillations as functions of time, which exponentially change with distance. Each term varies simultaneously at different points along the bar. Certainly, they do not characterize wave propagation and have rather a diffusion behavior. The equation of bending waves describes displacement, $u(z, t)$, of the neutral line along the $x$-axis. At the same time, motion of bar particles is much more
complicated and results in translation and rotation of an elementary volume. Earlier, considering an equilibrium, we demonstrated that

$$
\begin{equation*}
\text { curls } \neq 0 \quad \text { and } \quad \operatorname{divs} \neq 0 \tag{1.258}
\end{equation*}
$$

This means that the bending waves belong to a more general type of wave than do longitudinal and torsional waves, and in this sense they are similar to the Rayleigh waves.

## Boundary conditions

Since propagation of bending waves is described by a differential equation of the fourth order, there are more boundary conditions than in the case of longitudinal and shear waves. First, suppose that the bar consists of two homogeneous portions and the crosssection $S(z)$ is the boundary between them. It is obvious that at the interface both the displacement $u(z, t)$ and its derivative $\partial u(z, t) / \partial z$ have to be continuous functions:

$$
\begin{equation*}
u_{1}(z, t)=u_{2}(z, t) \quad \frac{\partial u_{1}(z, t)}{\partial z}=\frac{\partial u_{2}(z, t)}{\partial z} \tag{1.259}
\end{equation*}
$$

Otherwise the bar would be broken. Also the moment $M_{y}$ and the shear force $F_{x}$ are continuous, that is, in accordance with eqs. 1.195 and 1.200:

$$
\begin{equation*}
E_{1} \frac{\partial^{2} u_{1}}{\partial z^{2}}=E_{2} \frac{\partial^{2} u_{2}}{\partial z^{2}}, \quad E_{1} \frac{\partial^{3} u_{1}}{\partial z^{3}}=E_{2} \frac{\partial^{3} u_{2}}{\partial z^{3}} \tag{1.260}
\end{equation*}
$$

Discontinuity of one of these functions leads to infinitely large angular or linear acceleration. Thus, eqs. 1.259 and 1.260 describe behavior of bending waves at the interface. Let us also consider two more boundary conditions, when waves are sinusoidal functions of time.

Case one The displacement $u$ and its derivative with respect to $z$ are given functions at some point $z_{0}$ :

$$
\begin{equation*}
u\left(z_{0}, t\right)=a_{1} \cos \omega t, \quad \frac{\partial u\left(z_{0}, t\right)}{\partial z}=b_{1} \sin \omega t \tag{1.261}
\end{equation*}
$$

In particular, it may happen that $a_{1}=b_{1}=0$. Note that $\partial u\left(z_{0}, t\right) / \partial z$ characterizes the bar slope at point $z_{0}$.

Case two The moment $M_{y}$ and the shear force $F_{x}$ are given at point $z_{0}$. This means that

$$
\begin{equation*}
\frac{\partial^{2} u\left(z_{0}, t\right)}{\partial z^{2}}=a_{2} \cos \omega t, \quad \frac{\partial^{3} u\left(z_{0}, t\right)}{\partial z^{3}}=b_{2} \sin \omega t \tag{1.262}
\end{equation*}
$$

For instance, at the free end without external forces:

$$
a_{2}=b_{2}=0
$$

Of course, one can introduce different boundary conditions. To illustrate the behavior of bending waves, consider several examples and start from the simplest model of a bar.

Example one: infinite bar Suppose that bending waves are caused by a displacement at some point $z=0$, and the boundary conditions are given by eq. 1.261. Inasmuch as the wave field has everywhere a finite value and incoming waves are absent, the solution of eq. 1.254 can be written as

$$
\begin{equation*}
u(z, t)=A_{1} \cos (\omega t-k z)+A_{1} e^{-k z} \cos \omega t \quad \text { if } z>0 \tag{1.263}
\end{equation*}
$$

For negative values of $z$ the displacement has a similar form. Applying boundary conditions, we obtain

$$
A_{1}+A_{4}=a_{1}, \quad k A_{1}-k A_{4}=b_{1}
$$

whence

$$
\begin{equation*}
A_{1}=\frac{k a_{1}+b_{1}}{2 k}, \quad A_{4}=\frac{k a_{1}-b_{1}}{2 k} \tag{1.264}
\end{equation*}
$$

and the displacement is

$$
\begin{equation*}
u(z, t)=\frac{k a_{1}+b_{1}}{2 k} \cos (\omega t-k z)+\frac{k a_{1}-b_{1}}{2 k} e^{-k z} \cos \omega t \tag{1.265}
\end{equation*}
$$

Thus, $u(z, t)$ represents a superposition of the wave, traveling away from point $z=0$, and vibrations, which exponentially decay with distance. Taking into account that

$$
\begin{equation*}
e^{-k z}=e^{-2 \pi z / \lambda_{b}} \tag{1.266}
\end{equation*}
$$

we see that the second (diffusion) part of the wave field is noticeable only in the vicinity of point $z_{0}$, at distances that are smaller than the wavelength.

Example two: reflection from free end Suppose that the incident wave propagates toward the free end, $(z=0)$, where the moment $M_{y}$ and shear force $F_{x}$ are equal to zero

$$
M_{y}(0, t)=0, \quad F_{x}(0, t)=0
$$

or

$$
\frac{\partial^{2} u}{\partial z^{2}}=0 \quad \text { and } \quad \frac{\partial^{3} u}{\partial z^{3}}=0 \quad \text { at } \quad z=0
$$

It is natural to expect an appearance of the reflected wave at the free end, as well as decaying vibrations. Therefore, the displacement can be written as a sum:

$$
\begin{equation*}
\tilde{u}(z, t)=A_{1} e^{-i k z}+A_{2} e^{i k z}+B e^{-k z}, \quad \text { if } \quad z>0 \tag{1.267}
\end{equation*}
$$

where $A_{1}$ is given. From the boundary conditions we obtain two equations with two unknowns

$$
-A_{2}+B=A_{1} \quad-i A_{2}-B=-i A_{1}
$$

whence

$$
\begin{equation*}
A_{2}=\frac{i-1}{i+1} A_{1}, \quad B=\frac{2 i}{1+i} A_{1} \tag{1.268}
\end{equation*}
$$

and the displacement field is

$$
\begin{equation*}
u(z, t)=A_{1}\left[\cos (k z+\omega t)-\sin (k z-\omega t)+\sqrt{2} e^{-k z} \cos \left(\omega t-\frac{\pi}{4}\right)\right] \tag{1.269}
\end{equation*}
$$

In particular, at the free end

$$
\begin{equation*}
u(0, t)=2 A_{1}(\cos \omega t+\sin \omega t)=2 \sqrt{2} A_{1} \sin \left(\omega t+\frac{\pi}{4}\right) \tag{1.270}
\end{equation*}
$$

and its amplitude is almost three times that of the incident wave.
Example three: reflection from the fixed end As we already know, at the fixed end we have

$$
u(0, t)=0 \quad \frac{\partial u(0, t)}{\partial z}=0
$$

Then, making use of eq. 1.267, these conditions give

$$
A_{2}+B=-A_{1} \quad i A_{2}-B=i A_{1}
$$

Thus

$$
\begin{equation*}
A_{2}=\frac{i-1}{i+1} A_{1}, \quad B=-\frac{2 i}{1+i} A_{1} \tag{1.271}
\end{equation*}
$$

Comparison with eqs. 1.268 shows that in both cases, the amplitude and phase of reflected waves coincide. At the same time the complex amplitudes of vibrations differ by a sign only. As follows from eq. 1.254,

$$
\begin{equation*}
u(z, t)=A_{1}\left[\cos (k z+\omega t)-\sin (k z-\omega t)-\sqrt{2} \cos \left(\omega t-\frac{\pi}{4}\right) e^{-k z}\right] \tag{1.272}
\end{equation*}
$$

Of course, at the boundary both $u(0, t)$ and $\partial u(0, t) / \partial z$ vanish.
Example four: normal modes By analogy with longitudinal and torsional waves, consider a formation of normal modes in a bar of finite length $l$. In order to solve this task, it is convenient to take the real part of the complex amplitude of the displacement and represent it in terms of the sinusoidal and hyperbolic functions:

$$
\begin{equation*}
\operatorname{Re} \widetilde{u}(z)=A_{1} \cos k z+A_{2} \sin k z+B_{1} \cosh k z+B_{2} \sinh k z \tag{1.273}
\end{equation*}
$$

For illustration, suppose that boundary conditions are

$$
u(0, t)=0, \quad \frac{\partial^{2} u(0, t)}{\partial z^{2}}=0, \quad u(l, t)=0, \quad \frac{\partial^{2} u(l, t)}{\partial z^{2}}=0
$$

The first two equations give

$$
A_{1}+B_{1}=0, \quad-A_{1}+B_{1}=0, \quad \text { i.e., } \quad A_{1}=B_{1}=0
$$

and

$$
\begin{equation*}
\widetilde{u}(z)=A_{2} \sin k z+B_{2} \sinh k z \tag{1.274}
\end{equation*}
$$

The second set of boundary conditions yields

$$
\begin{equation*}
A_{2} \sin k l+B_{2} \sinh k l=0 \quad-A_{2} \sin k l+B_{2} \sinh k l=0 \tag{1.275}
\end{equation*}
$$

Therefore, this system has a nonzero solution when

$$
\begin{equation*}
B_{2}=0 \quad \text { and } \quad k l=\pi n \tag{1.276}
\end{equation*}
$$

and

$$
\begin{equation*}
u(z, t)=A_{2} \sin \frac{\pi n}{l} z \cos \omega t \tag{1.277}
\end{equation*}
$$

where $A_{2}$ is an arbitrary constant. As follows from eq. 1.276

$$
\frac{l}{\lambda_{b}}=\frac{n}{2}
$$

and normal modes arise, provided that the bar length, $l$, is equal to the integer number of $\lambda_{b} / 2$. A similar relationship was observed for other waves. As follows from eq. 1.257, frequencies of normal modes can be represented as

$$
\begin{equation*}
\omega_{n}=c_{l} r_{0}\left(\frac{\pi n}{l}\right)^{2} \tag{1.278}
\end{equation*}
$$

By analogy we can determine frequencies of normal modes for different boundary conditions.

## Chapter 2

## Basic equations of elastic waves

In this chapter, we will derive an equation that describes the displacement field $s$. Then we introduce scalar and vector potentials and derive the wave equations and boundary conditions that characterize the behavior of these functions. Finally, we will focus on the relationship between kinetic and potential energies in an elastic medium and on Poynting's vector.

### 2.1 Equations of motion of an elementary volume

Let us consider an elementary cube inside a medium, as is shown in Fig. 2.1a. When a wave passes through this volume, it becomes deformed, and internal forces arise. As a result, the medium surrounding the elementary volume, acts on each face of the cube. Since the faces are small, it is assumed that the forces are uniformly distributed over them. Correspondingly, it is natural to introduce the vector $t$, which characterizes the force per unit area:

$$
\begin{equation*}
\mathbf{F}=\mathbf{t} d S \tag{2.1}
\end{equation*}
$$

Here $d S=d x d y=d x d z=d y d z$, and in the Cartesian system of coordinates

$$
\begin{equation*}
\mathrm{t}=t_{x} \mathbf{i}+t_{y} \mathbf{j}+t_{z} \mathbf{k} \tag{2.2}
\end{equation*}
$$

The mutual orientation of forces applied to the cube faces is not arbitrary but obeys two rules that follow from the physical considerations. First, consider opposite faces, for example, $S(x-\Delta x / 2, y, z)$ and $S(x+\Delta x / 2, y, z)$, that are perpendicular to the $x$-axis. When the wave approaches the back face $S(x-\Delta x / 2, y, z)$ at some instant $t$, the surrounding medium acts on this face with a force that, in general, has the normal

## (a)

(b)



Figure 2.1: (a) Surface forces acting on elementary volume in a medium (b) Behavior of shear forces (c) Translation of elementary volume (d) Compression (expansion) of elementary volume (c) Pure shear deformation
and tangential components:

$$
\begin{equation*}
F_{n}\left(x-\frac{\Delta x}{2}, y, z, t\right) \quad \text { and } \quad F_{t}\left(x-\frac{\Delta x}{2}, y, z, t\right) \tag{2.3}
\end{equation*}
$$

After a very small time interval $\Delta t$, the wave reaches face $S(x+\Delta x / 2, y, z)$, and forces given by eqs. 2.3 act on the medium in front of the elementary volume. In accordance with Newton's third law, face $S(x+\Delta x / 2, y, z)$ is subjected to action of forces:

$$
\begin{equation*}
-F_{n}\left(x+\frac{\Delta x}{2}, y, z, t\right) \quad \text { and } \quad-F_{t}\left(x+\frac{\Delta x}{2}, y, z, t\right) \tag{2.4}
\end{equation*}
$$

Here $t_{1}=t+\Delta t$. During the extremely small time interval $(\Delta t \rightarrow 0)$, forces applied to the back face may slightly change by a magnitude, but their direction remains the same. Otherwise, the rate of change of wavefields would be infinitely large. Thus, at opposite faces perpendicular to the $x$-axis, the normal components, as well as the tangential ones,
have opposite directions. It is clear that the same behavior of forces is observed on other faces of the volume.

In order to formulate the second rule, let us discuss the action of shear forces, and, as an example, consider faces perpendicular to the $x-$ and $y$-axes, Fig. 2.1b. In general, magnitudes of forces applied to opposite faces are not equal to each other, and for this reason they produce both translation and rotation. In our case, the latter takes place about the $z$-axis, Fig. 2.1b, and, as is well known (Appendix A),

$$
\begin{equation*}
M_{z}=I \alpha_{z} \tag{2.5}
\end{equation*}
$$

Here $M_{z}$ is the $z$-component of torque, $I$ is the moment of inertia, and $\alpha_{z}$ is the $z$-component of angular acceleration. By definition (Appendix A),

$$
\begin{equation*}
M_{z}=F_{x} d y \pm F_{y} d x=\left(t_{x} \pm t_{y}\right) d x d y d z \tag{2.6}
\end{equation*}
$$

and

$$
\begin{equation*}
I=\frac{\rho}{12}\left(d x^{2}+d y^{2}\right) d x d y d z \tag{2.7}
\end{equation*}
$$

Thus, in place of eq. 2.5 we have

$$
\begin{equation*}
t_{x} \pm t_{y}=\frac{\rho}{12}\left(d x^{2}+d y^{2}\right) \alpha_{z} \tag{2.8}
\end{equation*}
$$

Here $\rho$ is density and $t_{x}$ and $t_{y}$ are components of traction on faces perpendicular to the $y-$ and $x$-axes, respectively. Inasmuch as acceleration, $\alpha_{z}$, cannot be infinitely large, we conclude that with a decrease of the volume, $t_{x}$ tends to $t_{y}$ and in the limit

$$
\begin{equation*}
t_{x}=t_{y} \tag{2.9}
\end{equation*}
$$

This means that at intersecting faces shear forces are directed toward each other. The same behavior takes place on other faces of the cube.

## Equation of motion

Now we will derive an equation of motion of an elementary volume. We introduce three vectors - $\mathbf{X}, \mathbf{Y}$, and $\mathbf{Z}$ - in the following way (Appendix C):

$$
\begin{equation*}
t_{x}=\mathbf{X} \cdot \mathbf{n}, \quad t_{y}=\mathbf{Y} \cdot \mathbf{n}, \quad t_{z}=\mathbf{Z} \cdot \mathbf{n}, \tag{2.10}
\end{equation*}
$$

Here $\mathbf{n}$ is the unit vector normal to the cube faces, and

$$
\begin{equation*}
\mathbf{X}=\tau_{x x} \mathbf{i}+\tau_{x y} \mathbf{j}+\tau_{x z} \mathbf{k}, \quad \mathbf{Y}=\tau_{y x} \mathbf{i}+\tau_{y y} \mathbf{j}+\tau_{y z} \mathbf{k}, \quad \mathbf{Z}=\tau_{z x} \mathbf{i}+\tau_{z y} \mathbf{j}+\tau_{z z} \mathbf{k} \tag{2.11}
\end{equation*}
$$

Each scalar component $\tau_{m n}$ is a continuous function of $x, y$, and $z$, and all of them form the stress tensor. It is essential to note that usually vectors $\mathbf{X}, \mathbf{Y}$, and $\mathbf{Z}$ can be arbitrarily oriented with respect to the face normal, n. However, as we have demonstrated, their mutual orientation at different faces obeys certain rules. Our goal is to use of Newton's second law and write equations of motion along the coordinate axes. By definition, we have:

$$
\begin{equation*}
m \frac{\partial^{2} u}{\partial t^{2}}=\sum_{k=1}^{6} F_{x k}, \quad m \frac{\partial^{2} v}{\partial t^{2}}=\sum_{k=1}^{6} F_{y k}, \quad m \frac{\partial^{2} w}{\partial t^{2}}=\sum_{k=1}^{6} F_{z k} \tag{2.12}
\end{equation*}
$$

where $m$ is the mass of an elementary volume; $u, v$, and $w$ are scalar components of displacement $\mathrm{s} ; F_{x k}, F_{y k}$, and $F_{z k}$ are components of the force applied to the $k$-face of the volume. First, we add the $x$-components of forces acting on all faces. It is obvious that the sum of forces $F_{x 1}$ and $F_{x 3}$, applied to two opposite faces perpendicular to the $x$-axis, is

$$
\begin{array}{r}
F_{x 1}+F_{x 3}=\mathbf{i} \cdot\left[\mathbf{X}\left(x+\frac{d x}{2}, y, z\right)-\mathbf{X}\left(x-\frac{d x}{2}, y, z\right)\right] d y d z \\
\text { or } \quad  \tag{2.13}\\
F_{x 1}+F_{x 3}=\left[\tau_{x x}\left(x+\frac{d x}{2}, y, z\right)-\tau_{x x}\left(x-\frac{d x}{2}, y, z\right)\right] d y d z
\end{array}
$$

The presence of the minus sign in front of the second term is related to the fact that at the back face " 3, ", the normal $\mathbf{n}$ and the unit vector $\mathbf{i}$ have opposite directions. In the same manner we obtain:

$$
\begin{align*}
& F_{x 2}+F_{x 4}=\mathbf{j} \cdot\left[\mathbf{X}\left(x, y+\frac{d y}{2}, z\right)-\mathbf{X}\left(x, y-\frac{d y}{2}, z\right)\right] d x d z \quad \text { or } \\
& F_{x 2}+F_{x 4}=\left[\tau_{x y}\left(x, y+\frac{d y}{2}, z\right)-\tau_{x y}\left(x, y-\frac{d y}{2}, z\right)\right] d x d z \tag{2.14}
\end{align*}
$$

and $\quad F_{x 5}+F_{x 6}=\left[\tau_{x z}\left(x, y, z+\frac{d z}{2}\right)-\tau_{x z}\left(x, y, z-\frac{d z}{2}\right)\right] d x d y$
Taking into account that distances between opposite faces are very small, we may assume that stresses change linearly inside the volume, and this gives

$$
\begin{equation*}
F_{x 1}+F_{x 3}=\frac{\partial \tau_{x x}}{\partial x} d V, \quad F_{x 2}+F_{x 4}=\frac{\partial \tau_{x y}}{\partial y} d V, \quad F_{x \bar{\jmath}}+F_{x 6}=\frac{\partial \tau_{x z}}{\partial z} d V \tag{2.15}
\end{equation*}
$$

Substitution of eqs. 2.15 into the first equation of set 2.12 yields

$$
\begin{equation*}
\rho \frac{\partial^{2} u}{\partial t^{2}}=\frac{\partial \tau_{x x}}{\partial x}+\frac{\partial \tau_{x y}}{\partial y}+\frac{\partial \tau_{x z}}{\partial z} \tag{2.16}
\end{equation*}
$$

In the same manner, we have

$$
\begin{equation*}
\rho \frac{\partial^{2} v}{\partial t^{2}}=\frac{\partial \tau_{y x}}{\partial x}+\frac{\partial \tau_{y y}}{\partial y}+\frac{\partial \tau_{y z}}{\partial z}, \quad \quad \rho \frac{\partial^{2} w}{\partial t^{2}}=\frac{\partial \tau_{z x}}{\partial x}+\frac{\partial \tau_{z y}}{\partial y}+\frac{\partial \tau_{z z}}{\partial z} \tag{2.17}
\end{equation*}
$$

Thus, we have obtained a system of three equations with twelve unknowns - namely, nine components of stress tensor and three components of displacement. Now it is appropriate to make several comments.

1. Stress components, $\tau_{m n}$, are considered to exist at faces of an elementary volume. Since the latter is small, stress components can be treated as linear functions within the volume. Correspondingly, their derivatives are constants.
2. At opposite faces of the volume, each stress component has the same sign. This reflects the fact that the whole elementary volume is either expanded or compressed. At the same time, as was already demonstrated, each component of the force applied to opposite faces has opposite signs. In equilibrium, magnitudes of the force components are equal at opposite faces.
3. As follows from eq. 2.9 and similar equalities

$$
t_{x}=t_{z}, \quad t_{y}=t_{z}, \quad t_{x}=t_{y}
$$

and so we have

$$
\begin{equation*}
\tau_{x y}=\tau_{y x}, \quad \tau_{x z}=\tau_{z x}, \quad \text { and } \quad \tau_{y z}=\tau_{z y} \tag{2.18}
\end{equation*}
$$

i.e., the stress tensor is symmetrical (Appendix C).
4. Along with surface forces, an elementary volume is subjected to action of the volume force

$$
\begin{equation*}
\mathbf{F}=\mathbf{f} d V \tag{2.19}
\end{equation*}
$$

where $f$ is the force per unit volume.
Taking into account cqs. 2.18 and 2.19 , system $2.16-2.17$ becomes

$$
\frac{\partial \tau_{x x}}{\partial x}+\frac{\partial \tau_{x y}}{\partial y}+\frac{\partial \tau_{x z}}{\partial z}+f_{x}=\rho \frac{\partial^{2} u}{\partial t^{2}}
$$

$$
\begin{align*}
& \frac{\partial \tau_{x y}}{\partial x}+\frac{\partial \tau_{y y}}{\partial y}+\frac{\partial \tau_{y z}}{\partial z}+f_{y}=\rho \frac{\partial^{2} v}{\partial t^{2}}  \tag{2.20}\\
& \frac{\partial \tau_{x z}}{\partial x}+\frac{\partial \tau_{y z}}{\partial y}+\frac{\partial \tau_{z z}}{\partial z}+f_{z}=\rho \frac{\partial^{2} w}{\partial t^{2}}
\end{align*}
$$

This system of equations describes both translation and rotation of an elementary volume. In other words, the cquation of rotation follows from set 2.20 . This question is discussed in detail in Appendix E.

## Stress in terms of strains

Our next step is to replace set 2.20 with equations that contain only components of displacement. To do this, we will use Hooke's law and the principle of superposition. In the first chapter, it was shown that normal stresses $\tau_{x x}, \quad \tau_{y y}$, and $\tau_{z z}$ and strains $\partial u / \partial x, \quad \partial v / \partial y$, and $\partial w / \partial z$ are related to each other as

$$
\begin{align*}
& E \frac{\partial u}{\partial x}=\tau_{x x}-\sigma \tau_{y y}-\sigma \tau_{z z}  \tag{2.21}\\
& E \frac{\partial v}{\partial y}=-\sigma \tau_{x x}+\tau_{y y}-\sigma \tau_{z z}  \tag{2.22}\\
& E \frac{\partial w}{\partial z}=-\sigma \tau_{x x}-\sigma \tau_{y y}+\tau_{z z} \tag{2.23}
\end{align*}
$$

Multiplying eq. 2.22 by $\sigma$ and adding eq. 2.21, we obtain

$$
\begin{equation*}
E\left(\frac{\partial u}{\partial x}+\sigma \frac{\partial v}{\partial y}\right)=\left(1-\sigma^{2}\right) \tau_{x x}-\sigma(1+\sigma) \tau_{z z} \tag{2.24}
\end{equation*}
$$

Again multiplying eq. 2.22 by $\sigma$ but adding eq. 2.23, we have

$$
\begin{equation*}
E\left(\sigma \frac{\partial v}{\partial y}+\frac{\partial w}{\partial z}\right)=-\sigma(1+\sigma) \tau_{x x}+\left(1-\sigma^{2}\right) \tau_{z z} \tag{2.25}
\end{equation*}
$$

Multiplication of eqs. 2.24 and 2.25 by $(1-\sigma)$ and $\sigma$, respectively, and their summation gives

$$
E(1-\sigma) \frac{\partial u}{\partial x}+E \sigma \frac{\partial v}{\partial y}+E \sigma \frac{\partial w}{\partial z}=(1+\sigma)(1-2 \sigma) \tau_{x x}
$$

$$
\begin{equation*}
\text { or } \quad E(1-2 \sigma) \frac{\partial u}{\partial x}+E \sigma\left(\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}+\frac{\partial w}{\partial z}\right)=(1+\sigma)(1-2 \sigma) \tau_{x x} \tag{2.26}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\tau_{x x}=\frac{E}{(1+\sigma)} \frac{\partial u}{\partial x}+\frac{E \sigma}{(1+\sigma)(1-2 \sigma)}\left(\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}+\frac{\partial w}{\partial z}\right) \tag{2.27}
\end{equation*}
$$

or

$$
\begin{equation*}
\tau_{x x}=2 \mu \frac{\partial u}{\partial x}+\lambda\left(\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}+\frac{\partial w}{\partial z}\right) \tag{2.28}
\end{equation*}
$$

Here

$$
\begin{equation*}
\mu=\frac{E}{2(1+\sigma)} \quad \text { and } \quad \lambda=\frac{E \sigma}{(1+\sigma)(1-2 \sigma)} \tag{2.29}
\end{equation*}
$$

are Lame constants. In the same manner, we obtain expressions for $\tau_{y y}$ and $\tau_{z z}$ in terms of strains:

$$
\begin{equation*}
\tau_{x x}=2 \mu \frac{\partial u}{\partial x}+\lambda \operatorname{div} \mathbf{s}, \quad \tau_{y y}=2 \mu \frac{\partial v}{\partial y}+\lambda \operatorname{div} \mathbf{s}, \quad \tau_{z z}=2 \mu \frac{\partial w}{\partial z}+\lambda \operatorname{div} \mathbf{~ s} \tag{2.30}
\end{equation*}
$$

These equalities clearly show that normal stresses are functions of the diagonal elements of the strain tensor only. By definition, shear stresses and shear strains are related as

$$
\begin{gather*}
\tau_{x y}=\tau_{y x}=\mu\left(\frac{\partial u}{\partial y}+\frac{\partial v}{\partial x}\right), \quad \tau_{x z}=\tau_{z x}=\mu\left(\frac{\partial w}{\partial x}+\frac{\partial u}{\partial z}\right)  \tag{2.31}\\
\text { and } \quad \tau_{y z}=\tau_{z y}=\mu\left(\frac{\partial v}{\partial z}+\frac{\partial w}{\partial y}\right),
\end{gather*}
$$

and they do not contain diagonal elements of strain (Appendix D). Now we are ready to replace the stresses in eq. 2.20 in terms of displacement. Since

$$
\frac{\partial \tau_{x x}}{\partial x}=2 \mu \frac{\partial^{2} u}{\partial x^{2}}+\lambda \frac{\partial}{\partial x} \operatorname{div} \mathbf{s}=\mu \frac{\partial^{2} u}{\partial x^{2}}+\mu \frac{\partial}{\partial x}\left(\frac{\partial u}{\partial x}\right)+\lambda \frac{\partial}{\partial x} \operatorname{div} \mathbf{s}
$$

and

$$
\frac{\partial \tau_{x y}}{\partial y}=\mu \frac{\partial^{2} u}{\partial y^{2}}+\mu \frac{\partial}{\partial x}\left(\frac{\partial v}{\partial y}\right), \quad \frac{\partial \tau_{x z}}{\partial z}=\mu \frac{\partial^{2} u}{\partial z^{2}}+\mu \frac{\partial}{\partial x}\left(\frac{\partial w}{\partial z}\right)
$$

the first equation of the set 2.20 becomes

$$
\begin{equation*}
\mu \nabla^{2} u+(\lambda+\mu) \frac{\partial}{\partial x} \operatorname{div} \mathrm{~s}=\rho \frac{\partial^{2} u}{\partial t^{2}} \tag{2.32}
\end{equation*}
$$

By analogy we have

$$
\begin{equation*}
\mu \nabla^{2} v+(\lambda+\mu) \frac{\partial}{\partial y} \operatorname{div} \mathrm{~s}=\rho \frac{\partial^{2} v}{\partial t^{2}} \tag{2.33}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu \nabla^{2} w+(\lambda+\mu) \frac{\partial}{\partial z} \operatorname{div} \mathbf{s}=\rho \frac{\partial^{2} w}{\partial t^{2}} \tag{2.34}
\end{equation*}
$$

## Equation for displacement $s$

Multiplication of eqs. 2.322 .34 by unit vectors $\mathbf{i}, \mathbf{j}$, and $\mathbf{k}$, respectively, and their summation yields

$$
\begin{equation*}
\mu \nabla^{2} \mathbf{s}+(\lambda+\mu) \text { graddiv } \mathbf{s}=\rho \frac{\partial^{2} \mathbf{s}}{\partial t^{2}} \tag{2.35}
\end{equation*}
$$

This equation plays a fundamental role in the theory of elastic waves. It is also useful to represent eq. 2.35 differently. Taking into account the equality

$$
\begin{equation*}
\text { curlcurl } \mathrm{s}=\text { graddiv } \mathrm{s}-\nabla^{2} \mathrm{~s} \tag{2.36}
\end{equation*}
$$

in place of eq. 2.35 we have

$$
\begin{equation*}
\text { curlcurl } \mathbf{s}+(\lambda+2 \mu) \nabla^{2} \mathbf{s}=\rho \frac{\partial^{2} \mathrm{~s}}{\partial t^{2}} \tag{2.37}
\end{equation*}
$$

Both of these forms are rather complicated equations, and, certainly, they do not correspond to the conventional form of a wave equation. At the same time, in two important cases, eqs. 2.35 and 2.37 are reduced to two wave equations that describe elastic waves propagating with different velocities. Before we discuss this subject, it is proper to notice the following. The equation for displacement was derived in the Cartesian system of coordinates. However, as is well known (Part I), spatial derivatives of the scalar and vector fields

$$
\operatorname{grad} \varphi, \quad \operatorname{div} \mathbf{M}, \quad \operatorname{curl} \mathbf{M}, \quad \nabla^{2} \varphi
$$

are invariants, and, therefore, eqs. 2.35 and 2.37 are valid in any orthogonal system of coordinates. It has also been demonstrated that every vector field, including $\mathbf{s}$, is characterized at regular points by a system of two equations

$$
\begin{equation*}
\operatorname{curl} \mathbf{s}=\alpha \mathbf{W}(p) \quad \operatorname{div} \mathbf{s}=\beta \delta(p) \tag{2.38}
\end{equation*}
$$

Since they are linear differential equations, their solution can be written as a sum:

$$
\begin{equation*}
\mathbf{s}(p)=\mathbf{s}_{1}(p)+\mathbf{s}_{2}(p) \tag{2.39}
\end{equation*}
$$

In general, these different vector fields are related to each other, and they obey the systems

$$
\begin{equation*}
\operatorname{curl} \mathbf{s}_{1}=0 \quad \operatorname{div} \mathbf{s}_{1}=\beta \delta(p) \tag{2.40}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{curl} \mathbf{s}_{2}=\alpha \mathbf{W} \quad \operatorname{div} \mathbf{s}_{2}=0 \tag{2.41}
\end{equation*}
$$

Let us note that if functions $s_{1}$ and $s_{2}$ satisfy eqs. 2.40 and 2.41 , respectively, then the sums $\mathbf{s}_{1}+\mathbf{s}_{0}$ and $\mathbf{s}_{2}+\mathbf{s}_{0}$ also obey these systems, provided that $\mathrm{s}_{0}$ is a solution of the homogeneous system:

$$
\begin{equation*}
\operatorname{curl} \mathrm{s}_{0}=0 \quad \text { and } \quad \operatorname{div} \mathrm{s}_{0}=0 \tag{2.42}
\end{equation*}
$$

Now consider separately three important cases.

1. The wave associated with the field $s_{1}$ Suppose that $s_{2}=0$ and the displacement field is described by eqs. 2.40, i.e.,

$$
\begin{equation*}
\mathbf{s}=\mathbf{s}_{1} \tag{2.43}
\end{equation*}
$$

Since curl $\mathrm{s}_{1}=0$, eq. 2.37 is greatly simplified, and we arrive at the wave equation

$$
\begin{equation*}
(\lambda+2 \mu) \nabla^{2} \mathbf{s}=\rho \frac{\partial^{2} \mathbf{s}}{\partial t^{2}} \tag{2.44}
\end{equation*}
$$

or

$$
\begin{equation*}
\nabla^{2} \mathrm{~s}=\frac{1}{c_{l}^{2}} \frac{\partial^{2} \mathrm{~s}}{\partial t^{2}} \tag{2.45}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{l}=\sqrt{\frac{\lambda+2 \mu}{\rho}} \tag{2.46}
\end{equation*}
$$

is the velocity of waves that cause a displacement field $\mathbf{s}_{1}$, eqs. 2.40. In accordance with eqs. 2.29 we have

$$
\begin{equation*}
c_{l}=\left[\frac{E(1-\sigma)}{\rho(1+\sigma)(1-2 \sigma)}\right]^{1 / 2} \tag{2.47}
\end{equation*}
$$

and it depends on the density $\rho$, as well as the Young modulus and Poisson's ratio.
Earlier we studied propagation of waves along a thin bar with the velocity

$$
\begin{equation*}
c_{l}=\sqrt{\frac{E}{\rho}} \tag{2.48}
\end{equation*}
$$

and called them longitudinal waves. In that case it was assumed that the parameter $\sigma$ is equal to zero, i.e. the particle displacement in the direction perpendicular to the bar axis was neglected. It is obvious that eq. 2.48 follows from eq. 2.47 , if we let $\sigma=0$. At the same time, waves described by eq. 2.44 may cause displacement of particles in different directions if

$$
\begin{equation*}
\text { curl s }=0 \tag{2.49}
\end{equation*}
$$

By analogy to acoustics fields, they are usually called dilatational waves. This is because, by definition, the second equation of set 2.40 characterizes a relative change of volume, i.e., the dilatation:

$$
\begin{equation*}
\operatorname{div} \mathrm{s}=\Theta=\frac{\Delta V}{V}=\beta \delta(p) \tag{2.50}
\end{equation*}
$$

This means that these waves are associated with deformations that change the volume provided that condition 2.49 is met. Now it is proper to make two comments:
a. The right side of eq. 2.50 can be represented in terms of stress. Performing a summation of eqs. 2.21-2.23, we obtain

$$
\begin{equation*}
\operatorname{div} \mathrm{s}=\frac{\Delta V}{V}=\frac{1-2 \sigma}{E}\left(\tau_{x x}+\tau_{y y}+\tau_{z z}\right) \tag{2.51}
\end{equation*}
$$

or

$$
\begin{equation*}
\operatorname{div} \mathbf{s}=\frac{1}{M}\left(\tau_{x x}+\tau_{y y}+\tau_{z z}\right) \tag{2.52}
\end{equation*}
$$

where

$$
\begin{equation*}
M=\frac{E}{1-2 \sigma} \tag{2.53}
\end{equation*}
$$

is the bulk modulus. This suggests, eq. 2.52 , that volume change occurs due to forces that are normal to the volume faces. Applying the conventional terminology of vector analysis, we may say that the diagonal elements of the stress tensor are sources of this field $\mathbf{s}$. Taking into account that div s characterizes the wavefield, it is obvious that the sum:

$$
\tau_{x x}+\tau_{y y}+\tau_{z z}
$$

is also an invariant with respect to the coordinate systems.
b. Dilatational waves are also called longitudinal or $P$ waves. Sometimes the term "irrotational" is used. Now, proceeding from eq. 2.49, we will begin to study the types of
motion and deformation that accompany longitudinal waves. For simplicity, we restrict ourselves to two-dimensional cases, where

$$
\begin{equation*}
\mathrm{s}=u(x, y) \mathbf{i}+v(x, y) \mathbf{j}, \quad w=0 \quad \text { and } \quad \frac{\partial u}{\partial z}=\frac{\partial v}{\partial z}=0 \tag{2.54}
\end{equation*}
$$

Correspondingly,

$$
\operatorname{div} \mathbf{s}=\frac{\Delta V}{V}=\frac{1}{M}\left(\tau_{x x}+\tau_{y y}\right) \quad \text { and } \quad \operatorname{curl} \mathbf{s}=\left|\begin{array}{ccc}
\mathbf{i} & \mathbf{j} & \mathbf{k}  \tag{2.55}\\
\frac{\partial}{\partial x} & \frac{\partial}{\partial y} & \frac{\partial}{\partial z} \\
u & v & 0
\end{array}\right|=0
$$

As follows from cqs. 2.54 and 2.55,

$$
\operatorname{curl}_{x} \mathbf{s}=\operatorname{curl}_{y} \mathbf{s}=0
$$

and $\operatorname{curl}_{z} \mathrm{~s}$ has to be equal to zero:

$$
\begin{equation*}
\frac{\partial v}{\partial x}-\frac{\partial u}{\partial y}=0 \tag{2.56}
\end{equation*}
$$

As was described in Appendix A, the motion of an elementary volume as a rigid body is, in general, a superposition of translation and rotation. At the same time, deformation of this volume can be represented as a combination of compression (expansion) and pure shear, which are in general accompanied by both types of motion (Appendix D). First, consider translation, Fig. 2.1c. This motion takes place when all particles of the volume have the same displacement, i.e.,

$$
\begin{equation*}
u(x, y)=\text { const } \quad \text { and } \quad v(x, y)=\text { const } \tag{2.57}
\end{equation*}
$$

Therefore, all derivatives of these components with respect to coordinates are equal to zero, and condition 2.49 is met.

Next we focus on compression (expansion) of an elementary volume, when displacement components $u$ and $v$ may vary only along the $x$ and $y$ coordinates, respectively (Fig. 2.1d). Then

$$
\frac{\partial u}{\partial y}=\frac{\partial v}{\partial x}=0
$$

As follows from eq. 2.56, condition 2.49 is met again. One more deformation also obeys this equality, and it is called pure shear, Fig. 2.1e (Appendix D). Unlike with compression, the volume remains the same, i.e., div $\mathbf{s}=0$, but the angle between
intersecting faces slightly changes. Due to such deformation, the angles formed by two pairs of sides - $a_{1} b_{1}, b_{1} c_{1}$ and $a_{1} d_{1}, d_{1} c_{1}$ - are cqual. As is seen from Fig. 2.1c, points of side $a b$ experience different displacements along the $x$-axis, $u(y)$, and we have

$$
\frac{u(y)}{y}=\frac{u(y+d y)}{y+d y}=\tan \gamma \simeq \gamma
$$

since the angle $\gamma$ is very small. The last equality gives

$$
y u(y)+d y u(y)=y u(y+d y)=y u(y)+y \frac{\partial u}{\partial y} d y \quad \text { or } \quad \frac{\partial u}{\partial y}=\frac{u(y)}{y}=\gamma
$$

This derivative characterizes a distortion angle. In the same manner, considering displacement of side ad, we obtain

$$
\begin{equation*}
\frac{\partial v}{\partial x}=\gamma \tag{2.59}
\end{equation*}
$$

Therefore, in accordance with eq. 2.56 , condition 2.49 is met. We see that translation, compression (expansion), and pure shear may accompany longitudinal waves. Note that both translation and pure shear are described by the displacement field, $\mathbf{s}_{0}$, which satisfics the homogencous system, eqs. 2.42. For this reason, they may be observed for both fields $\mathbf{s}_{1}$ and $\mathbf{s}_{2}$ as well as in the general case, eqs. 2.38. Thus, change in an elementary volume is a typical property of longitudinal waves. As will be shown later, the second type of motion (rotation) is absent for these waves.
2. The wave associated with the field $s_{2}$ Next, assume that the displacement field is described by eqs. 2.41, i.e., $\mathrm{s}=\mathrm{s}_{2}$ and

$$
\begin{equation*}
\operatorname{div} s=0 \tag{2.60}
\end{equation*}
$$

Then, the equation for displacement, 2.35, becomes

$$
\begin{equation*}
\mu \nabla^{2} \mathbf{s}=\rho \frac{\partial^{2} \mathbf{s}}{\partial t^{2}} \quad \text { or } \quad \nabla^{2} \mathbf{s}=\frac{1}{c_{s}^{2}} \frac{\partial^{2} \mathbf{s}}{\partial t^{2}}, \tag{2.61}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{s}=\sqrt{\frac{\mu}{\rho}} \tag{2.62}
\end{equation*}
$$

Thus, we have again arrived at a wave equation that characterizes propagation of waves with velocity $c_{s}$. An example of such a wave is the torsional wave in a thin bar (Chapter 1 ), and its velocity is still defined by eq. 2.62. These waves are accompanied by rotation
of elementary volumes, and for this reason they are called rotational or shear waves. The last term is used because rotation is caused by shear forces. It, is obvious that velocities of longitudinal and shear waves depend on the same clastic parameters, namely $E$ and $\sigma$, as well as on density $\rho$. Taking into account eq. 2.29, we have

$$
\begin{equation*}
c_{s}=\sqrt{\frac{E}{2(1+\sigma) \rho}} \tag{2.63}
\end{equation*}
$$

and the ratio of velocity is

$$
\begin{equation*}
\frac{c_{s}}{c_{l}}=\sqrt{\frac{1-2 \sigma}{2(1-\sigma)}} \tag{2.64}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{c_{s}}{c_{l}}=\sqrt{\frac{\mu}{\lambda+2 \mu}}=\sqrt{\frac{1}{2+\lambda / \mu}} \tag{2.65}
\end{equation*}
$$

Since $\lambda>0$ and $\mu>0$, we see that the velocity of shear waves is always smaller than that of longitudinal waves, $c_{s}<c_{l}$. Because of this, the former are also called $S$ (secondary) waves, and they arrive after the longitudinal $P$ (primary) waves. As follows from eq. 2.65,

$$
\begin{equation*}
0 \leq c_{s}<\frac{1}{\sqrt{2}} c_{l} \tag{2.66}
\end{equation*}
$$

Now let us describe types of motion and deformation that can be caused by shear waves, and, therefore, obey eq. 2.60. By definition, this wave does not produce compression or expansion of an elementary volume; i.e., such deformation is impossible for shear waves. Also translation and a pure shear alone cannot describe the displacement field of these waves. However, they can contribute to the field $\mathrm{s}_{2}$ along with rotation of an elementary volume (Appendix D). As is clearly seen from Fig. 2.2a, the strains associated with rotation are

$$
\begin{equation*}
\frac{\partial u}{\partial y}=-\gamma \quad \text { and } \quad \frac{\partial v}{\partial x}=\gamma \tag{2.67}
\end{equation*}
$$

The presence of the minus sign in the first equation is related to the fact that angle $\gamma$ is positive, but $\partial u / \partial y<0$. By definition, we have

$$
\operatorname{curl}_{z} \mathbf{s}=\frac{\partial v}{\partial x}-\frac{\partial u}{\partial y}=2 \gamma
$$



Figure 2.2: (a) Rotation of elementary volume ( $\mathrm{b}, \mathrm{c}$ ) Pure shear and translation of elementary volume (d) Simple shear as superposition of pure shear, translation, and rotation
while dilatation is equal to zero. Thus, rotation is a characteristic of shear waves, i.e., they cannot exist without rotation of elementary volumes of a medium. By analogy with longitudinal waves it is possible to perform one generalization and represent the displacement field of shear waves, as

$$
\begin{equation*}
\mathbf{s}=\mathbf{s}_{r}+\mathbf{s}_{0} \tag{2.68}
\end{equation*}
$$

Here $\mathbf{s}_{r}$ is the displacement field due to rotation, while $\mathbf{s}_{0}$ is associated with translation and pure shear. Of course, one or both of them may be absent. Taking into account eqs. 2.42, we obtain:

$$
\begin{equation*}
\operatorname{curl} \mathbf{s}=\operatorname{curl} \mathbf{s}_{r} \tag{2.69}
\end{equation*}
$$

We use this equality in order to express curl $\mathbf{s}_{r}$ in terms of stresses. Let us consider a so-called simple shear (Appendix D). In this case, as is illustrated in Fig. 2.2b,c,d, a shear wave involves an elementary volume in both types of motion (translation and rotation), as well as deformation of the pure shear. Since the displacement $s$ has only one component $u(y)$, we have:

$$
\begin{equation*}
\operatorname{curl}_{z} \mathbf{s}=-\frac{\partial u}{\partial y}=-\gamma \tag{2.70}
\end{equation*}
$$

On the other hand, in accordance with Hooke's law

$$
e_{x y}=\frac{\partial u}{\partial y}+\frac{\partial v}{\partial x}=\frac{1}{\mu} \tau_{x y}=\frac{\partial u}{\partial y}, \quad \text { because } \quad v=0
$$

Therefore, eq. 2.70 gives

$$
\begin{equation*}
\operatorname{curl}_{z} \mathbf{s}=-\frac{1}{\mu} \tau_{x y} \tag{2.71}
\end{equation*}
$$

It is easy to generalize this result for a three-dimensional case. For instance, if there is rotation of an elementary volume around the $x-$ and $y$-axes, we have

$$
\begin{equation*}
\operatorname{curl}_{x} \mathbf{s}=-\frac{1}{\mu} \tau_{y z}, \quad \operatorname{curl}_{y} \mathbf{s}=-\frac{1}{\mu} \tau_{x z} \tag{2.72}
\end{equation*}
$$

Multiplication of eqs. 2.71 and 2.72 by the corresponding unit vectors and then a summation yield

$$
\begin{equation*}
\operatorname{curl} \mathbf{s}=-\frac{1}{\mu}\left(\tau_{y z} \mathbf{i}+\tau_{x z} \mathbf{j}+\tau_{x y} \mathbf{k}\right) \tag{2.73}
\end{equation*}
$$

The vector

$$
\begin{equation*}
\mathbf{W}=\tau_{y z} \mathbf{i}+\tau_{x z} \mathbf{j}+\tau_{x y} \mathbf{k} \tag{2.74}
\end{equation*}
$$

is formed with the help of the nondiagonal elements of the stress tensor, and it can be treated as the density of vortexes of field $s$. Thus, the system of equations of the displacement ficld $s$, which accompanies shear waves, has the form

$$
\begin{equation*}
\operatorname{curl} \mathbf{s}=-\frac{1}{\mu} \mathbf{W}, \quad \operatorname{div} \mathbf{s}=0 \tag{2.75}
\end{equation*}
$$

3. General case We have demonstrated that in a homogeneous medium, either longitudinal or shear waves may exist. The more general case is also possible, when the system of equations for the displacement field $\mathbf{s}$ is

$$
\begin{equation*}
\operatorname{curl} \mathbf{s}=-\frac{1}{\mu}\left(\tau_{y z} \mathbf{i}+\tau_{x z} \mathbf{j}+\tau_{x y} \mathbf{k}\right) \tag{2.76}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{div} \mathrm{s}=\frac{1}{M}\left(\tau_{x x}+\tau_{y y}+\tau_{z z}\right) \tag{2.77}
\end{equation*}
$$

Therefore propagation of a wave associated with this ficld $s$ may cause both types of motion and deformation, namely: a. translation, b. rotation, c. pure shear, and d. compression (expansion).

It turns out that the velocity of propagation of these waves is smaller than that of shear waves. This may be related to the fact that waves produce different types of motion and deformation. The bending waves considered in Chapter 1, is an example of this type of wave, as are Rayleigh waves, which will be studied later. Previously, we represented the total field as a sum: $\mathbf{s}=\mathbf{s}_{1}+\mathbf{s}_{2}+\mathbf{s}_{0}$. In general, $\mathbf{s}_{1}, \mathbf{s}_{2}$, and $\mathbf{s}_{0}$ are related to each other and describe one wave, propagating with the same velocity. However, there is one obvious case in which longitudinal and shear waves exist simultaneously. Of course, these independent waves travel with different velocities, $c_{l}$ and $c_{s}$. Later we will demonstrate that within some range of distances from the source, the field $s_{0}$ may also describe some wave disturbance (Laplace motion).

## Boundary conditions

Since eq. 2.35 is valid only at regular points of a medium, at interfaces between media with different elastic parameters this equation must be replaced by boundary conditions. They characterize the behavior of forces and displacement $s$ at points of such an interface. For simplicity, suppose that the latter is the plane $X O Y$, i.e., $z=0$. Also, we imply that elastic media are welded at the surface of their contact. Then the tangential and normal components of displacement have to be continuous functions at points of the boundary:

$$
\begin{gather*}
\mathbf{s}^{(1)}=\mathbf{s}^{(2)} \quad \text { or } \\
u_{1}=u_{2}, \quad v_{1}=v_{2}, \quad w_{1}=w_{2} \quad \text { at } \quad z=0 \tag{2.78}
\end{gather*}
$$

Besides, the normal and shear stresses acting on each element of the boundary are also continuous functions:

$$
\begin{equation*}
\tau_{z z}^{(1)}=\tau_{z z}^{(2)}, \quad \tau_{x z}^{(1)}=\tau_{x z}^{(2)}, \quad \tau_{y z}^{(1)}=\tau_{y z}^{(2)} \tag{2.79}
\end{equation*}
$$

These equalities follow from Newton's second law describing translation and rotation. If eqs. 2.79 were invalid, either the linear or angular acceleration, or both, would be
infinitely large, which, of course, is impossible. Taking into account the relationship between stress and strain, eqs. 2.79 can be also written in the form:

$$
\begin{align*}
& \lambda_{1} \Theta_{1}+2 \mu_{1} \frac{\partial w_{1}}{\partial z}=\lambda_{2} \Theta_{2}+2 \mu_{2} \frac{\partial w_{2}}{\partial z} \\
& \mu_{1}\left(\frac{\partial u_{1}}{\partial z}+\frac{\partial w_{1}}{\partial x}\right)=\mu_{2}\left(\frac{\partial u_{2}}{\partial z}+\frac{\partial w_{2}}{\partial x}\right)  \tag{2.80}\\
& \mu_{1}\left(\frac{\partial v_{1}}{\partial z}+\frac{\partial w_{1}}{\partial y}\right)=\mu_{2}\left(\frac{\partial v_{2}}{\partial z}+\frac{\partial w_{2}}{\partial y}\right)
\end{align*}
$$

where $\Theta=$ div s is dilatation. Thus, eqs. 2.78 and 2.80 allow us to formulate boundary conditions in terms of displacement and its derivatives. It is useful to describe boundary conditions for three special cases.

Case one: free interface In order to provide continuity of stresses at such a boundary, they have to be equal to zero at its points:

$$
\begin{equation*}
\tau_{x z}=0, \quad \tau_{y z}=0, \quad \tau_{z z}=0 \quad \text { at } \quad z=0 \tag{2.81}
\end{equation*}
$$

Eqs. 2.81 represent boundary conditions at the free surface. However, displacement components are not defined at this surface. Note that if instead of the solid there is a fluid, eqs. 2.79 are simplified and we have

$$
\begin{equation*}
\tau_{z z}=0, \tag{2.82}
\end{equation*}
$$

since shear stresses are absent.
Case two: ideally rigid boundary By definition, particles belonging to this interface cannot move and, correspondingly, all components of the displacement are equal to zero:

$$
\begin{equation*}
u=0, \quad v=0, \quad w=0 \quad \text { at } \quad z=0 \tag{2.83}
\end{equation*}
$$

Case three: boundary between solid and fluid A slippage may occur along such an interface and, therefore, only the normal component of displacement has to be continuous. Since shear stresses are absent in the fluid, they are equal to zero at points of the interface. The normal stress is a continuous function. This gives

$$
\begin{equation*}
w_{1 z}=w_{2 z}, \quad \tau_{x z}^{(1)}=\tau_{y z}^{(1)}=0, \quad \tau_{z z}^{(1)}=\tau_{z z}^{(2)} \tag{2.84}
\end{equation*}
$$

As before, index " 1 " corresponds to an elastic medium.

## Boundary value problem

Boundary conditions, eqs. 2.78 and 2.79 , can be treated as a surface analogy of the differential equation for displacement field $s$. From the physical point of view, it is clear that an infinite number of functions satisfy eq. 2.35 and these conditions. In fact, changing the type of primary source and its position, we obtain different wavefields, but each of them obeys eq. 2.35 and sets 2.78 and 2.79. In order to remove this ambiguity, we need additional information, which can be derived from the theorem of uniqueness. In other words, this allows us to formulate the boundary value problem. By analogy with the case of an acoustic medium (Part I), it is possible to show that the wave fields are uniquely defined, provided that they satisfy a certain set of conditions. Let us assume that the multilayered medium with homogeneous layers is bounded by some surface $S_{0}$ and surface $S_{\infty}$ at infinity. It turns out that a solution of the boundary problem is unique if it obeys

1. The initial condition.
2. Eq. 2.35 for displacement ficld $s$ at regular points.
3. Boundary conditions at surfaces $S_{0}$ and $S_{\infty}$.
4. Conditions 2.78 and 2.79 at interfaces.

The initial condition implies a knowledge of wavefields at all points of a medium at some instant $t=0$. Usually we assume that the wavefield is absent at the initial moment. The behavior of a wave at points of surface $S_{\infty}$ corresponds to the outgoing spherical wave, so that it satisfies the Sommerfeld condition (Part II). As far as surface $S_{0}$ is concerned, information about wave behavior at its points can be formulated in different ways. First, suppose that surface $S_{0}$ surrounds the primary source, and it is located at its vicinity. In such a case, we usually know stresses at points of $S_{0}$ as functions of time. Instead of this condition one can imagine that the force $\mathbf{F}(t)$ is given at some point or that several forces are specified at different points of a medium. In particular, distribution of external forces is often known at the free surface. Of course, it is possible to introduce different conditions at surface $S_{0}$ that also describe strains as well as the displacement field.

## Scalar and vector potentials

In accordance with eqs. 2.39, displacement field $s$ is, in general, a sum of two fields, $s_{1}$ and $s_{2}$, which obey eqs. 2.40 and 2.41 , respectively. By analogy with the acoustic and electromagnetic fields, we introduce two functions that may often simplify wave studies.

As usual, we deal with a layered medium. In each layer, longitudinal and shear waves propagate with constant velocities. Consider again three different cases.

Case one: dilatational waves From the equation curl $s_{1}=0$, it follows that the vector field $s_{1}$ can be described with the help of the scalar potential $U$ only:

$$
\begin{equation*}
\mathbf{s}_{1}=\operatorname{grad} U \tag{2.85}
\end{equation*}
$$

In order to obtain the equation for $U$, we substitute eq. 2.85 into eq. 2.45. This gives

$$
\begin{equation*}
\operatorname{grad}\left(\nabla^{2} U-\frac{1}{c_{l}^{2}} \frac{\partial^{2} U}{\partial t^{2}}\right)=0 \quad \text { or } \quad \nabla^{2} U-\frac{1}{c_{l}^{2}} \frac{\partial^{2} U}{\partial t^{2}}=C \tag{2.86}
\end{equation*}
$$

Here $C$ is some constant. In accordance with eq. 2.85, there is an infinite number of functions $U$ that describe the same displacement field $\mathrm{s}_{1}$. Taking this into account, we choose such $U$ that the constant $C$ is equal to zero. Then, the scalar potential $U$ also obeys the wave equation

$$
\begin{equation*}
\nabla^{2} U=\frac{1}{c_{l}^{2}} \frac{\partial^{2} U}{\partial t^{2}} \tag{2.87}
\end{equation*}
$$

Certainly, a transition from the vector field $s_{1}$ to the scalar one may greatly simplify a wave study, even when displacement has a single component. Knowing the function $U$, we can calculate displacement $s$ and then, making use of Hooke's law, determine stresses.

Case two: shear waves Taking into account that dilatation for shear waves is equal to zero $\left(\operatorname{div} \mathbf{s}_{2}=0\right)$, we have

$$
\begin{equation*}
\mathrm{s}_{2}=\operatorname{curl} \mathrm{A}, \tag{2.88}
\end{equation*}
$$

where $\mathbf{A}$ is the vector potential. It is obvious that there is an infinite number of functions A that describe the same field $\mathbf{s}_{2}$. Substituting eq. 2.88 into eq. 2.61 and applying the same approach as in the first case, we obtain

$$
\begin{equation*}
\nabla^{2} \mathbf{A}=\frac{1}{c_{s}^{2}} \frac{\partial^{2} \mathbf{A}}{\partial t^{2}} \tag{2.89}
\end{equation*}
$$

The use of the vector-potential $\mathbf{A}$ instead of $\mathbf{s}_{2}$ is not so obvious, because they are both vectors. However, in some cases it is sufficient to deal only with the single component of $\mathbf{A}$. Moreover, this component may be directed along the Cartesian axis, which brings additional simplification. In general, a reflection of the longitudinal waves causes an
appearance of shear waves and vice versa. For this reason, in order to satisfy boundary conditions it is necessary to use both potentials.

Case three In general, when displacement $s$ is a sum of $s_{1}$ and $s_{2}$, we obviously have

$$
\begin{equation*}
\mathrm{s}=\operatorname{grad} U+\operatorname{curl} \mathbf{A} \tag{2.90}
\end{equation*}
$$

In essence, we have already demonstrated that potentials obey wave equations. The same result can be derived differently. To show this, we rewrite eq. 2.35 as

$$
\mu \nabla^{2}\left(\mathbf{s}_{1}+\mathbf{s}_{2}\right)+(\lambda+\mu) \operatorname{grad} \operatorname{div}\left(\mathbf{s}_{1}+\mathbf{s}_{2}\right)=\rho \frac{\partial^{2}}{\partial t^{2}}\left(\mathbf{s}_{1}+\mathbf{s}_{2}\right)
$$

or

$$
\begin{equation*}
\mu \nabla^{2}\left(\mathbf{s}_{1}+\mathbf{s}_{2}\right)+(\lambda+\mu) \operatorname{grad} \operatorname{div} \mathbf{s}_{1}=\rho \frac{\partial^{2}}{\partial t^{2}}\left(\mathbf{s}_{1}+\mathbf{s}_{2}\right) \tag{2.91}
\end{equation*}
$$

since div $\mathbf{s}_{2}=0$. Taking into account that curl curl $\mathbf{s}_{1}=\operatorname{grad} \operatorname{div} \mathbf{s}_{1}-\nabla^{2} \mathbf{s}_{1}$ and curl $\mathrm{s}_{1}=0$, we have

$$
\begin{equation*}
(\lambda+2 \mu) \nabla^{2} \mathbf{s}_{1}-\rho \frac{\partial^{2} \mathbf{s}_{1}}{\partial t^{2}}+\mu \nabla^{2} \mathbf{s}_{2}-\rho \frac{\partial^{2} \mathbf{s}_{2}}{\partial t^{2}}=0 \tag{2.92}
\end{equation*}
$$

This result is trivial, since both fields $s_{1}$ and $s_{2}$ satisfy wave equations. Substitution of eq. 2.90 into eq. 2.92 gives

$$
\begin{equation*}
\operatorname{grad}\left[(\lambda+2 \mu) \nabla^{2} U-\rho \frac{\partial^{2} U}{\partial t^{2}}\right]+\operatorname{curl}\left[\mu \nabla^{2} \mathbf{A}-\rho \frac{\partial^{2} \mathbf{A}}{\partial t^{2}}\right]=0 \tag{2.93}
\end{equation*}
$$

Because there is an infinite number of pair of functions $U$ and $A$ that describe the same field s , we can always choose the functions $U$ and $A$ that obey wave equations 2.45 and 2.61 , respectively. It is clear that eq. 2.92 is satisfied.

### 2.2 Kinetic and potential energy and its flux

In studying wave propagation in acoustic media, we demonstrated that the density of kinetic and potential energy is defined as (Part I):

$$
\begin{equation*}
e_{0}=\frac{1}{2} \rho \mathbf{v}^{2} \quad \text { and } \quad u_{0}=\frac{M}{2} \operatorname{div}^{2} \mathbf{s}, \tag{2.94}
\end{equation*}
$$

respectively. Here $\rho$ is density of a medium, $\mathbf{v}$ is particle velocity, $\mathbf{v}=\partial \mathrm{s} / \partial t$, and $M$ is the bulk modulus. Therefore, the total mechanical energy in an arbitrary volume is

$$
\begin{equation*}
W(t)=\frac{1}{2} \int_{V}\left(\rho \mathbf{v}^{2}+M \operatorname{div}^{2} \mathbf{s}\right) d V \tag{2.95}
\end{equation*}
$$

In general, three factors cause a change in this energy, namely

1. The presence of external (primary) sources of waves inside volume $V$.
2. Transformation of mechanical energy $W$ into heat $Q$.
3. The flux of this energy through a surface surrounding the volume.

Then, in accordance with the principle of conservation of energy, we have

$$
\begin{equation*}
\frac{\partial W}{\partial t}=L-Q-\oint_{S} \mathbf{N} \cdot \mathbf{d S} \tag{2.96}
\end{equation*}
$$

where $L$ is an amount of the kinetic and potential energy produced by external sources per unit of time and $Q$ is an amount of the mechanical energy that is transformed into heat, also per unit of time. Finally

$$
\begin{equation*}
\oint_{S} \mathbf{N} \cdot \mathrm{dS} \tag{2.97}
\end{equation*}
$$

is called the energy flux, and it defines an amount of energy passing through the closed surface $S$ during one second. Correspondingly, the vector $\mathbf{N}$ is the density of the flux, and it plays the same role as the Poynting vector for electromagnetic fields or the current density $\mathbf{j}$ for electric current. This shows that the magnitude of $\mathbf{N}$ equals the amount of energy passing through an elementary surface, $d S$, with unit of area per unit of time. It is essential that this surface is perpendicular to vector $\mathbf{N}$. In SI units we have

$$
[\mathbf{N}]=\frac{\text { joule }}{m^{2} s}=\frac{\text { watt }}{m^{2}}
$$

Since vector dS in eq. 2.97 is directed away from the volume, the positive value of the flux means that energy leaves the volume. In contrast, energy increases inside the volume if the flux is negative. In general, vector N has a different magnitude and direction at different points of a closed surface $S$. For instance, at some points it can be directed inward, whereas at other points it is directed outward or is parallel to the surface. As was shown in Part I, in an acoustic medium

$$
\begin{equation*}
\mathbf{N}=P \mathbf{v} \tag{2.98}
\end{equation*}
$$

where $P$ is pressure caused by a wave. Thus, vector $\mathbf{N}$ is equal to the product of the additional pressure and the particle velocity. For example, if pressure $P$ is positive (compression), vectors $\mathbf{v}$ and $\mathbf{N}$ have the same direction. In contrast, at points where $P$ is negative (expansion), these vectors have opposite directions. Vector N always shows the direction in which the wave moves. We can say that vector $\mathbf{N}$ allows us to visualize wave propagation as transmission of energy. For instance, assuming that the primary sources are absent inside the volume, $L=0$, and the process of propagation is adiabatic, $Q=0$, eq. 2.96 becomes

$$
\begin{equation*}
\frac{\partial W}{\partial t}=-\oint_{S} \mathbf{N} \cdot \mathbf{d S} \tag{2.99}
\end{equation*}
$$

In this case, any change of energy $W$ can only be caused by its flux.

## Elastic potential

By analogy with eq. 2.98, we derive an expression for vector N in an elastic medium. Since a distribution of forces in this medium is characterized by the stress tensor $\mathbf{T}_{*}$, it is natural to expect that in eq. 2.98 the additional pressure $P$ has to be replaced by $\mathrm{T}_{*}$, which gives

$$
\mathbf{N}=\mathbf{T}_{*} \mathbf{v}
$$

In order to prove this relationship we assume that surface $S$ surrounding volume $V$ is subjected to action of surface forces. For simplicity, the influence of volume forces is neglected. Forces applied to surface $S$ can be treated as external, and the work produced by them is equal to

$$
\begin{equation*}
A=\oint_{S} \mathbf{t}(q) \cdot \mathbf{s}(q) d S \tag{2.100}
\end{equation*}
$$

Here $q$ is the point on surface $S$ and $s(q)$ is its displacement:

$$
\begin{equation*}
\mathbf{s}(q)=u(q) \mathbf{i}+v(q) \mathbf{j}+w(q) \mathbf{k} \tag{2.101}
\end{equation*}
$$

By definition, the traction vector $\mathbf{t}(q)$ is the force per unit of area and

$$
\begin{equation*}
\mathbf{t}(q)=t_{x} \mathbf{i}+t_{y} \mathbf{j}+t_{z} \mathbf{k} \tag{2.102}
\end{equation*}
$$

In the previous section we applied the relations

$$
\begin{equation*}
t_{x}=\mathbf{X} \cdot \mathbf{n}, \quad t_{y}=\mathbf{Y} \cdot \mathbf{n}, \quad t_{z}=\mathbf{Z} \cdot \mathbf{n} \tag{2.103}
\end{equation*}
$$

where n is the unit vector normal to the surface element,

$$
\begin{equation*}
\mathbf{n}=\cos (n, x) \mathbf{i}+\cos (n, y) \mathbf{j}+\cos (n, z) \mathbf{k} \tag{2.104}
\end{equation*}
$$

and scalar components of vectors $\mathbf{X}, \mathbf{Y}$, and $\mathbf{Z}$ are elements of the stress tensor:

$$
\begin{equation*}
\mathbf{X}=\tau_{x x} \mathbf{i}+\tau_{x y} \mathbf{j}+\tau_{x z} \mathbf{k}, \quad \mathbf{Y}=\tau_{y x} \mathbf{i}+\tau_{y y} \mathbf{j}+\tau_{y z} \mathbf{k}, \quad \mathbf{Z}=\tau_{z x} \mathbf{i}+\tau_{z y} \mathbf{j}+\tau_{z z} \mathbf{k} \tag{2.105}
\end{equation*}
$$

Taking into account eq. 2.103, we have

$$
\begin{equation*}
A=\oint_{S}(\mathbf{X} u+\mathbf{Y} v+\mathbf{Z} w) \cdot \mathbf{d S} \tag{2.106}
\end{equation*}
$$

Therefore, the rate at which the surface forces perform the work is equal to

$$
\begin{equation*}
\frac{\partial A}{\partial t}=\oint_{S}\left(\mathbf{X} \frac{\partial u}{\partial t}+\mathbf{Y} \frac{\partial v}{\partial t}+\mathbf{Z} \frac{\partial w}{\partial t}\right) \cdot \mathbf{d} \mathbf{S} \tag{2.107}
\end{equation*}
$$

Here it is appropriate to make two comments:

1. Taking derivatives with respect to time, we neglected higher-order terms. For instance

$$
\frac{\partial}{\partial t}(\mathbf{X} u)=\mathbf{X} \frac{\partial u}{\partial t}+\frac{\partial \mathbf{X}}{\partial t} u
$$

Since $u \ll 1$ and $\partial \mathbf{X} / \partial t \ll 1$, their product is neglected.
2. It is obvious that $\partial A / \partial t$ can be treated as a change of the work per unit time, because

$$
d A=\frac{\partial A}{\partial t} \delta t \quad \text { if } \quad \delta t=1 s
$$

This work produces a change in kinetic and potential energy inside the volume during the same time, $\quad(\delta t=1 \mathrm{~s})$. The rate of change of both types of energy can be represented in terms of volume integrals:

$$
\begin{equation*}
\frac{\partial E}{\partial t}=\int_{V} \frac{\partial e_{0}}{\partial t} d V \quad \text { and } \quad \frac{\partial U}{\partial t}=\int_{V} \frac{\partial u_{0}}{\partial t} d V \tag{2.108}
\end{equation*}
$$

Here $e_{0}(p)$ and $u_{0}(p)$ are densities of kinetic and potential energy at any point $p$ inside an elastic medium. The function $e_{0}(p)$ is known, because every elementary volume moves like a rigid body and, therefore,

$$
\begin{equation*}
e_{0}=\frac{1}{2} \rho \mathbf{v}^{2}=\frac{\rho}{2}\left[\left(\frac{\partial u}{\partial t}\right)^{2}+\left(\frac{\partial v}{\partial t}\right)^{2}+\left(\frac{\partial w}{\partial t}\right)^{2}\right] \tag{2.109}
\end{equation*}
$$

To derive an expression for density $u_{0}$, which characterizes a deformation, we proceed from cq. 2.107, which can be written as

$$
\begin{equation*}
d A=d E+d U \tag{2.110}
\end{equation*}
$$

Note that the work of surface forces produces mechanical energy, which arrives inside the volume as the flux of vector $\mathbf{Y}$. This means that

$$
\begin{equation*}
d A=-\oint_{S} \mathbf{Y} \cdot d \mathbf{S} \quad \text { if } \quad \delta t=1 s \tag{2.111}
\end{equation*}
$$

As follows from eqs. 2.108 and 2.109,

$$
\begin{equation*}
d E=\int_{V} \rho(\dot{u} \ddot{u}+\dot{v} \ddot{v}+\dot{w} \ddot{w}) d V \tag{2.112}
\end{equation*}
$$

where

$$
\dot{u}=\frac{\partial u}{\partial t} \quad \text { and } \quad \ddot{u}=\frac{\partial^{2} u}{\partial t^{2}}
$$

Next we also represent the work $d A$ in terms of the volume integral. Taking into account eq. 2.106 and the Gauss formula, we have

$$
\begin{equation*}
d A=\int_{V}\left[\operatorname{div}\left(\mathbf{X} \frac{\partial u}{\partial t}\right)+\operatorname{div}\left(\mathbf{Y} \frac{\partial v}{\partial t}\right)+\operatorname{div}\left(\mathbf{Z} \frac{\partial w}{\partial t}\right)\right] d V \quad \text { if } \delta t=1 s \tag{2.113}
\end{equation*}
$$

The use of equality

$$
\begin{equation*}
\operatorname{div}(\varphi \mathbf{a})=\varphi \operatorname{div} \mathbf{a}+\mathbf{a} \cdot \operatorname{grad} \varphi \tag{2.114}
\end{equation*}
$$

gives

$$
\begin{gather*}
d A=\int_{V}\left(\frac{\partial u}{\partial t} \operatorname{div} \mathbf{X}+\frac{\partial v}{\partial t} \operatorname{div} \mathbf{Y}+\frac{\partial w}{\partial t} \operatorname{div} \mathbf{Z}\right) d V+  \tag{2.115}\\
\int_{V}\left(\mathbf{X} \cdot \operatorname{grad} \frac{\partial u}{\partial t}+\mathbf{Y} \cdot \operatorname{grad} \frac{\partial v}{\partial t}+\mathbf{Z} \cdot \operatorname{grad} \frac{\partial w}{\partial t}\right) d V
\end{gather*}
$$

Thus, we expressed the work of surface forces per unit of time as a sum of two volume integrals. It turns out that the first integral in eq. 2.114 characterizes a change of kinetic
energy during the same time $\delta t$. In fact, using equations of motion derived in the previous section,

$$
\operatorname{div} \mathbf{X}=\rho \ddot{u}, \quad \operatorname{div} \mathbf{Y}=\rho \ddot{v}, \quad \operatorname{div} \mathbf{Z}=\rho \ddot{w},
$$

and eq. 2.112, we find that

$$
d E=\int_{V}(\dot{u} \operatorname{div} \mathbf{X}+\dot{v} \operatorname{div} \mathbf{Y}+\dot{w} \operatorname{div} \mathbf{Z}) d V
$$

Thus, eq. 2.115 can be rewritten as

$$
\begin{equation*}
d A-d E=\int_{V}(\mathbf{X} \cdot \nabla \dot{u}+\mathbf{Y} \cdot \nabla \dot{v}+\mathbf{Z} \cdot \nabla \dot{w}) d V \tag{2.116}
\end{equation*}
$$

Comparison with eq. 2.110 shows that the integrand in this equality can be treated as a change of potential energy density per unit of time:

$$
d u_{0}=\frac{\partial u_{0}}{\partial t} d t \quad \text { and } \quad d t=1 s
$$

Correspondingly, we have

$$
\begin{array}{r}
d u_{0}=(\mathbf{X} \cdot \nabla \dot{u}+\mathbf{Y} \cdot \nabla \dot{v}+\mathbf{Z} \cdot \nabla \dot{w}) d t=\left[\tau_{x x} \frac{\partial \dot{u}}{\partial x}+\tau_{x y} \frac{\partial \dot{u}}{\partial y}+\tau_{x z} \frac{\partial \dot{u}}{\partial z}\right. \\
\left.\quad+\tau_{y x} \frac{\partial \dot{v}}{\partial x}+\tau_{y y} \frac{\partial \dot{v}}{\partial y}+\tau_{y z} \frac{\partial \dot{v}}{\partial z}+\tau_{z x} \frac{\partial \dot{w}}{\partial x}+\tau_{z y} \frac{\partial \dot{w}}{\partial y}+\tau_{z z} \frac{\partial \dot{w}}{\partial z}\right] d t
\end{array}
$$

Since the stress tensor is symmetrical, we have

$$
\begin{equation*}
d u_{0}=\tau_{x x} d e_{x x}+\tau_{y y} d e_{y y}+\tau_{z z} d e_{z z}+\tau_{y x} d e_{y x}+\tau_{y z} d e_{y z}+\tau_{x z} d e_{x z} \tag{2.117}
\end{equation*}
$$

This equation demonstrates that the density of potential energy $u_{0}$ is a function of strains, and it permits us to represent the right side of eq. 2.117 as

$$
\begin{equation*}
d u_{0}=\frac{\partial u_{0}}{\partial e_{x x}} d e_{x x}+\frac{\partial u_{0}}{\partial e_{y y}} d e_{y y}+\frac{\partial u_{0}}{\partial e_{z z}} d e_{z z}+\frac{\partial u_{0}}{\partial e_{x y}} d e_{x y}+\frac{\partial u_{0}}{\partial e_{y z}} d e_{y z}+\frac{\partial u_{0}}{\partial e_{x z}} d e_{x z} \tag{2.118}
\end{equation*}
$$

From the last two equations, we obtain

$$
\begin{equation*}
\tau_{x x}=\frac{\partial u_{0}}{\partial e_{x x}}, \quad \tau_{y y}=\frac{\partial u_{0}}{\partial e_{y y}}, \quad \tau_{z z}=\frac{\partial u_{0}}{\partial e_{z z}} \tag{2.119}
\end{equation*}
$$

$$
\tau_{x y}=\frac{\partial u_{0}}{\partial e_{x y}}, \quad \tau_{y z}=\frac{\partial u_{0}}{\partial e_{y z}}, \quad \tau_{x z}=\frac{\partial u_{0}}{\partial e_{x z}}
$$

Thus, the stresses are expressed in terms of derivatives of the function $u_{0}$, which is often called the elastic potential (Appendix E). At the beginning we neglected volume forces. It is casy to show that our results remain valid in a more general case when these forces are taken into account.

## Flux density $Y$

As follows from eqs. 2.107 and 2.111, we have

$$
\oint_{S}(\mathbf{X} \dot{u}+\mathbf{Y} \dot{v}+\mathbf{Z} \dot{w}) \cdot \mathbf{d} \mathbf{S}=-\int_{S} \mathbf{N} \cdot \mathbf{d S}
$$

Therefore, it is natural to assume that

$$
\begin{equation*}
\mathbf{N}=-(\mathbf{X} \dot{u}+\mathbf{Y} \dot{v}+\mathbf{Z} \dot{w})=N_{x} \mathbf{i}+N_{y} \mathbf{j}+N_{z} \mathbf{k} \tag{2.120}
\end{equation*}
$$

where

$$
\begin{gather*}
N_{x}=-\tau_{x x} \dot{u}-\tau_{y x} \dot{v}-\tau_{z x} \dot{w}, \quad N_{y}=-\tau_{y x} \dot{u}-\tau_{y y} \dot{v}-\tau_{y z} \dot{w}  \tag{2.121}\\
N_{z}=-\tau_{z x} \dot{u}-\tau_{y z} \dot{v}-\tau_{z z} \dot{w}
\end{gather*}
$$

The latter represents the product of the stress tensor and the particle velocity

$$
\begin{equation*}
\mathbf{N}=-\mathbf{T}_{*} \mathbf{v} \tag{2.122}
\end{equation*}
$$

For illustration, consider three cases. First, suppose that a wave propagates through a homogeneous fluid. Then

$$
\tau_{x x}=\tau_{y y}=\tau_{z z}=-P \quad \text { and } \quad \tau_{x y}=\tau_{x z}=\tau_{y z}=0
$$

Correspondingly

$$
N_{x}=P \dot{u}, \quad N_{y}=P \dot{v}, \quad N_{z}=P \dot{u} \quad \text { and } \quad \mathbf{N}=P \mathbf{v},
$$

which coincides with eq. 2.98. Second, assume that shear stresses are absent. This gives

$$
N_{x}=-\tau_{x x} \dot{u}, \quad N_{y}=-\tau_{y y} \dot{v}, \quad N_{z}=-\tau_{z z} \dot{w}
$$

and

$$
\begin{equation*}
N_{x}=-\tau_{x x} \dot{u} \mathbf{i}-\tau_{y y} \dot{v} \mathbf{j}-\tau_{z z} \dot{w} \mathbf{k} \tag{2.123}
\end{equation*}
$$

which describes the flux of energy in the case of longitudinal waves.
Finally, if $\tau_{x x}=\tau_{y y}=\tau_{z z}$, we have

$$
N_{x}=-\tau_{y x} \dot{v}-\tau_{x z} \dot{w}, \quad N_{y}=-\dot{\tau}_{y x} \dot{v}-\tau_{y z} \dot{w}, \quad N_{z}=-\tau_{x z} \dot{u}-\tau_{y z} \dot{v}
$$

For instance, when torsional waves propagate along the bar, we have $\tau_{y x}=0$ and $\dot{w}=0$. Then

$$
N_{x}=N_{y}=0, \quad \text { but } \quad N_{z}=-\tau_{x z} \dot{u}-\tau_{y z} \dot{v}
$$

and vector $\mathbf{N}$ is directed along the bar axis $z$.

### 2.3 Strain, stress, and Hooke's law in the curvilinear orthogonal system of coordinates

As we know, forces applied to an elastic body cause a change in its shape and size, and in order to determine the changes it is necessary to find the length of every line after deformation. Our goal is to evaluate the distance between two points located close to each other and find its expression in different systems of coordinates.

## Cartesian coordinates

Consider two arbitrary points in a medium,

$$
P(x, y, z) \quad \text { and } \quad Q\left(x_{1}, y_{1}, z_{1}\right),
$$

and suppose that the distance between them, $r$, is very small, Fig. 2.3. Let us introduce directional cosines, $l, m$, and $n$ of the line $P Q$. By definition we have

$$
\begin{equation*}
\frac{x_{1}-x}{r}=l, \quad \frac{y_{1}-y}{r}=m, \quad \frac{z_{1}-z}{r}=n \tag{2.124}
\end{equation*}
$$

Correspondingly, coordinates of point $Q$ are

$$
\begin{equation*}
x_{1}=x+l r, \quad y_{1}=y+m r, \quad z_{1}=z+n r \tag{2.125}
\end{equation*}
$$

After deformation, the particle that was at point $P$ comes to point $P_{1}\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$, where

$$
\begin{equation*}
x^{\prime}=x+u(x, y, z), \quad y^{\prime}=y+v(x, y, z) \quad z^{\prime}=z+w(x, y, z) \tag{2.126}
\end{equation*}
$$



Figure 2.3: Relative change of line length
and $u, v$, and $w$ are scalar components of displacement. At the same time the particle at point $Q$ moves at point $Q_{1}\left(x_{1}^{\prime}, y_{1}^{\prime}, z_{1}^{\prime}\right)$. Here

$$
\begin{equation*}
x_{1}^{\prime}=x+l r+u_{1}, \quad y_{1}^{\prime}=y+m r+v_{1} \quad z_{1}^{\prime}=z+n r+w_{1} \tag{2.127}
\end{equation*}
$$

Taking into account that displacement is a continuous function of coordinates, we expand each scalar component, $u_{1}, v_{1}$, and $w_{1}$, in the Taylor series. Discarding all of its terms except the lincar ones, we get

$$
\begin{align*}
& u_{1}=u+r\left(\frac{\partial u}{\partial x} l+\frac{\partial u}{\partial y} m+\frac{\partial u}{\partial z} n\right)=u+\mathbf{r} \cdot \operatorname{grad} u \\
& v_{1}=v+r\left(\frac{\partial v}{\partial x} l+\frac{\partial v}{\partial y} m+\frac{\partial v}{\partial z} n\right)=v+\mathbf{r} \cdot \operatorname{grad} v  \tag{2.128}\\
& w_{1}=w+r\left(\frac{\partial w}{\partial x} l+\frac{\partial w}{\partial y} m+\frac{\partial w}{\partial z} n\right)=w+\mathbf{r} \cdot \operatorname{grad} w
\end{align*}
$$

In deriving this system of equations, we used the fact that coordinates of points $P$ and $Q$ differ by $l r, m r$, and $n r$, respectively. Thus, coordinates of point $Q$ are

$$
\begin{align*}
& x_{1}^{\prime}=x+l r+u+r\left(\frac{\partial u}{\partial x} l+\frac{\partial u}{\partial y} m+\frac{\partial u}{\partial z} n\right) \\
& y_{1}^{\prime}=y+m r+v+r\left(\frac{\partial v}{\partial x} l+\frac{\partial v}{\partial y} m+\frac{\partial v}{\partial z} n\right) \tag{2.129}
\end{align*}
$$

$$
z_{1}^{\prime}=z+n r+w+r\left(\frac{\partial w}{\partial x} l+\frac{\partial w}{\partial y} m+\frac{\partial w}{\partial z} n\right)
$$

For the distance $r_{1}$ between points $P_{1}$ and $Q_{1}$, we have

$$
\begin{equation*}
r_{1}=r(1+e)=\left[\left(x_{1}^{\prime}-x^{\prime}\right)^{2}+\left(y_{1}^{\prime}-y^{\prime}\right)^{2}+\left(z_{1}^{\prime}-z^{\prime}\right)^{2}\right]^{1 / 2} \tag{2.130}
\end{equation*}
$$

Here $e$ is a relative change in the distance between points $P$ and $Q$. Then substitution of 2.129 into 2.130 gives

$$
\begin{align*}
r_{1}=r\left\{\left[l\left(1+\frac{\partial u}{\partial x}\right)\right.\right. & \left.+m \frac{\partial u}{\partial y}+n \frac{\partial u}{\partial z}\right]^{2}+\left[l \frac{\partial v}{\partial x}+m\left(1+\frac{\partial v}{\partial y}\right)+n \frac{\partial v}{\partial z}\right]^{2}  \tag{2.131}\\
& \left.+\left[l \frac{\partial w}{\partial x}+m \frac{\partial w}{\partial y}+n\left(1+\frac{\partial w}{\partial z}\right)\right]^{2}\right\}^{1 / 2}
\end{align*}
$$

Since $\quad l^{2}+m^{2}+n^{2}=1$ and the terms that contain the product of derivatives are small, we obtain:

$$
\begin{equation*}
r_{1}=r\left(1+e_{x x} l^{2}+e_{y y} m^{2}+e_{z z} n^{2}+e_{y z} m n+e_{z x} n l+e_{x y} l m\right) \tag{2.132}
\end{equation*}
$$

where

$$
\begin{array}{llr}
e_{x x}=\frac{\partial u}{\partial x}, & e_{y y}=\frac{\partial v}{\partial y}, & e_{z z}=\frac{\partial w}{\partial z} \\
e_{y z}=\frac{\partial v}{\partial z}+\frac{\partial w}{\partial y}, & e_{z x}=\frac{\partial w}{\partial x}+\frac{\partial u}{\partial z}, & e_{x y}=\frac{\partial u}{\partial y}+\frac{\partial v}{\partial x}
\end{array}
$$

are components of the strain tensor (Appendix D). In general, they vary from point to point. As follows from eq. 2.132, a relative change in the distance of the short line is

$$
\begin{equation*}
e=e_{x x} l^{2}+e_{y y} m^{2}+e_{z z} n^{2}+e_{x z} n l+e_{y z} m n+e_{x y} l m \tag{2.133}
\end{equation*}
$$

and it is defined by the strain components. Also, we can treat strains as coefficients of terms in eq. 2.132 that contain the square of directional cosines or their product. Taking this fact into account, we find a relationship between $r_{1}$ and $r$ at different systems of coordinates. This will permit us to determine expressions for strains.

## Curvilinear orthogonal system of coordinates

To facilitate our study of strains, it is useful to recall the main features of these systems (Part I). We start from the simplest Cartesian coordinates, where the position of any point is defined as

$$
\begin{equation*}
x=C_{1}, \quad y=C_{2}, \quad z=C_{3}, \tag{2.134}
\end{equation*}
$$

where $C_{1}, C_{2}$, and $C_{3}$ are constants. From the geometric point of view, each of these equalities describes a plane perpendicular to the corresponding coordinate axis. For instance, $x=C_{1}$ means a plane that is parallel to plane $Y O Z$. Varying $C_{1}$ we arrive at a family of planes that are all perpendicular to the $x$-axis. Similarly, equations $y=C_{2}$ and $z=C_{3}$ characterize families of planes that are parallel to planes $X O Z$ and $X O Y$, respectively. These three families represent coordinate planes that are perpendicular to each other. By definition, at every coordinate plane one coordinate ( $x, y$, or $z$ ) is constant, while other two vary. Note that (a) there are always three coordinate planes that pass through the same point, and their intersection determines the position of this point; and (b) planes $Y O Z, X O Z$, and $X O Y$ belong to corresponding families of the coordinate planes.

There is another approach that allows us to determine the point's location. Consider first planes $x=\alpha$ and $y=\beta$. Their intersection gives a straight line parallel to the $z$-axis. Changing $\alpha$ or $\beta$ or both of them, we obtain a family of straight lines that are parallel to each other. In the same manner, the intersection of planes $x=\alpha$ and $z=\gamma$, as well as of $y=\beta$ and $z=\gamma$, produces two other families of lines, which are called coordinate lines. It is obvious that three coordinate lines pass through each point and form direct angles with each other. Along each line, two coordinates - for instance, $y$ and $z$ - remain constant, but one changes. The axes of coordinates passing through origin $O$ are examples of these lines. Thus, at each point three coordinate lines, $x, y$, and $z$, are normal to the corresponding coordinate planes, and the intersection of such lines defines the position of the point. Because coordinate lines are straight, expressions of grad, div, curl, and laplacian in the Cartesian system are greatly simplified. First, elementary displacement along coordinate lines is equal to a change of coordinates:

$$
\begin{equation*}
d l_{x}=d x, \quad d l_{y}=d y, \quad d l_{z}=d z \tag{2.135}
\end{equation*}
$$

Respectively, elementary areas of coordinate planes that are formed by coordinate lines are

$$
\begin{equation*}
d S_{x}=d y d z, \quad d S_{y}=d x d z, \quad d S_{z}=d x d y \tag{2.136}
\end{equation*}
$$

and the elementary volume surrounded by elements of coordinate planes is

$$
\begin{equation*}
d V=d x d y d z \tag{2.137}
\end{equation*}
$$

Also, if the elementary vector $\mathbf{d s}$ is arbitrarily oriented, then its magnitude is equal to

$$
|\mathbf{d s}|=\left(d x^{2}+d y^{2}+d z^{2}\right)^{1 / 2}
$$

where $d x, d y$, and $d z$ are its scalar projections on the coordinate lines. As follows from the vector analysis (Part I),

$$
\begin{equation*}
\nabla \varphi=\frac{1}{\Delta V} \oint_{S} \varphi \mathbf{d S}, \quad \nabla \mathbf{M}=\frac{1}{\Delta V} \int_{S} \mathbf{M} \cdot \mathbf{d S}, \quad \nabla \times \mathbf{M}=\frac{\mathbf{n}}{\Delta S} \oint_{S} \mathbf{M} \cdot \mathrm{dl} \tag{2.138}
\end{equation*}
$$

Here $\mathbf{n}$ is the unit vector showing a direction of vortexes. Then, replacing the integration in eqs. 2.138 by a differentiation and using eqs. 2.135 2.137, we obtain

$$
\begin{gather*}
\operatorname{grad} \varphi=\frac{\partial \varphi}{\partial x} \mathbf{i}+\frac{\partial \varphi}{\partial y} \mathbf{j}+\frac{\partial \varphi}{\partial z} \mathbf{k} \quad \operatorname{div} \mathbf{M}=\frac{\partial M_{x}}{\partial x}+\frac{\partial M_{y}}{\partial y}  \tag{2.139}\\
\operatorname{curl} \mathbf{M}=\left|\begin{array}{ccc}
\mathbf{i} & \mathbf{j} & \mathbf{k} \\
\frac{\partial}{\partial x} & \frac{\partial}{\partial y} & \frac{\partial}{\partial z} \\
M_{x} & M_{y} & M_{z}
\end{array}\right|, \\
\nabla^{2} \varphi=\frac{\partial^{2} \varphi}{\partial x^{2}}+\frac{\partial^{2} \varphi}{\partial y^{2}}+\frac{\partial^{2} \varphi}{\partial z^{2}}=\operatorname{grad} \operatorname{div} \varphi
\end{gather*}
$$

Next, we discuss a more general case in which coordinate surfaces are not usually planes, and so the coordinate lines can be curvilinear. However, they are still perpendicular to each other. Suppose that $\alpha, \beta$, and $\gamma$ are coordinates of a point and their relationships with Cartesian coordinates are

$$
\begin{equation*}
f_{1}(x, y, z)=\alpha, \quad f_{2}(x, y, z)=\beta, \quad f_{3}(x, y, z)=\gamma \tag{2.140}
\end{equation*}
$$

For instance, the function $f_{1}(x, y, z)=\alpha$ describes the coordinate surface, where one coordinate, $\alpha$, is constant, but two others, $\beta$ and $\gamma$, vary. In accordance with eqs. 2.140, we have three families of coordinate surfaces, and their intersection forms three families of coordinate lines: $l_{\alpha}, l_{\beta}$, and $l_{\gamma}$. Unlike in the Cartesian system, these lines are in general curvilinear, but at each point they form direct angles. As before, along
each coordinate line only one coordinate varies, but two others are constant. This fact is obvious, since every line is the result of an intersection of two coordinate surfaces for instance, $\beta=$ const and $\gamma=$ const. It is also convenient to introduce three unit vectors, $\mathbf{i}_{\alpha}, \quad, \mathbf{i}_{\beta}$, and $\mathbf{i}_{\gamma}$, each of which defines the direction of the coordinate line. Thus, we have three families of coordinate surfaces, as well as three families of coordinate lines, and both of these groups equally characterize the position of a point. By definition, every coordinate surface can be treated as the surface of equal values of the corresponding coordinate. Therefore, the gradient of the latter is perpendicular to this surface, i.e., it is directed along the coordinate line. Thus means that

$$
\begin{equation*}
\nabla \alpha=|\nabla \alpha| \mathbf{i}_{\alpha}=\frac{d \alpha}{d l_{\alpha}} \mathbf{i}_{\alpha}, \quad \nabla \beta=|\nabla \beta| \mathbf{i}_{\beta}=\frac{d \beta}{d l_{\beta}} \mathbf{i}_{\beta}, \quad \nabla \gamma=|\nabla \gamma| \mathbf{i}_{\gamma}=\frac{d \gamma}{d l_{\gamma}} \mathbf{i}_{\gamma} \tag{2.141}
\end{equation*}
$$

where $d l_{\alpha}, d l_{\beta}$, and $d l_{\gamma}$ are elementary displacements along coordinate lines. Taking into account that coordinate lines are usually curvilinear, these displacements do not coincide with a change of coordinates, and unlike in the Cartesian system, we have

$$
\begin{equation*}
d l_{\alpha}=h_{\alpha} d \alpha, \quad d l_{\beta}=h_{\beta} d \beta, \quad d l_{\gamma}=h_{\gamma} d \gamma \tag{2.142}
\end{equation*}
$$

Here $h_{\alpha}, h_{\beta}$, and $h_{\gamma}$ are called the metric coefficients and, as a rule, they are functions of coordinates of the point. From eqs. 2.141 and 2.142 , we have

$$
\begin{gather*}
\frac{1}{h_{\alpha}^{2}}=\left(\frac{\partial \alpha}{\partial x}\right)^{2}+\left(\frac{\partial \alpha}{\partial y}\right)^{2}+\left(\frac{\partial \alpha}{\partial z}\right)^{2}  \tag{2.143}\\
\frac{1}{h_{\beta}^{2}}=\left(\frac{\partial \beta}{\partial x}\right)^{2}+\left(\frac{\partial \beta}{\partial y}\right)^{2}+\left(\frac{\partial \beta}{\partial z}\right)^{2}, \quad \frac{1}{h_{\gamma}^{2}}=\left(\frac{\partial \gamma}{\partial x}\right)^{2}+\left(\frac{\partial \gamma}{\partial y}\right)^{2}+\left(\frac{\partial \gamma}{\partial z}\right)^{2}
\end{gather*}
$$

It is assumed that within elementary displacements, eqs. 2.142 , metric coefficients: $h_{\alpha}$, $h_{\beta}$, and $h_{\gamma}$ are constants. Since the angles between unit vectors are equal to $\pi / 2$, eqs. 2.141 give

$$
\begin{gathered}
\frac{\partial \alpha}{\partial x} \frac{\partial \beta}{\partial x}+\frac{\partial \alpha}{\partial y} \frac{\partial \beta}{\partial y}+\frac{\partial \alpha}{\partial z} \frac{\partial \beta}{\partial z}=0 \\
\frac{\partial \alpha}{\partial x} \frac{\partial \gamma}{\partial x}+\frac{\partial \alpha}{\partial y} \frac{\partial \gamma}{\partial y}+\frac{\partial \alpha}{\partial z} \frac{\partial \gamma}{\partial z}=0, \quad \frac{\partial \beta}{\partial x} \frac{\partial \gamma}{\partial x}+\frac{\partial \beta}{\partial y} \frac{\partial \gamma}{\partial y}+\frac{\partial \beta}{\partial z} \frac{\partial \gamma}{\partial z}=0
\end{gathered}
$$

In accordance with eqs. 2.142, elementary areas of coordinate surfaces are

$$
\begin{equation*}
d S_{\alpha}=d l_{\beta} d l_{\gamma}=h_{\beta} h_{\gamma} d \beta d \gamma, \quad d S_{\beta}=d l_{\alpha} d l_{\gamma}=h_{\alpha} h_{\gamma} d \alpha d \gamma \tag{2.144}
\end{equation*}
$$

$$
d S_{\gamma}=d l_{\alpha} d l_{\beta}=h_{\alpha} h_{\beta} d \alpha d \beta
$$

and the elementary volume formed by coordinate surfaces is equal to

$$
\begin{equation*}
d V=h_{\alpha} h_{\beta} h_{\gamma} d \alpha d \beta d \gamma \tag{2.145}
\end{equation*}
$$

It is obvious that the length of an elementary displacement, $d s$, arbitrarily oriented with respect to coordinate lines, is defined as

$$
\begin{equation*}
d s^{2}=d l_{\alpha}^{2}+d l_{\beta}^{2}+d l_{\gamma}^{2} \tag{2.146}
\end{equation*}
$$

As was demonstrated in Part I, we have:

$$
\begin{gather*}
\nabla \varphi=\frac{1}{h_{\alpha}} \frac{\partial \varphi}{\partial \alpha} \mathbf{i}_{\alpha}+\frac{1}{h_{\beta}} \frac{\partial \varphi}{\partial \beta} \mathbf{i}_{\beta}+\frac{1}{h_{\gamma}} \frac{\partial \varphi}{\partial \gamma} \mathbf{i}_{\gamma} \\
\operatorname{div} \mathbf{M}=\frac{1}{h_{\alpha} h_{\beta} h_{\gamma}}\left[\frac{\partial}{\partial \alpha}\left(h_{\beta} h_{\gamma} M_{\alpha}\right)+\frac{\partial}{\partial \beta}\left(h_{\alpha} h_{\gamma} M_{\beta}\right)+\frac{\partial}{\partial \gamma}\left(h_{\alpha} h_{\beta} M_{\gamma}\right)\right] \\
\operatorname{curl} \mathbf{M}=\frac{1}{h_{\alpha} h_{\beta} h_{\gamma}}\left|\begin{array}{ccc}
h_{\alpha} \mathbf{i}_{\alpha} & h_{\beta} \mathbf{i}_{\beta} & h_{\gamma} \mathbf{i}_{\gamma} \\
\frac{\partial}{\partial \alpha} & \frac{\partial}{\partial \beta} & \frac{\partial}{\partial \gamma} \\
h_{\alpha} M_{\alpha} & h_{\beta} M_{\beta} & h_{\gamma} M_{\gamma}
\end{array}\right| \quad \text { and } \\
\nabla^{2} \varphi=\frac{1}{h_{\alpha} h_{\beta} h_{\gamma}}\left[\frac{\partial}{\partial \alpha}\left(\frac{h_{\beta} h_{\gamma}}{h_{\alpha}} \frac{\partial \varphi}{\partial \alpha}\right)+\frac{\partial}{\partial \beta}\left(\frac{h_{\alpha} h_{\gamma}}{h_{\beta}} \frac{\partial \varphi}{\partial \beta}\right)+\frac{\partial}{\partial \gamma}\left(\frac{h_{\alpha} h_{\beta}}{h_{\gamma}} \frac{\partial \varphi}{\partial \gamma}\right)\right] \tag{2.147}
\end{gather*}
$$

Usually metric coefficients are derived from the geometry of the coordinate system. For instance, in the cylindrical system of coordinates $r, \varphi$, and $z$, they are

$$
\begin{equation*}
h_{r}=1, \quad h_{\varphi}=r \quad \text { and } \quad h_{z}=1, \tag{2.148}
\end{equation*}
$$

whereas in the spherical system $R, \theta$, and $\varphi$ we have

$$
\begin{equation*}
h_{R}=1, \quad h_{\theta}=R \quad \text { and } \quad h_{\varphi}=R \sin \theta \tag{2.149}
\end{equation*}
$$

Strain in the curvilinear orthogonal system of coordinates: $\alpha, \beta$, and $\gamma$
As was pointed out earlier, in order to obtain expressions for strains we have to derive eq. 2.132 in the system of coordinates $\alpha, \beta$, and $\gamma$. Consider two neighboring points, $P(\alpha, \beta, \gamma)$ and $Q(\alpha+a, \beta+b, \gamma+c)$, situated at a small distance $r=P Q$ from each other. Suppose that $l, m$, and $n$ are directional cosines of vector PQ at point $P$, i.c.,

$$
\begin{equation*}
l=\frac{d l_{\alpha}}{r}, \quad m=\frac{d l_{\beta}}{r}, \quad n=\frac{d l_{\gamma}}{r} \tag{2.150}
\end{equation*}
$$

Using eqs. 2.142, we also have

$$
\begin{equation*}
l=\frac{h_{\alpha} a}{r}, \quad m=\frac{h_{\beta} b}{r}, \quad n=\frac{h_{\gamma} c}{r}, \tag{2.151}
\end{equation*}
$$

since

$$
d \alpha=a, \quad d \beta=b, \quad d \gamma=c
$$

whence

$$
\begin{equation*}
a=\frac{l r}{h_{\alpha}}, \quad b=\frac{m r}{h_{\beta}}, \quad c=\frac{n r}{h_{\gamma}} \tag{2.152}
\end{equation*}
$$

The equations above allow us to represent a change of coordinates of point $P$ in terms of metric coefficients, directional cosines and distance $r$. Because of deformation, points $P$ and $Q$ move at points $P_{1}$ and $Q_{1}$, respectively, Fig. 2.3. Let us assume that coordinates of point $P_{1}$ are

$$
\alpha+\zeta, \quad \beta+\eta, \quad \gamma+\xi
$$

In order to determine coordinates of point $Q_{1}$, we take into account the fact that $\zeta$, $\eta$, and $\xi$ are functions of $\alpha, \beta$, and $\gamma$. Correspondingly, in the linear approximation, coordinates of point $Q_{1}$ are equal to

$$
\begin{equation*}
\alpha+a+\zeta+a \frac{\partial \zeta}{\partial \alpha}+b \frac{\partial \zeta}{\partial \beta}+c \frac{\partial \zeta}{\partial \gamma}, \tag{2.1ょ3}
\end{equation*}
$$

$$
\beta+b+\eta+a \frac{\partial \eta}{\partial \alpha}+b \frac{\partial \eta}{\partial \beta}+c \frac{\partial \eta}{\partial \gamma}, \quad \gamma+c+\xi+a \frac{\partial \xi}{\partial \alpha}+b \frac{\partial \xi}{\partial \beta}+c \frac{\partial \xi}{\partial \gamma}
$$

Therefore, the difference in corresponding coordinates of points $P_{1}$ and $Q_{1}$ is

$$
\begin{equation*}
\zeta_{1}=a\left(1+\frac{\partial \zeta}{\partial \alpha}\right)+b \frac{\partial \zeta}{\partial \beta}+c \frac{\partial \zeta}{\partial \gamma} \tag{2.154}
\end{equation*}
$$

$$
\eta_{1}=a \frac{\partial \eta}{\partial \alpha}+b\left(1+\frac{\partial \eta}{\partial \beta}\right)+c \frac{\partial \eta}{\partial \gamma}, \quad \xi_{1}=a \frac{\partial \xi}{\partial \alpha}+b \frac{\partial \xi}{\partial \beta}+c\left(1+\frac{\partial \xi}{\partial \gamma}\right)
$$

To evaluate the distance $r_{1}=P_{1} Q_{1}$, we have to find metric coefficients $h_{\alpha}^{\prime}, h_{\beta}^{\prime}$, and $h_{\gamma}^{\prime}$ at point $P_{1}$. Again in the linear approximation we have:

$$
\begin{align*}
& h_{\alpha}^{\prime}=h_{\alpha}+\zeta \frac{\partial h_{\alpha}}{\partial \zeta}+\eta \frac{\partial h_{\alpha}}{\partial \eta}+\xi \frac{\partial h_{\alpha}}{\partial \xi} \\
& h_{\beta}^{\prime}=h_{\beta}+\zeta \frac{\partial h_{\beta}}{\partial \zeta}+\eta \frac{\partial h_{\beta}}{\partial \eta}+\xi \frac{\partial h_{\beta}}{\partial \xi}  \tag{2.155}\\
& h_{\gamma}^{\prime}=h_{\gamma}+\zeta \frac{\partial h_{\gamma}}{\partial \zeta}+\eta \frac{\partial h_{\gamma}}{\partial \eta}+\xi \frac{\partial h \gamma}{\partial \xi}
\end{align*}
$$

By definition, projections of vector $\mathbf{P}_{1} \mathbf{Q}_{1}$ on the coordinate lines at point $P_{1}$ are

$$
\begin{equation*}
\left(r_{1}\right)_{\alpha}=h_{\alpha}^{\prime} \zeta_{1}, \quad\left(r_{1}\right)_{\beta}=h_{\beta}^{\prime} \eta_{1}, \quad\left(r_{1}\right)_{\gamma}=h_{\gamma}^{\prime} \xi_{1} \tag{2.156}
\end{equation*}
$$

Performing multiplications on the right side of this set, we have to discard from our approximation terms of the second and higher orders with respect to $\zeta, \eta$, and $\xi$, as well as their derivatives. For instance, component $\left(r_{1}\right)_{\alpha}$ becomes

$$
\begin{align*}
& \left(r_{1}\right)_{\alpha}=\left(h_{\alpha}+\zeta \frac{\partial h_{\alpha}}{\partial \zeta}+\eta \frac{\partial h_{\alpha}}{\partial \eta}+\xi \frac{\partial h_{\alpha}}{\partial \xi}\right)\left[a\left(1+\frac{\partial \zeta}{\partial \alpha}\right)+b \frac{\partial \zeta}{\partial \beta}+c \frac{\partial \zeta}{\partial \gamma}\right]  \tag{2.157}\\
& =a h_{\alpha}\left(1+\frac{\partial \zeta}{\partial \alpha}\right)+b h_{\alpha} \frac{\partial \zeta}{\partial \beta}+c h_{\alpha} \frac{\partial \zeta}{\partial \gamma}+a \zeta \frac{\partial h_{\alpha}}{\partial \alpha}+a \eta \frac{\partial h_{\alpha}}{\partial \beta}+a \xi \frac{\partial h_{\alpha}}{\partial \gamma}
\end{align*}
$$

Taking into account that components of vector $\mathbf{P P}_{1}$,

$$
\mathbf{P} \mathbf{P}_{1}=u_{\alpha} \mathbf{i}_{\alpha}+u_{\beta} \mathbf{i}_{\beta}+u_{\gamma} \mathbf{i}_{\gamma}
$$

at point $P$ are related to $\zeta, \eta$, and $\xi$ as

$$
u_{\alpha}=h_{\alpha} \zeta, \quad u_{\beta}=h_{\beta} \eta, \quad u_{\gamma}=h_{\gamma} \xi
$$

and making use of eqs. 2.152, we have

$$
\left(r_{1}\right)_{\alpha}=r\left[l\left(1+\frac{\partial \zeta}{\partial \alpha}+\frac{\zeta}{h_{\alpha}} \frac{\partial h_{\alpha}}{\partial \alpha}+\frac{\eta}{h_{\alpha}} \frac{\partial h_{\alpha}}{\partial \beta}+\frac{\xi}{h_{\alpha}} \frac{\partial h_{\alpha}}{\partial \gamma}\right)+m \frac{h_{\alpha}}{h_{\beta}} \frac{\partial \zeta}{\partial \beta}+n \frac{h_{\alpha}}{h_{\gamma}} \frac{\partial \zeta}{\partial \gamma}\right]
$$

$$
\begin{align*}
=r & {\left[l \left(1+\frac{1}{h_{\alpha}} \frac{\partial u_{\alpha}}{\partial \alpha}+u_{\alpha} \frac{\partial h_{\alpha}^{-1}}{\partial \alpha}-h_{\alpha}^{-2} u_{\alpha} \frac{\partial h_{\alpha}^{-1}}{\partial \alpha} h_{\alpha}^{2}+u_{\beta} h_{\alpha}^{-1} h_{\beta}^{-1} \frac{\partial h_{\alpha}}{\partial \beta}\right.\right.}  \tag{2.158}\\
& \left.\left.+u_{\gamma} h_{\alpha}^{-1} h_{\gamma}^{-1} \frac{h_{\alpha}}{h_{\gamma}}\right)+m \frac{h_{\alpha}}{h_{\beta}} \frac{\partial}{\partial \beta}\left(h_{\alpha}^{-1} u_{\alpha}\right)+n \frac{h_{\alpha}}{h_{\gamma}} \frac{\partial}{\partial \gamma}\left(h_{\alpha}^{-1} u_{\alpha}\right)\right]
\end{align*}
$$

Finally, we obtain

$$
\begin{gather*}
\left(r_{1}\right)_{\alpha}=r\left[l\left(1+h_{\alpha}^{-1} \frac{\partial u_{\alpha}}{\partial \alpha}+h_{\alpha}^{-1} h_{\beta}^{-1} u_{\beta} \frac{\partial h_{\alpha}}{\partial \beta}+h_{\alpha}^{-1} h_{\gamma}^{-1} u_{\gamma} \frac{\partial h_{\alpha}}{h_{\gamma}}\right)\right.  \tag{2.159}\\
\left.+m \frac{h_{\alpha}}{h_{\beta}} \frac{\partial}{\partial \beta}\left(h_{\alpha}^{-1} u_{\alpha}\right)+n \frac{h_{\alpha}}{h_{\gamma}} \frac{\partial}{\partial \gamma}\left(h_{\alpha}^{-1} u_{\alpha}\right)\right]
\end{gather*}
$$

By analogy,

$$
\begin{gather*}
\left(r_{1}\right)_{\beta}=r\left[m\left(1+h_{\beta}^{-1} \frac{\partial u_{\beta}}{\partial \beta}+h_{\beta}^{-1} h_{\gamma}^{-1} u_{\gamma} \frac{\partial h_{\beta}}{\partial \gamma}+h_{\alpha}^{-1} h_{\beta}^{-1} u_{\alpha} \frac{\partial h_{\beta}}{h_{\alpha}}\right)\right. \\
\left.+n \frac{h_{\beta}}{h_{\gamma}} \frac{\partial}{\partial \gamma}\left(h_{\beta}^{-1} u_{\beta}\right)+l \frac{h_{\beta}}{h_{\alpha}} \frac{\partial}{\partial \alpha}\left(h_{\beta}^{-1} u_{\beta}\right)\right] \tag{2.160}
\end{gather*}
$$

and $\quad\left(r_{1}\right)_{\gamma}=r\left[n\left(1+h_{\gamma}^{-1} \frac{\partial u_{\gamma}}{\partial \gamma}+h_{\alpha}^{-1} h_{\gamma}^{-1} u_{\alpha} \frac{\partial h_{\gamma}}{\partial \alpha}+h_{\beta}^{-1} h_{\gamma}^{-1} u_{\beta} \frac{\partial h_{\gamma}}{h_{\beta}}\right)\right.$

$$
\left.+l \frac{h_{\gamma}}{h_{\alpha}} \frac{\partial}{\partial \alpha}\left(h_{\gamma}^{-1} u_{\gamma}\right)+m \frac{h_{\gamma}}{h_{\beta}} \frac{\partial}{\partial \beta}\left(h_{\gamma}^{-1} u_{\gamma}\right)\right]
$$

Let $e$ be a relative extension of the linear element $P Q$, i.e.,

$$
\begin{equation*}
r_{1}^{2}=r^{2}(1+e)^{2}=\left(r_{1}\right)_{\alpha}^{2}+\left(r_{1}\right)_{\beta}^{2}+\left(r_{1}\right)_{\gamma}^{2} \tag{2.161}
\end{equation*}
$$

Substituting eqs. 2.159 and 2.160 into eq. 2.161 and discarding squares and products of $u_{\alpha}, u_{\beta}$, and $u_{\gamma}$, we obtain

$$
\begin{gather*}
(1+e)^{2}=l^{2}+m^{2}+n^{2}+2 l^{2} e_{\alpha \alpha}+2 m^{2} e_{\beta \beta}+2 n^{2} e_{\gamma \gamma}+  \tag{2.162}\\
2 m n e_{\beta \gamma}+2 n l e_{\alpha \gamma}+2 l m e_{\alpha \beta}
\end{gather*}
$$

Here

$$
\begin{align*}
& e_{\alpha \alpha}=\frac{1}{h_{\alpha}} \frac{\partial u_{\alpha}}{\partial \alpha}+\frac{u_{\beta}}{h_{\alpha} h_{\beta}} \frac{\partial h_{\alpha}}{\partial \beta}+\frac{u_{\gamma}}{h_{\alpha} h_{\gamma}} \frac{\partial h_{\alpha}}{\partial \gamma}, \quad e_{\beta \beta}=\frac{1}{h_{\beta}} \frac{\partial u_{\beta}}{\partial \beta}+\frac{u_{\gamma}}{h_{\beta} h_{\gamma}} \frac{\partial h_{\beta}}{\partial \gamma}+\frac{u_{\alpha}}{h_{\alpha} h_{\beta}} \frac{\partial h_{\beta}}{\partial \alpha}, \\
& e_{\gamma \gamma}=\frac{1}{h_{\gamma}} \frac{\partial u_{\gamma}}{\partial \gamma}+\frac{u_{\alpha}}{h_{\alpha} h_{\gamma}} \frac{\partial h_{\gamma}}{\partial \alpha}+\frac{u_{\beta}}{h_{\beta} h_{\gamma}} \frac{\partial h_{\gamma}}{\partial \beta}, \quad e_{\beta \gamma}=\frac{h_{\gamma}}{h_{\beta}} \frac{\partial}{\partial \beta}\left(\frac{u_{\gamma}}{h_{\gamma}}\right)+\frac{h_{\beta}}{h_{\gamma}} \frac{\partial}{\partial \gamma}\left(\frac{u_{\beta}}{h_{\beta}}\right),  \tag{2.163}\\
& e_{\gamma \alpha}=\frac{h_{\alpha}}{h_{\gamma}} \frac{\partial}{\partial \gamma}\left(\frac{u_{\alpha}}{h_{\alpha}}\right)+\frac{h_{\gamma}}{h_{\alpha}} \frac{\partial}{\partial \alpha}\left(\frac{u_{\gamma}}{h_{\gamma}}\right), \quad e_{\alpha \beta}=\frac{h_{\beta}}{h_{\alpha}} \frac{\partial}{\partial \alpha}\left(\frac{u_{\beta}}{h_{\beta}}\right)+\frac{h_{\alpha}}{h_{\beta}} \frac{\partial}{\partial \beta}\left(\frac{u_{\alpha}}{h_{\alpha}}\right)
\end{align*}
$$

Since $l^{2}+m^{2}+n^{2}=1$, after taking a square root eq. 2.162 becomes

$$
\begin{equation*}
e=e_{\alpha \alpha} l^{2}+e_{\beta \beta} m^{2}+e_{\gamma \gamma} n^{2}+e_{\beta \gamma} m n+e_{\gamma \alpha} n l+e_{\alpha \beta} m l, \tag{2.164}
\end{equation*}
$$

which coincides with eq. 2.133. Coefficients

$$
\begin{array}{lllll}
e_{\alpha \alpha}, & e_{\beta \beta}, & e_{\gamma \gamma}, & e_{\beta \gamma}, & e_{\gamma \alpha},
\end{array} e_{\alpha \beta}
$$

are six components of the strain tensor in the curvilinear orthogonal system of coordinates, and they were first derived by Lame. As an illustration, consider the cylindrical and spherical system of coordinates. As we already know, in the first system

$$
\alpha=r, \quad \beta=\varphi, \quad \text { and } \quad \gamma=z, \quad \text { while } \quad h_{\alpha}=h_{\gamma}=1 \quad \text { and } \quad h_{\beta}=r
$$

Therefore

$$
\begin{align*}
& e_{r r}=\frac{\partial u_{r}}{\partial r}, \quad e_{\varphi \varphi}=\frac{1}{r} \frac{\partial u_{\varphi}}{\partial \varphi}+\frac{u_{r}}{r}, \quad e_{z z}=\frac{\partial u_{z}}{\partial z}  \tag{2.165}\\
& e_{\varphi z}=\frac{1}{r} \frac{\partial u_{z}}{\partial \varphi}+\frac{\partial u_{\varphi}}{\partial z}, \quad e_{r z}=\frac{\partial u_{r}}{\partial z}+\frac{\partial u_{z}}{\partial r}, \quad e_{r \varphi}=\frac{\partial u_{\varphi}}{\partial r}-\frac{u_{\varphi}}{r}+\frac{1}{r} \frac{\partial u_{r}}{\partial \varphi}
\end{align*}
$$

In the spherical system $R, \theta, \varphi$

$$
h_{\alpha}=1, \quad h_{\beta}=R, \quad h_{\gamma}=R \sin \theta
$$

we have

$$
\begin{gather*}
e_{R R}=\frac{\partial u_{R}}{\partial R}, \quad e_{\theta \theta}=\frac{1}{R} \frac{\partial u_{\theta}}{\partial \theta}+\frac{u_{R}}{R}, \quad e_{\varphi \varphi}=\frac{1}{R \sin \theta} \frac{\partial u_{\varphi}}{\partial \varphi}+\frac{u_{\theta}}{R} \cot \theta+\frac{u_{R}}{R}, \\
e_{\varphi \theta}=\frac{1}{R}\left(\frac{\partial u_{\varphi}}{\partial \theta}-u_{\varphi} \cot \theta\right)+\frac{1}{R \sin \theta} \frac{\partial u_{\theta}}{\partial \varphi},  \tag{2.166}\\
e_{\varphi R}=\frac{1}{R \sin \theta} \frac{\partial u_{R}}{\partial \varphi}+\frac{\partial u_{\varphi}}{\partial R}-\frac{u_{\varphi}}{R}, \quad e_{R \theta}=\frac{\partial u_{\theta}}{\partial R}-\frac{u_{\theta}}{R}+\frac{1}{R} \frac{\partial u_{R}}{\partial \theta}
\end{gather*}
$$

## Hooke's law

In the curvilinear orthogonal system of coordinates, angles between faces of an elementary volume are equal to $\pi / 2$, and they can be treated as planar faces. Correspondingly, relationships between stresses and strains (Hooke's law), derived in the Cartesian system of coordinates, remain valid in the general case. Note that a difference of face areas of the elementary volume is an order of magnitude smaller and in the limit it can be neglected. As was shown earlier,

$$
\begin{array}{ll}
\tau_{x x}=\lambda \Theta+2 \mu e_{x x} & \tau_{y z}=\mu e_{y z} \\
\tau_{y y}=\lambda \Theta+2 \mu e_{y y} & \tau_{z x}=\mu e_{z x} \\
\tau_{z z}=\lambda \Theta+2 \mu e_{z z} & \tau_{x y}=\mu e_{x y}
\end{array}
$$

Here $\Theta=$ div $s$ is invariant. Therefore, we have

$$
\begin{gather*}
\tau_{\alpha \alpha}=\lambda \Theta+2 \mu e_{\alpha \alpha}, \quad \tau_{\beta \beta}=\lambda \Theta+2 \mu e_{\beta \beta}, \quad \tau_{\gamma \gamma}=\lambda \Theta+2 \mu e_{\gamma \gamma}  \tag{2.167}\\
\tau_{\gamma \alpha}=\mu e_{\gamma \alpha}, \quad \tau_{\beta \gamma}=\mu e_{\beta \gamma}, \quad \tau_{\alpha \beta}=\mu e_{\alpha \beta}
\end{gather*}
$$

## Chapter 3

## Elastic waves in a homogeneous medium

We will first consider longitudinal and shear waves caused by spherical sources, and next we will study waves caused by the action of a single force $\mathbf{F}(t)$. Finally, we will discuss propagation of plane waves in a homogencous medium.

### 3.1 Longitudinal spherical waves

First suppose that a longitudinal wave is caused by vibrations of a spherical shell having a very small radius. Also, it is assumed that each point of the shell surface is subjected to an action of force that has only the radial component and the same magnitude:

$$
\begin{equation*}
\mathbf{F}(t)=\tau_{0} S \mathbf{i}_{r} \tag{3.1}
\end{equation*}
$$

Here $S$ is the surface area, $\tau_{0}$ is the normal stress, and $\mathbf{i}_{r}$ is the unit vector normal to $S$. Because of stress variations caused by very small changes in the shell radius, a wave arises and propagates through a homogeneous medium. It is obvious that a distribution of wavefields that accompany the wave - namely, stresses, strains, displacement and velocity of particles - possesses spherical symmetry. Taking this into account, we choose a spherical system of coordinates with the origin at the source center and assume that all fields depend on the coordinate $R$ only and on time $t$.

Scalar potential
To determine wavefields, we use the scalar potential $U$ related to displacement s (Chapter 2):

$$
\begin{equation*}
\mathbf{s}=\operatorname{grad} U \tag{3.2}
\end{equation*}
$$

$U$ is also a function of $R$ and $t$ :

$$
\begin{equation*}
U=U(R, t) \tag{3.3}
\end{equation*}
$$

At regular points, $U$ satisfies the wave equation

$$
\begin{equation*}
\nabla^{2} U=\frac{1}{c_{l}^{2}} \frac{\partial^{2} U}{\partial t^{2}} \tag{3.4}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{l}=\sqrt{\frac{\lambda+2 \mu}{\rho}} \tag{3.5}
\end{equation*}
$$

is the velocity of propagation of longitudinal waves. In addition, we have to describe the behavior of the potential on the shell surface and formulate initial conditions. Vibrations of the source generate the outgoing wave, the magnitude of which decreases with distance $R$ and in the limit:

$$
\begin{equation*}
U(R, t) \rightarrow 0 \quad \text { if } \quad R \rightarrow \infty \tag{3.6}
\end{equation*}
$$

This simply means that sources of waves are absent at infinity. The same behavior follows if we imagine a spherical surface with a radius so large that the wave does not reach it before or during the time of observation. Suppose that displacement of the shell surface is the given function of time

$$
s_{R}(t)=\left\{\begin{array}{cc}
0 & t<0 \\
s_{0} f(a t) & t \geq 0
\end{array}\right.
$$

Then, as follows from eq. 3.2 , the boundary condition for the potential at points of the shell surface can be represented as

$$
\frac{\partial U}{\partial R}=\left\{\begin{array}{cc}
0 & t<0  \tag{3.7}\\
s_{0} f(a t) & t \geq 0
\end{array}\right.
$$

Assume that $R_{0}$ is the shell radius at rest. The wave was absent at each point of the medium until the instant $t=0$, when the source was turned on, that is,

$$
\begin{equation*}
s_{R}(R, 0)=0 \quad \text { or } \quad \frac{\partial U}{\partial R}=0 \quad \text { for } \quad t<0 \tag{3.8}
\end{equation*}
$$

In accordance with Hooke's law, the second derivative, $\partial^{2} U(R, 0) / \partial R^{2}$, also vanishes. Note that the initial condition contains information about waves at infinity. Thus, the
solution of the boundary value problem in terms of scalar potential should satisfy the following conditions.

1. At regular points of the medium

$$
\nabla^{2} U=\frac{1}{c_{l}^{2}} \frac{\partial^{2} U}{\partial t^{2}}
$$

2. At the surface of the source

$$
\frac{\partial U}{\partial R}=\left\{\begin{array}{cc}
0 & t<0 \\
s_{0} f(a t) & t \geq 0
\end{array} \quad \text { if } \quad R=R_{0}+s_{R}(t)\right.
$$

3. At the initial moment, the wavefield is absent inside the medium

$$
\frac{\partial U(R, 0)}{\partial R}=0 \quad \text { if } \quad R>R_{0}, \quad t=0
$$

First, we solve the wave equation, which, in the spherical system of coordinates (Chapter 2 ), is

$$
\begin{equation*}
\frac{1}{R^{2}} \frac{\partial}{\partial R}\left(R^{2} \frac{\partial U}{\partial R}\right)=\frac{1}{c_{l}^{2}} \frac{\partial^{2} U}{\partial t^{2}} \tag{3.9}
\end{equation*}
$$

since the potential depends on coordinate $R$ only. To simplify its solution, we introduce a new function: $W=R U$. Differentiation and multiplication by $R^{2}$ give

$$
R^{2} \frac{\partial U}{\partial R}=-W+R \frac{\partial W}{\partial R}
$$

Therefore, eq. 3.9 becomes

$$
\frac{\partial^{2} W}{\partial R^{2}}=\frac{1}{c_{l}^{2}} \frac{\partial^{2} W}{\partial t^{2}}
$$

This equation was already derived in studying the propagation of waves along the bar (Chapter 1). Its solution consists of two independent functions,

$$
f_{1}\left[a_{1}\left(t-\frac{R}{c_{l}}\right)\right] \quad \text { and } \quad g_{1}\left[a_{1}\left(t-\frac{R}{c_{l}}\right)\right]
$$

Correspondingly, for scalar potential we have

$$
\begin{equation*}
U(R, t)=\frac{A}{R} f_{1}\left[a_{1}\left(t-\frac{R}{c_{l}}\right)\right]+\frac{B}{R} g_{1}\left[a_{1}\left(t+\frac{R}{c_{l}}\right)\right], \tag{3.10}
\end{equation*}
$$

where $A$ and $B$ are constants. The second term at the right side of this equation does not satisfy the initial condition, since it, describes the wave traveling from infinity to the source. For this reason, we let $B=0$, which gives

$$
\begin{equation*}
U(R, t)=\frac{A}{R} f_{1}\left[a_{1}\left(t-\frac{R}{c_{l}}\right)\right] \tag{3.11}
\end{equation*}
$$

It is clear that $U(R, t)$ describes the propagation of a wave away from the source at the origin with the phase velocity $c_{l}$ and satisfies the wave equation and eq. 3.6. In order to determine the unknown coefficient $A$ and function $f_{1}$, we use condition 3.7, which is valid at points of the source surface. It follows from eq. 3.2 and eq. 3.11 that

$$
s_{R}(R, t)=\frac{\partial U}{\partial R}=-\frac{A}{R^{2}} f_{1}\left[a_{1}\left(t-\frac{R}{c_{l}}\right)\right]-\frac{A a_{1}}{c_{l} R} f_{1}^{\prime}\left[a_{1}\left(t-\frac{R}{c_{l}}\right)\right]
$$

where $f_{1}^{\prime}\left[a_{1}\left(t-R / c_{i}\right)\right]$ is the first derivative of the function with respect to its argument: $a_{1}\left(t-R / c_{l}\right)$. Now we make three assumptions. First, suppose that pulsations of the source are characterized by very small displacement:

$$
\text { 1. }\left|s_{R}(t)\right| \ll R_{0}
$$

For this reason, in satisfying boundary condition 3.7, we approximately define the position of the shell by the constant coordinate $R_{0}$. Correspondingly, displacement of the surface point becomes:

$$
\begin{equation*}
s_{0} f(a t)=-\frac{A}{R_{0}^{2}} f_{1}\left[a_{1}\left(t-\frac{R_{0}}{c_{l}}\right)\right]-\frac{A a_{1}}{c_{l} R_{0}} f_{1}^{\prime}\left[a_{1}\left(t-\frac{R_{0}}{c_{l}}\right)\right] \tag{3.12}
\end{equation*}
$$

Thus, the determination of unknowns is related to the solution of the differential equation. To simplify this procedure, we also suppose that the second term on the right side of this equation is relatively small,

$$
\text { 2. }\left|\frac{1}{R_{0}^{2}} f_{1}\left[a_{1}\left(t-\frac{R_{0}}{c_{l}}\right)\right]\right| \gg\left|\frac{a_{1}}{c_{l} R_{0}} f_{1}^{\prime}\left[a_{1}\left(t-\frac{R_{0}}{c_{l}}\right)\right]\right|
$$

and that

$$
\text { 3. } t \gg \frac{R_{0}}{c_{l}}
$$

Then, instead of eq. 3.12, we obtain

$$
\begin{equation*}
s_{0} f(a t)=-\frac{A f_{1}\left(a_{1} t\right)}{R_{0}^{2}} \tag{3.13}
\end{equation*}
$$

The latter equality takes place if

$$
a_{1}=a, \quad f_{1}\left(a_{1} t\right)=f(a t), \quad \text { and } \quad A=-R_{0}^{2} s_{0}
$$

Substitution of eq. 3.13 into eq. 3.11 gives an approximate expression for scalar potential:

$$
\begin{equation*}
U(R, t)=-\frac{R_{0}^{2} s_{0}}{R} f\left[a\left(t-\frac{R}{c_{l}}\right)\right] \tag{3.14}
\end{equation*}
$$

It is obvious that the function $U(R, t)$ satisfics the wave equation and the condition near the source. Since the function $f\left[a\left(t-R / c_{l}\right)\right]$ and its derivatives are equal to zero when the argument $a\left(t-R / c_{l}\right)$ is negative, scalar potential $U$ also obeys the initial condition. Therefore, we have solved the boundary value problem. Eq. 3.14 describes scalar potential in a homogeneous medium, provided that the spherical source has a very small radius.

## Equations for displacement, velocity of particles, and dilatation

Taking into account eq. 3.2, we have for the radial component of displacement $s_{R}$ and for the velocity of radial displacement $v_{R}=\dot{s}_{R}(R, t)$ the following expressions:

$$
\begin{align*}
& s_{R}(R, t)=\frac{R_{0}^{2}}{R^{2}} s_{0} f\left[a\left(t-\frac{R}{c_{l}}\right)\right]+\frac{R_{0}^{2} s_{0}}{c_{l} R} a f^{\prime}\left[a\left(t-\frac{R}{c_{l}}\right)\right] \text { and }  \tag{3.15}\\
& v_{R}(R, t)=\frac{R_{0}^{2}}{R^{2}} s_{0} a f^{\prime}\left[a\left(t-\frac{R}{c_{l}}\right)\right]+\frac{R_{0}^{2} s_{0} a^{2}}{c_{l} R} f^{\prime \prime}\left[a\left(t-\frac{R}{c_{l}}\right)\right]
\end{align*}
$$

while

$$
s_{\theta}=s_{\varphi}=0 \quad \text { and } \quad v_{\theta}=v_{\varphi}=0
$$

By definition, dilatation is equal to

$$
\begin{equation*}
\theta=\operatorname{div} \mathrm{s}=\frac{1}{R^{2}} \frac{\partial}{\partial R}\left(R^{2} s_{R}\right) \tag{3.16}
\end{equation*}
$$

Performing a differentiation, we have

$$
\begin{equation*}
\theta=-\frac{R_{0}^{2} a^{2}}{c_{l}^{2} R} s_{0} f^{\prime \prime}\left[a\left(t-\frac{R}{c_{l}}\right)\right] \tag{3.17}
\end{equation*}
$$

At the same time,

$$
\operatorname{curl} \mathbf{s}=\operatorname{curl} \operatorname{grad} U \equiv 0,
$$

and, as we know, longitudinal waves do not cause rotation of an elementary volume, regardless of its orientation.

## Spherical wave

Let us emphasize again the fact that if the argument $a\left(t-R / c_{l}\right)$ is negative, the function $f$ and its derivatives are equal to zero. Also, it is clear that distribution of wavefields in space is defined by the single coordinate $R$. In other words, these functions remain constant on the spherical surface with the center at the source. This wave possesses spherical symmetry and, for this reason, it is called a spherical wave. The displacement and velocity of particles have only the radial component perpendicular to these surfaces, ( $R=$ const), and this fact reflects one of the features of longitudinal (dilatational), waves. Suppose that the source surface changes its position during time interval $\Delta t$ :

$$
0 \leq t \leq \Delta t
$$

and we study the wave at some point located at distance $R$ from the source. As follows from eqs. 3.15 , motion of particles is absent if

$$
t<\frac{R}{c_{l}}
$$

since the argument is negative. Then, at instant $t=R / c_{l}$, the wave arrives simultaneously at all points having the same coordinate $R$, and we observe the wavefront. Within the time interval

$$
\frac{R}{c_{l}} \leq t \leq \frac{R}{c_{l}}+\Delta t
$$

particles of a medium are involved in motion, and elementary volumes become deformed. At instant

$$
t=\frac{R}{c_{l}}+\Delta t
$$

the rear of the wave passes the point of observation, and the medium is then again at equilibrium. Thus, regardless of the distance, the duration time of of the wave is equal to $\Delta t$, and the arrival time of the wave increases with $R$. As an illustration, consider wave distribution as a function of distance $R$. First of all, the wave may exist only at distances $R$ that satisfy the condition

$$
R<c_{l} t
$$

Let us distinguish two cases, namely

$$
\text { 1. } \Delta t>t \quad \text { and } \quad \text { 2. } \Delta t<t
$$

In the first case, the source still vibrates at instant $t$, and therefore the wave occupies the spherical volume having a radius equal to $R_{c}=c_{l} t$. In the second case, the source was turned off before the wave arrived at the observation point. Respectively, at instant $t=R / c_{l}$, the rear of the wave reaches points with the coordinate

$$
R=c_{l}(t-\Delta t)
$$

Thus, we observe the wave within spherical layer having the thickness $\Delta R=c_{l} \Delta t$.

## Wavefields

Now we outline some features of wavefields $s_{R}$ and $v_{R}$. The work of external forces of the source is transformed into the mechanical energy of the wave, and its amount remains the same since the influence of dissipation is neglected. As we know, when time elapses, the volume of the spherical layer occupied by the wave becomes large, and the energy density decreases. This shows that with an increase of distance $R$, wavefields become smaller, which of course follows from eqs. 3.15. In accordance with eq. 3.17, we see that behavior of dilatation $\theta$, regardless of the distance from the source, is defined by the second derivative of the function $f\left[a\left(t-R / c_{l}\right)\right]$. For instance, in the vicinity of the source, the first term of the expression for the displacement

$$
R_{0}^{2} s_{0} f\left[a\left(t-\frac{R}{c_{l}}\right)\right]
$$

plays the dominant role, but dilatation essentially depends on the derivative of the second term

$$
\frac{R_{0}^{2} s_{0} a}{c_{l} R} f^{\prime}\left[a\left(t-\frac{R}{c_{l}}\right)\right]
$$

The other important feature of function $\Theta$ is that its dependence on distance remains the same everywhere. Finally, as follows from eq. 3.17, dilatation of the spherical wave decreases relatively slowly, $(1 / R)$, and it is inversely proportional to phase velocity $c_{l}$. This suggests that a finite value of this velocity is a vital factor in producing a deformation. For instance, if the wave propagates instantly, $\left(c_{l} \rightarrow \infty\right)$, then the displacement, $s_{R}(R, t)$, becomes equal to

$$
s_{R}(R, t)=\frac{R_{0}^{2} s_{0}}{R^{2}} f(a t)
$$



Figure 3.1: (a) The function $f(t)$ and its derivatives (b) Zones of compression and tension (c) Distribution of $s_{R}$ as a function of time
and, therefore, dilatation $\Theta$, characterizing a change in an elementary volume, vanishes. This result is not accidental, and it is true for any wave.

To demonstrate the wavefields, suppose that displacement of the shell surface, ( $R=$ $R_{0}$ ), begins to increase at instant $t=0$, then reaches the maximum, and then gradually approaches zero. In addition, we assume that the first and second derivatives of $f(a t)$ are also equal to zero at the beginning $t=0$ and at instant $\Delta t$. Behavior of those functions is shown in Fig. 3.1a. As we see, the function $f^{\prime \prime}(a t)$ changes its sign twice. Let us suppose again that we observe the wave at some point with the coordinate $R$. Until the moment $t=R / c_{l}$, the wave is absent. Then, during the time interval

$$
\frac{R}{c_{l}}<t<\frac{R}{c_{l}}+\Delta t
$$

there are two subintervals during which dilatation is negative, but between the intervals it is positive. We assumed that displacement of the source shell is characterized by one maximum only. In a more gencral case, the number of time intervals with positive and negative values of dilatation would increase. The zones of compression and expansion
carried by the wave always accompany each other within the moving spherical layer, Fig. 3.1b. In order to prove this fact, consider the integral from dilatation

$$
\begin{equation*}
\int_{t_{1}}^{t_{2}} \Theta d t=-\frac{R_{0}^{2} a s_{0}}{c_{l}^{2} R} I \tag{3.18}
\end{equation*}
$$

where

$$
t_{1}=\frac{R}{c_{l}}-\varepsilon, \quad t_{2}=\frac{R}{c_{l}}+\Delta t+\varepsilon, \quad \varepsilon \ll 1,
$$

$\Delta t$ is the duration of the source action, and

$$
\begin{equation*}
I=a \int_{i_{1}}^{t_{2}} f^{\prime \prime}\left[a\left(t-\frac{R}{c_{l}}\right)\right] d t \tag{3.19}
\end{equation*}
$$

Since at instant $t=t_{1}$ the wave has not yet arrived at the observation point, the scalar potential $U$ and its derivatives are zero. Therefore, eq. 3.19 becomes

$$
I=f^{\prime}\left[a\left(t_{2}-\frac{R}{c_{l}}\right)\right]
$$

If we assume that the function $f^{\prime}\left[a\left(t_{2}-R / c_{l}\right)\right]$ differs from zero, then in accordance with eqs. 3.15 there must be particle motion behind the wave rear. Because this is impossible, we have to set

$$
\begin{equation*}
f^{\prime}\left[a\left(t_{2}-\frac{R}{c_{l}}\right)\right]=0, \quad \text { i.e., } \quad \int_{t_{1}}^{t_{2}} \Theta d t=0 \tag{3.20}
\end{equation*}
$$

The latter shows that if the source generates vibrations during a finite time interval, then for any function $f(a t)$ there are zones of compression and expansion within the spherical wave. Moreover, distribution of dilatation between the front and rear of the wave is such that condition 3.20 is met.

In accordance with eqs. 3.15 , the displacement of particles and their velocity are described by the sum of two terms, and each term has a different dependence on distance $R$. For this reason it is natural, as in the case of acoustic waves (Part I), to distinguish three intervals of distances - the near, intermediate, and far zones.

1. Near zone If distances from the source are relatively small, the first term of expressions for $s_{R}$ and $v_{R}$ is dominant, eqs. 3.15, and we have

$$
\begin{equation*}
s_{R}(R, t)=\frac{R_{0}^{2} s_{0}}{R^{2}} f\left[a\left(t-\frac{R}{c_{l}}\right)\right], \quad v_{R}(R, t)=\frac{R_{0}^{2} s_{0} a}{R^{2}} f^{\prime}\left[a\left(t-\frac{R}{c_{l}}\right)\right] \tag{3.21}
\end{equation*}
$$

In this zone, functions $s_{R}$ and $v_{R}$ decrease relatively quickly with distance from the source, and their dependence on time is the same as that for corresponding functions on the source surface. However, dilatation cannot be derived from the approximate equation for displacement, eq. 3.21. As was pointed out earlier, in order to obtain the correct expression of $\Theta$ it is necessary to take into account the second term of the function $s_{R}$ $(R, t)$, eqs. 3.15.
2. Intermediate zone With an increase of distance from the source, the influence of the second term at the right side of eqs. 3.15 becomes more noticeable. Because of this, with a change of distance $R$, the shape of wavefields $s_{R}(R, t)$ and $v_{R}(R, t)$ as functions of time also varies. An example of such behavior of displacement is shown in Fig. 3.1c.
3. Far zone As follows from eqs. 3.15, at sufficiently large distance we have

$$
\begin{equation*}
s_{R}(R, t)=\frac{R_{0}^{2} s_{0}}{c_{t} R} a f^{\prime}\left[a\left(t-\frac{R}{c_{l}}\right)\right], \quad v_{R}(R, t)=\frac{R_{0}^{2} s_{0}}{c_{t} R} a^{2} f^{\prime \prime}\left[a\left(t-\frac{R}{c_{l}}\right)\right] \tag{3.22}
\end{equation*}
$$

In this zone, unlike in the previous one, all wavefields decrease with distance relatively slowly. As in the near zone, wave behavior as a function of time is independent of distance from the source. With an increase of $R$, the curvature of the wave surfaces becomes smaller. This leads to an increase of an area, where the wave can be treated as the plane one with almost the same magnitude.

If we assume that the wave is sinusoidal, then in accordance with eqs. 3.15 we have

$$
s_{R}(R, t)=\frac{R_{0}^{2}}{R^{2}} s_{0} \sin \omega\left(t-\frac{R}{c_{l}}\right)+\frac{R_{0}^{2} s_{0} \omega}{c_{l} R} \cos \omega\left(t-\frac{R}{c_{l}}\right)
$$

Correspondingly, the far zone is observed when the distance exceeds the wave length, $\lambda_{l}$ :

$$
\begin{equation*}
R>\lambda_{l} \tag{3.23}
\end{equation*}
$$

It is obvious that behavior of particle displacement $\mathbf{s}$ associated with the longitudinal wave is the same an clastic and acoustic media (Part I).

## Strain and stress

Now we focus our attention on forces acting on faces of an elementary volume bounded by coordinate surfaces. As was shown in Chapter 2

$$
\begin{equation*}
e_{R R}=\frac{\partial s_{R}}{\partial R}, \quad e_{\theta \theta}=e_{\varphi \varphi}=\frac{s_{R}}{R} \tag{3.24}
\end{equation*}
$$

and

$$
\begin{equation*}
e_{\theta \varphi}=e_{\varphi R}=e_{R \theta}=0, \quad \text { sincc } \quad s_{\theta}=s_{\varphi}=0 \tag{3.25}
\end{equation*}
$$

Taking into account eqs. 3.15, we have

$$
\begin{align*}
& e_{R R}=-\frac{2 R_{0}^{2} s_{0}}{R^{3}} f\left[a\left(t-\frac{R}{c_{l}}\right)\right]-\frac{2 R_{0}^{2} s_{0} a}{c_{l} R_{2}} f^{\prime}\left[a\left(t-\frac{R}{c_{l}}\right)\right]  \tag{3.26}\\
& -\frac{R_{0}^{2} s_{0} a^{2}}{c_{l}^{2} R} f^{\prime \prime}\left[a\left(t-\frac{R}{c_{l}}\right)\right]
\end{align*}
$$

and

$$
e_{\theta \theta}=\frac{R_{0}^{2}}{R^{3}} s_{0} f\left[a\left(t-\frac{R}{c_{l}}\right)\right]+\frac{R_{0}^{2} s_{0} a}{c_{l} R^{2}} f^{\prime}\left[a\left(t-\frac{R}{c_{l}}\right)\right]=e_{\varphi \varphi}
$$

We can again distinguish the near, intermediate, and far zones. In the first two zones, both strains $e_{R R}$ and $e_{\theta \theta}\left(e_{\varphi \varphi}\right)$ can be comparable, but in the far zone the radial strain becomes dominant:

$$
\begin{equation*}
e_{R R}>e_{\theta \theta} \quad \text { and } \quad e_{R R}>e_{\varphi \varphi} \tag{3.27}
\end{equation*}
$$

Note that the existence of strains does not require the presence of the corresponding component of the displacement. For instance, particles do not move along the $\theta$ and $\varphi$ coordinate lines $\left(s_{\theta}=s_{\varphi}=0\right)$, but strains $e_{\theta \theta}$ and $e_{\varphi \varphi}$ differ from zero. In accordance with Hooke's law:

$$
\begin{equation*}
\tau_{R R}=\lambda \Theta+2 \mu e_{R R}, \quad \tau_{\theta \theta}=\lambda \Theta+2 \mu e_{\theta \theta}, \quad \tau_{\varphi \varphi}=\lambda \Theta+2 \mu e_{\varphi \varphi} \tag{3.28}
\end{equation*}
$$

and

$$
\begin{equation*}
\tau_{R \theta}=\mu e_{R \theta,} \quad \tau_{R \varphi}=\mu e_{R \varphi}, \quad \tau_{\theta \varphi}=\mu e_{\theta \varphi} \tag{3.29}
\end{equation*}
$$

Since nondiagonal elements of the strain tensor are equal to zero, we have

$$
\begin{equation*}
\tau_{R \theta}=\tau_{R \varphi}=\tau_{\theta \varphi}=0, \tag{3.30}
\end{equation*}
$$

and the elementary volume surrounded by coordinate surfaces is subjected to the action of normal stresses only. As in the case of strains, the behavior of stresses varies depending on distance from the source. For instance, taking into account eqs. 3.17 and 3.26 , stresses in the wave zone are

$$
\begin{equation*}
\tau_{R R}=\lambda \Theta+2 \mu e_{R R}=-\frac{R_{0}^{2} a^{2} s_{0} \rho}{R} f^{\prime \prime}\left[a\left(t-\frac{R}{c_{l}}\right)\right] \tag{3.31}
\end{equation*}
$$

while

$$
\begin{equation*}
\tau_{\theta \theta}=\tau_{\varphi \varphi}=\lambda \Theta \quad \text { or } \quad \tau_{\theta \theta}=-\frac{R_{0}^{2} a^{2} \lambda s_{0}}{c_{l}^{2} R} f^{\prime \prime}\left[a\left(t-\frac{R}{c_{l}}\right)\right] \tag{3.32}
\end{equation*}
$$

Thus, in the wave zone, stresses decay with distance in the same manner, and the ratio between them is

$$
\begin{equation*}
\frac{\tau_{\theta \theta}}{\tau_{R R}}=\frac{\lambda}{c_{l}^{2} \rho}=\frac{\lambda}{\lambda+2 \mu}=\frac{\tau_{\varphi \varphi}}{\tau_{R R}} \tag{3.33}
\end{equation*}
$$

Certainly, unlike the acoustic wave, forces acting on faces of the elementary volume differ from each other. In accordance with eqs. 3.15, the velocity of particles in the wave zone is

$$
\begin{equation*}
v_{R}(R, t)=\frac{R_{0}^{2} s_{0} a^{2}}{c_{l} R} f^{\prime \prime}\left[a\left(t-\frac{R}{c_{l}}\right)\right] \tag{3.34}
\end{equation*}
$$

and, therefore,

$$
\begin{equation*}
\frac{v_{R}}{\tau_{R R}}=-\frac{1}{c_{l} \rho}=-\frac{1}{Z}, \quad \frac{v_{R}}{\tau_{\theta \theta}}=\frac{c_{l}}{\lambda} \tag{3.35}
\end{equation*}
$$

where $Z=c_{l} \rho$ is the impedance of a medium.

## Spherical source with finite radius

Until now we have implied that the radius of the source, $R_{0}$, is very small, and observations are performed at times essentially exceeding $R_{0} / c_{l}$. Next we remove these restrictions and consider sinusoidal waves. Of course, as before we can define the displacement of the source. However, let us approach it differently and assume that the stress

$$
\begin{equation*}
\tau_{R R}\left(R_{0}, t\right)=\operatorname{Re} \tilde{\tau}_{0} e^{-i \omega t} \tag{3.36}
\end{equation*}
$$

is the same at all points of the source surface. As follows from eqs. 3.28,

$$
\tau_{R R}(R, t)=\frac{\lambda}{R^{2}} \frac{\partial}{\partial R}\left(R^{2} s_{R}\right)+2 \mu \frac{\partial s_{R}}{\partial R}
$$

or

$$
\begin{equation*}
\tau_{R R}(R, t)=(\lambda+2 \mu) \frac{\partial s_{R}}{\partial R}+\frac{2 \lambda}{R} s_{R} \tag{3.37}
\end{equation*}
$$

Since

$$
s_{R}=\frac{\partial U}{\partial R}
$$

we have in the vicinity of the source

$$
\begin{equation*}
\tau_{R R}\left(R_{0}, t\right)=(\lambda+2 \mu) \frac{\partial^{2} U}{\partial R^{2}}+\frac{2 \lambda}{R_{0}} \frac{\partial U}{\partial R} \tag{3.38}
\end{equation*}
$$

This allows us to determine the unknown coefficient $A$ in the expression for the potential

$$
\begin{equation*}
U(R, t)=\operatorname{Re}\left(\mathcal{U} e^{-i \omega t}\right) \tag{3.39}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{U}=\frac{A}{R} e^{i k R} \tag{3.40}
\end{equation*}
$$

is the complex amplitude of the potential and $k=\omega / c_{l}$ is the wavenumber. Substitution of eq. 3.36 and eq. 3.40 into eq. 3.38 gives

$$
\tilde{\tau}_{0}=A\left[(\lambda+2 \mu) \frac{\partial^{2}}{\partial R^{2}}\left(\frac{e^{i k R}}{R}\right)+\frac{2 \lambda}{R_{0}} \frac{\partial}{\partial R}\left(\frac{e^{i k R}}{R}\right)\right]
$$

Performing differentiations, we obtain

$$
\begin{equation*}
A(\omega)=\frac{\tilde{\tau}_{0} R_{0} e^{-i \omega R_{0} / c_{l}}}{\left(\frac{4 \mu}{R_{0}^{2}}-\rho \omega^{2}\right)-i \omega \frac{4 \mu}{R_{0} c_{l}}} \tag{3.41}
\end{equation*}
$$

Also, it is useful to represent $A$ as:

$$
\begin{equation*}
A(\omega)=\frac{\widetilde{\tau}_{0} R_{0} e^{-i \omega R_{0} / c_{l}}}{\rho\left(\omega_{0 p}^{2}-\omega^{2}-2 i h_{p} \omega\right)} \tag{3.42}
\end{equation*}
$$

Here

$$
\begin{equation*}
\omega_{0 p}=\frac{2 c_{s}}{R_{0}}, \quad h_{p}=\omega_{0 p} \frac{c_{s}}{c_{l}}, \quad c_{s}=\sqrt{\frac{\mu}{\rho}} \tag{3.43}
\end{equation*}
$$

where $c_{s}$ is the velocity of shear waves. Now it is easy to derive an expression for the potential of a transient wave. Suppose that $\tau_{R R}\left(R_{0}, t\right)$ is an arbitrary function of time and $\tau(\omega)$ is its spectrum. Then, applying Fourier's integral, we obtain

$$
\begin{equation*}
U(R, t)=\frac{1}{2 \pi R} \int_{-\infty}^{\infty} A(\omega) e^{-i k\left(R_{0}-R\right)} e^{-i \omega t} d \omega \tag{3.44}
\end{equation*}
$$

(a) (b)



Figure 3.2: (a) Source of shear wave (b) Displacement $s_{\varphi}$ in the near zone (c) Zones of a rotation with different directions

### 3.2 Spherical shear wave in a homogeneous medium

Suppose that a spherical shell or a solid sphere is placed in a homogeneous medium and that it vibrates around the $z$-axis, Fig. 3.2a. In order to determine wavefields, it is convenient to introduce, as before, the spherical system of coordinates originating at the source center. It is clear that all points of the spherical shell move around the $z$-axis at the same angle $\varphi$, which in general varies with time. Correspondingly, the source displacement has only the $\varphi$-component. In particular, for points of its external surface, $R=R_{0}$, we have:

$$
\begin{equation*}
s_{0}\left(R_{0}, t\right)=R_{0} \sin \theta \quad f(a t) \tag{3.45}
\end{equation*}
$$

Thus, maximal displacement occurs at the equatorial plane, $(\theta=\pi / 2)$, while points located at the $z$-axis remain at rest. Such motion of the source causes in its vicinity deformation of a medium, and therefore the wave arises. To simplify derivations, we make several assumptions. First, assume that as well as the source, particles of a medium have only the $\varphi$-component of displacement, but

$$
\begin{equation*}
s_{R}=s_{\theta}=0 \tag{3.46}
\end{equation*}
$$

Then, taking into account the symmetry, $\left(\partial s_{\varphi} / \partial \varphi=0\right)$, the expression for divergence of the field $s$ has the form

$$
\begin{equation*}
\operatorname{div} \mathrm{s}=\frac{1}{R^{2} \sin \theta} \frac{\partial}{\partial \varphi}\left(R s_{\varphi}\right)=\frac{1}{R \sin \theta} \frac{\partial s_{\varphi}}{\partial \varphi}, \quad \text { i.e., } \quad \operatorname{div} \mathrm{s}=0 \tag{3.47}
\end{equation*}
$$

This means that propagation of such a wave is not accompanied by a change in the volume, and it suggests that we are dealing with a shear wave.

## The potential of the spherical wave

As was demonstrated in the previous chapter, we can represent displacement associated with a shear wave in terms of the vector potential $\psi$ :

$$
\begin{equation*}
\mathbf{s}=\operatorname{curl} \boldsymbol{\psi} \tag{3.48}
\end{equation*}
$$

which satisfies the wave equation

$$
\begin{equation*}
\nabla^{2} \boldsymbol{\psi}=\frac{1}{c_{s}^{2}} \frac{\partial^{2} \psi}{\partial t^{2}} \tag{3.49}
\end{equation*}
$$

Here

$$
\begin{equation*}
c_{s}=\sqrt{\frac{\mu}{\rho}} \tag{3.50}
\end{equation*}
$$

is the velocity of propagation of shear waves. Note that function $s$ also obeys the same wave equation. In principle, we can solve this equation, assuming that vector $\mathbf{s}_{\varphi}$ depends on the azimuthal angle $\theta$ in the same manner as that of the source, eq. 3.45. However, it is simpler to proceed from the vector potential $\boldsymbol{\psi}$. In accordance with eq. 3.48, an infinite number of vectors $\psi$ describe the same field $s$. This clearly shows that, usually, functions $\psi$ do not have any physical meaning. However, it does not exclude a case in which some vector $\psi$ characterizes a certain physical quantity. Bearing in mind an ambiguity in choosing $\psi$, let us attempt to solve the boundary value problem, provided that $\boldsymbol{\psi}$ has a single component along the axis of rotation, Fig. 3.2a, i.e.,

$$
\begin{equation*}
\psi=\psi \mathbf{k} \tag{3.51}
\end{equation*}
$$

and the scalar function $\psi$ depends on time $t$ and coordinate $R$ only. Here $\mathbf{k}$ is the unit vector. Since it has the same direction at all points of a medium, eq. 3.49 is simplified and we have

$$
\begin{equation*}
\nabla^{2} \psi=\frac{1}{c_{s}^{2}} \frac{\partial^{2} \psi}{\partial t^{2}} \tag{3.52}
\end{equation*}
$$

Taking into account our assumptions

$$
\frac{\partial \psi}{\partial \theta}=\frac{\partial \psi}{\partial \varphi}=0
$$

eq. 3.52 in the spherical system of coordinates becomes

$$
\begin{equation*}
\frac{1}{R^{2}} \frac{\partial}{\partial R}\left(R^{2} \frac{\partial \psi}{\partial R}\right)=\frac{1}{c_{s}^{2}} \frac{\partial^{2} \psi}{\partial t^{2}} \tag{3.53}
\end{equation*}
$$

Eq. 3.53 has exactly the same form as the wave equation for scalar potential that describes the longitudinal spherical wave. For this reason, again applying the substitution $W=$ $R \psi$, we arrive at the equation

$$
\frac{\partial^{2} W}{\partial R^{2}}=\frac{1}{c_{s}^{2}} \frac{\partial^{2} W}{\partial t^{2}}
$$

Therefore, the function $\psi$ characterizing the outgoing shear wave is

$$
\begin{equation*}
\psi(R, t)=\frac{A_{0}}{R} f_{1}\left[a_{1}\left(t-\frac{R}{c_{\mathrm{s}}}\right)\right] \tag{3.54}
\end{equation*}
$$

The simplicity of eq. 3.54 is due to several assumptions that require justification. Because of this, our first goal is to demonstrate that the wavefields described by eq. 3.54 satisfy boundary conditions, provided that constants $A_{0}$ and $a_{1}$, as well as the function

$$
f_{1}\left[a_{1}\left(t-\frac{R}{c_{s}}\right)\right]
$$

are properly chosen. First, we will find an expression for displacement. From cq. 3.48, it follows that

$$
\mathbf{s}=\frac{1}{R^{2} \sin \theta}\left|\begin{array}{ccc}
\mathbf{i}_{R} & R \mathbf{i}_{\theta} & R \sin \theta \mathbf{i}_{\varphi}  \tag{3.55}\\
\frac{\partial}{\partial R} & \frac{\partial}{\partial \theta} & \frac{\partial}{\partial \varphi} \\
\psi_{R} & R \psi_{\theta} & R \sin \theta \psi_{\varphi}
\end{array}\right|
$$

where $\mathbf{i}_{R}, \mathbf{i}_{\theta}$, and $\mathbf{i}_{\varphi}$ are unit vectors oriented along coordinate lines. As is seen from Fig. 3.2a

$$
\psi_{R}=\psi \cos \theta, \quad \psi_{\theta}=-\psi \sin \theta, \quad \psi_{\varphi}=0
$$

or

$$
\begin{equation*}
\psi_{R}=\frac{A_{0}}{R} f_{1}\left[a_{1}\left(t-\frac{R}{c_{s}}\right)\right] \cos \theta, \quad \psi_{\theta}=-\frac{A_{0}}{R} f_{1}\left[a_{1}\left(t-\frac{R}{c_{s}}\right)\right] \sin \theta, \quad \psi_{\varphi}=0 \tag{3.56}
\end{equation*}
$$

Substitution of eq. 3.56 into eq. 3.55 gives

$$
\begin{equation*}
s_{R}=0 \quad \text { and } \quad s_{\theta}=0 \tag{3.57}
\end{equation*}
$$

which agrees with our assumption about field geometry. Moreover,

$$
s_{\varphi}=\frac{1}{R}\left[\frac{\partial}{\partial R}\left(R \psi_{\theta}\right)-\frac{\partial \psi_{R}}{\partial \theta}\right]
$$

Performing differentiation, we obtain

$$
\begin{equation*}
s_{\varphi}(R, t)=A_{0}\left\{\frac{1}{R^{2}} f_{1}\left[a_{1}\left(t-\frac{R}{c_{s}}\right)\right]+\frac{a_{1}}{R c_{s}} f_{1}^{\prime}\left[a_{1}\left(t-\frac{R}{c_{s}}\right)\right]\right\} \sin \theta \tag{3.58}
\end{equation*}
$$

It is clear from eq. 3.58 that particle displacement has the same dependence on angle $\theta$ as the source. As we did with longitudinal waves, we will determine unknowns from the condition near the source.

## Small spherical source

First, consider a transient wave caused by the spherical source with a relatively small radius, $R_{0}\left(R_{0} \rightarrow 0\right)$. Then, as follows from eq. 3.58 , near the source, displacement is approximately equal to

$$
\begin{equation*}
s_{\varphi}(R, t)=\frac{A_{0}}{R^{2}} f_{1}\left[a_{1}\left(t-\frac{R}{c_{s}}\right)\right] \sin \theta \tag{3.59}
\end{equation*}
$$

We suppose that the time of observation greatly exceeds the ratio $R / c_{s}$ :

$$
\begin{equation*}
t \gg \frac{R}{c_{s}}, \quad \text { so that } \quad s_{\varphi}(R, t)=\frac{A_{0} f_{1}\left(a_{1} t\right)}{R^{2}} \sin \theta, \quad \text { if } R \sim R_{0} \tag{3.60}
\end{equation*}
$$

In the vicinity of the source, particles of a medium move in the same way as the surface of the source, and therefore

$$
s_{0} f(a t)=\frac{A_{0}}{R_{0}^{2}} f_{1}\left(a_{1} t\right)
$$

It is obvious that this expression is true at any time, if

$$
\begin{equation*}
a_{1}=a, \quad f_{1}\left(a_{1} t\right)=f(a t), \quad \text { and } \quad A_{0}=R_{0}^{2} s_{0} \tag{3.61}
\end{equation*}
$$

Thus, the expression the displacement becomes

$$
\begin{equation*}
s_{\varphi}(R, t)=R_{0}^{2} s_{0}\left\{\frac{1}{R^{2}} f\left[a\left(t-\frac{R}{c_{s}}\right)\right]+\frac{a}{R c_{s}} f^{\prime}\left[a\left(t-\frac{R}{c_{s}}\right)\right]\right\} \sin \theta \tag{3.62}
\end{equation*}
$$

It is essential that $s_{\varphi}(R, t)$ obeys all conditions of the boundary value problem and, therefore, in accordance with the theorem of uniqueness, describes the wavefield caused by the given source. In fact, direct substitution shows that vector $\mathbf{s}=s_{\varphi} \mathbf{i}_{\varphi}$ satisfies the wave equation

$$
\nabla^{2} \mathbf{s}=\frac{1}{c_{s}^{2}} \frac{\partial^{2} \mathbf{s}}{\partial t^{2}}
$$

at regular points. Also, $s_{\varphi}(R, t)$ vanishes everywhere when $t=0$. It tends to zero with an increase of distance $R$ and coincides with particle displacement of the source surface if $R=R_{0}$. This means that all assumptions were correct and the shear wave is accompanied by the field $s_{\varphi}(R, t)$, eq. 3.62. Taking a derivative from $s_{\varphi}(R, t)$ with respect to time, we obtain for particle velocity

$$
\begin{equation*}
v_{\varphi}(R, t)=R_{0}^{2} s_{0}\left\{\frac{a}{R^{2}} f^{\prime}\left[a\left(t-\frac{R}{c_{s}}\right)\right]+\frac{a^{2}}{R c_{s}} f^{\prime \prime}\left[a\left(t-\frac{R}{c_{s}}\right)\right]\right\} \sin \theta \tag{3.63}
\end{equation*}
$$

Comparison of eqs. 3.62 and 3.63 with eqs. 3.15 in the previous section shows that expressions for displacement and velocity of particles caused by longitudinal and shear waves, respectively, coincide if $c_{s}=c_{l}$.

## The field s

Now we are ready to describe behavior of the spherical shear wave. For illustration, suppose that motion of the source is

$$
s_{\varphi}(a t)=s_{0}\left\{\begin{array}{cr}
0 & t \leq 0  \tag{3.64}\\
f(a t) & 0 \leq t \leq \tau \\
0 & t>\tau
\end{array}\right.
$$

Because of source vibrations, the shear wave appears and moves away from the source. Its phase surface

$$
t-\frac{R}{c_{s}}=\mathrm{const}
$$

is spherical, and the motion of particles is tangential to this surface. Unlike the longitudinal wave caused by the spherical source, displacement $s_{\varphi}$ varies on the phase surface of the shear wave as $\sin \theta$, and it reaches maximal value at the cquatorial plane, $\theta=\pi / 2$. Again, as with longitudinal waves, it is natural to distinguish the near, intermediate, and far zones. In the first zone, particle displacement varies synchronously with the source and decays relatively quickly with distance. As an example, distribution of the function $s_{\varphi}$ in the near zone between the wavefront and its rear is shown in Fig. 3.2b. In the intermediate zone, the field $s_{\varphi}$ is defined by both terms in eq. 3.62 , which differently depend on $R$. Correspondingly, a wave shape varies with distance. Finally, in the far zone the field changes rather slowly, and its behavior is controlled by the derivative of the function $f\left[a\left(t-R / c_{s}\right)\right]$. Suppose that the shear wave is sinusoidal. As follows from eq. 3.62 , we have

$$
s_{\varphi}=s_{0} R_{0}^{2}\left[\frac{1}{R^{2}} \sin \omega\left(t-\frac{R}{c_{s}}\right)+\frac{\omega}{R c_{s}} \cos \omega\left(t-\frac{R}{c_{s}}\right)\right] \sin \theta
$$

This clearly shows that as with the longitudinal wave, the far zone exists at distances $R$ exceeding the wavelength $\lambda_{s}$ :

$$
R>\lambda_{s}=\frac{c_{s}}{f}
$$

Next consider motion and deformation of an elementary volume of a medium. First of all, since $\operatorname{div} s=0$, the shear wave does not produce a change in the volume. The elementary volume can experience rotation as well as pure shear and translation (Appendix E). Because curl $s$ is sensitive only to rotation, it is useful to find its components. By definition we have

$$
\operatorname{curl} \mathbf{s}=\frac{1}{R^{2} \sin \theta}\left|\begin{array}{ccc}
\mathbf{i}_{R} & R \mathbf{i}_{\theta} & R \sin \theta \mathbf{i}_{\varphi} \\
\frac{\partial}{\partial R} & \frac{\partial}{\partial \theta} & \frac{\partial}{\partial \varphi} \\
0 & 0 & R \sin \theta s_{\varphi}
\end{array}\right|
$$

So

$$
\begin{equation*}
\operatorname{curl}_{R} \mathbf{s}=\frac{1}{R \sin \theta} \frac{\partial}{\partial \theta}\left(\sin \theta s_{\varphi}\right), \quad \operatorname{curl}_{\theta} \mathbf{s}=-\frac{1}{R} \frac{\partial}{\partial R}\left(R s_{\varphi}\right), \quad \operatorname{curl}_{\varphi} \mathbf{s}=0 \tag{3.65}
\end{equation*}
$$

Making use of eq. 3.62, we obtain

$$
\begin{equation*}
\operatorname{curl}_{R} \mathbf{s}=2 R_{0}^{2} s_{0}\left\{\frac{1}{R^{3}} f\left[a\left(t-\frac{R}{c_{s}}\right)\right]+\frac{a}{R^{2} c_{s}} f^{\prime}\left[a\left(t-\frac{R}{c_{s}}\right)\right]\right\} \cos \theta \quad \text { and } \tag{3.66}
\end{equation*}
$$

$$
\operatorname{curl}_{\theta} \mathbf{s}=R_{0}^{2} s_{0}\left\{\frac{1}{R^{3}} f\left[a\left(t-\frac{R}{c_{s}}\right)\right]+\frac{a}{R^{2} c_{s}} f^{\prime}\left[a\left(t-\frac{R}{c_{s}}\right)\right]+\frac{a^{2}}{c_{s}^{2} R} f^{\prime \prime}\left[a\left(t-\frac{R}{c_{s}}\right)\right]\right\} \sin \theta
$$

Thus, the axis of rotation of an elementary volume is located in the plane $\varphi=$ const, and its orientation changes from point to point. As follows from eqs. 3.66, the $\theta$-component of curls prevails in the far zone, and we have

$$
\begin{equation*}
\operatorname{curl}_{\theta} \mathrm{s}=\frac{R_{0}^{2} s_{0} a^{2}}{c_{s}^{2} R} \sin \theta f^{\prime \prime}\left[a\left(t-\frac{R}{c_{s}}\right)\right] \tag{3.67}
\end{equation*}
$$

Consider the integral

$$
I=\int_{t_{1}-\varepsilon}^{t_{2}+\varepsilon} \operatorname{curl}_{\theta} \mathbf{s} d t
$$

Here $t_{1}$ and $t_{2}$ are arrival times of the front and rear of the wave, respectively, and $\varepsilon$ is a very small number. By analogy with the similar integral for dilatation carried out by longitudinal waves, we conclude that

$$
\begin{equation*}
I=0 \tag{3.68}
\end{equation*}
$$

This means that within the spherical wave, there are intervals of distance $R$ with opposite directions of rotation, Fig. 3.2c. However, equality 3.68 is an approximate one, and it becomes more accurate with an increase of $R$. Taking into account that displacement related to translation obeys the homogeneous system

$$
\operatorname{curl} \mathrm{s}=0 \quad \text { and } \quad \operatorname{div} \mathrm{s}=0
$$

we can say that an elementary volume is in general involved in both types of motion: rotation and translation.

## Strain and stress

Deformation related to a shear wave may cause only pure shear; otherwise, div s would not be equal to zero. Proceeding from equations for strain derived in Chapter 2, we have

$$
\begin{gather*}
e_{R R}=0, \quad e_{\theta \theta}=0, \quad e_{\varphi \varphi}=0, \quad e_{\varphi \theta}=\frac{1}{R}\left(\frac{\partial s_{\varphi}}{\partial \theta}-s_{\varphi} \cot \theta\right)  \tag{3.69}\\
e_{\varphi R}=\frac{\partial s_{\varphi}}{\partial R}-\frac{s_{\varphi}}{R}, \quad e_{R \theta}=0
\end{gather*}
$$

Let us make some comments:

1. The absence of diagonal elements of the strain tensor indicates that a volume does not change.
2. Since neither type of motion causes deformation, shear strains characterize a pure shear, i.e., a change of the angle between neighboring faces of the volume. 3. As we know (Appendix D), a superposition of two types of motion and pure shear is equivalent to simple shear. Substitution of eq. 3.62 into set 3.69 yields

$$
\begin{equation*}
e_{\varphi \theta}=0 \tag{3.70}
\end{equation*}
$$

and

$$
\begin{gather*}
e_{\varphi R}=-R_{0}^{2} s_{0}\left\{\frac{3}{R^{3}} f\left[a\left(t-\frac{R}{c_{s}}\right)\right]+\frac{3 a}{R^{2} c_{s}} f^{\prime}\left[a\left(t-\frac{R}{c_{s}}\right)\right]\right.  \tag{3.71}\\
\left.+\frac{a^{2}}{R c_{s}^{2}} f^{\prime \prime}\left[a\left(t-\frac{R}{c_{s}}\right)\right]\right\} \sin \theta
\end{gather*}
$$

Thus, only one shear strain, $e_{\varphi R}$, differs from zero. By definition, this means that the angle between coordinate lines $R$ and $\varphi$ changes, whereas angles formed by lines $R$ and $\theta$, as well as $\varphi$ and $\theta$, remain equal to $\pi / 2$. Of course, if an elementary volume is arbitrarily oriented, then all angles between faces can be distorted. In accordance with Hooke's law, normal stresses are equal to zero, since

$$
e_{R R}=e_{\theta \theta}=e_{\varphi \varphi}=0 \quad \text { and } \quad \operatorname{div} \mathbf{s}=0
$$

Besides

$$
\tau_{R \theta}=\tau_{\varphi \theta}=0
$$

There is only shear stress acting on faces of the volume perpendicular to the coordinate line $R$. It defines the surface force oriented along the $\varphi$-line. From eq. 3.71 and the relationship $\tau_{\varphi R}=\mu e_{\varphi R}$, we have

$$
\begin{gather*}
\tau_{\varphi R}=-R_{0}^{2} s_{0} \mu\left\{\frac{3}{R^{3}} f\left[a\left(t-\frac{R}{c_{s}}\right)\right]+\frac{3 a}{R^{2} c_{s}} f^{\prime}\left[a\left(t-\frac{R}{c_{s}}\right)\right]\right.  \tag{3.72}\\
\left.+\frac{a^{2}}{R c_{s}^{2}} f^{\prime \prime}\left[a\left(t-\frac{R}{c_{s}}\right)\right]\right\} \sin \theta
\end{gather*}
$$

and its behavior varies with distance $R$. In particular, in the far zone,

$$
\begin{equation*}
\tau_{\varphi R}=-\frac{R_{0}^{2} s_{0} \mu a^{2}}{R c_{s}^{2}} f^{\prime \prime}\left[a\left(t-\frac{R}{c_{s}}\right)\right] \sin \theta \tag{3.73}
\end{equation*}
$$

As follows from eq. 3.63, the velocity in this zone is

$$
\begin{equation*}
v_{\varphi}(R, t)=\frac{R_{0}^{2} s_{0} a^{2}}{R c_{s}} f^{\prime \prime}\left[a\left(t-\frac{R}{c_{s}}\right)\right] \sin \theta \tag{3.74}
\end{equation*}
$$

Therefore, we have

$$
\begin{equation*}
\frac{v_{\varphi}(R, t)}{\tau_{\varphi R}(R, t)}=-\frac{c_{s}}{\mu}=-\frac{1}{Z_{s}} \tag{3.75}
\end{equation*}
$$

Here

$$
\begin{equation*}
Z_{s}=\frac{\mu}{c_{s}}=\frac{\rho c_{s}^{2}}{c_{s}}=\rho c_{s} \tag{3.76}
\end{equation*}
$$

is the impedance of the shear wave in the far zone. Earlicr we demonstrated that the Poynting vector is defined as

$$
\mathbf{Y}=\tilde{\tau} \mathbf{v}
$$

where $\tilde{\tau}$ is the stress tensor, and in our case

$$
\mathbf{Y}=\left(\begin{array}{ccc}
0 & 0 & \tau_{R \varphi} \\
0 & 0 & 0 \\
\tau_{R \varphi} & 0 & 0
\end{array}\right)\left(\begin{array}{c}
0 \\
0 \\
v_{\varphi}
\end{array}\right)
$$

Hence

$$
\begin{equation*}
Y_{R}=\tau_{R \varphi} v_{\varphi}, \quad Y_{\theta}=0, \quad Y_{\varphi}=0 \tag{3.77}
\end{equation*}
$$

and, as we can expect, the energy travels only in the radial direction away from the source.

The unknown $A_{0}$ In order to determine wavefields for an arbitrarily radius $R_{0}$, we assume at the beginning a sinusoidal dependence on time. Then, as with longitudinal waves, the complex amplitude of the $z$-component of the potential $\psi$ can be written in the form

$$
\begin{equation*}
\tilde{\psi}=A_{0} \frac{e^{i k_{s} R}}{R}, \quad \text { where } \quad k_{s}=\frac{\omega}{c_{s}} \tag{3.78}
\end{equation*}
$$

In accordance with eq. 3.62, the complex amplitude of displacement $s_{\varphi}$ is equal to

$$
\begin{equation*}
\tilde{s}_{\varphi}\left(R, k_{s}\right)=A_{0}\left(\frac{e^{i k_{s} R}}{R^{2}}+\frac{i k_{s}}{R} e^{i k_{s} R}\right) \sin \theta \tag{3.79}
\end{equation*}
$$

At the surface of the source we must have an equality:

$$
\tilde{s}_{0}=A_{0} \frac{e^{i k_{s} R_{0}}}{R_{0}^{2}}\left(i+i k_{s} R_{0}\right)
$$

Therefore

$$
\begin{equation*}
A_{0}=\frac{s_{0} R_{0}^{2}}{1+i k_{s} R_{0}} e^{-i k_{s} R_{0}} \tag{3.80}
\end{equation*}
$$

Next, suppose that instead of displacement, we know shear stress, $\tau_{\varphi R}$, acting at points of the source surface. As follows from eq. 3.71 and Hooke's law, the function $\tau_{\varphi R}\left(R_{0}, t\right)$ varies as $\sin \theta$, i.e.,

$$
\begin{equation*}
\tau_{\varphi R}\left(R_{0}, t\right)=\operatorname{Re} \tau_{0} e^{-i \omega t} \sin \theta \tag{3.81}
\end{equation*}
$$

Taking into account eq. 3.72, the complex amplitude of $\tau_{\varphi R}$ is

$$
\tilde{\tau}_{\varphi R}=-B_{0} \mu\left(\frac{3}{R^{3}}+\frac{3 i k_{s}}{R^{2}}-\frac{k_{s}^{2}}{R}\right) e^{-i k_{s} R} \sin \theta
$$

At the boundary $R=R_{0}$ it has to coincide with $\tau_{\varphi R}\left(R_{0}, t\right)$, given by eq. 3.81, whence we obtain

$$
\begin{equation*}
B_{0}=-\frac{\tau_{0} R_{0}^{3} e^{-i k_{s} R_{0}}}{\mu\left(3+3 i k_{s} R_{0}-k_{s}^{2} R_{0}^{2}\right)} \tag{3.82}
\end{equation*}
$$

Now, knowing $A_{0}$ or $B_{0}$ and applying Fourier's integral, we can find the field associated with transient waves.

### 3.3 The displacement field $s$ caused by the point force

Prior to a study of wave propagation, it is useful from the mathematical and physical points of view to consider the case of equilibrium that follows the dynamic stage. Our goal is to establish a relationship between the displacement field $s$ and the given volume force F , causing deformation of a medium, i.e., we have to solve the boundary value problem. In order to solve this task, we use (a) the Helmholtz formula, allowing one to represent the vector field as a sum of the source and vortex fields; (b) the solution of the Poisson equation; (c) the condition of equilibrium; and (d) formulas of vector analysis that relate volume and surface integrals.


Figure 3.3: Illustration of eq. 3.83

## Scalar and vector potentials of the force field F

Suppose that within some portion, $V_{0}$, of a homogeneous medium, Fig. 3.3, constant forces are applied and their distribution is known:

$$
\begin{equation*}
\mathbf{F}(q)=\rho \mathbf{f}(q) d V \tag{3.83}
\end{equation*}
$$

Here $q$ is the point of volume $V_{0}$ and $\mathbf{f}(q)$ is the force per unit mass

$$
\begin{equation*}
\mathbf{f}(q)=f_{x}(q) \mathbf{i}+f_{y}(q) \mathbf{j}+f_{z}(q) \mathbf{k} \tag{3.84}
\end{equation*}
$$

and $\mathbf{i}, \mathbf{j}$, and $\mathbf{k}$ are unit vectors along coordinate axes. As follows from the theory of fields, two equations,

$$
\begin{equation*}
\operatorname{curl} \mathbf{f}=\mathbf{W} \quad \text { and } \quad \operatorname{div} \mathbf{f}=\Theta, \tag{3.85}
\end{equation*}
$$

characterize behavior of the ficld $\mathrm{f}(q)$. By analogy with the field of displacement, we represent the force $\mathbf{f}(q)$ as a sum,

$$
\begin{equation*}
\mathbf{f}(q)=\mathbf{f}_{1}(q)+\mathbf{f}_{2}(q), \tag{3.86}
\end{equation*}
$$

where

$$
\begin{equation*}
\operatorname{curl} \mathbf{f}_{1}=0 \quad \operatorname{div} \mathbf{f}_{1}=\Theta(q) \tag{3.87}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{curl} \mathbf{f}_{2}=\mathbf{W}(q) \quad \operatorname{div} \mathbf{f}_{2}=0 \tag{3.88}
\end{equation*}
$$

From the first equation of set 3.87 , we have

$$
\begin{equation*}
\mathbf{f}_{1}(q)=\operatorname{grad} U(q) \tag{3.89}
\end{equation*}
$$

The second equation of the system of eq. 3.88 gives

$$
\begin{equation*}
\mathbf{f}_{2}(q)=\operatorname{curl} \mathbf{A}(q) \tag{3.90}
\end{equation*}
$$

Thus for the total field $\mathbf{f}(q)$, we have

$$
\begin{equation*}
\mathbf{f}(q)=\operatorname{grad} U(q)+\operatorname{curl} \mathbf{A}(q) \tag{3.91}
\end{equation*}
$$

Here $U(q)$ and $\mathbf{A}(q)$ are the scalar and vector potentials of the force field $\mathbf{f}(q)$. Certainly there is complete similarity with the displacement field $s$, which was earlier represented as

$$
\begin{equation*}
\mathrm{s}=\operatorname{grad} \varphi+\operatorname{curl} \psi \tag{3.92}
\end{equation*}
$$

Next we arrive at equations describing functions $U$ and $A$. This procedure was discussed earlier, and substituting eq. 3.89 into the second equation of the 3.87 we obtain

$$
\begin{equation*}
\operatorname{div} \operatorname{grad} U=\Theta(q) \quad \text { or } \quad \nabla^{2} U=\Theta(q) \tag{3.93}
\end{equation*}
$$

From the first equation of system 3.88 and eq. 3.90, we have

$$
\begin{equation*}
\text { curl curl } \mathbf{A}=\mathbf{W}(q) \tag{3.94}
\end{equation*}
$$

The latter can be presented in a different form. Taking into account the known equality

$$
\begin{equation*}
\text { curl curl } \mathbf{A}=\operatorname{grad} \operatorname{div} \mathbf{A}-\nabla^{2} \mathbf{A} \tag{3.95}
\end{equation*}
$$

eq. 3.94 becomes

$$
\begin{equation*}
\operatorname{grad} \operatorname{div} \mathbf{A}-\nabla^{2} \mathbf{A}=\mathbf{W}(q) \tag{3.96}
\end{equation*}
$$

Since

$$
\operatorname{curl} \mathbf{A}=\operatorname{curl}(\mathbf{A}+\operatorname{grad} T)
$$

where $T(q)$ is an arbitrary scalar function, we conclude that an infinite number of vector potentials $\mathbf{A}(q)$ describe the same force field $\mathbf{f}_{2}(q)$. Among them we choose those that greatly simplify eq. 3.96. To do this, let us assume that

$$
\begin{equation*}
\operatorname{div} \mathbf{A}=0 \tag{3.97}
\end{equation*}
$$

which is usually called the gauge condition. Correspondingly, eq. 3.96 becomes

$$
\begin{equation*}
\nabla^{2} \mathbf{A}=-\mathbf{W} \tag{3.98}
\end{equation*}
$$

Note that there is also an infinite number of scalar potentials $U(q)$, but they characterize the same force field $\mathbf{f}_{1}(q)$ and differ from each other by a constant. Thus, we have arrived at Poisson's equations for both potentials

$$
\begin{equation*}
\nabla^{2} U=\Theta(q) \quad \text { and } \quad \nabla^{2} \mathbf{A}=-\mathbf{W}(q) \tag{3.99}
\end{equation*}
$$

Here functions $\Theta(q)$ and $\mathbf{W}(q)$ are known, and they are

$$
\begin{array}{r}
\Theta(q)=\operatorname{div} \mathbf{f}=\frac{\partial f_{x}}{\partial x}+\frac{\partial f_{y}}{\partial y}+\frac{\partial f_{z}}{\partial z}  \tag{3.100}\\
\text { and } \quad \mathbf{W}(q)=\operatorname{curl} \mathbf{f}=\left|\begin{array}{ccc}
\mathbf{i} & \mathbf{j} & \mathrm{k} \\
\frac{\partial}{\partial x} & \frac{\partial}{\partial y} & \frac{\partial}{\partial z} \\
f_{x} & f_{y} & f_{z}
\end{array}\right|
\end{array}
$$

Here $f_{x}(q), f_{y}(q)$, and $f_{z}(q)$ are scalar components of the known field $\mathrm{f}(q)$, which differs from zero in volume $V_{0}$. As forces $\mathbf{f}(q)$ are absent outside volume $V_{0}$, both potentials obey Laplace equations

$$
\begin{equation*}
\nabla^{2} U(q)=0 \quad \text { and } \quad \nabla^{2} \mathbf{A}(q)=0 \quad \text { if } \quad V \neq V_{0} \tag{3.101}
\end{equation*}
$$

The Poisson and Laplace equations for scalar potential play a fundamental role in the theory of potential fields, such as gravitational and electric fields. For example, in the case of gravitational field $\mathbf{g}(q)$, we have

$$
\operatorname{curl} \mathrm{g}=0 \quad \text { and } \quad \operatorname{div} \mathrm{g}=-4 \pi \gamma \rho
$$

Here $\gamma$ is the gravitational constant and $\rho(q)$ is the volume density of masses. Correspondingly, the equation for potential, $(\mathbf{g}=\operatorname{grad} U)$, is

$$
\begin{equation*}
\nabla^{2} U=-4 \pi \gamma \rho \tag{3.102}
\end{equation*}
$$

Its fundamental solution is

$$
\begin{equation*}
U(p)=\gamma \int_{V_{0}} \frac{\rho(q)}{R} d V \tag{3.103}
\end{equation*}
$$

where $V_{0}$ is volume occupied by masses, $R$ is the distance between points $q$ and $p$ where $p$ is a point of observation. Substituting eq. 3.103 into eq. 3.102 and performing differentiation and volume integration, it is possible to prove that $U(p)$ obeys the Poisson equation. The same result can be obtained differently. From Newton's law of mass attraction, it follows that potential due to elementary mass is equal to

$$
d U(p)=\gamma \frac{\rho(q) d V}{R}
$$

Then, applying the principle of superposition, we obtain eq. 3.103. Since this equation describes potential of the gravitational field, it has to satisfy eq. 3.102. Note that point $p$ can be located everywhere - inside volume $V_{0}$, at its surface or outside. In the last case, function $U(p)$ obeys the Laplace equation. At the surface, surrounding $V_{0}$, the Poisson equation is not defined. In the same manner as the gravitational field, potential $U(p)$ differs from zero outside volume $V_{0}$, and this fact is hardly surprising.

When point $p$ is situated inside $V_{0}$, the denominator $R$ in eq. 3.103 can tend to zero. However, this singularity is easily removed because the elementary volume near point $p$ decreases more rapidly. These results are entirely applied to potential $U$ of the force field. Comparison of eqs. 3.93 and 3.102 shows that

$$
\begin{equation*}
U(p)=-\frac{1}{4 \pi} \int_{V_{0}} \frac{\Theta(q) d V}{R} \tag{3.104}
\end{equation*}
$$

Because scalar components of vector potential satisfy the same equations as $U$ :

$$
\nabla^{2} A_{x}=-W_{x}(q), \quad \nabla^{2} A_{y}=-W_{y}(q), \quad \nabla^{2} A_{z}=-W_{z}(q)
$$

we have

$$
A_{x}(p)=\frac{1}{4 \pi} \int_{V_{0}} \frac{W_{x}(q) d V}{R}, \quad A_{y}(p)=\frac{1}{4 \pi} \int_{V_{0}} \frac{W_{y}(q)}{R} d V, \quad A_{z}(p)=\frac{1}{4 \pi} \int_{V_{0}} \frac{W_{z}(q)}{R} d V
$$

or

$$
\begin{equation*}
\mathbf{A}(p)=\frac{1}{4 \pi} \int_{V_{0}} \frac{\mathbf{W}(q)}{R} d V \tag{3.105}
\end{equation*}
$$

Thus, we have expressed both potentials in terms of the given force $\mathrm{f}(q)$ and, in principle, our first task is solved. However, functions $\Theta$ and $W$ contain derivatives from scalar components of $\mathbf{f}$, eq. 3.100 , and this is certainly a shortcoming of eqs. 3.104
and 3.105. It is much more attractive to express integrands in these equations in terms of $f_{x}, f_{y}$, and $f_{z}$ themselves, and this is our next task.

## Relationship between potentials and components of volume force $f$

We use two known formulas of vector analysis (Part I):

$$
\begin{equation*}
\frac{1}{R} \operatorname{div}^{q} \mathbf{f}=\operatorname{div}^{q} \frac{\mathbf{f}}{R}-\mathbf{f} \cdot \operatorname{grad}^{q} \frac{1}{R} \tag{3.106}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{R} \operatorname{curl}_{\mathbf{f}}^{\mathbf{f}}=\operatorname{curl} \frac{\mathbf{f}}{R}+\mathbf{f} \times \operatorname{grad}_{\frac{q}{R}} \tag{3.107}
\end{equation*}
$$

Here index $q$ means that differentiation is performed with respect to coordinates of point $q$. Substitution of eq. 3.106 into the integrand of eq. 3.104 gives

$$
\begin{equation*}
U(p)=-\frac{1}{4 \pi} \int_{V_{0}} \operatorname{div}\left(\frac{\mathbf{f}}{R}\right) d V+\frac{1}{4 \pi} \int_{V_{0}} \mathbf{f}(q) \cdot \operatorname{grad} \frac{1}{R} d V \tag{3.108}
\end{equation*}
$$

Beyond volume $V_{0}$, force f is equal to zero. Accounting for this, we can rewrite the first integral as

$$
\begin{equation*}
\int_{V_{0}} \operatorname{div} \frac{\mathbf{f}(q)}{R} d V=\int_{V} \operatorname{div} \frac{\mathbf{f}(q)}{R} d V \tag{3.109}
\end{equation*}
$$

where $V_{0}$ is a portion of $V$.
Now, applying the Gauss formula (Part I), we have

$$
\begin{equation*}
\int_{V} \operatorname{div} \frac{\mathbf{f}(q)}{R} d V=\oint_{S} \frac{\mathbf{f}(q) \cdot \mathbf{d S}}{R} \tag{3.110}
\end{equation*}
$$

Here $S$ is the surface surrounding volume $V$ and $\mathbf{d S}=d S \mathbf{n}$. The unit vector $\mathbf{n}$ is directed outside volume $V$, and $q$ is any point of the volume. Taking into account that force $\mathbf{f}(q)$ is equal to zero at points of the surface $S$, Fig 3.3, we conclude that

$$
\begin{equation*}
\int_{V_{0}} \operatorname{div}^{q} \frac{\mathbf{f}(q)}{R} d V=0 \tag{3.111}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
U(p)=\frac{1}{4 \pi} \int_{V_{0}} \mathbf{f}(q) \cdot \nabla^{q} \frac{1}{R} d V \tag{3.112}
\end{equation*}
$$

It is also convenient to represent this expression in the form

$$
\begin{equation*}
U(p)=-\frac{1}{4 \pi} \int_{V_{0}} \mathbf{f}(q) \cdot \stackrel{p}{\nabla} \frac{1}{R} d V \tag{3.113}
\end{equation*}
$$

since

$$
\begin{equation*}
\stackrel{q}{\nabla} \frac{1}{R}=-\frac{q}{\nabla} \frac{1}{R} \tag{3.114}
\end{equation*}
$$

and integration and differentiation are performed with respect to different points. By definition we have

$$
\begin{equation*}
U(p)=-\frac{1}{4 \pi} \int_{V_{0}}\left[f_{x}(q) \frac{\partial}{\partial x} \frac{1}{R}+f_{y}(q) \frac{\partial}{\partial y} \frac{1}{R}+f_{z}(q) \frac{\partial}{\partial z} \frac{1}{R}\right] d V \tag{3.115}
\end{equation*}
$$

and it represents the relationship between scalar potential $U$ and components of force $\mathbf{f}(q)$. Here $x, y$, and $z$ are coordinates of point $p$.

Next we derive similar expressions for vector potential A. Substitution of eq. 3.107 into eq. 3.105 yields

$$
\begin{equation*}
\mathbf{A}(p)=\frac{1}{4 \pi} \int_{V_{0}} \operatorname{curl} \frac{\mathbf{f}(q)}{R} d V+\frac{1}{4 \pi} \int_{V_{0}} \mathbf{f}(q) \times \nabla^{q} \frac{1}{R} d V \tag{3.116}
\end{equation*}
$$

Applying Stokes' formula of vector analysis (Part I), the first integral of eq. 3.116 becomes

$$
\begin{equation*}
\int_{V}{ }^{q} \times \frac{\mathbf{f}(q)}{R} d V=\oint_{S}\left(\mathbf{n} \times \frac{\mathbf{f}}{R}\right) d S \tag{3.117}
\end{equation*}
$$

As before, $S$ surrounds volume $V$, and $V_{0}$ is its portion, Fig 3.3a, whence

$$
\int_{V_{0}} \stackrel{q}{\nabla} \times \frac{\mathbf{f}(q)}{R} d V=0
$$

We obtain

$$
\mathbf{A}(p)=\frac{1}{4 \pi} \int_{V_{0}} \mathbf{f}(q) \times \stackrel{q}{\nabla} \frac{1}{R} d V
$$

or

$$
\begin{equation*}
\mathbf{A}(p)=\frac{1}{4 \pi} \int_{V_{0}} \stackrel{p}{\nabla} \frac{1}{R} \times \mathbf{f}(q) d V \tag{3.118}
\end{equation*}
$$

This gives

$$
\begin{align*}
& A_{x}(p)=\frac{1}{4 \pi} \int_{V_{0}}\left(f_{z} \frac{\partial}{\partial y} \frac{1}{R}-f_{y} \frac{\partial}{\partial z} \frac{1}{R}\right) d V  \tag{3.119}\\
& A_{y}(p)=\frac{1}{4 \pi} \int_{V_{0}}\left(f_{x} \frac{\partial}{\partial z} \frac{1}{R}-f_{z} \frac{\partial}{\partial x} \frac{1}{R}\right) d V \\
& A_{z}(p)=\frac{1}{4 \pi} \int_{V_{0}}\left(f_{y} \frac{\partial}{\partial x} \frac{1}{R}-f_{x} \frac{\partial}{\partial y} \frac{1}{R}\right) d V
\end{align*}
$$

After performing differentiation with respect to coordinates of point $p$, it is easy to see that potential $\mathbf{A}(p)$ obeys the gauge condition, eq. 3.97. Both sets of equations 3.104 and 3.105 and 3.115 and 3.118 allow us to determine scalar and vector potentials. However, the second set is more suitable for our purpose, because it does not require a knowledge of derivatives of force components. Besides, eqs. 3.115 and 3.118 permit, us to study one limiting but important case, when the force is applied at the point.

## Point force

Again we start from an analogy with the gravitational field and the known expression of the potential:

$$
\begin{equation*}
U(p)=\gamma \int_{V_{0}} \frac{\rho(q) d V}{R(q, p)} \tag{3.120}
\end{equation*}
$$

Suppose that the field is considered at distances $R$, which greatly exceed linear dimensions of the volume occupied by masses, $V_{0}$. This means that the denominator $R$ is almost constant, and eq. 3.120 becomes

$$
\begin{equation*}
U(p)=\frac{\gamma}{R} \int_{V_{0}} \rho(q) d V=\frac{\gamma m}{R} \tag{3.121}
\end{equation*}
$$

where $R$ is the distance from observation point $p$ to any point $q$ of volume $V_{0}$, and $m$ is its mass. Certainly, with an increase of $R$, eq. 3.121 gives a more accurate value of the potential. It is essential that in such an approximation $U(p)$ depends on mass $m$, but it is independent of distribution of density $\rho(q)$ and of the size and shape of the volume, provided that $m$ remains the same. For instance, a decrease of volume $V_{0}$ and an increase of density $\rho(q)$ do not change the potential, as long as $m=$ const.

Performing this procedure, $\left(V_{0} \rightarrow 0\right)$ in the limit we arrive at the point mass, ( $V_{0} \rightarrow 0$, $\rho \rightarrow \infty$ ). Of course, such a mass does not exist, but this concept greatly simplifies calculations of the field when distances from the real mass are sufficiently large. Exactly the same approach is used when we introduce the notion of the point force. Suppose that the force $\mathrm{f}(q)$ is applied in volume $V_{0}$ and its magnitude and direction are, in general, functions of point $q$. Also assume that observation point $p$ is located at a great distance from $V_{0}$. Then vector $\stackrel{p}{\nabla 1 / R}$ in eqs. 3.113 and 3.118 is practically constant, and we have

$$
\begin{array}{r}
U(p)=-\frac{1}{4 \pi} \int_{V_{0}} \mathbf{f}(q) d V \cdot \stackrel{p}{\nabla} \frac{1}{R}  \tag{3.122}\\
\text { and } \quad \mathbf{A}(p)=-\frac{1}{4 \pi} \int_{V_{0}} \mathbf{f}(q) d V \times \nabla^{p} \frac{1}{R}
\end{array}
$$

Here $R$ is the distance between point $p$ and any point $q$ of volume $V_{0}$. We see that in such a case, potentials $U$ and $\mathbf{A}$ are independent of a distribution of $\mathbf{f}(q)$, but they are defined by the resultant force $\mathbf{f}^{0}$, which is equal to

$$
\begin{equation*}
\mathbf{f}^{0}=\int_{V} \mathbf{f}(q) d V \tag{3.123}
\end{equation*}
$$

Similarly to the gravitational field we can imagine that volume $V_{0}$ tends to zero, but $\mathbf{f}(q)$ unlimitedly increases, so that $\mathbf{f}^{0}$ remains the same. In the limit we obtain the point force. Respectively, expressions for potentials, eqs. 3.122 are written in the form:

$$
\begin{equation*}
U(p)=-\frac{1}{4 \pi} \mathrm{f}^{0} \cdot \stackrel{p}{\nabla} \frac{1}{R} \tag{3.124}
\end{equation*}
$$

and
or

$$
\begin{equation*}
U(p)=-\frac{1}{4 \pi}\left(f_{x}^{0} \frac{\partial}{\partial x} \frac{1}{R}+f_{y}^{0} \frac{\partial}{\partial y} \frac{1}{R}+f_{z}^{0} \frac{\partial}{\partial z} \frac{1}{R}\right) \tag{3.126}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{x}(p)=\frac{1}{4 \pi}\left(f_{z}^{0} \frac{\partial}{\partial y} \frac{1}{R}-f_{y}^{0} \frac{\partial}{\partial z} \frac{1}{R}\right), \quad A_{y}(p)=\frac{1}{4 \pi}\left(f_{x}^{0} \frac{\partial}{\partial z} \frac{1}{R}-f_{z}^{0} \frac{\partial}{\partial x} \frac{1}{R}\right) \tag{3.127}
\end{equation*}
$$

$$
A_{z}(p)=\frac{1}{4 \pi}\left(f_{y}^{0} \frac{\partial}{\partial x} \frac{1}{R}-f_{x}^{0} \frac{\partial}{\partial y} \frac{1}{R}\right)
$$

For illustration, consider several cases.
Case one Assume that the resultant force $\mathbf{f}^{0}$ is directed along the $x$-axis: $\mathbf{f}^{0}=\left(f_{x}^{0}, 0,0\right)$. Then eqs. 3.124 and 3.125 are greatly simplified and it gives

$$
\begin{equation*}
U(p)=-\frac{f_{x}^{0}}{4 \pi} \frac{\partial}{\partial x} \frac{1}{R}, \quad A_{x}=0, \quad A_{y}(p)=\frac{f_{x}^{0}}{4 \pi} \frac{\partial}{\partial z} \frac{1}{R}, \quad A_{z}(p)=-\frac{f_{x}^{0}}{4 \pi} \frac{\partial}{\partial y} \frac{1}{R} \tag{3.128}
\end{equation*}
$$

It is clear that

$$
\frac{\partial}{\partial x} \frac{1}{R}=-\frac{x-x_{q}}{R^{3}}, \quad \frac{\partial}{\partial y} \frac{1}{R}=-\frac{y-y_{q}}{R^{3}}, \quad \text { and } \quad \frac{\partial}{\partial z} \frac{1}{R}=-\frac{z-z_{q}}{R^{3}}
$$

Case two If the direction of $\mathbf{f}^{0}$ coincides with the $y$-axis, $\mathbf{f}^{0}=\left(0, f_{y}^{0}, 0\right)$, we have

$$
\begin{equation*}
U(p)=-\frac{f_{y}^{0}}{4 \pi} \frac{\partial}{\partial y} \frac{1}{R}, \quad A_{x}(p)=-\frac{f_{y}^{0}}{4 \pi} \frac{\partial}{\partial z} \frac{1}{R}, \quad A_{y}(p)=0, \quad A_{z}(p)=\frac{f_{y}^{0}}{4 \pi} \frac{\partial}{\partial x} \frac{1}{R} \tag{3.129}
\end{equation*}
$$

Case three When the force is oriented along the $z$-axis, $\mathbf{f}^{0}=\left(0,0, f_{z}^{0}\right)$, we obtain

$$
\begin{equation*}
U(p)=-\frac{f_{z}^{0}}{4 \pi} \frac{\partial}{\partial z} \frac{1}{R}, \quad A_{x}(p)=\frac{f_{z}^{0}}{4 \pi} \frac{\partial}{\partial y} \frac{1}{R}, \quad A_{y}(p)=-\frac{f_{z}^{0}}{4 \pi} \frac{\partial}{\partial x} \frac{1}{R}, \quad A_{z}^{0}(p)=0 \tag{3.130}
\end{equation*}
$$

Case four Suppose that the point force is applied at the origin of the spherical system of coordinates, $(R, \Theta, \varphi)$. Taking into account that

$$
\begin{equation*}
\stackrel{p}{\nabla} \frac{1}{R}=-\frac{\mathbf{R}}{R^{3}}, \tag{3.131}
\end{equation*}
$$

eqs. 3.124 and 3.125 give

$$
\begin{equation*}
U(p)=\frac{\mathbf{f}_{0} \cdot \mathbf{R}}{4 \pi R^{3}}, \quad \mathbf{A}(p)=\frac{\mathbf{f}_{0} \times \mathbf{R}}{4 \pi R^{3}} \tag{3.132}
\end{equation*}
$$

For instance, if the force has only the radial component $f_{R}$, we have

$$
\begin{equation*}
U(p)=\frac{f_{R}}{4 \pi R^{2}} \quad \text { but } \quad \mathbf{A}(p)=0 \tag{3.133}
\end{equation*}
$$

On the contrary, when $\mathbf{f}^{0}=f_{\varphi}^{0} \mathbf{i}_{\varphi}$, we have

$$
\begin{equation*}
U(p)=0, \quad A_{R}=A_{\varphi}=0, \quad \text { but } \quad A_{\theta}=\frac{f_{\varphi}{ }^{0}}{4 \pi R^{2}} \tag{3.134}
\end{equation*}
$$

The condition of an equilibrium and relationships between potentials of the force and displacement fields

Earlier we found the linkage between potentials $U$ and $\mathbf{A}$ and force components, eqs. 3.115 and 3.119. In order to determine the field of displacement caused by volume force, we have to establish a relationship between potentials of fields f and s . To do this, we use the condition of equilibrium (Chapter 2):

$$
\begin{equation*}
\mu \nabla^{2} \mathbf{s}+(\mu+\lambda) \operatorname{grad} \operatorname{div} \mathbf{s}+\rho \mathbf{f}=0 \tag{3.135}
\end{equation*}
$$

This means that the resultant force, which consists of the surface and volume forces, is equal to zero. Substitution of eqs. 3.91 and 3.92 into eq. 3.135 yields

$$
\mu \nabla^{2}(\operatorname{grad} \varphi+\operatorname{curl} \boldsymbol{\psi})+(\mu+\lambda) \operatorname{grad} \operatorname{div}(\operatorname{grad} \varphi+\operatorname{curl} \boldsymbol{\psi})+\rho(\operatorname{grad} U+\operatorname{curl} \mathbf{A})=0
$$

Since we can change an order of differentiation and

$$
\text { div } \operatorname{curl} \psi \equiv \mathbf{0}
$$

we have

$$
\mu \operatorname{grad} \nabla^{2} \varphi+\mu \operatorname{curl} \nabla^{2} \psi+(\mu+\lambda) \operatorname{grad} \nabla^{2} \varphi+\rho(\operatorname{grad} U+\operatorname{curl} \mathbf{A})=0
$$

or

$$
\begin{equation*}
\operatorname{grad}\left[(\lambda+2 \mu) \nabla^{2} \varphi+\rho U\right]+\operatorname{curl}\left[\mu \nabla^{2} \psi+\rho \mathbf{A}\right]=0 \tag{3.136}
\end{equation*}
$$

This equality takes place if

$$
\begin{equation*}
(\lambda+2 \mu) \nabla^{2} \varphi+\rho U=0 \quad \text { and } \quad \mu \nabla^{2} \psi+\rho \mathbf{A}=0 \tag{3.137}
\end{equation*}
$$

or

$$
\begin{equation*}
\nabla^{2} \varphi=-\frac{1}{c_{l}^{2}} U, \quad \quad \nabla^{2} \boldsymbol{\psi}=-\frac{1}{c_{s}^{2}} \mathbf{A} \tag{3.138}
\end{equation*}
$$

Here $c_{l}$ and $c_{s}$ are the velocity of propagation of longitudinal and shear waves, respectively. This fact clearly shows that equilibrium occurs as a result of propagation of both types of waves. Note that scalar and vector potentials of displacement field $\mathbf{s}$ are defined only by corresponding potentials of the force field. Finally, Poisson eqs. 3.138 allow us to find functions $\varphi$ and $\boldsymbol{\psi}$, since $U$ and $\mathbf{A}$ are known and

$$
\begin{equation*}
\varphi(p)=\frac{1}{4 \pi c_{l}^{2}} \int_{V} \frac{U(q)}{R} d V, \quad \psi(p)=\frac{1}{4 \pi c_{s}^{2}} \int_{V} \frac{\mathbf{A}(q)}{R} d V \tag{3.139}
\end{equation*}
$$

Here integration is performed over the whole space because potentials $U(q)$ and $\mathbf{A}(q)$ differ from zero beyond volume $V_{0}$. In accordance with eqs. 3.115-3.118, determination of $U$ and $\mathbf{A}$ requires integration over volume $V_{0}$. Correspondingly, calculation of potentials of the field $s$ is in general related to double integration, a rather cumbersome task. This is the main reason why we will pay attention only to the case of the point force.

Displacement $\mathbf{s}$ due to the point force $\mathbf{f}^{0}$ To begin with, we find expressions for the potentials $\varphi(p)$ and $\psi(p)$ and then derive formulas for the displacement field. Let us assume that force is applied at the origin of coordinates. Taking into account eqs. 3.139 and 3.124-3.125, we have:

$$
\begin{equation*}
\varphi(p)=-\frac{1}{16 \pi^{2} c_{l}^{2}} \mathbf{f}^{0} \cdot \int_{V} \frac{1}{R} \stackrel{p}{\nabla} \frac{1}{R} d V, \quad \psi(p)=-\frac{1}{16 \pi^{2} c_{s}^{2}} \mathbf{f}^{0} \times \int_{V} \frac{1}{R} \stackrel{p}{\nabla}_{\nabla} \frac{1}{R} d V \tag{3.140}
\end{equation*}
$$

Certainly, eqs. 3.140 are much simpler than those in a general case, when it is necessary to perform a double integration. However, we still need to integrate the vector function over a whole space, and it is rather a tedious procedure. Because of this, we will solve our task differently and suppose that force $\mathbf{f}^{0}$ is directed along the $x$-axis: $\mathbf{f}=\left(f_{x}, 0,0\right)$. This approach was suggested by Stokes, and it greatly simpifies derivations. Then, as follows from eqs. 3.128 and 3.138,

$$
\begin{equation*}
\nabla^{2} \varphi=\frac{f_{x}^{0}}{4 \pi c_{l}^{2}} \frac{\partial}{\partial x} \frac{1}{R} \tag{3.141}
\end{equation*}
$$

Now we use the relationship, which can be easily checked by differentiation:

$$
\begin{equation*}
\nabla^{2}(\operatorname{grad} R)=2 \operatorname{grad} \frac{1}{R} \tag{3.142}
\end{equation*}
$$

or

$$
\nabla^{2} \frac{\partial R}{\partial x}=2 \frac{\partial}{\partial x} \frac{1}{R}, \quad \nabla^{2} \frac{\partial R}{\partial y}=2 \frac{\partial}{\partial y} \frac{1}{R}, \quad \nabla^{2} \frac{\partial R}{\partial z}=2 \frac{\partial}{\partial z} \frac{1}{R}
$$

Respectively, eq. 3.141 becomes

$$
\nabla^{2} \varphi=\frac{f_{x}^{0}}{8 \pi c_{l}^{2}} \nabla^{2} \frac{\partial R}{\partial x}
$$

Therefore,

$$
\begin{equation*}
\varphi(p)=\frac{f_{x}^{0}}{8 \pi c_{l}^{2}} \frac{\partial R}{\partial x} \tag{3.143}
\end{equation*}
$$

As follows from the same eqs. 3.128 and 3.138:

$$
\nabla^{2} \psi_{x}=0, \quad \nabla^{2} \psi_{y}=-\frac{A_{y}}{c_{s}^{2}}, \quad \quad \nabla^{2} \psi_{z}=-\frac{A_{z}}{c_{s}^{2}}
$$

or

$$
\nabla^{2} \psi_{x}=0, \quad \nabla^{2} \psi_{y}=-\frac{f_{x}^{0}}{4 \pi c_{s}^{2}} \frac{\partial}{\partial z} \frac{1}{R}, \quad \nabla^{2} \psi_{z}=\frac{f_{x}^{0}}{4 \pi c_{s}^{2}} \frac{\partial}{\partial y} \frac{1}{R}
$$

whence

$$
\begin{equation*}
\psi_{x}=0, \quad \psi_{y}(p)=-\frac{f_{x}^{0}}{8 \pi c_{s}^{2}} \frac{\partial R}{\partial z}, \quad \psi_{z}(p)=\frac{f_{x}^{0}}{8 \pi c_{s}^{2}} \frac{\partial R}{\partial y} \tag{3.144}
\end{equation*}
$$

Now we are finally ready to determine field s. From eq. 3.92, we have:

$$
\mathbf{s}=\operatorname{grad} \varphi+\operatorname{curl} \boldsymbol{\psi}
$$

i.e.,

$$
\begin{equation*}
u(p)=\frac{\partial \varphi}{\partial x}+\frac{\partial \psi_{z}}{\partial y}-\frac{\partial \psi_{y}}{\partial z}, \quad v(p)=\frac{\partial \varphi}{\partial y}-\frac{\partial \psi_{z}}{\partial x}, \quad w(p)=\frac{\partial \varphi}{\partial z}+\frac{\partial \psi_{y}}{\partial x} \tag{3.145}
\end{equation*}
$$

Substitution of eqs. 3.143 and 3.144 into eq. 3.145 yields

$$
u(p)=\frac{f_{x}^{0}}{8 \pi}\left(\frac{1}{c_{l}^{2}}-\frac{1}{c_{s}^{2}}\right) \frac{\partial^{2} R}{\partial x^{2}}+\frac{f_{x}^{0}}{8 \pi c_{s}^{2}} \nabla^{2} R
$$

Since

$$
\nabla^{2} R=\frac{2}{R}
$$

we have

$$
\begin{equation*}
u(p)=\frac{f_{x}^{0}}{8 \pi}\left(\frac{1}{c_{l}^{2}}-\frac{1}{c_{s}^{2}}\right) \frac{\partial^{2} R}{\partial x^{2}}+\frac{f_{x}^{0}}{4 \pi c_{s}^{2}} \frac{1}{R} \tag{3.146}
\end{equation*}
$$

also

$$
\begin{equation*}
v(p)=\frac{f_{x}^{0}}{8 \pi}\left(\frac{1}{c_{l}^{2}}-\frac{1}{c_{s}^{2}}\right) \frac{\partial^{2} R}{\partial x \partial y}, \tag{3.147}
\end{equation*}
$$

and

$$
\begin{equation*}
w(p)=\frac{f_{x}^{0}}{8 \pi}\left(\frac{1}{c_{l}^{2}}-\frac{1}{c_{s}^{2}}\right) \frac{\partial^{2} R}{\partial x \partial z} \tag{3.148}
\end{equation*}
$$

We see that the point force $f_{x}^{0}$ causes displacement of particles in all directions, and, as was pointed out earlier, this field arises as a result of superposition of the longitudinal and shear waves. It is also instructive to determine the dilatation and curl of field $\mathbf{s}$. Performing differentiations, we obtain

$$
\operatorname{div} \mathbf{s}=\frac{f_{x}^{0}}{4 \pi c_{l}^{2}} \frac{\partial}{\partial x} \frac{1}{R}
$$

or

$$
\begin{equation*}
\operatorname{div} \mathrm{s}=-\frac{f_{x}^{0}}{4 \pi c_{l}^{2}} \frac{x}{R^{3}} \tag{3.149}
\end{equation*}
$$

and

$$
\operatorname{curl}_{x} \mathrm{~s}=0, \quad \operatorname{curl}_{y} \mathrm{~s}=\frac{f_{x}^{0}}{4 \pi c_{s}^{2}} \frac{\partial}{\partial z} \frac{1}{R}, \quad \operatorname{curl}_{z} \mathrm{~s}=-\frac{f_{x}^{0}}{4 \pi c_{s}^{2}} \frac{\partial}{\partial y} \frac{1}{R}
$$

or

$$
\begin{equation*}
\operatorname{curl}_{x} \mathbf{s}=0, \quad \operatorname{curl}_{y} \mathbf{s}=-\frac{f_{x}^{0}}{4 \pi c_{s}^{2}} \frac{z}{R^{3}}, \quad \quad \operatorname{curl}_{z} \mathbf{s}=\frac{f_{x}^{0}}{4 \pi c_{s}^{2}} \frac{y}{R^{3}} \tag{3.150}
\end{equation*}
$$

Thus, in general, the point force produces both deformation of an elementary volume and its rotation. It is easy to derive by analogy expressions for field $\mathbf{s}$ when the point force is directed along either the $y$ - or $z$-axis.

### 3.4 Propagation of waves caused by the point force

As in the previous section, we assume that force $\mathbf{F}$ is applied in the vicinity of the coordinate origin, and it has the $x$-component only:

$$
\begin{equation*}
\mathbf{F}=\left(\mathbf{F}_{x}, 0,0\right) \tag{3.151}
\end{equation*}
$$

Here $\mathbf{F}_{x}$ is an arbitrary function of time. To begin with, we will use results derived from studying the displacement field in equilibrium. First of all, let us introduce the potentials of the body force $f$ acting on unit mass,

$$
\begin{equation*}
\mathbf{f}=\operatorname{grad} U+\operatorname{curl} \mathbf{A}, \tag{3.152}
\end{equation*}
$$

where all three functions, $\mathrm{f}, U$, and $\mathbf{A}$, depend on time and coordinates of a point. Taking a divergence and after it curl from both sides of eq. 3.152, we obtain Poisson's equations for both potentials:

$$
\begin{equation*}
\nabla^{2} U=\operatorname{div} \mathbf{f}, \quad \nabla^{2} \mathbf{A}=-\operatorname{curl} \mathbf{f} \tag{3.153}
\end{equation*}
$$

The last equality is valid, provided that

$$
\operatorname{div} \mathbf{A}=0
$$

These equations are exactly the same as in the case of equilibrium, and, correspondingly, for the point force $f_{x}^{0}$ at the origin, eq. 3.128, we have

$$
\begin{align*}
U(q, t)=-\frac{f_{x}^{0}(t)}{4 \pi} \frac{\partial r_{0}^{-1}}{\partial x^{\prime}}, \quad A_{x} & =0, \quad A_{y}(q, t)=\frac{f_{x}^{0}(t)}{4 \pi} \frac{\partial r_{0}^{-1}}{\partial z^{\prime}}  \tag{3.154}\\
A_{z}(q, t) & =-\frac{f_{x}^{0}(t)}{4 \pi} \frac{\partial r_{0}^{-1}}{\partial y}
\end{align*}
$$

Here $r_{0}$ is the distance from the origin to an arbitrary point $q\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$. Note that potentials $U(q, t)$ and $\mathbf{A}(q, t)$ synchronously change with the force applied at the origin and this happens regardless of the position of point $q$. This fact vividly demonstrates the auxiliary character of functions $U$ and $\mathbf{A}$.

## Scalar and vector potentials of field $s$

The relationship between the displacement $s$ and its potentials,

$$
\begin{equation*}
\mathrm{s}=\operatorname{grad} \varphi+\operatorname{curl} \boldsymbol{\psi} \tag{3.155}
\end{equation*}
$$

is always valid, since it follows from the system of equations

$$
\operatorname{curl} \mathbf{s}=\mathbf{W} \quad \text { and } \quad \operatorname{div} \mathrm{s}=\Theta
$$

Now, as in the case of equilibrium, we establish a linkage between the potential of fields $\mathbf{f}(q, t)$ and $\mathrm{s}(q, t)$. With this purpose in mind, we use the equation of motion (Chapter $2)$ :

$$
\begin{equation*}
(\lambda+\mu) \operatorname{grad} \operatorname{div} \mathbf{s}+\mu \nabla^{2} \mathbf{s}+\rho \mathbf{f}=\rho \frac{\partial^{2} \mathbf{s}}{\partial t^{2}} \tag{3.156}
\end{equation*}
$$

Substitution of eqs. 3.155 and 3.152 into eq. 3.156 yields

$$
\begin{aligned}
& (\lambda+\mu) \operatorname{grad} \operatorname{div}(\operatorname{grad} \varphi+\operatorname{curl} \psi)+\mu \nabla^{2}(\operatorname{grad} \varphi+\operatorname{curl} \psi) \\
& +\rho(\operatorname{grad} U+\operatorname{curl} \mathbf{A})=\rho \frac{\partial^{2}}{\partial t^{2}}(\operatorname{grad} \varphi+\operatorname{curl} \psi)
\end{aligned}
$$

or

$$
(\lambda+2 \mu) \operatorname{grad} \nabla^{2} \varphi+\rho \operatorname{grad} U+\mu \operatorname{curl} \nabla^{2} \psi+\rho \operatorname{curl} \mathbf{A}=\rho \operatorname{grad} \frac{\partial^{2} \varphi}{\partial t^{2}}+\rho \operatorname{curl} \frac{\partial^{2} \boldsymbol{\psi}}{\partial t^{2}}
$$

This means that

$$
(\lambda+2 \mu) \nabla^{2} \varphi+\rho U=\rho \frac{\partial^{2} \varphi}{\partial t^{2}}, \quad \mu \nabla^{2} \boldsymbol{\psi}+\rho \mathbf{A}=\rho \frac{\partial^{2} \boldsymbol{\psi}}{\partial t^{2}}
$$

that is,

$$
\begin{equation*}
\nabla^{2} \varphi-\frac{1}{c_{l}^{2}} \frac{\partial^{2} \varphi}{\partial t^{2}}=-\frac{1}{c_{l}^{2}} U \tag{3.157}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla^{2} \boldsymbol{\psi}-\frac{1}{c_{s}^{2}} \frac{\partial^{2} \boldsymbol{\psi}}{\partial t^{2}}=-\frac{1}{c_{s}^{2}} \mathbf{A} \tag{3.158}
\end{equation*}
$$

These are inhomogencous wave equations, and their right sides are represented by potentials of the body force. Earlier, we learned that longitudinal and shear waves caused by the point spherical source obey homogeneous wave equations at regular points. As we know, the solutions for scalar potential $\varphi$ and a scalar component of $\psi$ have the forms

$$
\frac{C_{1}}{R} f\left(t-\frac{R}{c_{l}}\right) \quad \text { and } \quad \frac{C_{2}}{R} f\left(t-\frac{R}{c_{s}}\right)
$$

respectively, whereas coefficients $C_{1}$ and $C_{2}$ are determined from the condition near the source. This procedure is equivalent to solving an inhomogeneous wave equation with the given right side. Then, applying the principle of superposition, we see that functions

$$
\begin{equation*}
\varphi(p, t)=\frac{1}{4 \pi c_{l}^{2}} \int_{V} \frac{1}{r} U\left(t-\frac{r}{c_{l}}\right) d x^{\prime} d y^{\prime} d z^{\prime} \tag{3.159}
\end{equation*}
$$

and

$$
\begin{equation*}
\psi(p, t)=\frac{1}{4 \pi c_{s}^{2}} \int_{V} \frac{1}{r} \mathbf{A}\left(t-\frac{r}{c_{l}}\right) d x^{\prime} d y^{\prime} d z^{\prime} \tag{3.160}
\end{equation*}
$$

obey their corresponding wave cquations (eqs. 3.157 and 3.158). Here $r$ is the distance between points $q\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$ and $p(x, y, z)$, Fig. 3.4a. First we focus on scalar potential. In order to perform an integration, we imagine a medium as a system of thin spherical

(c)


Figure 3.4: Mutual position of points $p$ and $q$ and origin 0
shells having the point $p$ as the center, Fig. 3.4b. Thcir radius, $r$, changes from zero to infinity: $0 \leq r<\infty$.

Let $r$ be the radius of one such shell and $d r$ its thickness, while $d S$ is the elementary surface. Taking into account eqs. 3.154 and bearing in mind that the product

$$
\frac{1}{r} f_{x}\left(t-\frac{r}{c_{l}}\right)
$$

is constant at points of the shell surface, we can write

$$
\begin{equation*}
\varphi(p, t)=-\frac{1}{16 \pi^{2} c_{l}^{2}} \int_{0}^{\infty} \frac{1}{r} f_{x}\left(t-\frac{r}{c_{l}}\right) d r \oint_{S} \frac{\partial r_{0}^{-1}}{\partial x^{\prime}} d S \tag{3.161}
\end{equation*}
$$

## Calculation of the integral $I$

First, consider the surface integral

$$
\begin{equation*}
I=\oint_{S} \frac{\partial r_{0}^{-1}}{\partial x^{\prime}} d S \tag{3.162}
\end{equation*}
$$

where

$$
r_{0}=\left(x^{\prime 2}+y^{\prime 2}+z^{\prime 2}\right)^{1 / 2}
$$

as is shown in Fig. 3.4a. The integrand can be written as

$$
\begin{equation*}
\frac{\partial r_{0}^{-1}}{\partial x^{\prime}}=-\frac{x^{\prime}}{r_{0}^{3}}=-\frac{\cos \left(\mathbf{r}_{0}, \mathbf{i}\right)}{r_{0}^{2}} \tag{3.163}
\end{equation*}
$$

Here

$$
\begin{equation*}
\frac{x^{\prime}}{r_{0}}=\cos \left(\mathbf{r}_{0}, \mathbf{i}\right) \tag{3.164}
\end{equation*}
$$

is the cosine of the angle between the unit vector $\mathrm{r}_{0}$ and the $x$-axis. Therefore

$$
\begin{equation*}
I=-\oint_{S} \frac{x^{\prime}}{r_{0}^{3}} d S=-\oint_{S} \frac{\cos \left(\mathbf{r}_{0}, \mathbf{i}\right)}{r_{0}^{2}} d S \tag{3.165}
\end{equation*}
$$

To calculate this integral, we recall the behavior of the gravitational field when a mass is uniformly distributed over a spherical surface. In accordance with Newton's law of attraction and the principle of superposition, the field at the origin of coordinates due to such a mass is

$$
\begin{equation*}
\mathbf{g}(0)=-\gamma \rho \oint_{S} \frac{\mathbf{r}_{0}(q)}{r_{0}^{2}(q)} d S \tag{3.166}
\end{equation*}
$$

Here $\mathbf{r}_{0}$ is the unit vector directed from the origin to a point of the surface, q. As follows from eq. 3.166, the $x$-component of the field the point 0 is

$$
q_{x}(0)=-\gamma \rho \oint_{S} \frac{\mathbf{r}_{0}(q) \cdot \mathbf{i}}{r_{0}^{2}} d S=-\gamma \rho \oint_{S} \frac{\cos \left(\mathbf{r}_{0} \cdot \mathbf{i}\right)}{r_{0}^{2}} d S
$$

or

$$
\begin{equation*}
q_{x}(0)=\gamma \rho I \tag{3.167}
\end{equation*}
$$

The integral $I$ characterizes the $x$-component of the field caused by the spherical mass, provided that the surface density $\rho$ is constant.

It is clear that with an increase of the shell radius $r$, the origin of coordinates can be located either outside or inside a shell. Both cases are shown in Fig. 3.4b,c. As has been pointed out, it is not easy directly find an analytical expression for $I$. However, equality 3.167 allows us to solve this task in a very simple manner. In fact, from symmetry it follows that in the spherical system of coordinates with the origin at point $p(x, y, z)$, the field has only the radial component

$$
\mathbf{g}=\left(q_{r}, 0,0\right)
$$

This means that field $\mathbf{g}$ is perpendicular at the coordinate surface $r=$ const. Then, use of Gauss's formula

$$
\oint_{S} \mathbf{g} \cdot \mathbf{d S}=-4 \pi \gamma m
$$

where $m$ is mass inside $S$ and $\mathrm{d} \mathbf{S}=d S \mathbf{n}$, shows that at each point inside the shell the field vanishes, since $m=0$, i.e.,

$$
\begin{equation*}
I=0 \quad \text { if } \quad R<r \tag{3.168}
\end{equation*}
$$

At the same time, outside the shell, the field coincides with that of elementary mass located at point $p$. In particular, at the origin of the Cartesian system we have

$$
\begin{equation*}
\mathbf{g}(0)=\gamma \frac{m}{R^{2}} \mathbf{R}_{0} \tag{3.169}
\end{equation*}
$$

Here $\mathbf{R}_{0}$ is the unit vector directed from the origin to point $p$. Since $m=4 \pi r^{2} \rho$, we have

$$
\mathbf{g}(0)=4 \pi r^{2} \gamma \rho \frac{\mathbf{R}_{0}}{R^{2}}
$$

Correspondingly,

$$
q_{x}(0)=\mathbf{q}(0) \cdot \mathbf{i}=4 \pi r^{2} \gamma \rho \frac{\mathbf{R}_{0} \cdot \mathbf{i}}{R^{2}}
$$

or

$$
\begin{equation*}
q_{x}(0)=4 \pi \gamma \rho r^{2} \frac{\cos \left(\mathbf{R}_{0} \cdot \mathbf{i}\right)}{R^{2}}=-4 \pi \gamma \rho r^{2} \frac{\partial}{\partial x} R_{0}^{-1} \tag{3.170}
\end{equation*}
$$

Comparison with eq. 3.167 gives

$$
\begin{equation*}
I=4 \pi r^{2} \frac{\partial R^{-1}}{\partial x} \quad \text { if } \quad r<R \tag{3.171}
\end{equation*}
$$

Substituting eqs. 3.168 and 3.171 into eq. 3.161 and introducing a new variable, $\tau=$ $R / c$, we obtain

$$
\begin{equation*}
\varphi(p, t)=-\frac{1}{4 \pi} \frac{\partial R^{-1}}{\partial x} \int_{0}^{R / c_{l}} \tau f_{x}^{0}(t-\tau) d \tau \tag{3.172}
\end{equation*}
$$

In the same manner, components of the vector potential can be represented as

$$
\begin{array}{ll}
\psi_{x}=0, & \psi_{y}(p, t)=\frac{1}{4 \pi} \frac{\partial R^{-1}}{\partial z} \int_{0}^{R / c_{s}} \tau f_{x}^{0}(t-\tau) d \tau  \tag{3.173}\\
\text { and } \quad \psi_{z}(p, t)=-\frac{1}{4 \pi} \frac{\partial R^{-1}}{\partial y} \int_{0}^{r / c_{l}} \tau f_{x}^{0}(t-\tau) d \tau
\end{array}
$$

## Displacement components

In deriving expressions for displacement components, we proceed from eqs. 3.155 and $3.172-3.173$, as well as from the equality

$$
\begin{equation*}
\frac{\partial}{\partial x} \int_{0}^{R / c} \tau f_{x}^{0}(t-\tau) d \tau=\frac{R}{c} f_{x}^{0}\left(t-\frac{R}{c}\right) \frac{1}{c} \frac{\partial R}{\partial x} \tag{3.174}
\end{equation*}
$$

This equality is obtained using the rule of differentiation of integrals with respect to the upper limit. Since determination of $s$ requires some special effort, let us for illustration consider the component $u$, which is related to potentials as

$$
u=\frac{\partial \varphi}{\partial x}+\frac{\partial \psi_{z}}{\partial y}-\frac{\partial \psi_{y}}{\partial z}
$$

Performing differentiations, we have

$$
\begin{align*}
& \frac{\partial \varphi}{\partial x}=-\frac{1}{4 \pi} \frac{\partial^{2} R^{-1}}{\partial x^{2}} \int_{0}^{R / c_{l}} \tau f_{x}^{0}(t-\tau) d \tau-\frac{1}{4 \pi} \frac{\partial R^{-1}}{\partial x} \frac{R}{c_{l}^{2}} f_{x}^{0}\left(t-\frac{R}{c_{l}}\right) \frac{\partial R}{\partial x} \\
& \frac{\partial \psi_{z}}{\partial y}=-\frac{1}{4 \pi} \frac{\partial^{2} R^{-1}}{\partial y^{2}} \int_{0}^{R / c_{s}} \tau f_{x}^{0}(t-\tau) d \tau-\frac{1}{4 \pi} \frac{\partial R^{-1}}{\partial y} \frac{R}{c_{s}^{2}} f_{x}^{0}\left(t-\frac{R}{c_{s}}\right) \frac{\partial R}{\partial y} \tag{3.175}
\end{align*}
$$

$$
\frac{\partial \psi_{y}}{\partial z}=\frac{1}{4 \pi} \frac{\partial^{2} R^{-1}}{\partial z^{2}} \int_{0}^{R / c_{s}} \tau f_{x}^{0}(t-\tau) d \tau+\frac{1}{4 \pi} \frac{\partial R^{-1}}{\partial z} \frac{R}{c_{s}^{2}} f_{x}^{0}\left(t-\frac{R}{c_{s}}\right) \frac{\partial R}{\partial z}
$$

Because

$$
\begin{equation*}
\int_{0}^{R / c_{s}} \tau f_{x}^{0}(t-\tau) d \tau=\int_{0}^{R / c_{l}} \tau f_{x}^{0}(t-\tau) d \tau+\int_{R / c_{l}}^{R / c_{s}} \tau f_{x}^{0}(t-\tau) d \tau \tag{3.176}
\end{equation*}
$$

the sum of terms containing the integral

$$
\int_{0}^{R / c_{l}} \tau f_{x}^{0}(t-\tau) d \tau
$$

is

$$
\begin{align*}
& -\frac{1}{4 \pi}\left(\frac{\partial^{2} R^{-1}}{\partial x^{2}}+\frac{\partial^{2} R^{-1}}{\partial y^{2}}+\frac{\partial^{2} R^{-1}}{\partial z^{2}}\right) \int_{0}^{R / c_{l}} \tau f_{x}^{0}(t-\tau) d \tau=  \tag{3.177}\\
& -\frac{1}{4 \pi}\left(\nabla^{2} \frac{1}{R}\right) \int_{0}^{R / c_{l}} \tau f_{x}^{0}(t-\tau) d \tau=0
\end{align*}
$$

since

$$
\begin{equation*}
\nabla^{2} 1 / R=0 \tag{3.178}
\end{equation*}
$$

Then, substitution of eq. 3.176 into last two derivatives of set 3.175 yields:

$$
\begin{align*}
& u(p, t)=\frac{1}{4 \pi R c_{l}^{2}}\left(\frac{\partial R}{\partial x}\right)^{2} f_{x}^{0}\left(t-\frac{R}{c_{l}}\right)+\frac{1}{4 \pi R c_{s}^{2}}\left(\frac{\partial R}{\partial y}\right)^{2} f_{x}^{0}\left(t-\frac{R}{c_{s}}\right)+ \\
& \frac{1}{4 \pi R c_{s}^{2}}\left(\frac{\partial R}{\partial z}\right)^{2} f_{x}^{0}\left(t-\frac{R}{c_{s}}\right)-\frac{1}{4 \pi}\left(\frac{\partial^{2} R^{-1}}{\partial y^{2}}+\frac{\partial^{2} R^{-1}}{\partial z^{2}}\right) \int_{R / c_{l}}^{R / c_{s}} \tau f_{x}^{0}(t-\tau) d \tau \tag{3.179}
\end{align*}
$$

Taking into account eq. 3.178 and the equality

$$
\left(\frac{\partial R}{\partial x}\right)^{2}+\left(\frac{\partial R}{\partial y}\right)^{2}+\left(\frac{\partial R}{\partial z}\right)^{2}=1
$$

we finally have

$$
\begin{align*}
& u(p, t)=\frac{1}{4 \pi R c_{s}^{2}} f_{x}^{0}\left(t-\frac{R}{c_{s}}\right)+\frac{1}{4 \pi R}\left(\frac{\partial R}{\partial x}\right)^{2}  \tag{3.180}\\
& {\left[\frac{1}{c_{l}^{2}} f_{x}^{0}\left(t-\frac{R}{c_{l}}\right)-\frac{1}{c_{s}^{2}} f_{x}^{0}\left(t-\frac{R}{c_{s}}\right)\right]+\frac{1}{4 \pi} \frac{\partial^{2} R^{-1}}{\partial x^{2}} \int_{R / c_{l}}^{R / c_{s}} \tau f_{x}^{0}(t-\tau) d \tau}
\end{align*}
$$

In a similar manner, we obtain formulas for two other components of displacement:

$$
\begin{align*}
v(p, t)= & \frac{1}{4 \pi R} \frac{\partial R}{\partial x} \frac{\partial R}{\partial y}\left[\frac{1}{c_{l}^{2}} f_{x}^{0}\left(t-\frac{R}{c_{l}}\right)-\frac{1}{c_{s}^{2}} f_{x}^{0}\left(t-\frac{R}{c_{s}}\right)\right] \\
& +\frac{1}{4 \pi} \frac{\partial^{2} R^{-1}}{\partial x \partial y} \int_{R / c_{l}}^{R / c_{s}} \tau f_{x}^{0}(t-\tau) d \tau \quad \text { and } \tag{3.181}
\end{align*}
$$

$w(p, t)=\frac{1}{4 \pi R} \frac{\partial R}{\partial x} \frac{\partial R}{\partial z} \cdot\left[\frac{1}{c_{l}^{2}} f_{x}^{0}\left(t-\frac{R}{c_{l}}\right)-\frac{1}{c_{s}^{2}} f_{x}^{0}\left(t-\frac{R}{c_{s}}\right)\right]+\frac{1}{4 \pi} \frac{\partial^{2} R^{-1}}{\partial x \partial z} \int_{R / c_{l}}^{R / c_{s}} \tau f_{x}^{0}(t-\tau) d \tau$

Thus, we have found the field of displacement $s$ caused by the point force at any point of a homogeneous medium. Correspondingly, it is possible to determine stresses and strains, as well as the divergence and curl of field s. Now, making use of eqs. 3.180 and 3.181, we represent field $s$ as a sum of three terms,

$$
\begin{equation*}
\mathrm{s}=\mathrm{s}_{1}+\mathrm{s}_{2}+\mathrm{s}_{3} \tag{3.182}
\end{equation*}
$$

where $\mathbf{s}_{1}$ is displacement along the radius-vector $\mathbf{R}, \mathbf{s}_{2}$ is located in the plane normal to $\mathbf{R}$, and $s_{3}$ is the vector that can be arbitrarily oriented with respect to $\mathbf{R}$. In order to find these terms, we use relations between components of any vector $\mathbf{M}$ in the spherical and Cartesian systems of coordinates:

$$
\begin{align*}
& M_{R}=M_{x} \sin \theta \cos \varphi+M_{y} \sin \theta \sin \varphi+M_{z} \cos \theta \\
& M_{\theta}=M_{x} \cos \theta \cos \varphi+M_{y} \cos \theta \sin \varphi-M_{z} \sin \theta \tag{3.183}
\end{align*}
$$

$$
M_{\varphi}=-M_{x} \sin \varphi+M_{y} \cos \varphi
$$

We also need to express derivatives $\partial R / \partial x, \partial R / \partial y$, and $\partial R / \partial z$ in terms of $\theta$ and $\varphi$. Since

$$
x=R \sin \theta \cos \varphi, \quad y=R \sin \theta \sin \varphi, \quad \text { and } \quad z=R \cos \theta
$$

we have

$$
\begin{equation*}
\frac{\partial R}{\partial x}=\frac{x}{R}=\sin \theta \cos \varphi, \quad \frac{\partial R}{\partial y}=\frac{y}{R}=\sin \theta \sin \varphi, \quad \frac{\partial R}{\partial z}=\frac{z}{R}=\cos \theta \tag{3.184}
\end{equation*}
$$

First, collect terms in eqs. 3.180 and 3.181 that are proportional to

$$
f_{x}^{0}\left(t-\frac{R}{c_{l}}\right)
$$

This gives

$$
\mathbf{s}_{1}(p, t)=\frac{1}{4 \pi R c_{l}^{2}} f_{x}^{0}\left(t-\frac{R}{c_{l}}\right) \frac{\partial R}{\partial x}\left(\frac{\partial R}{\partial x} \mathbf{i}+\frac{\partial R}{\partial y} \mathbf{j}+\frac{\partial R}{\partial z} \mathbf{k}\right)
$$

It is clear that $\partial R / \partial x, \partial R / \partial y$, and $\partial R / \partial z$ are directional cosines of unit vector $\mathbf{i}_{R}$ directed along the radius-vector $\mathbf{R}$. Thus

$$
\begin{equation*}
\mathrm{s}_{1}(p, t)=\frac{1}{4 \pi R c_{l}^{2}} \mathbf{N}_{1}\left(t-\frac{R}{c_{l}}\right) \tag{3.185}
\end{equation*}
$$

Here

$$
\begin{equation*}
\mathbf{N}_{1}\left(t-\frac{R}{c_{l}}\right)=f_{x}^{0}\left(t-\frac{R}{c_{l}}\right) \frac{\partial R}{\partial x} \mathbf{i}_{R} \tag{3.186}
\end{equation*}
$$

is the vector component of the point force in the radial direction.
Next, we find the part of the displacement that is proportional to the function

$$
f_{x}^{0}\left(t-\frac{R}{c_{s}}\right)
$$

In accordance with eqs. 3.180 and 3.181 , we have

$$
\begin{aligned}
\mathbf{s}_{2}(p, t)= & \frac{1}{4 \pi R c_{s}^{2}}\left\{\left[1-\left(\frac{\partial R}{\partial x}\right)^{2}\right] \mathbf{i}-\frac{\partial R}{\partial x} \frac{\partial R}{\partial y} \mathbf{j}-\frac{\partial R}{\partial x} \frac{\partial R}{\partial z} \mathbf{k}\right\} f_{x}^{0}\left(t-\frac{R}{c_{s}}\right) \\
& \frac{1}{4 \pi R c_{s}^{2}}\left[\mathbf{i}-\frac{\partial R}{\partial x}\left(\frac{\partial R}{\partial x} \mathbf{i}+\frac{\partial R}{\partial y} \mathbf{j}+\frac{\partial R}{\partial z} \mathbf{k}\right)\right] f_{x}^{0}\left(t-\frac{R}{c_{s}}\right)
\end{aligned}
$$

or

$$
\begin{equation*}
\mathbf{s}_{2}(p, t)=\frac{1}{4 \pi R c_{s}^{2}}\left(\mathbf{i}-\frac{\partial R}{\partial x} \mathbf{i}_{R}\right) f_{x}^{0}\left(t-\frac{R}{c_{s}}\right) \tag{3.187}
\end{equation*}
$$

As follows from eqs. 3.183, unit vector i in the spherical system of coordinates is

$$
\mathbf{i}=\sin \theta \cos \varphi \mathbf{i}_{R}+\cos \theta \cos \varphi \mathbf{i}_{\theta}-\sin \varphi \mathbf{i}_{\varphi}
$$

Therefore, eq. 3.187 becomes

$$
\begin{equation*}
\mathbf{s}_{2}(p, t)=\frac{1}{4 \pi R c_{s}^{2}} \mathbf{N}_{2}\left(t-\frac{R}{c_{s}}\right) \tag{3.188}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{N}_{2}\left(t-\frac{R}{c_{s}}\right)=f_{x}^{0}\left(t-\frac{R}{c_{s}}\right)\left(\cos \theta \cos \varphi \mathbf{i}_{\theta}-\sin \varphi \mathbf{i}_{\varphi}\right) \tag{3.189}
\end{equation*}
$$

is the vector component of the force in the direction perpendicular to the radius-vector R. Finally, the sum of terms in eqs. 3.180 and 3.181 containing the integral is

$$
\mathbf{s}_{3}(p, t)=\frac{1}{4 \pi}\left(\frac{\partial^{2} R^{-1}}{\partial x^{2}} \mathbf{i}+\frac{\partial^{2} R^{-1}}{\partial x \partial y} \mathbf{j}+\frac{\partial^{2} R^{-1}}{\partial x \partial z} \mathbf{k}\right) \int_{R / c_{l}}^{R / c_{s}} \tau f_{x}^{0}(t-\tau) d \tau
$$

Performing differentiation, we obtain

$$
\begin{align*}
& \left(\frac{\partial^{2} R^{-1}}{\partial x^{2}} \mathbf{i}+\frac{\partial^{2} R^{-1}}{\partial x \partial y} \mathbf{j}+\frac{\partial^{2} R^{-1}}{\partial x \partial z} \mathbf{k}\right)=\frac{\partial}{\partial x}\left(\frac{\partial R^{-1}}{\partial x} \mathbf{i}+\frac{\partial R^{-1}}{\partial y} \mathbf{j}+\frac{\partial R^{-1}}{\partial z} \mathbf{k}\right) \\
& =-\frac{\partial}{\partial x} \frac{1}{R^{3}}(x \mathbf{i}+y \mathbf{j}+z \mathbf{k})=-\frac{1}{R^{3}} \mathbf{i}+\frac{3 x \mathbf{i}_{R}}{R^{4}}=-\frac{1}{R^{3}}\left(\mathbf{i}-3 \frac{x}{R} \mathbf{i}_{R}\right)  \tag{3.190}\\
& \quad=\frac{1}{R^{3}}\left[2 \frac{x}{R} \mathbf{i}_{R}-\left(\mathbf{i}-\frac{x}{R} \mathbf{i}_{R}\right)\right]
\end{align*}
$$

Taking into account eqs. 3.186-3.189, we can represent $\mathrm{s}_{3}(p, t)$ as

$$
\begin{equation*}
\mathbf{s}_{3}(p, t)=\frac{1}{4 \pi R^{3}} \int_{R / c_{l}}^{R / c_{s}} \tau\left[2 \mathbf{N}_{1}(t-\tau)-\mathbf{N}_{2}(t-\tau)\right] d \tau \tag{3.191}
\end{equation*}
$$

## Behavior of a wavefield associated with displacement

We assume that each term in eq. 3.182 can be interpreted as a wave and consider its main features. This approach may create an impression that such waves may exist independently from each other. However, as will be shown later, wavefields associated with either displacement $\mathbf{s}_{1}$ or displacement $\mathbf{s}_{3}$ are always accompanied by wave $\mathbf{s}_{2}$. Because of this, we will also investigate the behavior of the resultant wave in the near, intermediate, and far zones. Note that sometimes the total wave is represented by the last term, $\mathbf{s}_{3}$, of eq. 3.182 only.

Wave field $s_{1}$ By definition, eqs. 3.185 and 3.186 , we have

$$
\begin{equation*}
s_{1 R}(p, t)=\frac{1}{4 \pi c_{l}^{2} R} N_{1}\left(t-\frac{R}{c_{l}}\right) \tag{3.192}
\end{equation*}
$$

Here

$$
\begin{equation*}
N_{1}\left(t-\frac{R}{c_{l}}\right)=f_{x}^{0}\left(t-\frac{R}{c_{l}}\right) \sin \theta \cos \varphi \tag{3.193}
\end{equation*}
$$

It is clear that the function $s_{1 R}(p, t)$ describes a spherical wave propagating from the point force with the velocity of a longitudinal wave, $c_{l}$. As follows from eq. 3.192, the amplitude of this wave decreases as $1 / R$, regardless of the distance between the force and an observation point. In other words, we cannot distinguish the near, intermediate, and far zones. At each point of the wave surface, $R=$ const, displacement has only the radial component $s_{1 R}$, which coincides with the direction of propagation. In this sense, this wave is similar to a longitudinal wave generated by a pulsating sphere. Both waves travel with the same velocity $c_{l}$. As follows from eq. 3.192 , displacement $s_{1 R}(p, t)$ is proportional to the radial component of force $f_{x}{ }^{0}$ at instant $t-R / c_{l}$, which depends on angles $\theta$ and $\varphi$. The factor $\sin \theta \cos \varphi$ in eq. 3.193 defines the radiation pattern of the point source. The magnitude and direction of vector $\mathbf{s}_{1}$ change from point to point of the wave surface, Fig. 3.5a. As we see, this vector has a very peculiar behavior. For instance, its magnitude reaches a maximum at the $x$-axis, and it is equal to zero at the plane $x=0$. Displacement $\mathbf{s}_{1}$ and the radius-vector $\mathbf{R}$ have the same direction if $x>0$, and they have opposite directions when $x<0$. We can say that the wave behaves either as a compressional $(x>0)$ or a tensional $(x<0)$ wave. In order to determine the type of this wave, eq. 3.191, we evaluate both the divergence and curl of vector $s_{1}$. In the spherical system of coordinates, we have

$$
\begin{equation*}
\operatorname{div} \mathrm{s}=\frac{1}{R^{2} \sin \theta}\left[\sin \theta \frac{\partial\left(R^{2} s_{R}\right)}{\partial R}+R \frac{\partial\left(\sin \theta s_{\theta}\right)}{\partial \theta}+R \frac{\partial s_{\varphi}}{\partial \varphi}\right] \tag{3.194}
\end{equation*}
$$
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Figure 3.5: (a) Orientation of $s_{1 R}$ on the wave surface (b) Orientation of $s_{2 \theta}$ on the wave surface (c) Illustration of case one (d) Four time intervals in case two (e) Time intervals in case three

$$
\text { and } \quad \operatorname{curl} \mathrm{s}=\frac{1}{R^{2} \sin \theta}\left|\begin{array}{ccc}
\mathbf{i}_{R} & R \mathbf{i}_{\theta} & R \sin \theta \mathbf{i}_{\varphi} \\
\frac{\partial}{\partial R} & \frac{\partial}{\partial \theta} & \frac{\partial}{\partial \varphi} \\
s_{R} & R s_{\theta} & R \sin \theta s_{\varphi}
\end{array}\right|
$$

Taking into account that $s_{1 \theta}=s_{1 \varphi}=0$ and performing differentiation, we obtain

$$
\begin{equation*}
\operatorname{div} \mathrm{s}_{1}=\frac{\sin \theta \cos \varphi}{4 \pi c_{l}^{2}}\left[\frac{1}{R^{2}} f_{x}^{0}\left(t-\frac{R}{c_{l}}\right)-\frac{1}{R c_{l}} f_{x}^{0^{\prime}}\left(t-\frac{R}{c_{l}}\right)\right] \tag{3.195}
\end{equation*}
$$

Also

$$
\operatorname{curl}_{R} \mathbf{s}_{1}=0, \quad \operatorname{curl}_{\theta} \mathbf{s}_{1}=\frac{1}{R \sin \theta} \frac{\partial s_{1 R}}{\partial \varphi}, \quad \operatorname{curl}_{\varphi} \mathbf{s}_{1}=-\frac{1}{R} \frac{\partial s_{1 R}}{\partial \theta}
$$

Hence

$$
\operatorname{curl}_{\theta} \mathbf{s}_{1}=-\frac{1}{4 \pi c_{l}^{2} R^{2}} f_{x}^{0}\left(t-\frac{R}{c_{l}}\right) \sin \varphi, \quad \operatorname{curl}_{\varphi} \mathbf{s}_{1}=-\frac{1}{4 \pi c_{l}^{2} R^{2}} f_{x}^{0}\left(t-\frac{R}{c_{l}}\right) \cos \theta \cos \varphi
$$

i.e.,

$$
\begin{equation*}
\operatorname{curl} \mathrm{s}_{1}=-\frac{1}{4 \pi c_{l}^{2} R^{2}} f_{x}^{0}\left(t-\frac{R}{c_{l}}\right)\left[\sin \varphi \mathbf{i}_{\theta}+\cos \theta \cos \varphi \mathbf{i}_{\varphi}\right] \tag{3.196}
\end{equation*}
$$

As follows from eqs. 3.183, in the spherical system of coordinates the force components are

$$
\begin{equation*}
f_{R}^{0}=f_{x}^{0} \sin \theta \cos \varphi, \quad f_{\theta}^{0}=f_{x}^{0} \cos \theta \cos \varphi, \quad f_{\varphi}^{0}=-f_{x}^{0} \sin \varphi \tag{3.197}
\end{equation*}
$$

Correspondingly, cq. 3.196 can be represented in the form

$$
\begin{equation*}
\operatorname{curl} \mathbf{s}_{1}=-\frac{1}{4 \pi c_{l}^{2} R^{3}} \mathbf{M}\left(t-\frac{R}{c_{l}}\right) \tag{3.198}
\end{equation*}
$$

where $\mathbf{M}$ is the moment of force $\mathbf{f}_{x}^{0}\left(t-R / c_{l}\right)$ :

$$
\begin{equation*}
\mathbf{M}=\mathbf{R} \times \mathbf{f}_{x}^{0} \tag{3.199}
\end{equation*}
$$

In accordance with eqs. 3.195 and 3.198 , this wave is neither dilatational nor rotational, because both div $s_{1}$ and curl $\mathbf{s}_{1}$ differ from zero. It is essential that this feature displays itself regardless of the distance from the point force. However, in reality this wave is always accompanied by field $\mathrm{s}_{3}$, and these fields should be interpreted only in combination.

Wavefield $\mathrm{s}_{2}$ From eqs. 3.188 and 3.189 , we have for the vector component of field $\mathrm{s}_{2}$

$$
\begin{equation*}
\mathbf{s}_{2}(p, t)=\frac{1}{4 \pi c_{s}^{2} R} f_{x}^{0}\left(t-\frac{R}{c_{s}}\right) \mathbf{i}_{s}(p) \tag{3.200}
\end{equation*}
$$

Here

$$
\begin{equation*}
\mathbf{i}_{s}(p)=\cos \theta \cos \varphi \mathbf{i}_{\theta}-\sin \varphi \mathbf{i}_{\varphi} \tag{3.201}
\end{equation*}
$$

Again, as in the case of field $\mathbf{s}_{1}$, we assume that the function $\mathrm{s}_{2}(p, t)$ describes a spherical wave that is moving away from the origin with the velocity of a rotational (shear) wave, $c_{s}$. At points of the phase surface, $R=$ const, displacement $\mathbf{s}_{2}$ has only
the tangential component, and in this sense it is similar to a shear wave generated by a rotating sphere. Note that the orientation of vector $s_{2}$ does not usually coincide with the orientation of coordinate axes. However, there are two exceptions, corresponding to the directions $\varphi=0$ or $\varphi=\pi$ and $\theta=\pi / 2$. The first is shown in Fig. 3.5b for $f_{x}^{0}>0$. In the same manner as for $\mathbf{s}_{1}$, field $\mathbf{s}_{2}$ decays with distance as $1 / R$, provided that the argument $t-R / c_{s}$ remains constant. Correspondingly, we again cannot distinguish the near, intermediate, and far zones. From eq. 3.200 , it follows that field $\mathbf{s}_{2}$ is directly proportional to projection of the point force on the direction defined by unit vector $\mathbf{i}_{s}$, which is perpendicular to the radius-vector $\mathbf{R}$.

Now, using eq. 3.200 , we determine div $\mathbf{s}_{2}$ and curl $\mathbf{s}_{2}$. Since

$$
\begin{equation*}
\mathbf{s}_{2 R}=0, \quad \mathbf{s}_{2 \theta}=\frac{1}{4 \pi c_{s}^{2} R} f_{x}^{0}\left(t-\frac{R}{c_{s}}\right) \cos \theta \cos \varphi \tag{3.202}
\end{equation*}
$$

and $\quad \mathrm{s}_{2 \varphi}=-\frac{1}{4 \pi c_{s}^{2} R} f_{x}^{0}\left(t-\frac{R}{c_{s}}\right) \sin \varphi$,
we have

$$
\begin{align*}
\operatorname{div} \mathbf{s}_{2}= & \frac{1}{4 \pi c_{s}^{2} R^{2} \sin \theta} f_{x}^{0}\left(t-\frac{R}{c_{s}}\right)(\cos 2 \theta \cos \varphi-\cos \varphi)  \tag{3.203}\\
& =-\frac{1}{2 \pi c_{s}^{2} R^{2} \sin \theta} f_{x}^{0}\left(t-\frac{R}{c_{s}}\right) \sin \theta \cos \varphi
\end{align*}
$$

or

$$
\begin{equation*}
\operatorname{div} \mathrm{s}_{2}=-\frac{1}{2 \pi c_{s}^{2} R^{2}} N_{1}\left(t-\frac{R}{c_{s}}\right) \tag{3.204}
\end{equation*}
$$

where $N_{1}\left(t-R / c_{s}\right)$ is given by eq. 3.186. By definition

$$
\begin{gathered}
\operatorname{curl}_{R} \mathbf{s}_{2}=\frac{1}{R \sin \theta}\left[\frac{\partial\left(\sin \theta s_{2 \varphi}\right)}{\partial \theta}-\frac{\partial s_{2 \theta}}{\partial \varphi}\right], \quad \operatorname{curl}_{\theta} \mathbf{s}_{2}=-\frac{1}{R^{2}} \frac{\partial\left(R s_{2 \varphi}\right)}{\partial R}, \\
\operatorname{curl}_{\varphi} \mathbf{s}_{2}=\frac{1}{R} \frac{\partial\left(R s_{2 \theta}\right)}{\partial R}
\end{gathered}
$$

Performing differentiation, we obtain

$$
\operatorname{curl}_{R} \mathrm{~s}_{2}=0
$$

$$
\begin{gather*}
\operatorname{curl}_{\theta} \mathbf{S}_{2}=-\frac{1}{4 \pi c_{s}^{3} R} f_{x}^{0^{\prime}}\left(t-\frac{R}{c_{s}}\right) \sin \varphi  \tag{3.205}\\
\text { and } \quad \operatorname{curl}_{\varphi} \mathbf{s}_{2}=-\frac{1}{4 \pi c_{s}^{3} R} f_{x}^{0^{\prime}}\left(t-\frac{R}{c_{s}}\right) \cos \theta \cos \varphi
\end{gather*}
$$

Correspondingly,

$$
\begin{equation*}
\operatorname{curl} \mathrm{s}_{2}=-\frac{1}{4 \pi c_{s}^{3} R} f_{x}^{0^{\prime}}\left(t-\frac{R}{c_{s}}\right) \mathbf{i}_{t} \tag{3.206}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{i}_{t}=\sin \varphi \mathbf{i}_{\theta}+\cos \theta \cos \varphi \mathbf{i}_{\varphi} \tag{3.207}
\end{equation*}
$$

From eq. 3.201, it follows that

$$
\mathbf{i}_{t} \cdot \mathbf{i}_{s}=0
$$

and, therefore, vector $\mathbf{i}_{t}$ is located in the plane perpendicular to the radius-vector $\mathbf{R}$, and it forms angle $\pi / 2$ with $\mathbf{i}_{s}$. Similarly to $\mathbf{s}_{1}$, the wave associated with vector $\mathbf{s}_{2}$ is neither dilatational nor rotational.

Wave field $\mathbf{s}_{3}$ In accordance with eqs. 3.186 and 3.189 , in place of cq. 3.191 we have

$$
\begin{equation*}
\mathbf{s}_{3}(p, t)=\frac{2 \sin \theta \cos \varphi \mathbf{i}_{R}-\mathbf{i}_{s}}{4 \pi R^{3}} \int_{R / c_{l}}^{R / c_{s}} \tau f_{x}^{0}(t-\tau) d \tau \tag{3.208}
\end{equation*}
$$

where $\mathbf{i}_{s}$ is defined by eq. 3.201 . Thus, field $\mathbf{s}_{3}$ has, in general, all three components, and both its orientation and the magnitude depend on point position. In the same manner as $\mathrm{s}_{1}$ and $\mathrm{s}_{2}$, field $\mathrm{s}_{3}(p, t)$ can be treated as a wave. In fact, by definition, the function $f_{x}^{0}(t-\tau)$ is equal to zero when the argument $t-\tau$ is negative. Since the smallest value of $\tau$ is $R / c_{l}$, the integral vanishes, until $t=R / c_{l}$. This time delay increases with an increase of distance between the origin and an observation point. This suggests that $\mathbf{s}_{3}(p, t)$ describes a wave propagating away from the point force. If the time of observation, $t$, satisfies the condition

$$
\frac{R}{c_{l}}<t<\frac{R}{c_{s}}
$$

then eq. 3.208 can be written as

$$
\begin{equation*}
\mathbf{s}_{3}(p, t)=\frac{2 \sin \theta \cos \varphi \mathbf{i}_{R}-\mathbf{i}_{s}}{4 \pi R^{3}} \int_{R / c_{i}}^{t} \tau f_{x}^{0}(t-\tau) d \tau \tag{3.209}
\end{equation*}
$$

Such replacement is correct, because for larger values of $\tau$ the argument of the function $f_{x}^{0}(t-\tau)$ becomes negative. In such a case, $\tau$ varies from $R / c_{l}$ to $t$, and this allows us to treat wave $s_{3}$ as a superposition of wave impulses propagating with different velocities. In particular, when $t<R / c_{s}$, these velocities are in the range between $c_{l}$ and $c_{s}$. The coefficient in front of the integral, eq. 3.191, is inversely proportional to $R^{3}$, but dependence of the integral on $R$ is defined by several factors. Next, we will derive expressions of div $s_{3}$ and curl $s_{3}$ for three different cases.

Case one Suppose that the point force arises at instant $t=0$ and acts at all times. Then, for any observational point there are two distinct time intervals after a wave arrival, Fig. 3.5c:

$$
\frac{R}{c_{l}} \leq t \leq \frac{R}{c_{s}} \quad \text { and } \quad t>\frac{R}{c_{s}}
$$

During the first one there are two wavefields, $\mathbf{s}_{1}$ and $\mathbf{s}_{3}$, but during the second interval all three waves, $s_{1}, s_{2}$, and $s_{3}$, are present.

Case two Assume that the point force acts only during time interval $\Delta t$ :

$$
f_{x}^{0}(t)=\left\{\begin{array}{cc}
0 & t<0  \tag{3.210}\\
f_{x}^{0}(t) & 0 \leq t \leq \Delta t \\
0 & t>\Delta t
\end{array}\right.
$$

and

$$
\begin{equation*}
\Delta t>\frac{R}{c_{s}}-\frac{R}{c_{l}} \tag{3.211}
\end{equation*}
$$

Consider four time intervals, Fig. 3.5d. During them, displacement is formed as

$$
\mathbf{s}=\mathbf{s}_{1}+\mathbf{s}_{3}, \quad \mathbf{s}=\mathbf{s}_{1}+\mathbf{s}_{2}+\mathbf{s}_{3}, \quad \mathbf{s}=\mathbf{s}_{2}+\mathbf{s}_{3}, \quad \text { and } \quad \mathbf{s}=\mathbf{0}
$$

Case three Suppose that

$$
\Delta t<\frac{R}{c_{s}}-\frac{R}{c_{l}}
$$

Then the time interval between the arrival of wave $\mathbf{s}_{1}$ and that of the rear of wave $\mathbf{s}_{2}$ is naturally divided into three subintervals (Fig. 3.5e), which are

$$
\frac{R}{c_{l}}<t<\frac{R}{c_{l}}+\Delta t, \quad \frac{R}{c_{l}}+\Delta t<t<\frac{R}{c_{s}}, \quad \text { and } \quad \frac{R}{c_{s}}<t<\frac{R}{c_{s}}+\Delta t
$$

Corresponding wavefields are

$$
\mathbf{s}=\mathrm{s}_{1}+\mathrm{s}_{3}, \quad \mathrm{~s}=\mathrm{s}_{3}, \quad \text { and } \quad \mathrm{s}=\mathrm{s}_{2}+\mathrm{s}_{3}
$$

We pay attention only to the last case and derive expressions for divergence and curl of field $s_{3}$. As will be demonstrated, these functions change with the time interval. For instance, it turns out that they are equal to zero when fields $\mathbf{s}_{1}$ and $\mathbf{s}_{2}$ are absent, $\left(R / c_{l}+\Delta t<t<R / c_{s}\right)$. Before we perform differentiation, it is convenient to represent function $\mathbf{s}_{3}(p, t)$ in the form

$$
\begin{equation*}
\mathbf{s}_{3}(p, t)=\mathrm{s}_{3 R} \mathbf{i}_{R}+\mathbf{s}_{3 \theta} \mathbf{i}_{\theta}+\mathbf{s}_{3 \varphi} \mathbf{i}_{\varphi} \tag{3.212}
\end{equation*}
$$

where

$$
\begin{align*}
\mathbf{s}_{3 R} & =\frac{1}{2 \pi R^{3}} \int_{R / c_{l}}^{R / c_{s}} f_{x}^{0}(t-\tau) \tau d \tau \sin \theta \cos \varphi  \tag{3.213}\\
\mathbf{s}_{3 \theta} & =-\frac{1}{4 \pi R^{3}} \int_{R / c_{l}}^{R / c_{s}} f_{x}^{0}(t-\tau) \tau d \tau \cos \theta \cos \varphi, \\
\mathbf{s}_{3 \varphi} & =\frac{1}{4 \pi R^{3}} \int_{R / c_{l}}^{R / c_{s}} f_{x}^{0}(t-\tau) \tau d \tau \sin \varphi
\end{align*}
$$

To perform differentiations, we use cquality 3.174:

$$
\begin{equation*}
\frac{\partial}{\partial R} \int_{R / c_{l}}^{R / c_{s}} \tau f_{x}^{0}(t-\tau) d \tau=R\left[\frac{1}{c_{s}^{2}} f_{x}^{0}\left(t-\frac{R}{c_{s}}\right)-\frac{1}{c_{l}^{2}} f_{x}^{0}\left(t-\frac{R}{c_{l}}\right)\right] \tag{3.214}
\end{equation*}
$$

From eqs. 3.194 , we obtain

$$
\begin{equation*}
\operatorname{div} \mathbf{s}_{3}=\frac{\sin \theta \cos \varphi}{2 \pi R^{2}}\left[\frac{1}{c_{s}^{2}} f_{x}^{0}\left(t-\frac{R}{c_{s}}\right)-\frac{1}{c_{l}^{2}} f_{x}^{0}\left(t-\frac{R}{c_{l}}\right)\right] \tag{3.215}
\end{equation*}
$$

Taking into account eq. 3.210, we find three different expressions for divergence:

$$
\begin{gather*}
\operatorname{div} \mathrm{s}_{3}=-\frac{\sin \theta \cos \varphi}{2 \pi c_{l}^{2} R^{2}} f_{x}^{0}\left(t-\frac{R}{c_{l}}\right) \quad \text { if } \quad \frac{R}{c_{l}}<t<\frac{R}{c_{l}}+\Delta t  \tag{3.216}\\
\operatorname{div} \mathrm{~s}_{3}=0 \quad \text { if } \quad \frac{R}{c_{l}}+\Delta t<t<\frac{R}{c_{s}} \tag{3.217}
\end{gather*}
$$

and

$$
\begin{equation*}
\operatorname{div} \mathbf{s}_{3}=\frac{\sin \theta \cos \varphi}{2 \pi c_{s}^{2} R^{2}} f_{x}^{0}\left(t-\frac{R}{c_{s}}\right) \quad \text { if } \quad t>\frac{R}{c_{s}} \tag{3.218}
\end{equation*}
$$

In accordance with eqs. 3.216 and 3.217 , divergence is directly proportional to the radial component of force $f_{x}^{0}$, taken at either instant $t-R / c_{l}$ or $t-R / c_{s}$. As follows from eqs. 3.194, we have:

$$
\begin{gather*}
\operatorname{curl}_{R} \mathbf{S}_{3}=0 \\
\operatorname{curl}_{\theta} \mathrm{S}_{3}=\frac{1}{4 \pi R^{2}}\left[\frac{1}{c_{l}^{2}} f_{x}^{0}\left(t-\frac{R}{c_{l}}\right)-\frac{1}{c_{s}^{2}} f_{x}^{0}\left(t-\frac{R}{c_{s}}\right)\right] \sin \varphi  \tag{3.219}\\
\operatorname{curl}_{\varphi} \mathbf{S}_{3}=\frac{1}{4 \pi R^{2}}\left[\frac{1}{c_{l}^{2}} f_{x}^{0}\left(t-\frac{R}{c_{l}}\right)-\frac{1}{c_{s}^{2}} f_{x}^{0}\left(t-\frac{R}{c_{s}}\right)\right] \cos \theta \cos \varphi
\end{gather*}
$$

Respectively, we have

$$
\begin{gather*}
\operatorname{curl}_{R} \mathbf{s}_{3}=0, \quad \operatorname{curl}_{\theta} \mathbf{s}_{3}=\frac{1}{4 \pi R^{2} c_{l}^{2}} f_{x}^{0}\left(t-\frac{R}{c_{l}}\right) \sin \varphi,  \tag{3.220}\\
\operatorname{curl}_{\varphi} \mathbf{s}_{3}=\frac{1}{4 \pi R^{2} c_{l}^{2}} f_{x}^{0}\left(t-\frac{R}{c_{l}}\right) \cos \theta \cos \varphi, \quad \text { if } \quad \frac{R}{c_{l}}<t<\frac{R}{c_{l}}+\Delta t
\end{gather*}
$$

and

$$
\begin{equation*}
\operatorname{curl} \mathrm{s}_{3}=0, \quad \text { if } \quad \frac{R}{c_{l}}+\Delta t<t<\frac{R}{c_{s}} \tag{3.221}
\end{equation*}
$$

while

$$
\begin{equation*}
\operatorname{curl}_{R} \mathbf{s}_{3}=0, \quad \operatorname{curl}_{\theta} \mathbf{s}_{3}=-\frac{1}{4 \pi R^{2} c_{s}^{2}} f_{x}^{0}\left(t-\frac{R}{c_{s}}\right) \sin \varphi \tag{3.222}
\end{equation*}
$$

$$
\operatorname{curl}_{\varphi} \mathbf{s}_{3}=-\frac{1}{4 \pi R^{2} c_{s}^{2}} f_{x}^{0}\left(t-\frac{R}{c_{s}}\right) \cos \theta \cos \varphi \quad \text { if } \quad \frac{R}{c_{s}}<t<\frac{R}{c_{s}}+\Delta t
$$

Thus, in the first and third time intervals wavefield $s_{3}$ carries out both dilatation and rotation and overlaps with waves associated with $\mathbf{s}_{1}$ and $\mathbf{s}_{2}$. Note that wave $\mathbf{s}_{3}$ is spherical, and vector $s_{3}$ is arbitrarily oriented with respect to its phase surface, ( $R=$ const). The times of arrival of its front and rear are equal to

$$
t=\frac{R}{c_{l}} \quad \text { and } \quad t=\frac{R}{c_{s}}+\Delta t
$$

respectively. Now we are prepared to study field $\mathrm{s}(p, t)$ as a function of time and distance from the point force.

## The resultant wave as a function of time

We continue to assume that force $f_{x}^{0}$ differs from zero within some time interval only.

$$
0 \leq t \leq \Delta t
$$

If an observational point is located relatively close to the origin, then an equality

$$
\Delta t>\frac{R}{c_{s}}-\frac{R}{c_{l}}
$$

takes place, and "waves" $s_{1}$ and $s_{2}$ can overlap in time. We, however, suppose that the offset $R$ is sufficiently large, $\left(\Delta t<R / c_{s}-R / c_{l}\right)$, and that such superposition is absent. Then, as we know, motion in a recciver point can be split into three intervals:

1. Between the front and rear of wave $s_{1}$,
2. Between the rear of wave $s_{1}$ and the front of wave $s_{2}$, and
3. Between the front and rear of wave $s_{2}$.

The first interval $\left(R / c_{l}<t<R / c_{l}+\Delta t\right) \quad$ For this time interval, we have

$$
\mathbf{s}(p, t)=\mathbf{s}_{1}(p, t)+\mathbf{s}_{3}(p, t)
$$

and in accordance with eqs. 3.185 and 3.209

$$
\begin{equation*}
\mathbf{s}(p, t)=\frac{\sin \theta \cos \varphi}{4 \pi c_{l}^{2} R} f_{x}^{0}\left(t-\frac{R}{c_{l}}\right) \mathbf{i}_{R}+\frac{2 \sin \theta \cos \varphi \mathbf{i}_{R}-\mathbf{i}_{s}}{4 \pi R^{3}} \int_{R / c_{l}}^{t} \tau f_{x}^{0}(t-\tau) d \tau \tag{3.223}
\end{equation*}
$$

This expression describes a spherical wave traveling away from the point force with displacement vector $s$ being arbitrarily oriented with respect to the phase surface.

From eqs. 3.195 and 3.196 and eqs. 3.216 and 3.220 , we have

$$
\begin{aligned}
& \operatorname{div} \mathbf{s}_{1}=\frac{\sin \theta \cos \varphi}{4 \pi c_{l}^{2}}\left[\frac{1}{R^{2}} f_{x}^{0}\left(t-\frac{R}{c_{l}}\right)-\frac{1}{R c_{l}} f_{x}^{0 \prime}\left(t-\frac{R}{c_{l}}\right)\right], \\
& \operatorname{curl} \mathbf{s}_{1}=-\frac{1}{4 \pi c_{l}^{2} R^{2}} f_{x}^{0}\left(t-\frac{R}{c_{l}}\right)\left(\sin \varphi \mathbf{i}_{\theta}+\cos \theta \cos \varphi \mathbf{i}_{\varphi}\right)
\end{aligned}
$$

and

$$
\begin{gathered}
\operatorname{div} \mathrm{s}_{3}=-\frac{\sin \theta \cos \varphi}{2 \pi c_{l}^{2} R^{2}} f_{x}^{0}\left(t-\frac{R}{c_{l}}\right) \\
\operatorname{curl} \mathbf{s}_{3}=\frac{1}{4 \pi c_{l}^{2} R^{2}} f_{x}^{0}\left(t-\frac{R}{c_{l}}\right)\left(\sin \varphi \mathbf{i}_{\theta}+\cos \theta \cos \varphi \mathbf{i}_{\varphi}\right)
\end{gathered}
$$

This gives

$$
\begin{gather*}
\operatorname{div} \mathbf{s}=-\frac{\sin \theta \cos \varphi}{4 \pi c_{l}^{2}}\left[\frac{1}{R^{2}} f_{x}^{0}\left(t-\frac{R}{c_{l}}\right)+\frac{1}{c_{l} R} f_{x}^{0 \prime}\left(t-\frac{R}{c_{l}}\right)\right]  \tag{3.224}\\
\text { and } \quad \text { curl } \mathbf{s}=\mathbf{0}
\end{gather*}
$$

Thus, during the first interval of a motion, we deal with the longitudinal wave, (curl $\mathbf{s}=\mathbf{0}$ ), which propagates with velocity $c_{l}$. Elementary volumes of an elastic medium experience deformation, but rotation is absent. As was mentioned before, the direction of vector $s$ does not usually coincide with that of wave propagation. When we considered wavefields $s_{1}$ and $s_{3}$ separately, we found that each is accompanied by rotation. However, physical meaning has only the resultant wave, in which this type of motion is absent.

The second interval $\left(R / c_{l}+\Delta t<t<R / c_{s}\right)$ Unlike with the first and last intervals, the duration of this interval depends on distance $R$. This interval is absent near the origin and appears when $\Delta t=R\left(1 / c_{s}-1 / c_{l}\right)$. Then it becomes wider with an increase of $R$. In the limit, $(R \rightarrow \infty)$ the time interval also tends to infinity. In the second interval only, field $s_{3}$ is present, and, correspondingly, it describes the real wave. As follows from eqs. 3.209,

$$
\begin{equation*}
\mathbf{s}(p, t)=\frac{1}{4 \pi R^{3}} \int_{R / c_{l}}^{R / c_{s}} \tau f_{x}^{0}(t-\tau) d \tau\left(\sin \theta \cos \varphi \mathbf{i}_{R}-\mathbf{i}_{s}\right) \tag{3.225}
\end{equation*}
$$

while

$$
\begin{equation*}
\operatorname{curl} \mathrm{s}=0 \quad \text { and } \quad \operatorname{div} \mathrm{s}=0 \tag{3.226}
\end{equation*}
$$

Since both divergence and curl are equal to zero, motion in the second phase is not accompanied by a change of volume and its rotation. Taking curl from both sides of the first equation in set 3.226, we obtain:

$$
\begin{equation*}
\text { curl curl } s=\operatorname{grad} \operatorname{div} \mathrm{s}-\nabla^{2} \mathrm{~s}=0 \quad \text { or } \quad \nabla^{2} \mathrm{~s}=0 \tag{3.227}
\end{equation*}
$$

Thus, displacement s obeys the Laplace equation; this is why the motion of particles during the second interval is called Laplace motion. Substituting eqs. 3.226 and 3.227 into the known differential equation of elastic waves:

$$
\rho \frac{\partial^{2} \mathbf{s}}{\partial t^{2}}=(\lambda+\mu) \operatorname{grad} \operatorname{div} \mathbf{s}-\mu \nabla^{2} \mathbf{s}
$$

we see that acceleration is equal to zero, and particles move with constant velocity. In this sense, Laplace motion is similar to the potential motion of the ideal noncompressed field. Let us also consider the integral in eq. 3.225:

$$
\begin{equation*}
I_{1}=\int_{R / c_{i}}^{R / c_{s}} \tau f_{x}^{0}(t-\tau) d \tau \tag{3.228}
\end{equation*}
$$

Introducing new variable $t_{1}$ :

$$
\tau=t-t_{1} \quad \text { and } \quad d \tau=-d t_{1}
$$

we obtain

$$
\begin{equation*}
I_{1}=t \int_{t-R / c_{s}}^{t-R / c_{1}} f_{x}^{0}\left(t_{1}\right) d t_{1}-\int_{t-R / c_{s}}^{t-R / c_{l}} t_{1} f_{x}^{0}\left(t_{1}\right) d t_{1} \tag{3.229}
\end{equation*}
$$

By definition, $R / c_{l}+\Delta t<t<R / c_{s}$, which shows that the upper limit of the integral is not smaller than $\Delta t$, but the lower limit is not positive. Thus, integration is always performed over the time interval during which $f_{x}^{0}$ differs from zero. In such a case, integrals in eqs. 3.228 are independent of time and of distance $R$. They are defined by the behavior of the force oriented along the $x$-axis. Applying notations

$$
\begin{equation*}
A_{1}=\int_{t-R / c_{s}}^{t-R / c_{1}} f_{x}^{0}\left(t_{1}\right) d t_{1}=\int_{0}^{\Delta t} f_{x}^{0}(t) d t \tag{3.230}
\end{equation*}
$$

$$
\text { and } \quad A_{2}=\int_{t-R / c_{s}}^{t-R / c_{l}} t_{1} f_{x}^{0}\left(t_{1}\right) d t_{1}=\int_{0}^{\Delta t} t f_{x}^{0}(t) d t
$$

we obtain for the displacement of Laplace motion

$$
\begin{equation*}
\mathbf{s}(p, t)=\frac{1}{4 \pi R^{3}}\left(t A_{1}-A_{2}\right)\left(\sin \theta \cos \varphi \mathbf{i}_{R}-\mathbf{i}_{s}\right) \tag{3.231}
\end{equation*}
$$

Therefore, during the second phase, particles move along a straight line at a constant velocity. The value of velocity essentially depends on the function $f_{x}^{0}(t)$. In particular, if velocity changes in such a way that an area beneath function $f_{x}^{0}(t)$ is equal to zero, then the velocity of motion is equal to zero, $A_{1}=0$. At the same time, constant displacement with respect to equilibrium can be observed, and it is defined by $A_{2}$.

The third interval $\left(R / c_{s}<t<R / c_{s}+\Delta t\right)$ During this last interval, total displacement is a sum

$$
\mathrm{s}=\mathrm{s}_{2}+\mathrm{s}_{3}
$$

and in accordance with eqs. 3.200 and 3.209 , we have

$$
\begin{equation*}
\mathbf{s}(p, t)=\frac{f_{x}^{0}\left(t-R / c_{s}\right)}{4 \pi c_{s}^{2} R} \mathbf{i}_{s}+\frac{2 \sin \theta \cos \varphi \mathbf{i}_{R}-\mathbf{i}_{s}}{4 \pi R^{3}} \int_{R / c_{l}}^{R / c_{s}} \tau f_{x}^{0}(t-\tau) d \tau \tag{3.232}
\end{equation*}
$$

Thus, as before, the wave is spherical and it propagates with velocity $c_{s}$. At the same time, vector $s$ is usually arbitrarily oriented with respect to the phase surface. As follows from eqs. 3.204, 3.206, and 3.224:

$$
\begin{gathered}
\operatorname{div} \mathrm{s}_{2}=-\frac{1}{2 \pi c_{s}^{2} R^{2}} f_{x}^{0}\left(t-\frac{R}{c_{s}}\right) \sin \theta \cos \varphi \\
\operatorname{curl} \mathrm{s}_{2}=-\frac{1}{2 \pi c_{s}^{2} R^{2}} f_{x}^{0 \prime}\left(t-\frac{R}{c_{s}}\right)\left(\sin \varphi \mathbf{i}_{\theta}+\cos \theta \cos \varphi \mathbf{i}_{\varphi}\right)
\end{gathered}
$$

and

$$
\begin{gathered}
\operatorname{div} \mathrm{s}_{3}=\frac{\sin \theta \cos \varphi}{2 \pi c_{s}^{2} R^{2}} f_{x}^{0}\left(t-\frac{R}{c_{s}}\right) \\
\operatorname{curl} \mathbf{s}_{3}=-\frac{1}{4 \pi c_{s}^{2} R^{2}} f_{x}^{0}\left(t-\frac{R}{c_{s}}\right)\left(\sin \varphi \mathbf{i}_{\theta}+\cos \theta \cos \varphi \mathbf{i}_{\varphi}\right)
\end{gathered}
$$

Performing a summation, we obtain

$$
\begin{equation*}
\operatorname{div} \mathrm{s}=0 \quad \text { and } \tag{3.233}
\end{equation*}
$$

$$
\operatorname{curl} \mathrm{s}=-\frac{1}{4 \pi c_{s}^{2}}\left[\frac{1}{R^{2}} f_{x}^{0}\left(t-\frac{R}{c_{s}}\right)+\frac{1}{R} f_{x}^{0 \prime}\left(t-\frac{R}{c_{s}}\right)\right]\left(\sin \varphi \mathbf{i}_{\theta}+\cos \theta \cos \varphi \mathbf{i}_{\varphi}\right)
$$

Thus, due to a superposition of fields $s_{2}$ and $s_{3}$, dilatation vanishes and the rotational wave is formed. This wave produces rotation of elementary volumes of a medium, as well as pure shear and translation. Since the divergence of total field $s$ is equal to zero, dilatation of fields $s_{2}$ and $s_{3}$ has no physical meaning.

Thus, considering propagation of wave impulses of dilatational and rotational waves, we can distinguish the near, intermediate, and far zones. Within the first two zones the field of both waves changes relatively quickly with distance, and it is described by all three components, $s_{R}, s_{\theta}$, and $s_{\varphi}$. With an increase of distance, the behavior of displacement becomes much simpler. In the far zone, dilatational and rotational waves decay practically inversely proportionally to distance $R$, and either the radial or tangential component plays the dominant role. This is the reason they are also called the longitudinal and shear waves, respectively. In conclusion, let us point out again that representation of displacement as a sum of three terms $-\mathbf{s}=\mathrm{s}_{1}+\mathrm{s}_{2}+\mathrm{s}_{3}-$ is a result of a solution of the boundary value problem. However, only dilatational and rotational waves, as well as Laplace motion, have physical meaning.

### 3.5 Longitudinal and shear plane waves

As in the case of acoustic waves (Part II), we pay special attention to the behavior of plane waves in an elastic medium. By definition, the phase surface of such waves is planar, and at the beginning we assume that at its points the magnitude and direction of particle displacement $s$ do not change. Of course, the same is valid for other characteristics of wavefields, and this means that the plane wave is homogeneous. Later we will study the more complicated inhomogeneous wave, in which displacement, as well as strain and stress, may change very rapidly along its phase surface. As our main goal is to describe reflection and transmission of plane waves at the planar interface, let us introduce the Cartesian system of coordinates, so that the $y$-axis is parallel to the wave surface. Later (in the next chapter) we will assume that the boundary between two elastic media is situated in the plane $X O Y$, Fig. 3.6a. It is obvious that at each plane perpendicular to the $y$-axis, wave behavior is identical. This allows us to study a wave in one such plane,

## (a)





Figure 3.6: (a) Wave front $N$ of plane wave (b,c) Different orientations of unit vector $\mathbf{n}$ for instance $X O Z$, which is usually called the plane of incidence. We distinguish three possible types of homogeneous plane waves: (1) longitudinal wave $P$, in which particles move in the direction of propagation, that is, perpendicular to the phase surface; (2) shear wave $S V$, in which particle motion is tangential to the phase surface and occurs in the plane of incidence; and (3) shear wave $S H$, in which the vector of displacement $s$ is tangential to the phase surface but perpendicular to the plane of incidence. In other words, it is parallel to the $y$-axis. Now we will demonstrate that plane wave $P$ is compressional and propagates with the velocity

$$
c_{l}=\sqrt{\frac{\lambda+2 \mu}{\rho}}
$$

At the same time, plane waves $S V$ and $S H$ are shear waves, and they propagate with the velocity

$$
c_{s}=\sqrt{\frac{\mu}{\rho}}
$$

We will use the system of coordinates $x_{1}, y_{1}$, and $z_{1}$ with unit vectors $\mathbf{i}_{1}$, $\mathbf{j}_{1}$, and $\mathbf{k}_{1}$, Fig. 3.6a, where $\mathbf{j}=\mathbf{j}_{1}$ and $\mathbf{k}_{1}=\mathbf{n}$. By definition, for wave $P$ we have

$$
\mathbf{s}=w_{1} \mathbf{k}_{1}, \quad u_{1}=v_{1}=0
$$

and

$$
\frac{\partial w_{1}}{\partial x_{1}}=\frac{\partial w_{1}}{\partial y_{1}}=0
$$

Therefore,

$$
\begin{equation*}
\operatorname{div} \mathbf{s}=\frac{\partial w_{1}}{\partial z_{1}} \quad \text { but } \quad \operatorname{curl} \mathbf{s}=0 \tag{3.234}
\end{equation*}
$$

This means that wave $P$ is compressional, and it advances with velocity $c_{t}$. The displacement components of wave $S V$ in the new system of coordinates are

$$
\mathbf{s}=u_{1} \mathbf{i}_{1}, \quad \text { since } \quad v_{1}=w_{1}=0
$$

Also

$$
\frac{\partial u_{1}}{\partial x_{1}}=\frac{\partial u_{1}}{\partial y_{1}}=0
$$

It follows from these equalities that

$$
\begin{equation*}
\operatorname{div} \mathrm{s}=0 \quad \text { and } \quad \operatorname{curl} \mathrm{s} \neq 0 \tag{3.235}
\end{equation*}
$$

Thus, wave $S V$ is a shear wave and propagates with velocity $c_{s}$. Finally, in the case of wave $S H$ :

$$
\mathbf{s}=v_{1} \mathbf{j}_{1}, \quad u_{1}=w_{1}=0
$$

and

$$
\frac{\partial v_{1}}{\partial x_{1}}=\frac{\partial v_{1}}{\partial y_{1}}=0
$$

Again, this gives div s $=0$ and curl $\mathbf{s} \neq \mathbf{0}$ and, correspondingly, $S H$ is also a shear wave. Because divergence and curl are invariants with respect to a change of a system of coordinates, we have proved, that both wave $S V$ and waves $S H$ are rotational, whereas wave $P$ is compressional. They can be described by vector and scalar potentials that satisfy the wave equations

$$
\begin{equation*}
\nabla^{2} \varphi=\frac{1}{c_{l}^{2}} \frac{\partial^{2} \varphi}{\partial t^{2}} \quad \text { and } \quad \nabla^{2} \psi=\frac{1}{c_{s}^{2}} \frac{\partial^{2} \psi}{\partial t^{2}} \tag{3.236}
\end{equation*}
$$

where

$$
\nabla^{2}=\frac{\partial^{2}}{\partial x^{2}}+\frac{\partial^{2}}{\partial z^{2}}
$$

since the wavefields are independent on the $y$-coordinate. Note that an infinite number of functions $\varphi$ and $\psi$ define the same ficld $s$, and this fact will be used in choosing components of vector $\boldsymbol{\psi}$. For any compressional wave, we have

$$
\begin{equation*}
\mathrm{s}=\operatorname{grad} \varphi \tag{3.237}
\end{equation*}
$$

In particular, in the case of the plane wave, eq. 3.237 yields

$$
\begin{equation*}
u=\frac{\partial \varphi}{\partial x} \quad \text { and } \quad w=\frac{\partial \varphi}{\partial z} \tag{3.238}
\end{equation*}
$$

Thus, one scalar function $\varphi$ characterizes both components of displacement vector $\mathbf{s}$. For rotational (shear) waves, we have

$$
\mathbf{s}=\operatorname{curl} \psi=\left|\begin{array}{ccc}
\mathbf{i} & \mathbf{j} & \mathbf{k} \\
\frac{\partial}{\partial x} & \frac{\partial}{\partial y} & \frac{\partial}{\partial z} \\
\psi_{x} & \psi_{y} & \psi_{z}
\end{array}\right|
$$

and in the case of plane waves we obtain

$$
\begin{equation*}
u=-\frac{\partial \psi_{y}}{\partial z}, \quad v=\frac{\partial \psi_{x}}{\partial z}-\frac{\partial \psi_{z}}{\partial x}, \quad w=\frac{\partial \psi_{y}}{\partial x} \tag{3.239}
\end{equation*}
$$

because derivatives with respect to $y$ vanish. Let us assume that for wave $S V$ field $\mathbf{s}$ is described by the single component $\psi_{y}$. Correspondingly, in place of eq. 3.239 we obtain

$$
\begin{equation*}
u=-\frac{\partial \psi_{y}}{\partial z}, \quad v=0, \quad w=\frac{\partial \psi_{y}}{\partial x} \tag{3.240}
\end{equation*}
$$

Suppose that the vector potential for wave $S H$ has the component $\psi_{x}$ only, and, as a result, eqs. 3.239 become

$$
\begin{equation*}
u=0, \quad v=\frac{\partial \psi_{x}}{\partial z}, \quad w=0 \tag{3.241}
\end{equation*}
$$

Thus, due to our assumptions, potentials for all three waves obey wave equations with respect to scalar functions $\varphi, \psi_{y}$, and $\psi_{x}$, which greatly simplifies the determination of wavefields. Note that the validity of these assumptions will be confirmed in solving the boundary value problems.

Expression for potentials In accordance with eqs. 3.236, functions $\varphi, \psi_{x}$, and $\psi_{y}$ are solutions of ae wave equation that has the form

$$
\begin{equation*}
\frac{\partial^{2} U}{\partial x^{2}}+\frac{\partial^{2} U}{\partial z^{2}}=\frac{1}{c^{2}} \frac{\partial^{2} U}{\partial t^{2}} \tag{3.242}
\end{equation*}
$$

In order to find the function $U$, we assume that the plane wave is sinusoidal. Then, $U$ can be represented as

$$
\begin{equation*}
U(x, z, t)=\operatorname{Re} \mathcal{U}(\omega, x, z) e^{-i \omega t} \tag{3.243}
\end{equation*}
$$

Its substitution into eq. 3.242 yields

$$
\begin{equation*}
\frac{\partial^{2} \mathcal{U}}{\partial x^{2}}+\frac{\partial^{2} \mathcal{U}}{\partial z^{2}}+k^{2} \mathcal{U}=0 \tag{3.244}
\end{equation*}
$$

Here $\mathcal{U}(\omega, x, z)$ is the complex amplitude of $U$, and

$$
\begin{equation*}
k=\frac{\omega}{c} \tag{3.245}
\end{equation*}
$$

is the wavenumber for either dilatational or rotational waves. Now, applying the method of separation of variables, we represent the function $\mathcal{U}(\omega, x, z)$ as the product of two functions:

$$
\begin{equation*}
\mathcal{U}(x, z, \omega)=X(x, \omega) Z(z, \omega) \tag{3.246}
\end{equation*}
$$

Then, eq. 3.244 becomes

$$
\begin{equation*}
Z \frac{d^{2} X}{d x^{2}}+X \frac{d^{2} Z}{d z^{2}}+k^{2} X Z=0 \quad \text { or } \quad \frac{1}{X} \frac{d^{2} X}{d x^{2}}+\frac{1}{Z} \frac{d^{2} Z}{d z^{2}}+k^{2}=0 \tag{3.247}
\end{equation*}
$$

This equality takes place if the first two terms are constants, and it gives

$$
\begin{equation*}
\frac{1}{X} \frac{d^{2} X}{d x^{2}}=-k^{2} n_{x}^{2} \quad \text { and } \quad \frac{1}{Z} \frac{d^{2} Z}{d z^{2}}=-k^{2} n_{z}^{2} \tag{3.248}
\end{equation*}
$$

where $n_{x}$ and $n_{z}$ are quantities that are related to each other (Part II). In fact, from eqs. 3.247 and 3.248 , we obtain an important relationship:

$$
\begin{equation*}
n_{x}^{2}+n_{z}^{2}=1 \tag{3.249}
\end{equation*}
$$

It is obvious that functions

$$
\exp \left( \pm i k n_{x} x\right) \quad \text { and } \quad \exp \left( \pm i k n_{z} z\right)
$$

satisfy eqs. 3.248 , respectively. Taking into account eq. 3.246 , the function $\mathcal{U}$ and, therefore, the complex amplitudes of potentials $\tilde{\varphi}, \tilde{\psi}_{x}$, and $\tilde{\psi}_{y}$ can be written in the form

$$
\begin{equation*}
\mathcal{U}(x, z, \omega)=A \exp \left[ \pm i k\left(n_{x} x+n_{z} z\right)\right] \tag{3.250}
\end{equation*}
$$

Here $A$ is a constant. It is also convenient to use a slightly different form:

$$
\begin{equation*}
\mathcal{U}(x, z, \omega)=\frac{A}{i k} \exp \left[ \pm i k\left(n_{x} x+n_{z} z\right)\right] \tag{3.251}
\end{equation*}
$$

Since determination of displacement components is related to differentiation with respect to $x$ and $z$, the latter form is often more preferable. In general, $n_{x}$ and $n_{z}$ can be arbitrary numbers, satisfying condition 3.249 , but we are interested in two cases only, namcly
$n_{x}<1, \quad n_{z}<1 \quad$ and
$n_{x}>1, \quad n_{z}=i b_{z}$,
where $b_{z}$ is a real number.
As follows from eq. 3.251, these cases describe homogeneous and inhomogeneous plane waves, respectively. In fact, in the first case, the argument

$$
\pm i k\left(n_{x} x+n_{z} z\right)
$$

and $1 / i$ characterize the phase of the wave, and since

$$
\left|\exp \left[ \pm i k\left(n_{x} x+n_{z} z\right)\right]\right|=1
$$

the amplitude, $(A / k)$, remains constant at the phase surface.
We have considered the homogeneous plane wave. The picture is completely different in the case of the inhomogeneous plane wave, where eq. 3.251 can be written as

$$
\begin{equation*}
\mathcal{U}(x, z, \omega)=\frac{A}{i k} e^{ \pm b_{z} z} \exp \left( \pm i k n_{x} x\right) \tag{3.252}
\end{equation*}
$$

It is clear that the phase surfaces are perpendicular to the $x$-axis, and the wave amplitude

$$
\frac{A}{k} e^{ \pm b_{z} z}
$$

varies at their points. This shows that we are dealing with an inhomogeneous or evanescent plane wave. As was demonstrated in Part II, they may arise in the vicinity of an interface. There are several types of such waves, some of which are called surface waves.

In the case of a homogeneous plane wave, numbers $n_{x}$ and $n_{z}$ are directional cosines of unit vector $\mathbf{n}$, normal to the wavefront. Since the wave travels along line $l$, Fig. $3.6 \mathrm{~b}, \mathrm{c}$, the complex amplitude $\mathcal{U}$ can be written in the form

$$
\begin{equation*}
\mathcal{U}=\frac{A}{i k} e^{i k l} \tag{3.253}
\end{equation*}
$$

where $|l|$ is the distance between the origin of coordinates $O$ and phase surface $N$. Indeed, from eq. 3.243 it follows that

$$
U(x, z, t)=\frac{A}{k} \operatorname{Re} \frac{1}{i} e^{-i(\omega t-k l)} \quad \text { or } \quad U(x, z, t)=-\frac{A}{k} \sin (\omega t-k l)
$$

or

$$
\begin{equation*}
U(x, z, t)=\frac{A}{k} \sin (k l-\omega t) \tag{3.254}
\end{equation*}
$$

This equation describes a homogeneous plane wave with amplitude $A / k$ propagating along the $l$-line. If $l$ is positive, then we are dealing with the outgoing wave, which moves away from the origin. On the contrary, when $l$ is negative, the wave is incoming, approaching origin $O$. We express parameter $l$ in terms of coordinates of a point, $(x, z)$, located on the wave surface. From Fig. 3.6b,c, it follows that

$$
\begin{equation*}
\mathbf{n}=\sin \theta \mathbf{i}+\cos \theta \mathbf{k} \tag{3.255}
\end{equation*}
$$

where $\theta$ is the angle formed by the normal $\mathbf{n}$ and the $z$-axis, and

$$
0 \leq \theta \leq \pi
$$

Inasmuch as $l$ can be treated as the scalar component of the radius-vector

$$
\mathbf{r}=x \mathbf{i}+z \mathbf{k}
$$

of any point of the wave plane, Fig. 3.6b,c, we have

$$
\begin{equation*}
l=\mathbf{r} \cdot \mathbf{n}=x \sin \theta+z \cos \theta \tag{3.256}
\end{equation*}
$$

Therefore, eq. 3.257 is written as

$$
\begin{equation*}
\mathcal{U}(x, z, \omega)=\frac{A}{i k} \exp i k(x \sin \theta+z \cos \theta) \tag{3.257}
\end{equation*}
$$

Comparison with eq. 3.255 shows that

$$
\begin{equation*}
n_{x}=\sin \theta \quad \text { and } \quad n_{z}=\cos \theta \tag{3.258}
\end{equation*}
$$

and we have solved our task. Of course, condition 3.249 is met. To illustrate eq. 3.257, consider several examples, Fig. 3.6b,c. In the first quadrant, we have

$$
x>0, \quad z<0, \quad \text { and } \quad \theta>\frac{\pi}{2}
$$

Correspondingly, $l$ is positive and the wave $\left(N_{1}\right)$ is outgoing. In the case of $N_{2}$ (the second quadrant):

$$
x<0, \quad z<0, \quad \text { and } \quad \theta<\frac{\pi}{2}
$$

Thus, $l$ is negative and the wave is incoming. In the third quadrant $\left(N_{3}\right)$, we have

$$
x<0, \quad z>0, \quad \text { and } \quad \theta>\frac{\pi}{2},
$$

and, correspondingly, $l<0$, i.e., the wave is incoming, as is indicated by the direction of the normal $n$. Finally, for the wave in the fourth quadrant $\left(N_{4}\right)$, we have

$$
x>0, \quad z>0, \quad \text { and } \quad \theta<\frac{\pi}{2}
$$

Hence $l>0$ and the wave is outgoing. We demonstrated that the same argument of complex amplitude, eq. 3.257, characterizes all possible directions of the plane wave. However, later we will use angles that are always smaller than or equal to $\pi / 2$, and for this reason the sign in front of $z$ will be changed in some cases. Now we are prepared to study reflection and transmission of plane waves in an elastic medium.

## Chapter 4

## Plane waves in a layered medium

The main subject of this chapter is the study of reflection and transmission of the longitudinal and shear plane waves at the planar interface. To solve this boundary value problem we need to understand how surface forces act in the vicinity of the boundary of two elastic media. We will begin by discussing the behavior of these forces.

### 4.1 Strain and stress in plane waves

As was demonstrated in Chapter 2, Hooke's law in the Cartesian system of coordinates is

$$
\begin{equation*}
\tau_{x x}=\lambda \Theta+2 \mu e_{x x}, \quad \tau_{y y}=\lambda \Theta+2 \mu e_{y y}, \quad \tau_{z z}=\lambda \Theta+2 \mu e_{z z} \tag{4.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\tau_{y z}=\mu e_{y z}, \quad \tau_{x z}=\mu e_{x z}, \quad \tau_{x y}=\mu e_{x y} \tag{4.2}
\end{equation*}
$$

Here

$$
\begin{equation*}
e_{x x}=\frac{\partial u}{\partial x}, \quad e_{y y}=\frac{\partial v}{\partial y}, \quad e_{z z}=\frac{\partial w}{\partial z}, \quad \Theta=\frac{\partial u}{\partial x}+\frac{\partial v}{\partial y}+\frac{\partial w}{\partial z} \tag{4.3}
\end{equation*}
$$

and $\quad e_{x y}=\frac{\partial u}{\partial y}+\frac{\partial v}{\partial x}, \quad e_{x z}=\frac{\partial u}{\partial z}+\frac{\partial w}{\partial x}, \quad e_{y z}=\frac{\partial v}{\partial z}+\frac{\partial w}{\partial y}$

Since we are considering wavefields that are independent of the $y$-axis, eqs. 4.1-4.3 may be slightly simplified, and we have:

$$
\begin{equation*}
e_{x x}=\frac{\partial u}{\partial x}, \quad e_{y y}=0, \quad e_{z z}=\frac{\partial w}{\partial z} \tag{4.4}
\end{equation*}
$$

$$
e_{y z}=\frac{\partial v}{\partial z}, \quad e_{x z}=\frac{\partial u}{\partial z}+\frac{\partial w}{\partial x}, \quad e_{x y}=\frac{\partial v}{\partial x}
$$

and

$$
\begin{equation*}
\Theta=\frac{\partial u}{\partial x}+\frac{\partial w}{\partial z} \tag{4.5}
\end{equation*}
$$

Also

$$
\begin{equation*}
\tau_{x x}=\lambda \Theta+2 \mu e_{x x}, \quad \tau_{y y}=\lambda \Theta, \quad \tau_{z z}=\lambda \Theta+2 \mu e_{z z} \tag{4.6}
\end{equation*}
$$

and, as in the general case,

$$
\begin{equation*}
\tau_{y z}=\mu e_{y z}, \quad \tau_{x z}=\mu e_{x z}, \quad \tau_{x y}=\mu e_{x y} \tag{4.7}
\end{equation*}
$$

Note that strain $e_{y y}$ is absent, but the normal stress, $\tau_{y y}$, characterizing the surface force along the $y$-axis has a nonzero value if $\Theta \neq 0$.

Next we will study strains and stresses for each type of homogeneous plane wave.

## Incident $P$ wave

In the case of the $P$ wave, $v=0$ and therefore

$$
\begin{equation*}
e_{x x}=\frac{\partial u}{\partial x}, \quad e_{y y}=0, \quad e_{z z}=\frac{\partial w}{\partial z}, \quad e_{y z}=0, \quad e_{x y}=0, \quad e_{x z}=\frac{\partial u}{\partial z}+\frac{\partial w}{\partial x} \tag{4.8}
\end{equation*}
$$

Thus, there are two diagonal elements of the strain tensor and one shear strain that describes a change of the angle in any plane parallel to $X O Z$. Respectively, stresses are

$$
\begin{equation*}
\tau_{x x}=\lambda \Theta+2 \mu e_{x x}, \quad \tau_{y y}=\lambda \Theta, \quad \tau_{z z}=\lambda \Theta+2 \mu e_{z z} \tag{4.9}
\end{equation*}
$$

and

$$
\tau_{y z}=\tau_{x y}=0, \quad \tau_{x z}=\mu e_{x z}
$$

We see that an elementary volume surrounded by coordinate surfaces is subjected to an action of three normal stresses and one shear stress. The shear stress characterizes the force oriented along the $x$-axis and applied to the face of the volume perpendicular to the $z$-axis. All of these forces produce deformation, but rotation is absent, since the $P$ wave is compressional. In particular, if this wave moves along the $z$-axis, we have

$$
u=v=0
$$

and

$$
\begin{equation*}
e_{x x}=e_{y y}=0 \quad \text { and } \quad e_{z z}=\frac{\partial w}{\partial z} \tag{4.10}
\end{equation*}
$$

whereas

$$
\begin{equation*}
e_{y z}=e_{x y}=0 \quad \text { and } \quad e_{x z}=0 \tag{4.11}
\end{equation*}
$$

because the displacement component $w$ does not change on the wave surface ( $z=$ const). Therefore, there is only one strain element, $e_{z z}$, and respectively

$$
\begin{equation*}
\tau_{x x}=\tau_{y y}=\lambda e_{z z} \quad \text { and } \quad \tau_{z z}=(\lambda+2 \mu) e_{z z} \tag{4.12}
\end{equation*}
$$

but

$$
\begin{equation*}
\tau_{y z}=\tau_{x z}=\tau_{x y}=0 \tag{4.13}
\end{equation*}
$$

We see that all shear stresses disappear, and propagation of the longitudinal wave along the $z$-axis is accompanied by forces acting in the perpendicular direction, $\left(\tau_{x x}=\tau_{y y} \neq 0\right)$. This is the reason why the velocity of the $P$ wave depends on the rigid modulus $\mu$.

## Incident $S V$ wave

Since the displacement is situated in the plane of incidence ( $v=0$ ) and is tangential to the wave surface, it has in general two components, $u$ and $w$. This means that eqs. 4.8 and 4.9 describe strains and stresses for the $S V$ wave, too. However, the action of surface forces in this case is completely different. Because $S V$ is a rotational plane wave, these forces do not cause deformation of an elementary volume but only produce its rotation. Suppose that $S V$ wave moves along the $z$-axis. As follows from eqs. 4.8,

$$
\begin{equation*}
e_{x x}=e_{y y}=e_{z z}=0 \quad \text { and } \quad e_{y z}=e_{x y}=0, \quad e_{x z}=\frac{\partial u}{\partial z} \tag{4.14}
\end{equation*}
$$

There is one nondiagonal element of the strain tensor that describes a distortion of angles in the plane of incidence. This strain also characterizes the rate of change of displacement $u$ along the $z$-axis. For stresses, eqs. 4.9, we have:

$$
\begin{equation*}
\tau_{x x}=\tau_{y y}=\tau_{z z}=0, \quad \tau_{y z}=\tau_{x y}=0, \quad \text { and } \quad \tau_{x z}=\tau_{z x}=\mu e_{x z} \tag{4.15}
\end{equation*}
$$

Thus, normal stresses are absent, and tangential surface forces directed along the $x-$ and $z$-axes are applied to the corresponding faces of the volume.

## Incident $S H$ wave

Because displacement is oriented along the $y$-axis, i.e.,

$$
u=w=0
$$

eqs. 4.4 yicld

$$
\begin{equation*}
e_{x x}=e_{y y}=e_{z z}=0 \quad \text { and } \quad e_{y z}=\frac{\partial v}{\partial z}, \quad e_{x z}=e_{x y}=0 \tag{4.16}
\end{equation*}
$$

For stresses, we have (eqs. 4.6 and 4.7)

$$
\begin{equation*}
\tau_{x x}=\tau_{y y}=\tau_{z z}=0 \quad \text { and } \quad \tau_{y z}=\mu \frac{\partial v}{\partial z}, \quad \tau_{x z}=\tau_{x y}=0 \tag{4.17}
\end{equation*}
$$

The simplicity of such a rotational wave is obvious and, regardless of the orientation of the wavefront, to describe the strain and stress we need only $e_{y z}$ and $\tau_{y z}$.

### 4.2 Reflection from the free surface (normal incidence)

Assume that the sinusoidal plane wave moves along the $z$-axis and approaches the plane interface between two media having different elastic parameters. Our goal is to describe the reflected and transmitted waves arising at the boundary. We start from the simplest case of the free surface (Fig. 4.1a). We assume that elastic parameters of the upper medium are:

$$
\lambda=\mu=0 \quad \text { if } \quad z<0
$$

This means that waves are absent in that part of the portion of space and that stresses are equal to zero. Then, taking into account continuity of stresses, we conclude that at the free boundary, stresses vanish:

$$
\begin{equation*}
\tau_{z z}=\tau_{x z}=\tau_{y z}=0 \quad \text { on } \quad z=0 \tag{4.18}
\end{equation*}
$$

Respectively, the normal and tangential components of the force applied to any element of the interface are equal to zero. First, consider the case of the incident $P$ wave.

## Incident $P$ wave

As was shown in Chapter 3, the complex amplitude of scalar potential for the incident $P$ wave can be written in the form

$$
\begin{equation*}
\tilde{\varphi}_{i}(z, \omega)=\frac{A_{i}}{i k_{l}} \exp \left(-i k_{l} z\right), \quad \text { if } \quad z>0 \tag{4.19}
\end{equation*}
$$



Figure 4.1: (a) Free interface (b) Boundary between elastic media (c) Reflection of $P$ wave from free boundary (d) Reflection of $S V$ wave from free boundary

Here $A_{i}$ is known and $k_{l}=\omega / c_{l}$. Suppose that the reflected wave is also a $P$ wave, and correspondingly, its potential is

$$
\begin{equation*}
\tilde{\varphi}_{r}(z, \omega)=\frac{A_{r}}{i k_{l}} \exp \left(i k_{l} z\right) \tag{4.20}
\end{equation*}
$$

We have changed the sign of the argument because the complex amplitude, $\tilde{\varphi}_{r}$, describes the outgoing wave. Thus, the wavefield is a superposition of two $P$ waves propagating in opposite directions:

$$
\begin{equation*}
\tilde{\varphi}(z, \omega)=\frac{1}{i k_{l}}\left[A_{i} \exp \left(-i k_{l} z\right)+A_{r} \exp \left(i k_{l} z\right)\right] \tag{4.21}
\end{equation*}
$$

Here $A_{r}$ is unknown. In the previous section, we demonstrated that on the face of an elementary volume that is normal to the $z$-axis, there is only one component of stress, $\tilde{\tau}_{z z}$. As follows from Hooke's law, eq. 4.12:

$$
\begin{equation*}
\tilde{\tau}_{z z}=(\lambda+2 \mu) \frac{\partial \tilde{w}}{\partial z} \quad \text { or } \quad \tilde{\tau}_{z z}=(\lambda+2 \mu) \frac{\partial^{2} \tilde{\varphi}}{\partial z^{2}} \tag{4.22}
\end{equation*}
$$

since

$$
\mathbf{s}=\operatorname{grad} \varphi \quad \text { or } \quad w=\frac{\partial \varphi}{\partial z}
$$

Thus, the boundary condition in terms of potential is

$$
\begin{equation*}
\frac{\partial^{2} \tilde{\varphi}}{\partial z^{2}}=0 \quad \text { on } \quad z=0 \tag{4.23}
\end{equation*}
$$

Substitution of eq. 4.21 into eq. 4.23 gives

$$
\begin{equation*}
A_{r}=-A_{i} \tag{4.24}
\end{equation*}
$$

and the boundary condition is met, if both waves are longitudinal and amplitudes of their potentials are the same. However, their phases differ by $\pi$, since $-1=e^{i \pi}$. In essence, we have confirmed our assumption and proved that the normal incidence of the $P$ wave does not cause shear plane waves. Note that in the vicinity of the boundary, two other stresses, $\tau_{x x}$ and $\tau_{y y}$, are also equal to zero. In fact, as follows from eqs. 4.12,

$$
\tilde{\tau}_{x x}=\tilde{\tau}_{y y}=\lambda \frac{\partial \tilde{w}}{\partial z}=\lambda \frac{\partial^{2} \tilde{\varphi}}{\partial z^{2}},
$$

and, therefore, the stresses vanish on $z=0$. From eqs. 4.21 and 4.24 , we have for the complex amplitude of the resultant wave

$$
\begin{equation*}
\tilde{\varphi}(z, \omega)=\frac{A_{i}}{i k_{l}}\left[\exp \left(-i k_{l} z\right)-\exp \left(i k_{l} z\right)\right] \tag{4.25}
\end{equation*}
$$

Because scalar potential is an auxiliary function, we focus on the physically meaningful waveficld properties. For instance, displacement has only the $z$-component, and $\tilde{w}=$ $\partial \tilde{\varphi} / \partial z$. For the complex amplitude of $w$, it gives

$$
\begin{gather*}
\tilde{w}=-A_{i}\left[\exp \left(-i k_{l} z\right)+\exp \left(i k_{l} z\right)\right]  \tag{4.26}\\
w(z, t)=w_{i}(z, t)+w_{r}(z, t)=-A_{i}\left[\cos \left(\omega t+k_{l} z\right)+\cos \left(\omega t-k_{l} z\right)\right]
\end{gather*}
$$

or
and, by definition, the reflection coefficient for displacements is equal to

$$
\begin{equation*}
\mathcal{R}_{P P}=\frac{w_{r}(0, t)}{w_{i}(0, t)}=1 \tag{4.27}
\end{equation*}
$$

It is convenient to represent eq. 4.26 in the form

$$
\begin{equation*}
w(z, t)=-2 A_{i} \cos k_{l} z \cos \omega t \tag{4.28}
\end{equation*}
$$

and this representation clearly demonstrates that the resultant wave, $w(z, t)$, is the standing wave with nodes at points

$$
\begin{equation*}
k_{l} z_{n}=\frac{\pi}{2}(2 n+1) \quad \text { or } \quad \frac{z_{n}}{\lambda_{l}}=\frac{1}{4}(2 n+1) \tag{4.29}
\end{equation*}
$$

where $n=0,1,2, \ldots$. It is obvious that at the frec surface, as in the case of acoustic waves, displacement is doubled:

$$
\begin{equation*}
w(0, t)=-2 A_{i} \cos \omega t \tag{4.30}
\end{equation*}
$$

With an increase of distance $z$, displacement bchaves as a sinusoidal function, which happens because there is, in general, a phase shift between the two waves. As a result of their interference, a standing wave is formed. In accordance with eqs. 4.12 and 4.28, we have

$$
\begin{align*}
\tau_{z z} & =2(\lambda+2 \mu) k_{l} A_{i} \sin k_{l} z \cos \omega t  \tag{4.31}\\
\text { and } \quad \tau_{x x} & =\tau_{y y}=2 \lambda k_{l} A_{i} \sin k_{l} z \cos \omega t
\end{align*}
$$

Thus, the resultant stresses are also described by the standing wave with nodes at points

$$
\begin{equation*}
k_{l} z=\pi n \quad \text { or } \quad \frac{z_{n}}{\lambda_{l}}=\frac{1}{2} n \tag{4.32}
\end{equation*}
$$

We see that at all points of a medium, except nodes

$$
\begin{equation*}
\tau_{z z}>\tau_{x x}=\tau_{y y} \tag{4.33}
\end{equation*}
$$

Now let us consider incident and reflected waves separately. For instance, particle velocity and stress $\tau_{z z}$ associated with the incident wave are

$$
\begin{equation*}
\dot{w}(z, t)=\frac{\partial w}{\partial t}=A_{i} \omega \sin \left(\omega t+k_{l} z\right) \tag{4.34}
\end{equation*}
$$

$$
\text { and } \quad \tau_{z z}(z, t)=A_{i} k_{l}(\lambda+2 \mu) \sin \left(\omega t+k_{l} z\right)
$$

In studying acoustic waves (Part II), we introduced the concept of acoustic impedance,

$$
Z=\rho c=\sqrt{\rho M}
$$

where $M$ is the bulk modulus, and it relates particle velocity $\dot{u}$ and the pressure $P$ :

$$
\dot{w}=\frac{P}{Z}
$$

From eqs. 4.34, we obtain a similar relationship for the elastic $P$ wave:

$$
\begin{equation*}
\frac{\tau_{z z}}{\dot{w}}=\frac{k_{l}(\lambda+2 \mu)}{\omega}=\frac{\lambda+2 \mu}{c_{l}}=\sqrt{(\lambda+2 \mu) \rho} \tag{4.35}
\end{equation*}
$$

Thus, the impedance of a medium for the plane longitudinal wave is

$$
\begin{equation*}
Z_{l}=\sqrt{(\lambda+2 \mu) \rho} \tag{4.36}
\end{equation*}
$$

$Z_{l}$ characterizes resistance to motion caused by $P$ wave.

## Incident $S V$ wave

Next, suppose that the plane wave $S V$ propagates along the $z$-axis toward the free interface and that $X O Z$ is the plane of incidence. Then, as we already know, $u \neq 0$ but $v=w=0$, and the wavefield is described by the $y$-component of vector potential $\psi_{y}$. Omitting subscript $y$, the complex amplitude of potential can be written as

$$
\begin{equation*}
\tilde{\psi}_{i}(z, \omega)=\frac{B_{i}}{i k_{s}} \exp \left(-i k_{s} z\right) \tag{4.37}
\end{equation*}
$$

Here $B_{i}$ is known, $k_{s}=\omega / c_{s}$, and $c_{s}$ is the velocity of propagation of the shear wave. Let us assume that when the incident wave reaches the interface, the reflected wave of the same type, $S V$ arises, and we have:

$$
\begin{equation*}
\tilde{\psi}_{r}=\frac{B_{r}}{i k_{s}} \exp \left(i k_{s} z\right) \tag{4.38}
\end{equation*}
$$

Then the resultant wave is

$$
\begin{equation*}
\tilde{\psi}(z, \omega)=\frac{1}{i k_{s}}\left[B_{i} \exp \left(-i k_{s} z\right)+B_{r} \exp \left(i k_{s} z\right)\right] \tag{4.39}
\end{equation*}
$$

Propagation of these waves is accompanied by the stress $\tau_{x z}(z, t)$ as well as $\tau_{z x}$, and, in accordance with eq. 4.15

$$
\begin{equation*}
\tilde{\tau}_{x z}=\mu \frac{\partial \tilde{u}}{\partial z} \tag{4.40}
\end{equation*}
$$

In order to determine the unknown $B_{r}$, we use the boundary condition

$$
\begin{equation*}
\tilde{\tau}_{x z}=0 \quad \text { or } \quad \frac{\partial \tilde{u}}{\partial z}=0 \tag{4.41}
\end{equation*}
$$

Taking into account that

$$
\begin{equation*}
\tilde{u}=-\frac{\partial \tilde{\psi}}{\partial z} \tag{4.42}
\end{equation*}
$$

eq. 4.41 becomes

$$
\begin{equation*}
\frac{\partial^{2} \tilde{\psi}}{\partial z^{2}}=0, \quad \text { on } \quad z=0 \tag{4.43}
\end{equation*}
$$

and an analogy with the case of $P$ wave is obvious. Substitution of eq. 4.39 into eq. 4.43 gives

$$
\begin{equation*}
B_{r}=-B_{i}, \tag{4.44}
\end{equation*}
$$

and, correspondingly,

$$
\begin{equation*}
\tilde{\psi}(z, \omega)=\frac{B_{i}}{i k_{s}}\left[\exp \left(-i k_{s} z\right)-\exp \left(i k_{s} z\right)\right] \tag{4.45}
\end{equation*}
$$

Performing a differentiation with respect to $z$ (eq. 4.42), we obtain for the complex amplitude of displacement

$$
\tilde{u}(z, \omega)=B_{i}\left[\exp \left(-i k_{s} z\right)+\exp \left(i k_{s} z\right)\right],
$$

or

$$
u(z, \omega)=u_{i}(z, \omega)+u_{r}(z, \omega)=B_{i}\left[\cos \left(\omega t+k_{s} z\right)+\cos \left(\omega t-k_{s} z\right)\right]
$$

Therefore, the coefficient of reflection is

$$
\begin{equation*}
\mathcal{R}_{S S}=\frac{u_{r}(0, t)}{u_{i}(0, t)}=1 \tag{4.46}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
u(z, t)=2 B_{i} \cos k_{s} z \cos \omega t \tag{4.47}
\end{equation*}
$$

which practically coincides with eq. 4.28. As before we observe a standing wave, but the position of nodes is different, since $k_{s} \neq k_{l}$. At the free boundary, the tangential component of displacement, $u$, is equal to

$$
\begin{equation*}
u(0, t)=2 B_{i} \cos \omega t \tag{4.48}
\end{equation*}
$$

i.e., it is twice as big as displacement carried by the incident wave. From eq. 4.40, we have for shear stress

$$
\begin{equation*}
\tau_{x z}(z, t)=-2 \mu k_{s} B_{i} \sin k_{s} z \cos \omega t, \tag{4.49}
\end{equation*}
$$

and it is also describes a standing wave. Of course, at the free interface $\tau_{x z}$ and $\tau_{z x}$ vanish. Since the function $\psi(z, t)$ is a solution of the boundary value problem, our assumption about the reflected wave is correct. In accordance with eq. 4.37, particle velocity and stress, caused by the $S V$ incident wave are

$$
\dot{u}(z, t)=-B_{i} \omega \sin \left(\omega t+k_{s} z\right), \quad \tau_{x z}(z, t)=-B_{i} k_{s} \mu \sin \left(\omega t+k_{s} z\right)
$$

Hence

$$
\begin{equation*}
Z_{s}=\frac{\tau_{x z}}{\dot{u}}=\frac{k_{s} \mu}{\omega}=\frac{\mu}{c_{s}}=\sqrt{\mu \rho} \tag{4.50}
\end{equation*}
$$

Comparison with eq. 4.36 shows that $Z_{l}>Z_{s}$. This means that if $\tau_{z z}=\tau_{x z}$, the shear wave causes higher particle velocity. The same result is obtained if displacement has only the component along the $y$-axis ( $S H$ wave): $u=w=0 \quad$ and $\quad \mathbf{s}=v \mathbf{j}$.

### 4.3 Reflection and transmission at the plane boundary of two elastic media (normal incidence)

In this case, unlike in the previous one, waves exist in both half-spaces, Fig. 4.1b. That is, at the interface, the incident wave gives rise to reflected and transmitted waves. As before, we start with longitudinal waves.

## Incident $P$ wave

Let us assume that if the incident $P$ wave moves along the $z$-axis, the reflected and transmitted waves are of the same type and also propagate along the $z$-axis. Correspondingly, the scalar potential for all of these waves can be represented as

$$
\begin{align*}
& \quad \tilde{\varphi}_{i}(z, \omega)=\frac{A_{i}}{i k_{1 l}} \exp \left(i k_{1 l} z\right), \quad \tilde{\varphi}_{r}(z, \omega)=\frac{A_{r}}{i k_{1 l}} \exp \left(-i k_{1 l} z\right),  \tag{4.51}\\
& \tilde{\varphi}_{2}(z, \omega)=\frac{A_{2}}{i k_{2 l}} \exp \left(i k_{2 l} z\right)
\end{align*}
$$

Here $k_{1 l}=\omega / c_{1 l}, \quad k_{2 l}=\omega / c_{2 l} \quad$ and $c_{1 l}, \quad c_{2 l}$ are velocities of propagation of the $P$ waves in each medium. Now we will attempt to satisfy the boundary conditions, provided that the shear waves $S V$ and $S H$ are absent. As is well known, at the interface, displacement and stresses are continuous functions. Because the $P$ wave has only the component $w(z, t)$ and the stress $\tau_{z z}(z, t)$ differs from zero (normal incidence), we have:

$$
\begin{equation*}
w_{z}^{(1)}(0, t)=w_{z}^{(2)}(0, t) \quad \text { and } \quad \tau_{z z}^{(1)}(0, t)=\tau_{z z}^{(2)}(0, t) \tag{4.52}
\end{equation*}
$$

In terms of the complex amplitude of the potential, eqs. 4.52 become

$$
\begin{equation*}
\frac{\partial \tilde{\varphi}_{1}}{\partial z}=\frac{\partial \tilde{\varphi}_{2}}{\partial z} \quad \text { and } \quad\left(\lambda_{1}+2 \mu_{1}\right) \frac{\partial^{2} \tilde{\varphi}_{1}}{\partial z^{2}}=\quad\left(\lambda_{2}+2 \mu_{2}\right) \frac{\partial^{2} \tilde{\varphi}_{2}}{\partial z^{2}} \tag{4.53}
\end{equation*}
$$

where

$$
\tilde{\varphi}_{1}(\omega, z)=\tilde{\varphi}_{i}(\omega, z)+\tilde{\varphi}_{r}(\omega, z)
$$

Substitution of eqs. 4.51 into eqs. 4.53 gives the system for determining of unknowns $A_{r}$ and $A_{2}$ :

$$
\begin{gathered}
A_{i}-A_{r}=A_{2} \\
\left(\lambda_{1}+2 \mu_{1}\right) k_{1 l}\left(A_{i}+A_{r}\right)=\left(\lambda_{2}+2 \mu_{2}\right) k_{2 l} A_{2}
\end{gathered}
$$

or

$$
\begin{equation*}
A_{i}-A_{r}=A_{2} \quad \text { and } \quad Z_{1 l}\left(A_{i}+A_{r}\right)=Z_{2 l} A_{2} \tag{4.54}
\end{equation*}
$$

Here $Z_{1 l}$ and $Z_{2 l}$ are impedances for the $P$ waves, hence

$$
\begin{equation*}
A_{r}=\frac{Z_{2 l}-Z_{1 l}}{Z_{2 l}+Z_{1 l}} A_{i} \tag{4.55}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{2}=\frac{2 Z_{1 l}}{Z_{1 l}+Z_{2 l}} A_{i} \tag{4.56}
\end{equation*}
$$

These formulas do not differ from those that describe reflection and transmission of acoustic waves. It is not surprising, since the latter are also compressional waves (Part II). From eqs. 4.51, 4.55, and 4.56, we have

$$
\begin{equation*}
\tilde{\varphi}_{1}(z, \omega)=\frac{A_{i}}{i k_{1 l}}\left[\exp \left(i k_{1 l} z\right)+\frac{Z_{2 l}-Z_{1 l}}{Z_{2 l}+Z_{1 l}} \exp \left(-i k_{1 l} z\right)\right] \tag{4.57}
\end{equation*}
$$

and $\quad \tilde{\varphi}_{2}(z, \omega)=\frac{2 Z_{1 l}}{Z_{1 l}+Z_{2 l}} \frac{A_{i}}{i k_{2 l}} \exp \left(i k_{2 l} z\right)$

For displacement, we obtain

$$
\begin{aligned}
& \widetilde{w}_{1}(z, \omega)=\tilde{w}_{i}(z, \omega)+\widetilde{w}_{r}(z, \omega)=A_{i}\left[\exp \left(i k_{1 l} z\right)-\frac{Z_{2 l}-Z_{1 l}}{Z_{2 l}+Z_{1 l}} \exp \left(-i k_{1 l} z\right)\right] \\
& \text { and } \quad \widetilde{w}_{2}(z, \omega)=\frac{2 Z_{1 l}}{Z_{1 l}+Z_{2 l}} A_{i} \exp \left(i k_{2 l} z\right)
\end{aligned}
$$

Correspondingly, coefficients of reflection and transmission are

$$
\mathcal{R}_{P P}=\frac{A_{r}}{A_{i}}, \quad \mathcal{T}_{P P}=\frac{A_{2}}{A_{i}}
$$

Note that these coefficients change in the following ranges:

$$
-1 \leq \mathcal{R}_{P P} \leq 1 \quad \text { and } \quad 0 \leq \mathcal{T}_{P P} \leq 2
$$

It is easy to derive formulas for limiting cases from eq. 4.58. For instance, when the lower medium is a free space, we arrive at the known expression

$$
\widetilde{w}_{1}(z, \omega)=A_{i}\left[\operatorname{cxp}\left(i k_{1 l} z\right)+\exp \left(-i k_{1 l} z\right)\right],
$$

since $Z_{2 l}=0$. On the contrary, if the second medium is ideally rigid, $Z_{2 l} \rightarrow \infty$, then

$$
\begin{equation*}
\tilde{w}_{1}(z, \omega)=A_{i}\left[\exp \left(i k_{1 l} z\right)-\exp \left(-i k_{1 l} z\right)\right], \tag{4.59}
\end{equation*}
$$

while

$$
\tilde{w}_{2}(z, \omega)=0
$$

This is obvious, because particles in an ideally rigid medium cannot move. As follows from eq. 4.59, at the boundary

$$
\tilde{w}_{1}(0, \omega)=0
$$

and continuity of displacement takes place. Of course, eqs. 4.58 remain valid when we consider the boundary between an elastic medium and a fluid. In such a case, impedance $Z_{l}$ is replaced by the acoustic impedance $Z$. For instance, if the upper medium is a fluid, we write $\mu_{1}=0$ and have

$$
Z_{1 l}=\sqrt{\lambda_{1} \rho}
$$

Respectively, the parameter $\lambda_{1}$ plays the role of the bulk modulus $M$, i.e.,

$$
\begin{equation*}
Z_{1 l}=Z=\sqrt{M \rho} \tag{4.60}
\end{equation*}
$$

Note that superposition of the incident and reflected waves, eqs. 4.58, does not form the standing wave in the upper half-space. This is because amplitudes of these waves are different.

## Incident $S V$ wave

Suppose that the incident wave is an $S V$ plane wave advancing along the $z$-axis, and that reflected and transmitted waves are of the same type. Then, the wavefields are described by the $y$-component of the vector potential. The complex amplitude of this component at each part of a medium is written in the form

$$
\begin{array}{ll} 
& \begin{aligned}
\tilde{\psi}_{1}(z, \omega) & =\frac{1}{i k_{1 s}}\left[B_{i} \exp \left(i k_{1 s} z\right)+B_{r} \exp \left(-i k_{1 s} z\right)\right] \\
\text { and } & \tilde{\psi}_{2}(z, \omega)
\end{aligned}  \tag{4.61}\\
& =\frac{1}{i k_{2 s}} B_{2} \exp \left(i k_{2 s} z\right)
\end{array}
$$

At the boundary, the component of displacement $u$ and stress $\tau_{x z}$ are continuous functions, and in terms of complex amplitudes, we have

$$
\begin{equation*}
\frac{\partial \tilde{\psi}_{1}}{\partial z}=\frac{\partial \tilde{\psi}_{2}}{\partial z} \quad \text { and } \quad \mu_{1} \frac{\partial^{2} \tilde{\psi}_{1}}{\partial z^{2}}=\mu_{2} \frac{\partial^{2} \tilde{\psi}_{2}}{\partial z^{2}} \quad \text { on } \quad z=0 \tag{4.62}
\end{equation*}
$$

The similarity of eqs. 4.53 and 4.62 is obvious. From eqs. 4.61 and 4.62 we obtain

$$
\begin{equation*}
B_{i}-B_{r}=B_{2} \quad \text { and } \quad Z_{1 s}\left(B_{i}+B_{r}\right)=Z_{2 s} B_{2} \tag{4.63}
\end{equation*}
$$

Hence

$$
\begin{equation*}
B_{r}=\frac{Z_{2 s}-Z_{1 s}}{Z_{2 s}+Z_{1 s}} B_{i} \quad \text { and } \quad B_{2}=\frac{2 Z_{1 s}}{Z_{2 s}+Z_{1 s}} B_{i} \tag{4.64}
\end{equation*}
$$

where $Z_{s}=\sqrt{\mu \rho}$ is the impedance of a medium to the shear waves. Formulas 4.64 coincide with corresponding expressions of set 4.55-4.56, if $B_{i}$ is replaced by $A_{i}$ and $Z_{s}$ by $Z_{l}$. Inasmuch as

$$
\tilde{u}(z, \omega)=-\frac{\partial \tilde{\psi}}{\partial z} \quad \text { and } \quad \tilde{\tau}_{x z}=-\mu \frac{\partial^{2} \tilde{\psi}}{\partial z^{2}},
$$

we obtain

$$
\begin{align*}
\tilde{u}_{1}(z, \omega) & =-B_{i}\left[\exp \left(i k_{1 s} z\right)-\frac{Z_{2 s}-Z_{1 s}}{Z_{2 s}+Z_{1 s}} \exp \left(-i k_{1 s} z\right)\right] \\
\text { and } \quad \tilde{u}_{2}(z, \omega) & =-B_{i} \frac{2 Z_{1 s}}{Z_{2 s}+Z_{1 s}} \exp \left(i k_{2 s} z\right) \tag{4.65}
\end{align*}
$$

Similarly to the previous case of the incident $P$ wave, the coefficients of reflection and transmission are

$$
\mathcal{R}_{S S}=\frac{B_{r}}{B_{i}}, \quad \mathcal{T}_{S S}=\frac{B_{2}}{B_{1}}
$$

Moreover,

$$
\left.\begin{array}{ll} 
& \tilde{\tau}_{x z}^{(1)} \tag{4.66}
\end{array}=-i k_{1 s} \mu_{1} B_{i}\left[\exp \left(i k_{1 s} z\right)+\frac{Z_{2 s}-Z_{1 s}}{Z_{2 s}+Z_{1 s}} \exp \left(-i k_{1 s} z\right)\right]\right] \text { and } \quad \tilde{\tau}_{x z}^{(2)}=-i k_{2 s} \mu_{2} B_{i} \frac{2 Z_{1 s}}{Z_{2 s}+Z_{1 s}} \exp \left(i k_{2 s} z\right) \quad l
$$

For illustration, consider two special cases. First of all, if the lower medium is an ideally rigid one, $Z_{2 s} \rightarrow \infty$, we have

$$
\begin{equation*}
\tilde{u}_{1}(z, \omega)=-B_{i}\left[\operatorname{cxp}\left(i k_{1 s} z\right)-\operatorname{cxp}\left(-i k_{1 s} z\right)\right] \tag{4.67}
\end{equation*}
$$

and $\quad \tilde{\tau}_{x z}^{(1)}(z, \omega)=-i k_{1 s} \mu_{1} B_{i}\left[\exp \left(i k_{1 s} z\right)+\exp \left(-i k_{1 s} z\right)\right]$
In particular, at the boundary,

$$
\begin{equation*}
\tilde{u}_{1}(0, \omega)=0, \quad \tilde{\tau}_{x z}^{(1)}=-2 i k_{1 s} \mu_{1} B_{i} \tag{4.68}
\end{equation*}
$$

Thus, as in the case of the $P$ wave, stress is doubled at the interface, but displacement is equal to zero.

Next, suppose that the lower medium is a fluid, i.e.,

$$
\mu_{2}=0 \quad \text { or } \quad Z_{2 s}=0
$$

Correspondingly, eq. 4.65 becomes

$$
\tilde{u}_{1}(z, \omega)=-B_{i}\left[\exp \left(i k_{1 s} z\right)+\exp \left(-i k_{1 s} z\right)\right]
$$

while $\quad \tilde{u}_{2}$ is not defined since $k_{2 s} \rightarrow \infty$. This indicates that the incident wave does not cause motion of fluid particles. As concerns stresses, we have

$$
\tilde{\tau}_{x z}^{(1)}=-i k_{1 s} \mu_{1} B_{i}\left[\exp \left(i k_{1 s} z\right)-\exp \left(-i k_{1 s} z\right)\right] \quad \text { and } \quad \tilde{\tau}_{x z}^{(2)}=0
$$

which is obvious, since shear stresses are absent in fluid.
The case of the incident $S H$ wave is completely analogous to the case of the $S V$ wave.

Summing up, we state the following:

1. The incident plane wave $(P, S V$, or $S H$ ) generates secondary waves of the same type.
2. Expressions describing coefficients of reflection (transmission) of secondary waves are similar for any type of incident wave.
3. Since coefficients for sinusoidal waves are independent of a frequency, they are the same for transient waves.

### 4.4 Reflection from the free surface (oblique incidence)

Now we will study a more general case of oblique incidence of the plane wave at the free surface, Fig. 4.1c, beginning with the incident longitudinal wave.

## Incident $P$ wave

As was shown in Chapter 3, scalar potential of the incident $P$ wave can be written as

$$
\begin{equation*}
\tilde{\varphi}_{i}(x, z, \omega)=\frac{A_{i}}{i k_{l}} \exp \left[i k_{l}\left(x \sin \alpha_{i}-z \cos \alpha_{i}\right)\right] \tag{4.69}
\end{equation*}
$$

Here $\alpha_{i}$ is the angle of incidence formed by the ray and the $z$-axis:

$$
0 \leq \alpha_{i} \leq \frac{\pi}{2}
$$

First assume, as before, that a reflected wave of the same type arises at the interface only. Correspondingly, the complex amplitude of scalar potential is

$$
\begin{equation*}
\tilde{\varphi}_{r}(x, z, \omega)=\frac{A_{r}}{i k_{l}} \exp \left[i k_{l}\left(x \sin \alpha_{r}+z \cos \alpha_{r}\right)\right] \tag{4.70}
\end{equation*}
$$

where $\alpha_{r}$ is the angle of reflection formed by the $z$-axis and the ray of the reflected wave, Fig. 4.1c. Thus, the resultant potential is

$$
\begin{equation*}
\tilde{\varphi}_{1}(x, z, \omega)=\tilde{\varphi}_{i}(x, z, \omega)+\widetilde{\varphi}_{r}(x, z, \omega) \tag{4.71}
\end{equation*}
$$

or

$$
\begin{gather*}
\tilde{\varphi}_{1}=\frac{1}{i k_{l}} A_{i} \operatorname{cxp}\left[i k_{l}\left(x \sin \alpha_{i}-z \cos \alpha_{i}\right)\right]+  \tag{4.72}\\
\frac{1}{i k_{l}} A_{r} \exp \left[i k_{l}\left(x \sin \alpha_{r}+z \cos \alpha_{r}\right)\right]
\end{gather*}
$$

Our goal is to find $A_{r}$ and $\alpha_{r}$, that cause all stresses to disappear at the free boundary

$$
\begin{equation*}
\tilde{\tau}_{z z}(x, 0, \omega)=0, \quad \tilde{\tau}_{x z}(x, 0, \omega)=0, \quad \tilde{\tau}_{y z}(x, 0, \omega)=0 \tag{4.73}
\end{equation*}
$$

Since the displacement component $v=0$ and the wavefields do not vary along the $y$-axis, the last equality is satisfied regardless of the values of $A_{r}$ and $\alpha_{r}$. Taking into account Hooke's law, eqs. 4.73 can be written as

$$
\begin{equation*}
(\lambda+2 \mu) \frac{\partial w}{\partial z}+\lambda \frac{\partial u}{\partial x}=0 \quad \text { and } \quad \frac{\partial u}{\partial z}+\frac{\partial w}{\partial x}=0, \quad \text { on } \quad z=0 \tag{4.74}
\end{equation*}
$$

or, in terms of the complex amplitude of the potential, we have

$$
\begin{equation*}
(\lambda+2 \mu) \frac{\partial^{2} \tilde{\varphi}}{\partial z^{2}}+\lambda \frac{\partial^{2} \tilde{\varphi}}{\partial x^{2}}=0 \quad \text { and } \quad \frac{\partial^{2} \tilde{\varphi}}{\partial x \partial z}=0 \quad \text { on } \quad z=0 \tag{4.75}
\end{equation*}
$$

Substitution of eq. 4.72 into eqs. 4.75 gives two equations with respect to $A_{r}$ and $\alpha_{r}$ :

$$
\begin{align*}
& i k_{l} A_{i}\left[(\lambda+2 \mu) \cos ^{2} \alpha_{i}+\lambda \sin ^{2} \alpha_{i}\right] \exp \left(i k_{l} \sin \alpha_{i}\right) \\
& +i k_{l} A_{r}\left[(\lambda+2 \mu) \cos ^{2} \alpha_{r}+\lambda \sin ^{2} \alpha_{r}\right] \exp \left(i k_{l} \sin \alpha_{r}\right)=0 \tag{4.76}
\end{align*}
$$

$$
\text { and } \quad-i k_{l} \sin \alpha_{i} \cos \alpha_{i} A_{i} \exp \left(i k_{l} \sin \alpha_{i}\right)+i k_{l} \sin \alpha_{r} \cos \alpha_{r} A_{r} \exp \left(i k_{l} \sin \alpha_{r}\right)=0
$$

Since these equalities are valid for any $x$, we conclude that

$$
\begin{align*}
& k_{l} \sin \alpha_{i}=k_{l} \sin \alpha_{r} \\
& \text { i.e., } \quad \alpha_{i}=\alpha_{r} \tag{4.77}
\end{align*}
$$

and in place of eqs. 4.76, we obtain

$$
\begin{equation*}
A_{i}+A_{r}=0 \quad \text { and } \quad-A_{i}+A_{r}=0 \tag{4.78}
\end{equation*}
$$

This system does not have a solution, and, therefore, our assumption that the reflected wave consists only of the $P$ wave is incorrect. This suggests that both longitudinal and shear reflected waves are generated, and we attempt to satisfy the boundary conditions with the help of the $P$ and $S V$ waves. In such a case, the total displacement is the sum of displacements caused by each wave. Therefore, we have:

$$
\tilde{\mathrm{s}}=\operatorname{grad} \tilde{\varphi}+\operatorname{curl} \tilde{\psi}
$$

or

$$
\begin{equation*}
\tilde{u}=\frac{\partial \tilde{\varphi}}{\partial x}-\frac{\partial \tilde{\psi}}{\partial z}, \quad \tilde{v}=0, \quad \tilde{w}=\frac{\partial \tilde{\varphi}}{\partial z}+\frac{\partial \tilde{\psi}}{\partial x} \tag{4.79}
\end{equation*}
$$

because

$$
\psi=\psi_{y} \mathbf{j}
$$

and wavefields are independent of the $y$-coordinate. This gives for the complex amplitude of dilatation, $\tilde{\Theta}$ :

$$
\begin{equation*}
\tilde{\Theta}=\frac{\partial \tilde{u}}{\partial x}+\frac{\partial \tilde{w}}{\partial z}=\frac{\partial^{2} \tilde{\varphi}}{\partial x^{2}}+\frac{\partial^{2} \tilde{\varphi}}{\partial z^{2}}=\nabla^{2} \tilde{\varphi}=-k_{l}^{2} \tilde{\varphi} \tag{4.80}
\end{equation*}
$$

Also,

$$
e_{z z}=\frac{\partial \tilde{w}}{\partial z}=\frac{\partial^{2} \tilde{\varphi}}{\partial z^{2}}+\frac{\partial^{2} \tilde{\psi}}{\partial x \partial z}, \quad e_{x z}=\frac{\partial u}{\partial z}+\frac{\partial w}{\partial x}=2 \frac{\partial^{2} \tilde{\varphi}}{\partial x \partial z}+\frac{\partial^{2} \tilde{\psi}}{\partial x^{2}}-\frac{\partial^{2} \tilde{\psi}}{\partial z^{2}}
$$

Therefore, in place of eqs. 4.74, we have

$$
\begin{equation*}
-\lambda k_{l}^{2} \tilde{\varphi}+2 \mu\left(\frac{\partial^{2} \tilde{\varphi}}{\partial z^{2}}+\frac{\partial^{2} \tilde{\psi}}{\partial x \partial z}\right)=0 \quad \text { and } \quad 2 \frac{\partial^{2} \tilde{\varphi}}{\partial x \partial z}+\frac{\partial^{2} \tilde{\psi}}{\partial x^{2}}-\frac{\partial^{2} \tilde{\psi}}{\partial z^{2}}=0 \tag{4.81}
\end{equation*}
$$

Expressions for potentials are

$$
\begin{gather*}
\tilde{\varphi}_{1}=\frac{A_{i}}{i k_{l}} \exp \left[i k_{l}\left(x \sin \alpha_{i}-z \cos \alpha_{i}\right)\right]+\frac{A_{r}}{i k_{l}} \exp \left[i k_{l}\left(x \sin \alpha_{r}+z \cos \alpha_{r}\right)\right]  \tag{4.82}\\
\text { and } \quad \tilde{\psi}_{1}=\frac{B_{r}}{i k_{s}} \operatorname{cxp}\left[i k_{s}\left(x \sin \beta_{r}+z \cos \beta_{r}\right)\right]
\end{gather*}
$$

where $\beta_{r}$ is an angle of reflection of the $S V$ wave. Substituting eqs. 4.82 into set 4.81, we arrive at a system of equations with respect to $A_{r}, B_{r}, \alpha_{r}$, and $\beta_{r}$. First of all, proceeding from the boundary conditions, it is easy to derive Snell's law for an elastic medium. In fact, every term in eqs. 4.81 contains either $\exp \left(i k_{l} \sin \alpha_{i}\right)$ or $\exp \left(i k_{l} \sin \alpha_{r}\right)$ or $\exp \left(i k_{s} \sin \beta_{r}\right)$. Since the boundary conditions take place regardless of $x$, we conclude that all three arguments are equal to each other:

$$
\begin{equation*}
k_{l} \sin \alpha_{i}=k_{l} \sin \alpha_{r}=k_{s} \sin \beta_{r} \tag{4.83}
\end{equation*}
$$

or

$$
\begin{equation*}
\alpha_{i}=\alpha_{r} \quad \text { and } \quad \frac{\sin \beta_{r}}{c_{s}}=\frac{\sin \alpha_{i}}{c_{l}} \tag{4.84}
\end{equation*}
$$

This represents Snell's law of reflection in an elastic medium. Eq. 4.83 shows that the apparent velocity of three waves along the $x$-axis is the same. Making use of eqs. 4.83 and performing diffcrentiations, eqs. 4.81 give

$$
k_{l}\left(A_{i}+A_{r}\right)\left(\lambda+2 \mu \cos ^{2} \alpha_{i}\right)+2 \mu k_{s} B_{r} \sin \beta_{r} \cos \beta_{r}=0
$$

and

$$
2 k_{l} \sin \alpha_{i} \cos \alpha_{i}\left(A_{r}-A_{i}\right)+k_{s} B_{r}\left(\sin ^{2} \beta_{r}-\cos ^{2} \beta_{r}\right)=0
$$

or

$$
\begin{equation*}
\left(A_{i}+A_{r}\right)\left[(\lambda+2 \mu) \cos ^{2} \alpha_{i}+\lambda \sin ^{2} \alpha_{i}\right]+2 \mu m B_{r} \sin \beta_{r} \cos \beta_{r}=0 \tag{4.85}
\end{equation*}
$$

and $\quad 2 \sin \alpha_{i} \cos \alpha_{i}\left(A_{r}-A_{i}\right)+m B_{r}\left(\sin ^{2} \beta_{r}-\cos ^{2} \beta_{r}\right)=0$

Here

$$
m=\frac{c_{l}}{c_{s}}
$$

It is convenient to express the left side of these equations in terms of $\cot \alpha_{i}$ and $\cot \beta_{r}$. This yields

$$
\begin{equation*}
\left(A_{i}+A_{r}\right)\left[(\lambda+2 \mu) \cot ^{2} \alpha_{i}+\lambda\right] m+2 \mu B_{r} \cot \beta_{r}=0 \tag{4.86}
\end{equation*}
$$

$$
\text { and } \quad 2 m \cot \alpha_{i}\left(A_{r}-A_{i}\right)+B_{r}\left(1-\cot ^{2} \beta_{r}\right)=0
$$

Whence

$$
\begin{equation*}
B_{r}=\frac{2 m \cot \alpha_{i}\left(A_{i}-A_{r}\right)}{1-\cot ^{2} \beta_{r}} \tag{4.87}
\end{equation*}
$$

Substitution of eq. 4.87 into the first equation of set 4.86 gives

$$
\left(A_{i}+A_{r}\right)\left[(\lambda+2 \mu) \cot ^{2} \alpha_{i}+\lambda\right]\left(1-\cot ^{2} \beta_{r}\right)+4 \mu \cot \alpha_{i} \cot \beta_{r}\left(A_{i}-A_{r}\right)=0
$$

Thus,

$$
\begin{equation*}
A_{r}=\frac{4 \mu \cot \alpha_{i} \cot \beta_{r}-\left[(\lambda+2 \mu) \cot ^{2} \alpha_{i}+\lambda\right]\left(\cot ^{2} \beta_{r}-1\right)}{D_{1}} A_{i} \tag{4.88}
\end{equation*}
$$

and $\quad B_{r}=\frac{-4 m \cot \alpha_{i}\left[(\lambda+2 \mu) \cot ^{2} \alpha_{i}+\lambda\right]}{D_{1}} A_{i}$,
where

$$
D_{1}=4 \mu \cot \alpha_{i} \cot \beta_{r}+\left[(\lambda+2 \mu) \cot ^{2} \alpha_{i}+\lambda\right]\left(\cot ^{2} \beta_{r}-1\right)
$$

It is easy to find the relationship between $\cot ^{2} \beta_{r}$ and $\cot ^{2} \alpha_{i}$, taking into account that the apparent velocity, $c$, along the $x$-axis is the same. As can be shown

$$
\begin{array}{r}
\cot ^{2} \alpha_{i}=\frac{c^{2}-c_{l}^{2}}{c_{l}^{2}} \quad \text { or } \quad c^{2}=c_{l}^{2}\left(1+\cot ^{2} \alpha_{i}\right) \\
\text { and } \quad \cot ^{2} \beta_{r}=\frac{c^{2}-c_{s}^{2}}{c_{s}^{2}} \quad \text { or } \quad c^{2}=c_{s}^{2}\left(1+\cot ^{2} \beta_{r}\right)
\end{array}
$$

Whence

$$
c_{l}^{2}\left(1+\cot ^{2} \alpha_{i}\right)=c_{s}^{2}\left(1+\cot ^{2} \beta_{r}\right)
$$

i.e.

$$
\begin{equation*}
\cot ^{2} \beta_{r}=m^{2}\left(1+\cot ^{2} \alpha_{i}\right)-1 \tag{4.89}
\end{equation*}
$$

Thus, we have demonstrated that scalar and vector potentials given by eqs. 4.82 and 4.88 are solutions of the Helmholtz equations

$$
\nabla^{2} \tilde{\varphi}+k_{l}^{2} \tilde{\varphi}=0 \quad \text { and } \quad \nabla^{2} \tilde{\psi}+k_{s}^{2} \tilde{\psi}=0
$$

correspondingly, and they obey the boundary conditions. In other words, our assumptions were correct, and these functions, $\tilde{\varphi}$ and $\tilde{\psi}$, describe the incident and reflected waves in the presence of the free plane boundary. Besides, we have demonstrated that the SH wave is absent. As we can see, the incident wave $P$ gives rise to two reflections, namely longitudinal and shear waves. This fundamental feature of wave behavior is not observed in a fluid medium (Part II). As follows from eqs. 4.88 , in such a case ( $\mu=0$ ), we have

$$
A_{r}=-A_{i} \quad \text { and } \quad B_{r}=-\frac{4 m \cot \alpha_{i}}{\cot ^{2} \beta_{r}-1} A_{i}
$$

or, taking into account eq. 4.89,

$$
B_{r}=-\frac{4 m \cot \alpha_{i}}{m^{2}\left(1+\cot ^{2} \alpha_{i}\right)-2} A_{i}
$$

Since $c_{\mathbf{s}} \rightarrow \mathbf{0}$ and $m \rightarrow \infty, B_{r} \rightarrow 0$, and the $S V$ wave vanishes. Note that coefficient $A_{r}$, eqs. 4.88, depends on the clastic parameters $(\lambda, \mu)$, incident angle $\alpha_{i}$, and amplitude $A_{i}$, whereas in fluid, amplitudes of incident and reflected waves are equal to each other. At the same time, in both media, the geometry of waves obeys Snell's law.

In accordance with eqs. 4.84, the angles of incidence and reflection of the $P$ waves are equal to each other, and angle $\beta_{r}$ is defined from the relation

$$
\begin{equation*}
\alpha_{r}=\alpha_{i}, \quad \sin \beta_{r}=\frac{c_{s}}{c_{l}} \sin \alpha_{i}, \quad \text { i.e., } \quad \beta_{r}<\alpha_{i} \tag{4.90}
\end{equation*}
$$

as is shown in Fig. 4.1c. Snell's law indicates that, regardless of the the value of angle $\alpha_{i}$, both secondary waves, $P$ and $S V$, remain homogeneous.

Reflection coefficients As follows from eqs. 4.79 and 4.82 , the displacement vectors of $P$ waves at the boundary are

$$
\mathbf{s}_{i}=A_{i} \cos \left(k_{l} x \sin \alpha_{i}-\omega t\right) \mathbf{n}_{i} \quad \text { and } \quad \mathbf{s}_{r}=A_{r} \cos \left(k_{l} x \sin \alpha_{i}-\omega t\right) \mathbf{n}_{r}
$$

where $\quad \mathbf{n}_{i}=\sin \alpha_{i} \mathbf{i}-\cos \alpha_{i} \mathbf{k}$ and $\mathbf{n}_{r}=\sin \alpha_{i} \mathbf{i}+\cos \alpha_{i} \mathbf{k}$ are the unit vectors of rays. The reflection coefficient $\mathcal{R}_{P P}=A_{r} / A_{i}$, and if $\mathcal{R}_{P P}$ is positive, the displacement vector is directed downward along the reflected $P$ ray. The indices $P P$ and $P S$ mean that $P$ and $S$ waves are caused by the $P$ incident wave. The displacement vector of the reflected $S V$ wave is

$$
\mathbf{s}_{r}=B_{r}\left(-\cos \beta_{r} \mathbf{i}+\sin \beta_{r} \mathbf{k}\right) \cos \left(k_{s} x \sin \beta_{r}-\omega t\right)
$$

and the unit vector of the reflected $S$ ray is $\mathbf{n}_{r}=\sin \beta_{i} \mathbf{i}+\cos \beta_{i} \mathbf{k}$. It is easy to see that $\mathbf{n}_{r} \cdot \mathbf{s}_{r}=0$, i.e., the displacement carried by the reflected $S V$ wave is orthogonal to the $S V$ ray. The reflection coefficient $\mathcal{R}_{P S}=B_{r} / A_{i}$, and if $\mathcal{R}_{P S}$ is positive, the displacement is directed toward the $z$-axis.

Case $\lambda=\mu \quad$ Formulas 4.88 are essentially simplified when Poisson's ratio is $\sigma=0.25$ or $\lambda=\mu$, which is often a rather good approximation. Then $c_{l}^{2}=3 c_{s}^{2}$, and instead of eq. 4.89 we have

$$
\cot ^{2} \beta_{r}=3 \cot ^{2} \alpha_{i}+2
$$

Its substitution into set 4.88 gives

$$
\begin{equation*}
A_{r}=\frac{4 \cot \alpha_{i} \cot \beta_{r}-\left(1+3 \cot ^{2} \alpha_{i}\right)^{2}}{4 \cot \alpha_{i} \cot \beta_{r}+\left(1+3 \cot ^{2} \alpha_{i}\right)^{2}} A_{i} \tag{4.91}
\end{equation*}
$$

$$
\text { and } \quad B_{r}=-\frac{4 m \cot \alpha_{i}\left(1+3 \cot ^{2} \alpha_{i}\right)}{4 \cot \alpha_{i} \cot \beta_{r}+\left(1+3 \cot ^{2} \alpha_{i}\right)^{2}} A_{i}
$$

Here $m=\sqrt{3}$. Simplicity of eq. 4.91 allows us to see the following features of waves. The reflected $P$ wave vanishes if

$$
4 \cot \alpha_{i} \cot \beta_{r}=\left(1+3 \cot ^{2} \alpha_{i}\right)^{2}
$$

or

$$
\begin{equation*}
4 \cot \alpha_{i}\left(3 \cot ^{2} \alpha_{i}+2\right)^{1 / 2}=\left(1+3 \cot ^{2} \alpha_{i}\right)^{2} \tag{4.92}
\end{equation*}
$$

This equation has two roots:

$$
\alpha_{i}=60^{\circ} \quad \text { and } \quad \alpha_{i}=77^{\circ} 13^{\prime}
$$

There is some similarity of this case with the reflection at the boundary between two acoustic media (Brewster's angle). In both cases, the wave disappears due to the destructive interference of elementary spherical waves that arise at the boundary (Huygen's principle). Behavior of the $P$-wave amplitude is similar for different values of $m$ and $\sigma$ (Fig. 4.2a). First of all, with an increase of $\alpha_{i}$, amplitude $\left|\mathcal{R}_{P P}\right|$ decreases because of the destructive interference of elementary waves. If $m$ and $\sigma$ are relatively large, $\left|\mathcal{R}_{P P}\left(\alpha_{i}\right)\right|$ passes a minimum value and then begins to increase, approaching 1 . In such a case, the reflected wave exists for all values of the incident angle. With a decrease of these parameters, we observe two values of angle, as in the case $\lambda=\mu$, where the $P$ reflected wave vanishes.

Behavior of the function $\left|\mathcal{R}_{P S}\left(\alpha_{i}\right)\right|$ is completely different. For normal incidence the amplitude of reflected $S V$-wave is equal to zero, but with an increase of $\alpha_{i}$ due to constructive interference, it becomes larger. Depending on the value of $m$, it reaches maximum in the range between $35^{\circ}$ and $65^{\circ}$. Then it decreases, and for the grazing angle $\mathcal{R}_{P S}$ becomes equal to zero.

## Incident $S V$ wave

Next suppose that the shear incident wave, $S V$, approaches the free surface and generates there two plane waves, $S V$ and $P$. Correspondingly, the complex amplitudes of potentials are

$$
\begin{gather*}
\tilde{\varphi}_{r}(x, z, \omega)=\frac{A_{r}}{i k_{l}} \exp \left[i k_{l}\left(x \sin \alpha_{r}+z \cos \alpha_{r}\right)\right] \text { and }  \tag{4.93}\\
\tilde{\psi}_{1}(x, z, \omega)=\frac{B_{i}}{i k_{s}} \exp \left[i k_{s}\left(x \sin \beta_{i}-z \cos \beta_{i}\right)\right]+\frac{B_{r}}{i k_{s}} \exp \left[i k_{s}\left(x \sin \beta_{r}+z \cos \beta_{r}\right)\right]
\end{gather*}
$$



Figure 4.2: Reflection from the free surface for different values of $m=c_{l} / c_{s}$ : (a) incident $P$ wave (b) incident $S V$ wave. Numbers near curves correspond to different values of $m$; arrows show Brewster's angles for $\lambda=\mu(\sigma=0.25)$.

To determine the unknowns $A_{r}, B_{r}, \alpha_{r}$, and $\beta_{r}$, we again use the boundary conditions, eqs. 4.81. As we know, they can be satisfied if all arguments in eqs. 4.93 are equal to each other at the free surface:

$$
k_{s} x \sin \beta_{i}=k_{s} x \sin \beta_{r}=k_{l} x \sin \alpha_{r}
$$

or

$$
\begin{equation*}
\frac{\sin \beta_{i}}{c_{s}}=\frac{\sin \beta_{r}}{c_{s}}=\frac{\sin \alpha_{r}}{c_{l}} \tag{4.94}
\end{equation*}
$$

This shows that the incident and reflection angles of the $S V$ wave are equal:

$$
\begin{equation*}
\beta_{r}=\beta_{i} \tag{4.95}
\end{equation*}
$$

At the same time, we have

$$
\begin{equation*}
\frac{\sin \beta_{i}}{c_{s}}=\frac{\sin \alpha_{r}}{c_{l}} \tag{4.96}
\end{equation*}
$$

Eqs. 4.95 and 4.96 represent Snell's law for the incident $S V$ wave. As follows from eq. 4.96,

$$
\begin{equation*}
\sin \alpha_{r}=m \sin \beta_{i} \tag{4.97}
\end{equation*}
$$

Since $m>1$ (Fig. 4.1d), $\alpha_{r}>\beta_{i}$. If

$$
\sin \beta_{i}=\frac{c_{s}}{c_{l}}
$$

then the angle $\alpha_{r}$ becomes equal to $\pi / 2$, and the reflected wave $P$ slides along the free surface. By analogy with acoustic waves, angle $\beta_{c}$ is called the critical angle. When $\beta_{i}>\beta_{c}$, the $P$ wave becomes inhomogeneous.

In order to determine the unknowns, $A_{r}$ and $B_{r}$, we substitute eqs. 4.93 into set 4.81 and obtain

$$
\left(\lambda+2 \mu \cos ^{2} \alpha_{r}\right) k_{l} A_{r}+2 \mu k_{s}\left(B_{r}-B_{i}\right) \sin \beta_{i} \cos \beta_{i}=0
$$

and

$$
2 k_{l} \sin \alpha_{r} \cos \alpha_{r} A_{r}+k_{s}\left(B_{i}+B_{r}\right)\left(\sin ^{2} \beta_{i}-\cos ^{2} \beta_{i}\right)=0
$$

or

$$
\begin{equation*}
\left(\lambda+2 \mu \cos ^{2} \alpha_{r}\right) A_{r}+2 \mu m\left(B_{r}-B_{i}\right) \sin \beta_{i} \cos \beta_{i}=0 \tag{4.98}
\end{equation*}
$$

and $\quad 2 \sin \alpha_{r} \cos \alpha_{r} A_{r}+m\left(B_{i}+B_{r}\right)\left(\sin ^{2} \beta_{i}-\cos ^{2} \beta_{i}\right)=0$
Using Snell's law, we obtain

$$
\begin{equation*}
B_{r}=\frac{4 \mu \cot \alpha_{r} \cot \beta_{i}-\left[\lambda+(\lambda+2 \mu) \cot ^{2} \alpha_{r}\right]\left(\cot ^{2} \beta_{i}-1\right)}{D_{2}} B_{i} \tag{4.99}
\end{equation*}
$$

and $\quad A_{r}=\frac{1}{m} \frac{4 \mu \cot \beta_{i}\left(\cot ^{2} \beta_{i}-1\right)}{D_{2}} B_{i}$
where

$$
\begin{equation*}
D_{2}=4 \mu \cot \alpha_{r} \cot \beta_{i}+\left[\lambda+(\lambda+2 \mu) \cot ^{2} \alpha_{r}\right]\left(\cot ^{2} \beta_{i}-1\right) \tag{4.100}
\end{equation*}
$$

Reflection coefficients The displacement vectors of the incident and reflected $S V$ waves at the boundary are

$$
\begin{aligned}
& \mathbf{s}_{i}=B_{i}\left(\cos \beta_{i} \mathbf{i}+\sin \beta_{i} \mathbf{k}\right) \cos \left(k_{s} x \sin \beta_{i}-\omega t\right) \\
\text { and } \quad \mathbf{s}_{r} & =B_{r}\left(-\cos \beta_{i} \mathbf{i}+\sin \beta_{i} \mathbf{k}\right) \cos \left(k_{s} x \sin \beta_{i}-\omega t\right),
\end{aligned}
$$

whereas $\quad \mathbf{n}_{i}=\sin \beta_{i} \mathbf{i}-\cos \beta_{i} \mathbf{k}$ and $\mathbf{n}_{r}=\sin \beta_{i} \mathbf{i}+\cos \beta_{i} \mathbf{k}$ are the unit vectors of rays. It is evident that $\mathbf{n}_{i} \cdot \mathbf{s}_{i}=\mathbf{n}_{r} \cdot \mathbf{s}_{r}=0$. The reflection coefficient of wave $S V$ is $\mathcal{R}_{S S}=B_{r} / B_{i}$. The indices $S S$ and $S P$ mean that $P$ and $S$ waves are caused by the $S$ incident wave. We see that displacement carried by the reflected $S V$ wave is orthogonal to the ray, and its sign depends on the sign of $\mathcal{R}_{S S}$. If $\mathcal{R}_{S S}$ is positive, the displacement is directed toward the $z$-axis, like the displacement in the incident wave. At the same time $\mathcal{R}_{S P}=A_{r} / B_{i}$, and if $\mathcal{R}_{S P}$ is positive, the displacement vector for the $P$ wave is directed downward along the reflected $P$ ray. ${ }^{1}$

Case $\lambda=\mu$ Then eqs. 4.99 and 4.100 are simplificd, and we have

$$
\begin{equation*}
B_{r}=\frac{4 \cot \alpha_{r} \cot \beta_{i}-\left(1+3 \cot ^{2} \alpha_{r}\right)^{2}}{4 \cot \alpha_{r} \cot \beta_{i}+\left(1+3 \cot ^{2} \alpha_{r}\right)^{2}} B_{i} \tag{4.101}
\end{equation*}
$$

and $\quad A_{r}=\frac{4}{m} \frac{\cot \beta_{i}\left(1+3 \cot ^{2} \alpha_{r}\right)}{4 \cot \alpha_{r} \cot \beta_{i}+\left(1+3 \cot ^{2} \alpha_{r}\right)^{2}} B_{i}$

[^0]The expression for $B_{r}$ shows that the reflected wave $S V$ vanishes when angles obey the equation

$$
4 \cot \alpha_{r} \cot \beta_{i}=\left(1+3 \cot ^{2} \alpha_{r}\right)^{2}
$$

which has two roots:

$$
\beta_{i}=34^{\circ} 76^{\prime} \quad \text { and } \quad \beta_{i}=30^{\circ}
$$

Behavior of the reflected waves is shown in Fig. 4.2b. For relatively large values of $m$ and $\sigma$ the amplitude of the reflected $S V$ wave becomes smaller with an increase of $\beta_{i}$ and reaches a minimum near $\beta_{i}=32^{\circ}$. Then it starts to increase. For smaller values of $m$ and $\sigma$, this wave disappears at two angles between $25^{\circ}$ and $40^{\circ}$. Amplitudes of the reflected $P$ wave are equal to zero values for normal incidence, smoothly increase with increased angle and pass sharp peaks near the critical angle.

Reflected waves beyond the critical angle As we already know, if $\beta_{i}>\beta_{c}$, Snell's law for the reflected $P$ wave becomes invalid ( $\sin \alpha_{r}>1$ ). Correspondingly,

$$
\cos \alpha_{r}=\sqrt{1-\frac{c_{l}^{2}}{c_{s}^{2}} \sin ^{2} \beta_{i}}=i b_{z} \quad \text { and } \quad b_{z}=\sqrt{\frac{c_{l}^{2}}{c_{s}^{2}} \sin ^{2} \beta_{i}-1}
$$

Therefore, for the potential of the reflected $P$ wave, eqs. 4.93, we have

$$
\begin{equation*}
\tilde{\varphi}_{r}(x, z, \omega)=\frac{A_{r}}{i k_{l}} \exp \left(-k_{l} b_{z} z+i k_{l} x \sin \alpha_{r}\right) \tag{4.102}
\end{equation*}
$$

where $A_{r}$ is now complex. We see that an evanescent $P$ wave propagates along the free surface with the velocity $c=c_{s} / \sin \beta_{i}$, which varies with the angle of incidence $\beta_{i}$ within the range $c_{s}<c \leq c_{l}$. The amplitude of this wave, $A_{T} \exp \left(-k_{l} b_{z} z\right)$, decays exponentially with an increase of depth $z$. The rate of its change depends on the angle of incidence. In particular, at the critical angle, the parameter $b_{z}$ is equal to zero, and the reflected $P$ wave becomes homogeneous. With an increase of $\beta_{i}$, the evanescent wave decays more rapidly. Since $k_{l}=\omega / c_{l}$, the exponential term $\exp \left(-k_{l} b_{z} z\right)$ depends on a frequency. Correspondingly, the high frequency harmonics concentrate near a surface. As follows from equations for displacement components, during each period particles of a medium move along an ellipse whose parameters change with depth $z$. The evanescent (inhomogencous) $P$ wave is always accompanied by the reflected homogencous $S V$ wave, which moves away from the free surface through an elastic medium. Its apparent, velocity along the boundary is the same as that of the inhomogeneous $P$ wave. As is
seen from eqs. 4.99 and 4.100 , the reflection coefficient $\mathcal{R}_{S S}$ is now complex and may be presented as a ratio,

$$
\begin{equation*}
\mathcal{R}_{S S}=\frac{i E-F}{i E+F} \tag{4.103}
\end{equation*}
$$

where

$$
\begin{equation*}
E=4 \mu b_{z} \frac{c}{c_{l}} \cot \beta_{i} \text { and } F=\left[\lambda+(\lambda+2 \mu)\left(\frac{b_{z} c}{c_{l}}\right)^{2}\right]\left(\cot ^{2} \beta_{i}-1\right) \tag{4.104}
\end{equation*}
$$

It is evident that in this case

$$
\begin{equation*}
\mathcal{R}_{S S}=\exp (-i \Psi), \quad \Psi=2 \tan ^{-1} \frac{E}{F} \tag{4.105}
\end{equation*}
$$

This means that the reflected $S V$ wave has the same amplitude as the incident $S V$ wave, but it is shifted in phase. Thus, the resulting total reflected wave consists of two parts, namely, the evanescent $P$ wave and the homogeneous $S V$ wave. For an observer at the surface, it is impossible to distinguish them. For instance, the displacement field of the reflected waves can be represented as

$$
\mathrm{s}=\operatorname{grad} \varphi+\operatorname{curl} \psi
$$

and simultaneously we observe different types of motion and deformation that are typical for compressional and shear waves. Because a portion of the energy of this reflected wave moves away from the boundary, with an increase of depth $z$ the reflected wave SV becomes dominant and, therefore, polarization becomes linear. This analysis shows that only the superposition of the incident wave and both reflected waves satisfies the boundary conditions - that is, the normal and shear stresses are equal to zero:

$$
\tau_{z z}=0, \quad \tau_{x z}=0
$$

This means that at each point of the boundary, the wavefield is a result of the superposition of all waves. Of course, the same is correct when the angle of incidence is smaller than the critical angle. Thus, we have demonstrated that a plane wave cannot create a surface wave that satisfies the boundary conditions. The same is true if the boundary is idcally rigid. Also note that there is a phase shift between the incident and reflected waves at points of the boundary. Because of this, at every instant part of the energy of the incident wave is transformed into energy of the reflected $S V$ wave, but the other part is transformed into energy of the evanescent $P$ wave. As was mentioned carlier, Snell's law for the reflected $S V$ wave is valid for all values of $\beta_{i}$.

## Incident $S H$ wave

Finally, assume that the $S H$ wave is incident and that displacement has the $v$ component only.

$$
\begin{equation*}
\tilde{v}_{i}(x, z, \omega)=C_{i} \exp \left[i k_{s}\left(x \sin \gamma_{i}+z \cos \gamma_{i}\right)\right] \tag{4.106}
\end{equation*}
$$

Since this wave is accompanied by the single stress component $\tau_{y z}$, let us suppose that the reflected wave is also an $S H$ wave, and therefore

$$
\begin{equation*}
\tilde{v}(x, z, \omega)=C_{i} \exp \left[i k_{s}\left(x \sin \gamma_{i}+z \cos \gamma_{i}\right)\right]+C_{r} \exp \left[i k_{s}\left(x \sin \gamma_{r}-z \cos \gamma_{r}\right)\right] \tag{4.107}
\end{equation*}
$$

Here $\gamma_{i}$ and $\gamma_{r}$ are angles of incidence and reflection, respectively. At the boundary, we have

$$
\tilde{\tau}_{y z}=\mu \frac{\partial \tilde{v}}{\partial z}=0
$$

By analogy with the two previous cases, we conclude that this equality is satisfied, provided that

$$
\begin{equation*}
\sin \gamma_{i}=\sin \gamma_{r} \quad \text { or } \quad \gamma_{i}=\gamma_{r} \tag{4.108}
\end{equation*}
$$

and we again arrive at Snell's law. In the same way as before, we obtain

$$
\begin{equation*}
C_{r}=C_{i}, \quad \text { and } \mathcal{R}_{S S}=1 \tag{4.109}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\tilde{v}(x, z, \omega)=C_{i}\left\{\exp \left[i k_{s}\left(x \sin \gamma_{i}+z \cos \gamma_{i}\right)\right]+\exp \left[i k_{s}\left(x \sin \gamma_{i}-z \cos \gamma_{i}\right)\right]\right\} \tag{4.110}
\end{equation*}
$$

We see that displacement at the free surface is doubled, which happens for any angle of incidence. The similarity with the behavior of acoustic waves is obvious (Part II). Since

$$
v(x, z, t)=\operatorname{Re}\left[\tilde{v}(x, z, \omega) e^{-i \omega t}\right]
$$

we have

$$
v(x, z, t)=C_{i}\left\{\cos \left[k_{s}\left(x \sin \gamma_{i}+z \cos \gamma_{i}\right)-\omega t\right]+\cos \left[k_{s}\left(x \sin \gamma_{i}-z \cos \gamma_{i}\right)-\omega t\right]\right\}
$$

or

$$
\begin{equation*}
v(x, z, t)=2 C_{i} \cos \left(k_{s} z \cos \gamma_{i}\right) \cos \left(\omega t-k_{s} x \sin \gamma_{i}\right) \tag{4.111}
\end{equation*}
$$

Thus, superposition of the incident and reflected waves produces a standing wave along the $z$-axis and a wave propagating along the $x$-axis with the velocity

$$
\begin{equation*}
c=\frac{c_{s}}{\sin \gamma_{i}} \tag{4.112}
\end{equation*}
$$

In conclusion note the following. The energy of the incident wave is transformed into that of the reflected waves. For instance, in the case of the incident $S V$ wave, the energy is distributed between the reflected $S V$ and $P$ waves. Imagine threc elementary vector tubes with a common point at the interface. Then the amount of energy moving through the tube of the incident wave is equal to the sum of energies flowing through the two other tubes during the same time interval. If the angle of incidence exceeds the critical angle $\beta_{i}>\beta_{c}$, the mean values of the energy of the incident and reflected $S V$ waves are equal to each other.

### 4.5 Reflection from the rigid surface (oblique incidence)

Suppose now that plane $z=0$ is the interface between an elastic medium and an ideally rigid medium. To illustrate reflection, consider the incidence of an $S V$ wave and assume that the reflected $P$ and $S V$ waves arise. Correspondingly, the complex amplitudes of the scalar potential and the $y$-component of the vector potential are

$$
\begin{equation*}
\tilde{\varphi}_{r}(x, z, \omega)=\frac{A_{r}}{i k_{l}} \exp \left[i k_{l}\left(x \sin \alpha_{r}+z \cos \alpha_{r}\right)\right] \tag{4.113}
\end{equation*}
$$

and $\quad \tilde{\psi}(x, z, \omega)=\frac{B_{i}}{i k_{s}} \exp \left[i k_{s}\left(x \sin \beta_{i}-z \cos \beta_{i}\right)\right]+\frac{B_{r}}{i k_{s}} \exp \left[i k_{s}\left(x \sin \beta_{r}+z \cos \beta_{r}\right)\right]$

By definition, at the boundary all three components of displacement are equal to zero, i.e.,

$$
\begin{equation*}
\tilde{u}(x, 0, \omega)=0, \quad \tilde{v}(x, 0, \omega)=0, \quad \tilde{w}(x, 0, \omega)=0 \tag{4.114}
\end{equation*}
$$

Our assumptions about waves imply that the component $v$ is absent everywhere. In terms of potentials we have

$$
\begin{equation*}
\frac{\partial \tilde{\varphi}}{\partial x}-\frac{\partial \tilde{\psi}}{\partial z}=0 \quad \text { and } \quad \frac{\partial \tilde{\varphi}}{\partial z}+\frac{\partial \tilde{\psi}}{\partial x}=0 \quad \text { at } \quad z=0 \tag{4.115}
\end{equation*}
$$

Substitution of eqs. 4.113 into set 4.115 allows us to determine the unknowns $A_{r}$ and $B_{r}$, and to establish again Snell's law:

$$
\beta_{r}=\beta_{i} \quad \text { and } \quad \frac{\sin \alpha_{r}}{c_{l}}=\frac{\sin \beta_{i}}{c_{s}}
$$

The system of equations with respect to $A_{r}$ and $B_{r}$ is

$$
\begin{align*}
& \sin \alpha_{r} A_{r}+\left(B_{i}-B_{r}\right) \cos \beta_{i}=0  \tag{4.116}\\
& \cos \alpha_{r} A_{r}+\left(B_{i}+B_{r}\right) \sin \beta_{i}=0
\end{align*}
$$

Hence

$$
\begin{align*}
& B_{r}=\frac{\cos \alpha_{r} \cos \beta_{i}-\sin \alpha_{r} \sin \beta_{i}}{\cos \alpha_{r} \cos \beta_{i}+\sin \alpha_{r} \sin \beta_{i}} B_{i}  \tag{4.117}\\
& \text { and } \quad A_{r}=\frac{-2 \sin \beta_{i} \cos \beta_{i}}{\cos \alpha_{r} \cos \beta_{i}+\sin \alpha_{r} \sin \beta_{i}} B_{i}
\end{align*}
$$

or

$$
\begin{equation*}
B_{r}=\frac{\cos \left(\alpha_{r}+\beta_{i}\right)}{\cos \left(\alpha_{r}-\beta_{i}\right)} B_{i} \quad \text { and } \quad A_{r}=-\frac{\sin 2 \beta_{i}}{\cos \left(\alpha_{r}-\beta_{i}\right)} B_{i} \tag{4.118}
\end{equation*}
$$

First consider the behavior of reflected waves when the angle of incidence is smaller than the critical angle:

$$
\beta_{i}<\beta_{c}=\sin ^{-1} \frac{c_{s}}{c_{l}}
$$

For the normal incidence, $\beta_{i}=0$, we obtain

$$
B_{r}=B_{i} \quad \text { and } \quad A_{r}=0
$$

i.e., only the reflected $S V$ wave arises. With an increase of $\beta_{i}$, the amplitude of the reflected $S V$ wave becomes smaller and the $P$ wave appears. Beyond the critical angle, $\left(\beta>\beta_{c}\right)$, the $P$ wave becomes evanescent and exponentially decays with distance from the boundary. At the boundary, there is a phase shift between the incident wave and the reflected $S V$ wave, and their amplitudes are equal to each other: $\left|B_{r}\right|=B_{i}$.

### 4.6 Reflection and transmission at the boundary between a fluid and an elastic medium

As is well known (Appendix D), in the vicinity of the boundary, $(z=0)$, particles of a fluid medium and an elastic medium are not rigidly connected to each other. Correspondingly, tangential components of displacement may have different values on each side of the interface. In other words, in general, they are discontinuous functions on $z=0$. At the same time, the normal component of displacement is a continuous function. Otherwise we would observe either a gap between the two media or their overlapping. We also take into account that all stresses are continuous functions, and shear stresses are absent in a fluid. This means that in the vicinity of the boundary, shear stresses in an elastic medium are also equal to zero. Thus, the boundary conditions are

$$
\begin{equation*}
w=w_{1} \quad \text { and } \quad \tau_{z z}=\tau_{z z}^{(1)}, \quad \tau_{x z}^{(1)}=0, \quad \tau_{y z}^{(1)}=0 \quad \text { on } \quad z=0 \tag{4.119}
\end{equation*}
$$

Here the index " 1 " shows that displacement and stresses, as well as other wave characteristics, are considered in an elastic medium. Recalling that in a fluid $\mu=0$ and using Hooke's law, set 4.119 can be represented as

$$
\begin{equation*}
w=w_{1}, \quad \lambda \operatorname{div} \mathbf{s}=\lambda_{1} \operatorname{div} \mathbf{s}_{1}+2 \mu_{1} \frac{\partial w_{1}}{\partial z} \tag{4.120}
\end{equation*}
$$

and $\quad \frac{\partial u_{1}}{\partial z}+\frac{\partial w_{1}}{\partial x}=0, \quad \frac{\partial v_{1}}{\partial z}+\frac{\partial w_{1}}{\partial y}=0 \quad$ on $\quad z=0$

Here $u_{1}, v_{1}$, and $w_{1}$ are components of displacement in an elastic medium, while $u$, $v$, and $w$ describe vector s in a fluid. Parameters $\lambda_{1}$ and $\mu_{1}$ along with density $\rho_{1}$ define the velocity of propagation of longitudinal and shear waves:

$$
\begin{equation*}
\lambda_{1}+2 \mu_{1}=\rho_{1} c_{l}^{2}, \quad \quad \mu_{1}=\rho_{1} c_{s}^{2} \tag{4.121}
\end{equation*}
$$

Parameter $\lambda$ plays the role of the bulk modulus of the fluid: $\lambda=\rho c^{2}$. In studying reflection, our main attention is paid to the case in which the incident plane wave propagates through a fluid and its phase surface is parallel to the $y$-axis, Fig. 4.3a. In other words, wavefields are independent of the $y$-coordinate. In particular,

$$
\begin{equation*}
\frac{\partial u}{\partial y}=\frac{\partial v}{\partial y}=\frac{\partial w}{\partial y}=0 \tag{4.122}
\end{equation*}
$$



Figure 4.3: Reflection and transmission at the boundary between fluid and solid media. The incident $P$ wave in fluid: (a) Ray scheme (b) Reflection coefficient $|R p p|$ as a function af the angle of incidence and parameters of media (c) Transmission coefficient $|T p p|$ (d) Transmission coefficient $|T p s|$. Numbers near the curves correspond to different solid media: 1. $c_{l}=4.5 \mathrm{~km} / \mathrm{s}, c_{s}=2.81 \mathrm{~km} / \mathrm{s}, \rho_{1}=3.0 \mathrm{~g} / \mathrm{cm}^{3} ; \quad 2 . \quad c_{l}=3.0 \mathrm{~km} / \mathrm{s}$, $c_{s}=1.73 \mathrm{~km} / \mathrm{s}, \rho_{1}=2.4 \mathrm{~g} / \mathrm{cm}^{3} ; 3 . c_{l}=2.5 \mathrm{~km} / \mathrm{s}, c_{s}=1.25 \mathrm{~km} / \mathrm{s}, \rho_{1}=2.1 \mathrm{~g} / \mathrm{cm}^{3}$. In fluid, $c=1.5 \mathrm{~km} / \mathrm{s}, \rho=1.0 \mathrm{~g} / \mathrm{cm}^{3}$.

At the boundary, the incident wave gives rise to secondary waves, and we assume that the plane wave $P$ appears in a fluid, whereas in an elastic medium, the plane waves $P$ and $S V$ arise. This implies that the displacement component along the $y$-axis is absent: $v=0$. As in previous sections, it is convenient to introduce scalar and vector potentials:

$$
\begin{equation*}
\mathrm{s}=\operatorname{grad} \varphi \quad \text { if } \quad z<0 \tag{4.123}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{s}_{\mathbf{1}}=\operatorname{grad} \varphi_{1}+\operatorname{curl} \boldsymbol{\psi}_{1}, \quad \text { where } \quad \boldsymbol{\psi}_{1}=\psi_{\mathbf{1}} \mathbf{j} \tag{4.124}
\end{equation*}
$$

Then, eqs. 4.1224 .124 give

$$
\begin{equation*}
u=\frac{\partial \varphi}{\partial x}, \quad v=0, \quad w=\frac{\partial \varphi}{\partial z} \tag{4.125}
\end{equation*}
$$

and $\quad u_{1}=\frac{\partial \varphi_{1}}{\partial x}-\frac{\partial \psi_{1}}{\partial z}, \quad v_{1}=0, \quad w_{1}=\frac{\partial \varphi_{1}}{\partial z}+\frac{\partial \psi_{1}}{\partial x}$
Because we are considering sinusoidal waves, we can also apply eqs. 4.119-4.125 to the complex amplitudes of displacement and potentials. Then, substituting eqs. 4.125 into set 4.120 and using equalities

$$
\operatorname{div} \tilde{\mathrm{s}}=\operatorname{div} \operatorname{grad} \tilde{\varphi}=\nabla^{2} \tilde{\varphi}=\frac{\partial \tilde{u}}{\partial x}+\frac{\partial \tilde{w}}{\partial z}
$$

and $\quad \operatorname{div} \tilde{\mathbf{s}}_{1}=\operatorname{div} \operatorname{grad} \tilde{\varphi}_{1}=\nabla^{2} \tilde{\varphi}_{1}=\frac{\partial \tilde{u}_{1}}{\partial x}+\frac{\partial \tilde{w}_{1}}{\partial z}$,
we obtain the boundary conditions in terms of potentials

$$
\begin{align*}
& \frac{\partial \tilde{\varphi}}{\partial z}=\frac{\partial \tilde{\varphi}_{1}}{\partial z}+\frac{\partial \tilde{\psi}_{1}}{\partial x} \\
& \lambda \nabla^{2} \tilde{\varphi}=\lambda_{1} \nabla^{2} \tilde{\varphi}_{1}+2 \mu_{1}\left(\frac{\partial^{2} \tilde{\varphi}_{1}}{\partial z^{2}}+\frac{\partial^{2} \tilde{\psi}_{1}}{\partial x \partial z}\right)  \tag{4.126}\\
& 2 \frac{\partial^{2} \tilde{\varphi}_{1}}{\partial x \partial z}+\frac{\partial^{2} \tilde{\psi}_{1}}{\partial x^{2}}-\frac{\partial^{2} \tilde{\psi}_{1}}{\partial z^{2}}=0 \quad \text { on } \quad z=0
\end{align*}
$$

Note that the last boundary condition of set 4.119, $\left(\tau_{y z}=0\right)$, is met for any field $\mathbf{s}$, as soon as eqs. 4.122 and 4.125 are valid. As was demonstrated earlier, potentials can be represented in the form

$$
\begin{gather*}
\tilde{\varphi}(x, y, \omega)=\frac{A_{i}}{i k} \exp \left[i k\left(x \sin \alpha_{i}+z \cos \alpha_{i}\right)\right]+\frac{A_{r}}{i k} \exp \left[i k\left(x \sin \alpha_{r}-z \cos \alpha_{r}\right)\right] \\
\tilde{\varphi}_{1}(x, z, \omega)=\frac{A_{2}}{i k_{l}} \exp \left[i k_{l}\left(x \sin \alpha_{2}+z \cos \alpha_{2}\right)\right]  \tag{4.127}\\
\text { and } \quad \tilde{\psi}_{1}(x, z, \omega)=\frac{B_{2}}{i k_{s}} \exp \left[i k_{s}\left(x \sin \beta_{2}+z \cos \beta_{2}\right)\right]
\end{gather*}
$$

First of all, substitution of cqs. 4.127 into the boundary conditions, eqs. 4.126, leads us again to Snell's laws of reflection and refraction:

$$
\begin{equation*}
\alpha_{r}=\alpha_{i} \quad \text { and } \quad \frac{\sin \alpha_{2}}{c_{l}}=\frac{\sin \alpha_{i}}{c}, \quad \frac{\sin \beta_{2}}{c_{s}}=\frac{\sin \alpha_{i}}{c}, \tag{4.128}
\end{equation*}
$$

or

$$
\frac{\sin \alpha_{i}}{c}=\frac{\sin \alpha_{2}}{c_{l}}=\frac{\sin \beta_{2}}{c_{s}}
$$

Correspondingly, the system of equations for determining of unknowns $A_{r}, A_{2}$, and $B_{2}$, eqs. 4.126 , is greatly simplified, and we obtain

$$
\begin{align*}
& \cos \alpha_{i}\left(A_{i}-A_{r}\right)=\cos \alpha_{2} A_{2}+\sin \beta_{2} B_{2} \\
& \lambda k\left(A_{i}+A_{r}\right)=\lambda k_{l} A_{2}+2 \mu_{1}\left(k_{l} \cos ^{2} \alpha_{2} A_{2}+k_{s} \sin \beta_{2} \cos \beta_{2} B_{2}\right) \tag{4.129}
\end{align*}
$$

$2 k_{l} \sin \alpha_{2} \cos \alpha_{2} A_{2}+k_{s} B_{2}\left(\sin ^{2} \beta_{2}-\cos ^{2} \beta_{2}\right)=0$
Introducing notations (Part II)

$$
Z^{*}=\frac{\rho c}{\cos \alpha_{i}}, \quad Z_{l}^{*}=\frac{\rho_{1} c_{l}}{\cos \alpha_{2}}, \quad Z_{s}^{*}=\frac{\rho_{1} c_{s}}{\cos \beta_{2}}
$$

and making use of an equality

$$
k_{l}\left(\lambda_{1}+2 \mu_{1} \cos ^{2} \alpha_{2}\right)=k_{l}\left(\lambda_{1}+2 \mu_{1}\right)-k_{l} 2 \mu_{1} \sin ^{2} \alpha_{2}=
$$

$$
k_{l} \rho_{1} c_{l}^{2}-2 k_{l} \rho_{1} c_{s}^{2} \frac{c_{l}^{2}}{c_{s}^{2}} \sin ^{2} \beta_{2}=k_{l} \rho_{1} c_{l}^{2} \cos 2 \beta_{2}
$$

set 4.129 becomes

$$
\begin{gathered}
\cos \alpha_{i}\left(A_{i}-A_{r}\right)=\cos \alpha_{2} A_{2}+\sin \beta_{2} B_{2} \\
Z^{*} \cos \alpha_{i}\left(A_{i}+A_{r}\right)=Z_{l}^{*} \cos \alpha_{2} \cos 2 \beta_{2} A_{2}+Z_{s}^{*} \sin 2 \beta_{2} \cos \beta_{2} B_{2} \\
Z_{s}^{*} \sin 2 \alpha_{2} \cos \beta_{2} A_{2}-Z_{l}^{*} \cos 2 \beta_{2} \cos \alpha_{2} B_{2}=0
\end{gathered}
$$

The first two equations give

$$
\begin{gather*}
2 Z^{*} \cos \alpha_{i} A_{i}=\left(Z^{*}+Z_{l}^{*} \cos 2 \beta_{2}\right) \cos \alpha_{2} A_{2}+  \tag{4.131}\\
\left(Z^{*}+2 Z_{s}^{*} \cos ^{2} \beta_{2}\right) \sin \beta_{2} B_{2}=0
\end{gather*}
$$

From the last equation of set 4.130, we have

$$
\begin{equation*}
B_{2}=\frac{Z_{s}^{*}}{Z_{l}^{*}} \frac{\sin 2 \alpha_{2} \cos \beta_{2}}{\cos 2 \beta_{2} \cos \alpha_{2}} A_{2} \tag{4.132}
\end{equation*}
$$

Its substitution into eq. 4.131 gives

$$
\begin{equation*}
2 Z^{*} Z_{l}^{*} \cos \alpha_{i} \cos \alpha_{2} \cos 2 \beta_{2} A_{i}=D A_{2} \tag{4.133}
\end{equation*}
$$

where

$$
\begin{aligned}
& D=\left(Z^{*}+Z_{l}^{*} \cos 2 \beta_{2}\right) Z_{l}^{*} \cos ^{2} \alpha_{2} \cos 2 \beta_{2}+\left(Z^{*}+2 Z_{s}^{*} \cos ^{2} \beta_{2}\right) \\
& Z_{s}^{*} \sin 2 \alpha_{2} \sin \beta_{2} \cos \beta_{2}=Z^{*}\left(Z_{l}^{*} \cos 2 \beta_{2} \cos ^{2} \alpha_{2}+Z_{s}^{*} \sin 2 \alpha_{2} \sin \beta_{2} \cos \beta_{2}\right)+ \\
& Z_{l}^{* 2} \cos ^{2} 2 \beta_{2} \cos ^{2} \alpha_{2}+Z_{s}^{* 2} \cos ^{2} \beta_{2} \sin 2 \beta_{2} \sin 2 \alpha_{2}= \\
& \quad Z^{*} Z_{l}^{*}\left(\cos 2 \beta_{2} \cos ^{2} \alpha_{2}+\frac{\cos \alpha_{2}}{\cos \beta_{2}} \frac{\sin \beta_{2}}{\sin \alpha_{2}} \sin 2 \alpha_{2} \sin \beta_{2} \cos \beta_{2}\right)+
\end{aligned}
$$

$$
\begin{aligned}
& Z_{l}^{*}\left(Z_{l}^{*} \cos ^{2} 2 \beta_{2} \cos ^{2} \alpha_{2}+Z_{s}^{*} \frac{\sin \beta_{2}}{\sin \alpha_{2}} \frac{\cos \alpha_{2}}{\cos \beta_{2}} \cos ^{2} \beta_{2} \sin 2 \beta_{2} \sin 2 \alpha_{2}\right)= \\
& Z^{*} Z_{l}^{*} \cos ^{2} \alpha_{2}+Z_{l}^{*} \cos ^{2} \alpha_{2}\left(Z_{l}^{*} \cos ^{2} 2 \beta_{2}+Z_{s}^{*} \sin ^{2} 2 \beta_{2}\right)
\end{aligned}
$$

Whence

$$
\begin{equation*}
A_{2}=\frac{2 Z^{*} \cos \alpha_{i} \cos 2 \beta_{2} A_{i}}{\cos \alpha_{2}\left(Z_{l}^{*} \cos ^{2} 2 \beta_{2}+Z_{s}^{*} \sin ^{2} 2 \beta_{2}+Z^{*}\right)} \tag{4.134}
\end{equation*}
$$

or

$$
A_{2}=\frac{1}{m n_{l}} \frac{2 Z_{l}^{*} \cos 2 \beta_{2} A_{i}}{Z_{l}^{*} \cos ^{2} 2 \beta_{2}+Z_{s}^{*} \sin ^{2} 2 \beta_{2}+Z^{*}}
$$

Here

$$
m=\frac{\rho_{1}}{\rho} \quad \text { and } \quad n_{l}=\frac{c_{l}}{c}
$$

From eq. 4.132, we have

$$
\begin{equation*}
B_{2}=\frac{1}{m n_{s}} \frac{2 Z_{s}^{*} \sin 2 \beta_{2} A_{i}}{Z_{l}^{*} \cos ^{2} 2 \beta_{2}+Z_{s}^{*} \sin ^{2} 2 \beta_{2}+Z^{*}} \tag{4.135}
\end{equation*}
$$

and

$$
n_{s}=\frac{c_{s}}{c}
$$

Substitution of eqs. 4.134 and 4.135 into the first equation of set 4.130 yields

$$
A_{i}-A_{r}=\frac{2 Z^{*} A_{i}}{Z_{1}^{*} \cos ^{2} 2 \beta_{2}+Z_{s}^{*} \sin ^{2} 2 \beta_{2}+Z^{*}}
$$

Thus

$$
\begin{equation*}
A_{r}=\frac{Z_{l}^{*} \cos ^{2} 2 \beta_{2}+Z_{s}^{*} \sin ^{2} 2 \beta_{2}-Z^{*}}{Z_{l}^{*} \cos ^{2} 2 \beta_{2}+Z_{s}^{*} \sin ^{2} 2 \beta_{2}+Z^{*}} A_{i} \tag{4.136}
\end{equation*}
$$

We have demonstrated that if coefficients $A_{r}, A_{2}$, and $B_{2}$ are given by eqs. 4.1344.136 , boundary conditions are satisfied and, therefore, our assumptions about reflected and transmitted waves are correct.

## Wave behavior

As follows from Snell's law, in the simplest case of normal incidence ( $\alpha_{i}=0$ ), we have

$$
\alpha_{2}=\beta_{2}=0,
$$

and, correspondingly:

$$
A_{r}=\frac{Z_{l}-Z}{Z_{l}+Z} A_{i}, \quad A_{2}=\frac{2 Z}{Z_{l}+Z} A_{i}, \quad B_{2}=0
$$

where

$$
Z=\rho c, \quad Z_{l}=\rho_{1} c_{l}, \quad Z_{s}=\rho_{1} c_{s}
$$

are impedances for acoustic, longitudinal, and shear waves, respectively. In such a case a shear wave does not arise, and we again arrive at formulas that correspond to an acoustic medium.

Also, it is interesting to note that there is an angle of incidence $\alpha_{i}$ when the $P$ wave is absent in an elastic medium (Fig. 4.3c). In fact, from eq. 4.134 it follows that

$$
A_{2}=0 \quad \text { if } \quad \beta_{2}=\pi / 4
$$

Since

$$
\frac{\sin \beta_{2}}{c_{s}}=\frac{\sin \alpha_{i}}{c}
$$

we have

$$
\begin{equation*}
\alpha_{i}=\sin ^{-1} \frac{c}{c_{s} \sqrt{2}} \tag{4.137}
\end{equation*}
$$

Certainly, this happens because of the destructive interference of elementary spherical waves of the $P$ type. As a result, the only wave in an elastic medium is the $S V$ wave, and eqs. 4.134-4.136 give

$$
\begin{equation*}
A_{2}=0, \quad B_{2}=\frac{1}{m n_{s}} \frac{2 Z_{s}^{*} A_{i}}{Z_{s}^{*}+Z^{*}}, \quad \text { and } \quad A_{r}=\frac{Z_{s}^{*}-Z^{*}}{Z_{s}^{*}+Z^{*}} A_{i} \tag{4.138}
\end{equation*}
$$

In analyzing wave behavior, suppose that at the beginning

$$
\text { 1. } c_{s}<c<c_{l}
$$

From Snell's law,

$$
\sin \alpha_{2}=\frac{c_{l}}{c} \sin \alpha_{i}, \quad \sin \beta_{2}=\frac{c_{s}}{c} \sin \alpha_{i},
$$

it is clear that for all angles of incidence an equality $\sin \beta_{2}<1$ takes place and, therefore, the plane wave $S V$ is homogeneous, regardless of $\alpha_{i}$. However, the $P$ wave in an elastic medium is homogeneous only if

$$
\sin \alpha_{i} \leq \frac{c}{c_{l}}
$$

At greater angles, it becomes inhomogeneous, and it exponentially decays with distance from the boundary. In previous sections, we have shown that beyond the critical angle $\alpha_{c 1}\left(\alpha_{c 1}=\sin ^{-1} c / c_{l}\right)$,

$$
\cos \alpha_{2}=\sqrt{1-\sin ^{2} \alpha_{2}}=i b_{z}
$$

Therefore, $Z_{l}^{*}=-i\left|Z_{l}^{*}\right|$, and the reflection coefficient $A_{r}$ becomes

$$
\begin{equation*}
A_{r}=\frac{Z_{s}^{*} \sin ^{2} 2 \beta_{2}-Z^{*}-i\left|Z_{l}^{*}\right| \cos ^{2} 2 \beta_{2}}{Z_{s}^{*} \sin ^{2} 2 \beta_{2}+Z^{*}-i\left|Z_{l}^{*}\right| \cos ^{2} 2 \beta_{2}} A_{i} \tag{4.139}
\end{equation*}
$$

Coefficient $A_{r}$ is a complex number and, unlike in the case of total internal reflection in an acoustic medium (Part II), its magnitude is smaller than unity. This fact is easily explained, since the part of the energy of the incident wave is transformed into the energy of the shear wave. Thus, if the angle of incidence does not exceed the critical angle $\alpha_{c}$, both transmitted waves are homogeneous, and at the boundary the incident and reflected waves are in phase. When $\alpha_{i}>\alpha_{c 1}$, the shear wave is still homogeneous, but the $P$ wave in an elastic medium becomes evanescent and propagates along the interface. At the same time, there is a phase shift between the incident and reflected waves at the interface points.

$$
\text { 2. } \quad c<c_{s}<c_{l}
$$

In the second case, it is convenient to distinguish several ranges of the angle of incidence $\alpha_{i}$. If $0<\sin \alpha_{i} \leq c / c_{l}$, then both transmitted waves are homogeneous, and the coefficient of reflection is real, $\left(A_{r}<A_{i}\right)$. In the second range

$$
\frac{c}{c_{l}}<\sin \alpha_{i}<\frac{c}{c_{s}}
$$

angle $\beta_{2}$ is real but angle $\alpha_{2}$ is complex. In other words, the $P$ wave is evanescent and moves along the boundary, whereas the $S V$ wave remains homogeneous. Finally, when

$$
\sin \alpha_{i}>\frac{c}{c_{s}}
$$

angles $\alpha_{2}$ and $\beta_{2}$ are both complex. This means that the transmitted $P$ and $S V$ waves are inhomogeneous, and they travel with the same velocity along the boundary. Correspondingly, $Z_{l}^{*}$ and $Z_{s}^{*}$ are purely imaginary numbers, and the reflected coefficient is equal to

$$
\begin{equation*}
A_{r}=\frac{i\left(\left|Z_{l}^{*}\right| \cos ^{2} 2 \beta_{2}+\left|Z_{s}^{*}\right| \sin ^{2} 2 \beta_{2}\right)+Z^{*}}{i\left(\left|Z_{l}^{*}\right| \cos ^{2} 2 \beta_{2}+\left|Z_{s}^{*}\right| \sin ^{2} 2 \beta_{2}\right)-Z^{*}} A_{i} \tag{4.140}
\end{equation*}
$$

Since $\left|A_{r}\right|=\left|A_{i}\right|$, total internal reflection occurs - that is, during a half-period the energy of the incident wave is transferred to the energies of both evanescent waves, and then it returns to the fluid. Results of calculation of the secondary fields, eqs. 4.134-4.136, as functions of the incident angle $\alpha_{i}$ are shown in Fig. 4.3b d. As we know, this parameter strongly influences on interference of elementary spherical waves, which creates reflected and refracted waves. For instance, in approaching the critical angle $\alpha_{c 1}=\sin ^{-1}\left(c / c_{l}\right)$, the amplitude of the reflected $P$ wave rapidly increases, and this is understandable, since total internal reflection for the $P$ wave is observed. At the same time, for slightly larger values of $\alpha_{i}$, we see a decrease of the amplitude of this wave accompanied by a sharp increase of the $S V$ wave. The latter indicates the strong constructive interference of the $S V$ elementary waves. Finally, near the critical angle $\alpha_{c 2}=\sin ^{-1}\left(c / c_{s}\right)$, the amplitude of the $S V$ wave tends to zero, and total internal reflection takes place. Derivation of formulas describing reflection and transmission when the incident wave propagates through an elastic medium is similar to the previous case.

In conclusion, let us note the following: When the incident $S H$ wave propagates through an elastic medium, it is easy to demonstrate that the reflected wave is of the same type. The sum of these two wavefields satisfies the boundary condition

$$
\tau_{y z}=0 \quad \text { on } \quad z=0
$$

This means that an incident wave does not generate waves in a fluid. Of course, the geometry of waves obeys Snell's law

$$
\gamma_{r}=\gamma_{i}
$$

and at the boundary for the $y$-component of displacement we have

$$
\tilde{v}(x, 0, \omega)=2 \tilde{v}_{i}(x, 0, \omega)
$$

whereas other components ( $u$ and $w$ ) are absent.

### 4.7 Reflection and transmission at the boundary of two elastic media

## Incident $P$ wave

By analogy with the previous case, first suppose that the incident $P$ wave propagates through the upper medium, Fig. 4.4a, and at the boundary the reflected and transmitted $P$ and $S V$ waves arise. Thus, the secondary waves include two $P$ and two $S V$ waves, but the $S H$ wave is absent. Correspondingly, our assumption implies that the $y$-component of displacement is equal to zero:

$$
\begin{equation*}
v=0 \tag{4.141}
\end{equation*}
$$

Since the wavefields are independent on $y$-coordinate, stress $\tau_{y z}$ vanishes. At the boundary of two elastic media, both components of displacement, $u$ and $w$, as well as stresses, are continuous functions:

$$
\begin{equation*}
u_{1}=u_{2}, \quad w_{1}=w_{2} \tag{4.142}
\end{equation*}
$$

$$
\tau_{z z}^{(1)}=\tau_{z z}^{(2)} \quad \tau_{x z}^{(1)}=\tau_{x z}^{(2)} \quad \text { on } \quad z=0
$$

or, using Hooke's law, we have

$$
\begin{gather*}
u_{1}=u_{2}, \quad w_{1}=w_{2} \\
\lambda_{1} \operatorname{div} \mathrm{~s}_{1}+2 \mu_{1} \frac{\partial w_{1}}{\partial z}=\lambda_{2} \operatorname{div} \mathrm{~s}_{2}+2 \mu_{2} \frac{\partial w_{2}}{\partial z},  \tag{4.143}\\
\mu_{1}\left(\frac{\partial u_{1}}{\partial z}+\frac{\partial w_{1}}{\partial x}\right)=\mu_{2}\left(\frac{\partial u_{2}}{\partial z}+\frac{\partial w_{2}}{\partial x}\right), \quad \text { on } \quad z=0
\end{gather*}
$$

where

$$
\operatorname{div} \mathbf{s}=\frac{\partial u}{\partial x}+\frac{\partial w}{\partial z}
$$



Figure 4.4: Reflection and transmission at the boundary between two solid media. (a) Ray scheme for $P-S V$ waves. (b) Reflection coefficient $|R p p|$ as a function of the angle of incidence and parameters of media. (c) Reflection coefficient $|R p s|$. Numbers near the curves correspond to different solid media: 1. $c_{1 l} / c_{2 l}=0.5, \rho_{1} / \rho_{2}=0.74$. 2. $c_{1 l} / c_{2 l}=0.62, \rho_{1} / \rho_{2}=0.76$. 3. $c_{1 l} / c_{2 l}=0.75, \rho_{1} / \rho_{2}=0.78$. Poisson' ratio is 0.25 for all cases. (d) Ray scheme for $S H$ waves.

Once again we introduce, but in a slightly different form, the complex amplitudes of potentials

$$
\begin{gather*}
\tilde{\varphi}_{1}=A_{i} \exp \left[i k_{1 l}\left(x \sin \alpha_{i}-z \cos \alpha_{i}\right)\right]+A_{r} \exp \left[i k_{1 l}\left(x \sin \alpha_{r}+z \cos \alpha_{r}\right)\right] \\
\tilde{\psi}_{1}=B_{r} \exp \left[i k_{1 s}\left(x \sin \beta_{r}+z \cos \beta_{r}\right)\right] \\
\tilde{\varphi}_{2}=A_{2} \exp \left[i k_{2 l}\left(x \sin \alpha_{2}-z \cos \alpha_{2}\right)\right]  \tag{4.144}\\
\tilde{\psi}_{2}=B_{2} \exp \left[i k_{2 s}\left(x \sin \beta_{2}-z \cos \beta_{2}\right)\right]
\end{gather*}
$$

From the equality

$$
\mathrm{s}=\operatorname{grad} \varphi+\operatorname{curl} \psi
$$

where

$$
\psi=\psi \mathbf{j}
$$

we have

$$
u=\frac{\partial \varphi}{\partial x}-\frac{\partial \psi}{\partial z}, \quad w=\frac{\partial \varphi}{\partial z}+\frac{\partial \psi}{\partial x}
$$

and

$$
\tau_{z z}=\lambda \nabla^{2} \varphi+2 \mu\left(\frac{\partial^{2} \varphi}{\partial z^{2}}+\frac{\partial^{2} \psi}{\partial x \partial z}\right)
$$

and

$$
\tau_{x z}=\mu\left(2 \frac{\partial^{2} \varphi}{\partial x \partial z}+\frac{\partial^{2} \psi}{\partial x^{2}}-\frac{\partial^{2} \psi}{\partial z^{2}}\right)
$$

Correspondingly, the boundary conditions in terms of complex amplitudes of potentials are

$$
\begin{gather*}
\frac{\partial \tilde{\varphi}_{1}}{\partial x}-\frac{\partial \tilde{\psi}_{1}}{\partial z}=\frac{\partial \tilde{\varphi}_{2}}{\partial x}-\frac{\partial \tilde{\psi}_{2}}{\partial z}, \quad \frac{\partial \tilde{\varphi}_{1}}{\partial z}+\frac{\partial \tilde{\psi}_{1}}{\partial x}=\frac{\partial \tilde{\varphi}_{2}}{\partial z}+\frac{\partial \tilde{\psi}_{2}}{\partial x} \\
-\lambda_{1} k_{1 l}^{2} \tilde{\varphi}_{1}+2 \mu_{1}\left(\frac{\partial^{2} \tilde{\varphi}_{1}}{\partial z^{2}}+\frac{\partial^{2} \tilde{\psi}_{1}}{\partial x \partial z}\right)=-\lambda_{2} k_{2 l}^{2} \tilde{\varphi}_{2}+2 \mu_{2}\left(\frac{\partial^{2} \tilde{\varphi}_{2}}{\partial z^{2}}+\frac{\partial^{2} \tilde{\psi}_{2}}{\partial x \partial z}\right), \tag{4.145}
\end{gather*}
$$

$$
\mu_{1}\left(2 \frac{\partial^{2} \tilde{\varphi}_{1}}{\partial x \partial z}+\frac{\partial^{2} \tilde{\psi}_{1}}{\partial x^{2}}-\frac{\partial^{2} \tilde{\psi}_{1}}{\partial z^{2}}\right)=\mu_{2}\left(2 \frac{\partial^{2} \tilde{\varphi}_{2}}{\partial x \partial z}+\frac{\partial^{2} \tilde{\psi}_{2}}{\partial x^{2}}-\frac{\partial^{2} \tilde{\psi}_{2}}{\partial z^{2}}\right) \quad \text { on } \quad z=0
$$

In order to satisfy this system of equations, arguments of all potentials have to be equal, and we again arrive at Snell's law:

$$
\begin{equation*}
\frac{\sin \alpha_{i}}{c_{1 l}}=\frac{\sin \alpha_{r}}{c_{1 l}}=\frac{\sin \beta_{r}}{c_{1 s}}=\frac{\sin \alpha_{2}}{c_{2 l}}=\frac{\sin \beta_{2}}{c_{2 s}} \tag{4.146}
\end{equation*}
$$

or

$$
\alpha_{r}=\alpha_{i}
$$

and

$$
\begin{equation*}
\frac{\sin \alpha_{r}}{c_{1 l}}=\frac{\sin \beta_{r}}{c_{1 s}}=\frac{\sin \alpha_{2}}{c_{2 l}}=\frac{\sin \beta_{2}}{c_{2 s}} \tag{4.147}
\end{equation*}
$$

Directions of rays corresponding to the incident and secondary waves are shown in Fig. 4.4a. Following Sncll's law, substitution of cqs. 4.144 into set 4.145 gives

$$
\begin{gather*}
k_{1 l} \sin \alpha_{i}\left(A_{i}+A_{r}\right)-k_{1 s} \cos \beta_{r} B_{r}=k_{2 l} \sin \alpha_{2} A_{2}+k_{2 s} \cos \beta_{2} B_{2} \\
k_{1 l} \cos \alpha_{i}\left(A_{r}-A_{i}\right)+k_{1 s} \sin \beta_{r} B_{r}=-k_{2 l} \cos \alpha_{2} A_{2}+k_{2 s} \sin \beta_{2} B_{2}  \tag{4.148}\\
-\lambda_{1} k_{1 l}^{2}\left(A_{i}+A_{r}\right)+2 \mu_{1}\left[k_{1 l}^{2} \cos ^{2} \alpha_{i}\left(A_{i}+A_{r}\right)+k_{1 s}^{2} \sin \beta_{r} \cos \beta_{r} B_{r}\right] \\
=-\lambda_{2} k_{2 l}^{2} A_{2}+2 \mu_{2}\left[k_{2 l}^{2} \cos ^{2} \alpha_{2} A_{2}-k_{2 s}^{2} \sin \beta_{2} \cos \beta_{2} B_{2}\right] \\
\mu_{1}\left[2 k_{1 l}^{2} \sin \alpha_{i} \cos \alpha_{i}\left(A_{r}-A_{i}\right)+k_{1 s}^{2}\left(\sin ^{2} \beta_{r}-\cos ^{2} \beta_{r}\right) B_{r}\right] \\
=\mu_{2}\left[2 k_{2 l}^{2} \sin \alpha_{2} \cos \alpha_{2} A_{2}+k_{2 s}^{2}\left(\sin ^{2} \beta_{2}-\cos ^{2} \beta_{2}\right) B_{2}\right]
\end{gather*}
$$

Thus, we have obtained a system of four linear equations with four unknowns ( $A_{r}, B_{r}$, $A_{2}$, and $B_{2}$ ). A numerical solution of this system allows us to find all wavefields at any point in an elastic medium. Reflection coefficients $\mathcal{R}_{P P}$ and $\mathcal{R}_{P S}$ are

$$
\begin{equation*}
\mathcal{R}_{P P}=\frac{A_{r}}{A_{i}}, \quad \mathcal{R}_{P S}=\frac{B_{r}}{A_{i}} \tag{4.149}
\end{equation*}
$$

and transmission coefficients $\mathcal{T}_{P P}$ and $\mathcal{T}_{P S}$ are

$$
\begin{equation*}
\mathcal{T}_{P P}=\frac{A_{2}}{A_{i}}, \quad \mathcal{T}_{P S}=\frac{B_{2}}{A_{i}} \tag{4.150}
\end{equation*}
$$

As an illustration, the behavior of coefficients characterizing the reflected $P$ and $S V$ waves is shown in Fig. $4.4 \mathrm{~b}, \mathrm{c}$, when the $P$ wave is the incident wave. The case of the incident $S V$ wave can be treated in a similar way.

## Incident $S H$ wave

Next we assume that the incident $S H$ wave moves through the upper medium, Fig. 4.4 d , and that reflected and transmitted $S H$ waves arise at the interface. Since

$$
\mathrm{s}=\operatorname{curl} \psi \quad \text { and } \quad \psi=\psi \mathbf{i}
$$

we have

$$
\begin{equation*}
u=w=0 \quad \text { and } \quad v=\frac{\partial \psi}{\partial z} \tag{4.151}
\end{equation*}
$$

Taking into account that div $\mathbf{s}=0$ and that the field is independent of the $y$-coordinate, the stresses are

$$
\begin{equation*}
\tau_{z z}=0, \quad \tau_{x z}=0, \quad \tau_{y z}=\mu \frac{\partial v}{\partial z} \tag{4.152}
\end{equation*}
$$

Therefore the boundary conditions have the form

$$
\begin{equation*}
v_{1}=v_{2} \quad \text { and } \quad \mu_{1} \frac{\partial v_{1}}{\partial z}=\mu_{2} \frac{\partial v_{2}}{\partial z} \quad \text { on } \quad z=0 \tag{4.153}
\end{equation*}
$$

Since displacement is described by the single component that obeys the wave equation, we solve the boundary value problem with respect to the complex amplitude, $\tilde{v}(x, z, \omega)$, where

$$
\begin{align*}
& \quad \tilde{v}_{1}(x, z, \omega)=C_{i} \exp \left[i k_{1 s}\left(x \sin \gamma_{i}-z \cos \gamma_{i}\right)\right]+ \\
& \quad C_{r} \exp \left[i k_{1 s}\left(x \sin \gamma_{r}+z \cos \gamma_{r}\right)\right]  \tag{4.154}\\
& \text { and } \quad \tilde{v}_{2}(x, z, \omega)=C_{2} \exp \left[i k_{2 s}\left(x \sin \gamma_{2}-z \cos \gamma_{2}\right)\right]
\end{align*}
$$

Substitution of eqs. 4.154 into set 4.153 leads us, first of all, to the Snell's law:

$$
\begin{equation*}
\gamma_{r}=\gamma_{i} \quad \text { and } \quad \frac{\sin \gamma_{i}}{c_{1 s}}=\frac{\sin \gamma_{2}}{c_{2 s}} \tag{4.155}
\end{equation*}
$$

Also, we arrive at a system of two simple equations:

$$
\begin{equation*}
C_{i}+C_{r}=C_{2}, \quad \mu_{1} k_{1 s} \cos \gamma_{i}\left(C_{i}-C_{r}\right)=\mu_{2} k_{2 s} \cos \gamma_{2} C_{2} \tag{4.156}
\end{equation*}
$$

Solution of eqs. 4.156 gives

$$
\begin{equation*}
C_{r}=\frac{Z_{1 s} \cos \gamma_{i}-Z_{2 s} \cos \gamma_{2}}{Z_{1 s} \cos \gamma_{i}+Z_{2 s} \cos \gamma_{2}} C_{i} \tag{4.157}
\end{equation*}
$$

$$
\text { and } \quad C_{2}=\frac{2 Z_{1 s} \cos \gamma_{i}}{Z_{1 s} \cos \gamma_{i}+Z_{2 s} \cos \gamma_{2}} C_{i}
$$

The simplicity of these formulas and their resemblance to formulas for the reflection and transmission of acoustic plane waves is obvious (Part II). In particular, the reflected wave vanishes due to destructive interference for some value of angle of incidence $\gamma_{i}$. Also, beyond the critical angle ( $c_{2 s}>c_{1 s}$ ), an evanescent wave in a medium with higher velocity is formed and propagates along the boundary (total internal reflection). In this case, we have

$$
\tilde{v}_{2}(x, z, w)=C_{2} \exp \left(-k_{1 s} b_{z} z\right) \exp \left(-i k_{2 s} x \sin \gamma_{i}\right)
$$

From eq. 4.156 it follows that

$$
C_{r}=\frac{Z_{1 s} \cos \gamma_{i}-i Z_{2 s} b_{z}}{Z_{1 s} \cos \gamma_{i}+i Z_{2 s} b_{z}} C_{i}, \quad C_{2}=\frac{2 Z_{1 s} \cos \gamma_{i}}{Z_{1 s} \cos \gamma_{i}+i Z_{2 s} b_{z}} C_{i}
$$

where

$$
b_{z}=\sqrt{\frac{c_{2 s}^{2}}{c_{1, s}^{2}} \sin \gamma_{i}-1}
$$

It is easy to see that $\left|C_{r}\right|=C_{i}$ and the reflection coefficient $\mathcal{R}_{S S}=C_{r} / C_{i}=\exp (-i \Psi)$, where

$$
\begin{equation*}
\Psi=\arg C_{r}=2 \tan ^{-1} \frac{Z_{2 s} b_{z}}{Z_{1 s} \cos \gamma_{i}} \tag{4.158}
\end{equation*}
$$

In conclusion, let us note the following. If the angles of incidence of the $P, S V$, or SH plane waves do not exceed the critical angle, coefficients of reflection and transmission derived for sinusoidal waves are also valid for arbitrary transient waves. Beyond the critical angle, a phase shift between the incident and reflected waves occurs at the boundary. This shift is independent of frequency. Because of this, use of the known cocfficients of reflection and transmission and the Hilbert transform allow us to find in a relatively simple way a transient reflected wave (Part II). Since the complex amplitude of evanescent waves depends on frequency, nonstationary wavefields are defined by Fourier's transform.

### 4.8 Ray tubes and flux of energy

Suppose that a plane wave propagates through a homogeneous medium, and choose the Cartesian system of coordinates, $x_{1}, y_{1}, z_{1}$, so that the wavefront coincides with the
plane $z_{1}=$ const. By definition, a lateral surface of any elementary ray tube is formed by rays, which are straight lines, and the area of the cross-section of the tube is constant. First we will demonstrate that the flux of clastic energy travels along these tubes. We will consider this subject separately for compressional and shear plane waves. As was derived in Appendix D, the vector of the density of flux energy, $\mathbf{Y}$, is the product of the symmetrical tensor of stress and particle velocity, $\dot{\mathrm{s}}$ :

$$
\mathbf{Y}=-\left(\begin{array}{ccc}
\tau_{x_{1} x_{1}} & \tau_{x_{1} y_{1}} & \tau_{x_{1} z_{1}}  \tag{4.159}\\
\tau_{y_{1} x_{1}} & \tau_{y_{1} y_{1}} & \tau_{y_{1} z_{1}} \\
\tau_{z_{1} x_{1}} & \tau_{z_{1} y_{1}} & \tau_{z_{1} z_{1}}
\end{array}\right)\left(\begin{array}{c}
\dot{u}_{1} \\
\dot{v}_{1} \\
\dot{w_{1}}
\end{array}\right)
$$

where $\dot{u}_{1}, \dot{v_{1}}, \dot{u_{1}}$ are components of particle velocity in the coordinate system $x_{1}, y_{1}, z_{1}$. Now we take into account that derivatives with respect to $x_{1}$ and $y_{1}$ are equal to zero and find expressions of $\mathbf{Y}$ for each type of plane wave.

## Incident $P$ wave

Since displacement $s$ has only one component $w_{1}$ that is directed along a ray we have in accordance with Hooke's law

$$
\begin{gathered}
\tau_{x_{1} x_{1}}=\lambda \frac{\partial w_{1}}{\partial z_{1}}, \quad \tau_{y_{1} y_{1}}=\lambda \frac{\partial w_{1}}{\partial z_{1}}, \quad \tau_{z_{1} z_{1}}=(\lambda+2 \mu) \frac{\partial w_{1}}{\partial z_{1}} \\
\text { and } \quad \tau_{x_{1} y_{1}}=\tau_{x_{1} z_{1}}=\tau_{y_{1} z_{1}}=0
\end{gathered}
$$

Therefore

$$
\mathbf{Y}=-\left(\begin{array}{ccc}
\tau_{x_{1} x_{1}} & 0 & 0 \\
0 & \tau_{y_{1} y_{1}} & 0 \\
0 & 0 & \tau_{z_{1} z_{1}}
\end{array}\right)\left(\begin{array}{c}
0 \\
0 \\
\dot{w}_{1}
\end{array}\right)
$$

or

$$
\begin{equation*}
Y_{x_{1}}=0, \quad Y_{y_{1}}=0, \quad Y_{z_{1}}=-\dot{w}_{1} \tau_{z_{1} z_{1}} \tag{4.161}
\end{equation*}
$$

or

$$
\begin{equation*}
Y_{z_{1}}=-(\lambda+2 \mu) \dot{w}_{1} \frac{\partial w_{1}}{\partial z_{1}} \tag{4.162}
\end{equation*}
$$

We see that elastic energy moves along a ray tube, and the flux through its lateral surface is equal to zero.

## Incident $S V$ wave

In the case of the $S V$ wave the single component of displacement, $u_{1}$, is tangential to the wavefront, and since

$$
\operatorname{div} \mathrm{s}=0
$$

the stresses are

$$
\begin{gather*}
\tau_{x_{1} x_{1}}=2 \mu \frac{\partial u_{1}}{\partial x_{1}}=0, \quad \tau_{y_{1} y_{1}}=2 \mu \frac{\partial v_{1}}{\partial y_{1}}=0, \quad \tau_{z_{1} z_{1}}=2 \mu \frac{\partial w_{1}}{\partial z_{1}}=0  \tag{4.163}\\
\text { and } \quad \tau_{x_{1} y_{1}}=\mu \frac{\partial u_{1}}{\partial y_{1}}=0, \quad \tau_{x_{1} z_{1}}=\mu \frac{\partial u_{1}}{\partial z_{1}}, \quad \tau_{y_{1} z_{1}}=0
\end{gather*}
$$

Then

$$
\mathbf{Y}=-\left(\begin{array}{ccc}
0 & 0 & \tau_{x_{1} z_{1}}  \tag{4.164}\\
0 & 0 & 0 \\
\tau_{x_{1} z_{1}} & 0 & 0
\end{array}\right)\left(\begin{array}{c}
\dot{u}_{1} \\
0 \\
0
\end{array}\right)
$$

that is,

$$
\begin{equation*}
Y_{x_{1}}=0, \quad Y_{y_{1}}=0, \quad Y_{z_{1}}=-\dot{u_{1}} \tau_{x_{1} z_{1}} \tag{4.165}
\end{equation*}
$$

or

$$
\begin{equation*}
Y_{z_{1}}=-\mu \dot{u}_{1} \frac{\partial u_{1}}{\partial z} \tag{4.166}
\end{equation*}
$$

and again energy flux advances along the ray tube, in spite of the fact that particles in the medium are moving in a perpendicular direction.

## Incident $S H$ wave

In the case of the $S H$ wave, since displacement is oriented along the $y_{1}$-axis and, as before, div $\mathbf{s}=0$, we obtain

$$
\begin{gather*}
\tau_{x_{1} x_{1}}=\tau_{y_{1} y_{1}}=\tau_{z_{1} z_{1}}=0 \quad \text { and } \quad \tau_{x_{1} y_{1}}=\tau_{x_{1} z_{1}}=0,  \tag{4.167}\\
\text { but } \quad \tau_{y_{1} z_{1}}=\mu \frac{\partial v_{1}}{\partial z_{1}}
\end{gather*}
$$

Thus

$$
\mathbf{Y}=-\left(\begin{array}{ccc}
0 & 0 & 0  \tag{4.168}\\
0 & 0 & \tau_{y_{1} z_{1}} \\
0 & \tau_{y_{1} z_{1}} & 0
\end{array}\right)\left(\begin{array}{l}
0 \\
\dot{v} \\
0
\end{array}\right)
$$

that is,

$$
Y_{x_{1}}=Y_{y_{1}}=0 \quad \text { and } \quad Y_{z_{1}}=-\dot{v} \tau_{y_{1} z_{1}}
$$

or

$$
\begin{equation*}
Y_{z_{1}}=-\mu \dot{v}_{1} \frac{\partial v_{1}}{\partial z} \tag{4.169}
\end{equation*}
$$

It is clear that regardless of the direction of particle motion, energy flux moves along ray tubes. As an illustration, consider sinusoidal waves. In the case of the $P$ wave, for example, displacement $w_{1}$ is

$$
\begin{equation*}
w_{1}\left(z_{1}, t\right)=A \sin \left(\omega t-k_{l} z_{1}\right) \tag{4.170}
\end{equation*}
$$

Correspondingly, velocity and stress are equal to

$$
\begin{equation*}
\dot{w}_{1}\left(z_{1}, t\right)=A \omega \cos \left(\omega t-k_{l} z_{1}\right) \tag{4.171}
\end{equation*}
$$

$$
\text { and } \quad \tau_{z_{1} z_{1}}\left(z_{1}, t\right)=-(\lambda+2 \mu) k_{l} A \cos \left(\omega t-k_{l} z_{1}\right)
$$

Whence

$$
\begin{equation*}
Y_{z_{1}}=(\lambda+2 \mu) \omega k_{l} A^{2} \cos ^{2}\left(\omega t-k_{l} z_{1}\right) \tag{4.172}
\end{equation*}
$$

As is well known, the mean value of Poynting's vector is defined from the relationship

$$
Y_{z_{1}}^{a v}=\frac{1}{T} \int_{0}^{T} Y_{z_{1}}(t) d t
$$

and the latter gives

$$
\begin{equation*}
Y_{z_{1}}^{a v}=\frac{1}{2}(\lambda+2 \mu) \omega k_{l} A^{2} \tag{4.173}
\end{equation*}
$$

or

$$
\begin{equation*}
Y_{z_{1}}^{a v}=\frac{\omega^{2}}{2} Z_{l} A^{2} \tag{4.174}
\end{equation*}
$$

Here $Z_{l}$ is the impedance for the $P$ wave. In a similar manner, for $S V$ and $S H$ waves we have

$$
\begin{equation*}
Y_{z_{1}}=\frac{\omega^{2}}{2} Z_{s} A^{2} \tag{4.175}
\end{equation*}
$$

and $Z_{s}=\rho c_{s}$ is the impedance of shear waves. These results are very useful for understanding the nature of the high-frequency spectrum of elastic waves in an inhomogeneous medium, where the velocity of propagation ( $c_{l}$ or $c_{s}$ ) varies. By analogy with acoustic waves (Part II), in such a case we can treat each elastic wave as a plane wave, and its amplitude, phase, and direction all depend on the observation point. Correspondingly, wave amplitude can be represented as the asymptotic series with respect to inverse powers of $\omega$ (Debye expansion). Its zero approximation describes the wave amplitude when energy flux propagates along the ray tubes. Inasmuch as the flux inside a tube remains the same, eqs. 4.174 and 4.175 , let us write the equality

$$
\begin{equation*}
Z\left(p_{1}\right) A^{2}\left(p_{1}\right) S\left(p_{1}\right)=Z\left(p_{2}\right) A^{2}\left(p_{2}\right) S\left(p_{2}\right) \tag{4.176}
\end{equation*}
$$

Here $Z$ is the impedance of either the compressional or the shear wave, and $S\left(p_{1}\right)$ and $S\left(p_{2}\right)$ are two cross-sections of the ray tube. From eq. 4.176 we have

$$
\begin{equation*}
A\left(p_{2}\right)=A\left(p_{1}\right) \sqrt{\frac{S\left(p_{1}\right) Z\left(p_{1}\right)}{S\left(p_{2}\right) Z\left(p_{2}\right)}} \tag{4.177}
\end{equation*}
$$

or

$$
\begin{equation*}
A\left(p_{2}\right)=\frac{1}{\sqrt{F}} A\left(p_{1}\right) \tag{4.178}
\end{equation*}
$$

where

$$
\begin{equation*}
F=\frac{Z\left(p_{2}\right) S\left(p_{2}\right)}{Z\left(p_{1}\right) S\left(p_{1}\right)} \tag{4.179}
\end{equation*}
$$

is the spreading factor (Part II). As in the case of acoustic waves, eq. 4.178 permits us to determine the change of the displacement amplitude. The direction of rays is defined by Snell's law.

The previously outlined general features of reflection and transmission of plane longitudinal and shear waves are important for many applications in exploration seismology. These coefficients are used in the ray theory of scismic waves in inhomogencous media as approximations to the coefficients of reflection and refraction of nonplane waves. The AVO (amplitude versus offset) technique for determining the lithological properties of
reflectors is based on knowledge about the behavior of these coefficients as functions of the angle of incidence and elastic parameters. Because potentials of these waves obey the wave equation, the principles of migration developed for acoustic waves can be applied for each elastic wave. In particular, at points of a reflector, the incident and reflected waves are in phase, provided that the angle of incidence does not exceed the critical angle. However, there is one important difference - namely, in calculating amplitudes, it is necessary to take into account the appearance of the $P$ and $S V$ waves at the boundary, except in the case of the incident $S H$ wave.

### 4.9 Reflection and transmission of plane waves in a multilayered elastic medium

Let us consider propagation of stationary plane waves in an elastic medium consisting of $n$ homogeneous layers between two homogeneous half-spaces (Fig. 4.5). All layers are supposed to be in the welded contact, i.e., displacements and stresses are continuous across boundaries of layers. Our goal is to find reflection and transmission coefficients for plane waves $P, S V$, and $S H$ incident on the upper boundary of the $n$-layered "sandwich". To do this, we need to construct a recurrent formalism linking displacements and stresses at boundaries of this medium.

## $P-S V$ case

The chosen Cartesian system of coordinates is shown in Fig. 4.5. Let us consider an arbitrary layer $m$ bounded by the planes $z=z_{m}$ and $z=z_{m+1}$, of thickness $H_{m}$, with elastic parameters $\lambda_{m}$ and $\mu_{m}$, density $\rho_{m}$, and compressional and shear speeds $c_{l m}=\sqrt{\left(\lambda_{m}+2 \mu_{m}\right) / \rho_{m}}$ and $c_{s m}=\sqrt{\mu_{m} / \rho_{m}}$.

Expressions for potentials of stationary $P$ and $S V$ plane waves of frequency $\omega$ propagating in this layer in positive and negative directions away from the $z$-axis can be written in the form

$$
\begin{equation*}
\varphi_{m}=\frac{1}{i k_{l m}}\left(A_{m} e^{i \alpha_{m} z}+B_{m} e^{-i \alpha_{m} z}\right) e^{i(p x-\omega t)} \tag{4.180}
\end{equation*}
$$

and $\quad \psi_{m}=\frac{1}{i k_{s m}}\left(C_{m} e^{i \beta_{m} z}+D_{m} e^{-i \beta_{m} z}\right) e^{i(p x-\omega t)}$


Figure 4.5: Plane wave in $n$-layered medium

Here

$$
\begin{equation*}
k_{l m}=\omega / c_{l m}, \quad k_{s m}=\omega / c_{s m}, \quad \alpha_{m}=\sqrt{k_{l m}^{2}-p^{2}}, \quad \beta_{m}=\sqrt{k_{s m}^{2}-p^{2}} \tag{4.181}
\end{equation*}
$$

where $p=\omega / c$ and $c$ is the phase velocity of the waves along $x$-direction. As follows from Snell's law, this velocity is the same for all waves at each boundary. Values of $\alpha_{m}, \beta_{m}$ and the coefficients $A_{m}, B_{m}, C_{m}, D_{m}$ vary from one layer to another. Now we will use the known expressions for displacements,

$$
\begin{equation*}
u^{(m)}=\frac{\partial \varphi_{m}}{\partial x}-\frac{\partial \psi_{m}}{\partial z}, \quad w^{(m)}=\frac{\partial \varphi_{m}}{\partial z}+\frac{\partial \psi_{m}}{\partial x} \tag{4.182}
\end{equation*}
$$

velocities of displacements,

$$
\begin{equation*}
\dot{u}^{(m)}=-i \omega u^{(m)}, \quad \dot{w}^{(m)}=-i \omega w^{(m)} \tag{4.183}
\end{equation*}
$$

and stresses,

$$
\begin{equation*}
\tau_{x z}^{(m)}=\mu_{m}\left(\frac{\partial u^{(m)}}{\partial z}+\frac{\partial w^{(m)}}{\partial x}\right), \quad \tau_{z z}^{(m)}=\lambda_{m} \frac{\partial u^{(m)}}{\partial x}+\left(\lambda_{m}+2 \mu_{m}\right) \frac{\partial w^{(m)}}{\partial z} \tag{4.184}
\end{equation*}
$$

Let us now introduce two vectors,

$$
\mathbf{X}_{m}(z)=\left(\begin{array}{c}
\dot{\tilde{u}}^{(m)}  \tag{4.185}\\
\dot{\tilde{w}}^{(m)} \\
\tilde{\tau}_{x z}^{(m)} \\
\tilde{\tau}_{z z}^{(m)}
\end{array}\right) \quad \text { and } \quad \mathbf{N}_{m}=\left(\begin{array}{c}
A_{m} \\
B_{m} \\
C_{m} \\
D_{m}
\end{array}\right)
$$

where components of $\mathbf{X}_{m}$ are complex amplitudes of displacement velocities and stresses. We also introduce the matrix $Q_{m}(z)$ :

$$
Q_{m}(z)=\left(\begin{array}{cccc}
e^{i \alpha_{m} z} & 0 & 0 & 0  \tag{4.186}\\
0 & e^{-i \alpha_{m} z} & 0 & 0 \\
0 & 0 & e^{i \beta_{m} z} & 0 \\
0 & 0 & 0 & e^{-i \beta_{m} z}
\end{array}\right)
$$

Using eqs. 4.185 and 4.186 and applying the rules of matrix algebra (Appendix B), we can relate displacement velocities and stresses in the $m$ th layer with coefficients $A_{m}, B_{m}, C_{m}, D_{m}$ :

$$
\begin{equation*}
\mathbf{X}_{m}(z)=L_{m} Q_{m}(z) \mathbf{N}_{m} \tag{4.187}
\end{equation*}
$$

Elements $m_{i j}$ of the $4 \times 4$ matrix $L_{m}$ depend on elastic characteristics of the $m$ th layer and phase velocity $c$.

$$
L_{m}=-i p\left(\begin{array}{cccc}
c_{l m} & c_{l m} & -q_{m} & q_{m}  \tag{4.188}\\
g_{m} & -g_{m} & c_{s m} & c_{s m} \\
-2 \mu_{m} \frac{g_{m}}{c} & 2 \mu_{m} \frac{g_{m}}{c} & 2 \mu_{m} \frac{b_{m}}{c_{s}} & 2 \mu_{m} \frac{b_{m}}{c_{s}} \\
d_{m} & d_{m} & -2 \mu_{m} \frac{q_{m}}{c_{s}} & 2 \mu_{m} \frac{q_{m}}{c_{s}}
\end{array}\right)
$$

Here

$$
q_{m}=\sqrt{c^{2}-c_{s m}^{2}}, \quad g_{m}=\sqrt{c^{2}-c_{l m}^{2}}, \quad b_{m}=c^{2}-2 c_{s}^{2}
$$

$$
d_{m}=-\lambda_{m} \frac{c_{l}}{c}-\frac{2 \mu_{m} g_{m}^{2}}{c c_{l m}}
$$

From eq. 4.187 it follows that

$$
\mathbf{N}_{m}=Q_{m}^{-1}\left(z_{m}\right) L_{m}^{-1} \mathbf{X}_{m}\left(z_{m}\right)=Q_{m}^{-1}\left(z_{m-1}\right) L_{m}^{-1} \mathbf{X}_{m}\left(z_{m-1}\right)
$$

where $Q_{m}^{-1}$ and $L_{m}^{-1}$ are inverse matrices of $Q_{m}$ and $L_{m}$. Now it is possible to connect expressions for $X_{m}$ at the top and bottom of the $m$ th layer as

$$
\begin{align*}
& \mathbf{X}_{m}\left(z_{m}\right)=L_{m} Q_{m}(z) Q_{m}^{-1}\left(z_{m-1}\right) L_{m}^{-1}\left(z_{m-1}\right) \mathbf{X}_{m}\left(z_{m-1}\right)  \tag{4.189}\\
& \quad=L_{m} Q_{m}\left(H_{m}\right) L_{m}^{-1} \mathbf{X}_{m}\left(z_{m-1}\right)=M_{m} \mathbf{X}_{m}\left(z_{m-1}\right)
\end{align*}
$$

where $M_{m}=L_{m} Q_{m}\left(H_{m}\right) L_{m}^{-1}$. The elements of matrix $M_{m}$ depend on phase velocity $c$, frequency $\omega$, elastic characteristics, and the thickness $H_{m}$ of the layer. The conditions of the welded contact allow us to link vectors $\mathbf{X}_{m}\left(z_{m}\right)$ and $\mathbf{X}_{m}\left(z_{m+1}\right)$ at two adjacent layers at the same boundary $z=z_{m}$ :

$$
\begin{equation*}
\mathbf{X}_{m}\left(z_{m}\right)=\mathbf{X}_{m+1}\left(z_{m}\right) \tag{4.190}
\end{equation*}
$$

As a result we obtain the relation between vectors $\mathbf{X}_{m+1}\left(z_{m}\right)$ and $\mathbf{X}_{m}\left(z_{m-1}\right)$

$$
\begin{equation*}
\mathbf{X}_{m+1}\left(z_{m}\right)=M_{m} \mathbf{X}_{m}\left(z_{m-1}\right) \tag{4.191}
\end{equation*}
$$

Using eq. 4.191, we can connect vector $\mathbf{X}_{1}(0)$ at the top of the layered "sandwich" with vector $\mathbf{X}_{n}\left(z_{n}\right)$ at its bottom:

$$
\begin{equation*}
\mathbf{X}_{n}\left(z_{n}\right)=M_{n} \mathbf{X}_{n-1}\left(z_{n}\right)=M_{n} M_{n-1} \mathbf{X}_{n-2}\left(z_{n-1}\right)=M_{n} M_{n-1} \ldots M_{1} Y_{1}(0)=S Y_{1}(0) \tag{4.192}
\end{equation*}
$$

Here the matrix

$$
\begin{equation*}
S=\prod_{m=1}^{n} M_{m} \tag{4.193}
\end{equation*}
$$

is called a propagator, as it "propagates" the wavefield from the top to the bottom of the layered media. The $P$ and $S V$ waves transmitted in the lower half-space and propagating in the positive direction of the $z$-axis may be described by potentials

$$
\begin{equation*}
\varphi_{n+1}=\frac{1}{i k_{l(n+1)}} A_{n+1} e^{i \alpha_{n+1} z} e^{i(p x-\omega t)} \tag{4.194}
\end{equation*}
$$

$$
\text { and } \quad \psi_{n+1}=\frac{1}{i k_{s(n+1)}} C_{n+1} e^{i \beta_{n+1} z} e^{i(p x-\omega t)}
$$

The corresponding vector $\mathbf{X}_{n+1}\left(z_{n}\right)$ in the lower half-space is defined by the expression

$$
\mathbf{X}_{n+1}(z)=L_{n+1} Q_{n+1}(z)\left(\begin{array}{c}
A_{n+1}  \tag{4.195}\\
0 \\
C_{n+1} \\
0
\end{array}\right)
$$

Incident $P$ wave If the incident wave in the upper half-space is a $P$ wave, the displacement velocity-stress vector in this part of the medium can be presented as

$$
\mathbf{X}_{0}(z)=L_{0} Q_{0}(z)\left(\begin{array}{c}
A_{0}  \tag{4.196}\\
B_{0} \\
0 \\
D_{0}
\end{array}\right)
$$

Here coefficients $A_{0}, B_{0}$ correspond to the incident and reflected $P$ waves, and coefficient $D_{0}$ corresponds to the reflected $S V$ wave. Taking into account equalities

$$
\begin{equation*}
\mathbf{X}_{0}(0)=\mathbf{X}_{1}(0), \quad Q_{0}(0)=E, \quad \text { and } \quad \mathbf{X}_{n}\left(z_{n}\right)=\mathbf{X}_{n+1}\left(z_{n}\right) \tag{4.197}
\end{equation*}
$$

where $E$ is a unit matrix, we arrive at a system of linear algebraic equations,

$$
\left(\begin{array}{c}
A_{n+1}  \tag{4.198}\\
0 \\
C_{n+1} \\
0
\end{array}\right)=Q_{n+1}^{-1}\left(z_{n}\right) L_{n+1}^{-1} S L_{0}(0)\left(\begin{array}{c}
A_{0} \\
B_{0} \\
0 \\
D_{0}
\end{array}\right)=G\left(\begin{array}{c}
A_{0} \\
B_{0} \\
0 \\
D_{0}
\end{array}\right)
$$

for unknown coefficients $B_{0}, D_{0}, A_{n+1}, C_{n+1}$. Solving this equation, we find the following expressions for reflection coefficients,

$$
\begin{equation*}
\mathcal{R}_{P P}^{(0)}=\frac{B_{0}}{A_{0}}=\frac{g_{24} g_{41}-g_{21} g_{44}}{g_{22} g_{14}-g_{24} g_{12}}, \quad \mathcal{R}_{P S}^{(0)}=\frac{D_{0}}{A_{0}}=-\frac{g_{21}+g_{22} R_{P P}^{(0)}}{g_{21}}, \tag{4.199}
\end{equation*}
$$

and transmission coefficients,

$$
\begin{align*}
& \mathcal{T}_{P P}^{(n+1)}=\frac{A_{n+1}}{A_{0}}=\left(g_{11}+g_{12} R_{P P}^{(0)}+g_{14} R_{P S}^{(0)}\right),  \tag{4.200}\\
& \mathcal{T}_{P S}^{(n+1)}=\frac{C_{n+1}}{A_{0}}=\left(g_{31}+g_{32} R_{P P}^{(0)}+g_{34} R_{P S}^{(0)}\right),
\end{align*}
$$

where $g_{i j}$ are elements of matrix $G$.
Incident $S V$ wave The single difference with the previous case (incident $P$ wave) is in expression for the vector $\mathbf{N}_{0}$ :

$$
\mathbf{N}_{0}=\left(\begin{array}{c}
0  \tag{4.201}\\
B_{0} \\
C_{0} \\
D_{0}
\end{array}\right)
$$

Substituting this vector into eq. 4.198 and solving it we obtain recursive expressions for reflection and transmission coefficients in the case of the incident $S V$ wave:

$$
\begin{equation*}
\mathcal{R}_{S S}^{(0)}=\frac{B_{0}}{C_{0}}=\frac{g_{23} g_{44}-g_{24} g_{43}}{g_{22} g_{44}-g_{24} g_{42}}, \quad \mathcal{R}_{S P}^{(0)}=\frac{D_{0}}{C_{0}}=-\frac{g_{23}+g_{22} R_{S S}^{(0)}}{g_{24}} \tag{4.202}
\end{equation*}
$$

and

$$
\begin{align*}
& \mathcal{T}_{S P}^{(n+1)}=\frac{A_{n+1}}{C_{0}}=\left(g_{13}+g_{12} R_{P P}^{(0)}+g_{14} R_{P S}^{(0)}\right),  \tag{4.203}\\
& \mathcal{T}_{S S}^{(n+1)}=\frac{C_{n+1}}{C_{0}}=\left(g_{33}+g_{32} R_{P P}^{(0)}+g_{34} R_{P S}^{(0)}\right)
\end{align*}
$$

$S H$ case
If the incident wave in the upper half-space is an $S H$ wave, the single nonzero component of displacement in the $m$ th layer may be presented as

$$
\begin{equation*}
v_{m}=\left(A_{m} e^{i \beta_{m} z}+B_{m} e^{-i \beta_{m} z}\right) e^{i(p x-\omega t)} \tag{4.204}
\end{equation*}
$$

and the stress component as

$$
\begin{equation*}
\tau_{y z}^{(m)}=\mu_{m} \frac{d v^{(m)}}{d z} \tag{4.205}
\end{equation*}
$$

The displacement velocity-stress vector has only two components:

$$
\begin{equation*}
\mathbf{X}_{m}(z)=\binom{\dot{\tilde{v}}^{(m)}}{{\underset{\tau}{\tau}}_{y z}^{(m)}} \tag{4.206}
\end{equation*}
$$

The corresponding matrices $Q_{m}, L_{m}$, and $M_{m}$ are now

$$
Q_{m}=\left(\begin{array}{cc}
e^{i \beta_{m} z} & 0  \tag{4.207}\\
0 & e^{-i \beta_{m} z}
\end{array}\right), L_{m}=\left(\begin{array}{cc}
-i \omega & -i w \\
i \mu_{m} \beta_{m} & -i \mu_{m} \beta_{m}
\end{array}\right)
$$

$$
M_{m}=L_{m} Q_{m} L_{m}^{-1}
$$

Vector $\mathbf{X}_{n+1}$ in the lower half-space and vector $\mathbf{X}_{0}$ in the upper half-space are defined as

$$
\begin{equation*}
\mathbf{X}_{n+1}(z)=L_{n+1} Q_{n+1}(z)\binom{A_{n+1}}{0} \quad \text { and } \quad \mathbf{X}_{0}(z)=L_{0}\binom{A_{0}}{B_{0}} \tag{4.208}
\end{equation*}
$$

The resulting equation defining unknown coefficients $B_{0}, A_{n+1}$ is

$$
\begin{equation*}
\binom{A_{n+1}}{0}=G\binom{A_{0}}{B_{0}} \tag{4.209}
\end{equation*}
$$

where, again, $2 \times 2$ matrix $G=Q_{n+1}^{-1}\left(z_{n}\right) L_{n+1} \prod_{m=1}^{n} M_{n} L_{0}(0)$. Correspondingly, coefficients of reflection and transmission are

$$
\begin{equation*}
\mathcal{R}_{S S}^{(0)}=\frac{B_{0}}{A_{0}}=-\frac{g_{21}}{g_{22}}, \quad \mathcal{T}_{S S}^{(n+1)}=\frac{A_{n+1}}{A_{0}}=g_{11}+g_{12} R_{S S}^{(0)} \tag{4.210}
\end{equation*}
$$

In conclusion, we should remember that coefficients defining reflected and transmitted waves in all considered cases are frequency-dependent. Moreover, they may be real (if the angles of incidence inside all layers are less than critical angles for all involved waves) or complex (if even one of these angles is above the critical angle). Thus, reflection and transmission of nonstationary (transient) waves in such a medium should be treated using Fourier's transformation.

## Chapter 5

## Surface waves in an elastic medium

The purpose of this chapter is to describe so-called surface or boundary waves. The energy carried by these waves concentrates near some surface, such as a free surface or a boundary between different media. Waves of this type are different from the evanescent waves discussed in the previous chapter because they are not generated by homogeneous plane waves coming to this boundary. Two classical examples of such waves are the Rayleigh wave in a homogeneous half-space with a free surface and the Stoneley wave at the boundary between two elastic half-spaces or between a fluid and an elastic half-space. These waves are composed of two evanescent waves of different types propagating along the boundary with the same speed - one that is less than the intrinsic speeds of body waves (compressional or shear) in the medium. The speed does not depend on frequency, i.e., these waves are not dispersive.

We will also consider in this chapter waves of a more complex nature that arise in layered media as a result of the constructive interference of multiply reflected body waves. They still propagate horizontally without leakage of energy in a vertical direction. As examples of interferential waves, we will analyze Love waves in a homogeneous elastic half-space overlaid by a homogeneous elastic layer and Rayleigh waves in a homogeneous clastic half-space overlaid by a homogeneous liquid layer. The speed of these waves is frequency-dependent, i.e., the waves are dispersive. They are presented as a suite of modes, and each mode is characterized by its dispersion curve and depth-depending distribution of energy. Analogs of such waves propagating in a layered fluid were considered in Part II. Waves of this kind exist, of course, in more complicated vertically or radially inhomogeneous media. Depending on the problem at hand, they are considered as a source of noise to be suppressed or as carriers of important information about the structure under study.

### 5.1 Rayleigh wave in a homogeneous half-space with a free boundary

Earlier we demonstrated that the $S V$ incident wave may generate an evanescent $P$ wave as well as the homogencous reflected $S V$ wave at the free surface. This means that the sum of these three waves satisfies boundary conditions, and stresses vanish at points of the free surface. In other words, the evanescent wave cannot exist alone. Moreover, since all three waves move with the same apparent velocity, it is impossible to distinguish them.

Now we pose the following question. Is there a surface wave that is similar to evanescent plane waves but that alone obeys boundary conditions at the free surface? This would imply that such a wave propagates along the boundary and exponentially decays with the coordinate $z$. Also, we assume that this wave would not depend on the $y$ coordinate, Fig. 5.1a. Let us recall that we have already studied a surface wave in a fluid, and it displayed all of these features. However, a water wave is caused by the gravitational field, whereas in the suggested scenario the influence of deformation of a fluid can be neglected (Part I).

## Rayleigh wave velocity

In accordance with our assumptions about a surface wave, the complex amplitudes of the scalar potential and the $y$-component of the vector potential are

$$
\begin{equation*}
\tilde{\varphi}(x, z, \omega)=A e^{-k b_{l} z_{e} i k x} \quad \text { and } \quad \tilde{\psi}(x, z, \omega)=B e^{-k b_{s} z} e^{i k x} \tag{5.1}
\end{equation*}
$$

Here $k=\omega / c$ and $c$ is the velocity of propagation of this wave. $A, B, b_{l}$, and $b_{s}$ are constants. It is clear that these equations describe a wave in which particle displacement has only components $u$ and $w$, with $v=0$. If such a surface wave exists, it has to be a solution of the Helmholtz equations

$$
\begin{equation*}
\frac{\partial^{2} \tilde{\varphi}}{\partial x^{2}}+\frac{\partial^{2} \tilde{\varphi}}{\partial z^{2}}+k_{l}^{2} \tilde{\varphi}=0 \quad \text { and } \quad \frac{\partial^{2} \tilde{\psi}}{\partial x^{2}}+\frac{\partial^{2} \tilde{\psi}}{\partial z^{2}}+k_{s}^{2} \tilde{\psi}=0 \tag{5.2}
\end{equation*}
$$

This condition allows us to find a relationship between $c$ and parameters $b_{l}$ and $b_{s}$. Substitution of eqs. 5.1 into eqs. 5.2 gives

$$
-k^{2}+b_{l} k^{2}+k_{l}^{2}=0, \quad-k^{2}+b_{s} k^{2}+k_{s}^{2}=0
$$

or

$$
\begin{equation*}
b_{l}=\sqrt{1-\frac{c^{2}}{c_{l}^{2}}} \quad \text { and } \quad b_{s}=\sqrt{1-\frac{c^{2}}{c_{s}^{2}}} \tag{5.3}
\end{equation*}
$$



Figure 5.1: Rayleigh wave in a homogeneous half-space: (a) Scheme of wave propagation (b) Dependence of $c / c_{l}$ and $c_{s} / c_{l}$ on Poisson's ratio (c) Dependence of $c / c_{s}$ on Poisson's ratio (d) Dependence of $u(0) / w(0)$ on Poisson's ratio (e) Dependence of amplitudes of horizontal and vertical components on $z / \Lambda_{1 s}$ (f) Particle motion at different depths

The latter shows that the velocity of propagation $c$ of this wave has to be smaller than $c_{s}$, i.e.,

$$
\begin{equation*}
c<c_{s}<c_{l} \tag{5.4}
\end{equation*}
$$

Otherwise, we would not obscrve the exponential decay of potentials with an increase of $z$. Now we have only three unknowns; $A, B$, and $c$. Our goal is to prove that such a surface wave may exist and that its velocity $c$ obeys inequality 5.4 . Since we are not considering how this wave is generated, we are not able to determine both constants $A$ and $B$ separately; we will leave that for the next chapter. Correspondingly, we focus on calculating velocity $c$. To find $c$, let us consider boundary conditions at the free surface:

$$
\begin{equation*}
\tilde{\tau}_{z z}=0 \quad \text { and } \quad \tilde{\tau}_{x z}=0 \tag{5.5}
\end{equation*}
$$

This allows us to derive an equation with respect to $c$. Since

$$
\tilde{\tau}_{z z}=\lambda \operatorname{div} \tilde{\mathbf{s}}+2 \mu \frac{\partial \tilde{w}}{\partial z}, \quad \tilde{\tau}_{x z}=\mu\left(\frac{\partial \tilde{u}}{\partial z}+\frac{\partial \tilde{w}}{\partial x}\right)
$$

and

$$
\tilde{\mathrm{s}}=\operatorname{grad} \tilde{\varphi}+\operatorname{curl} \tilde{\psi}
$$

eqs. 5.5 become

$$
\begin{equation*}
-\lambda k_{l}^{2} \tilde{\varphi}+2 \mu\left(\frac{\partial^{2} \tilde{\varphi}}{\partial z^{2}}+\frac{\partial^{2} \tilde{\psi}}{\partial x \partial z}\right)=0 \tag{5.6}
\end{equation*}
$$

and $\quad 2 \frac{\partial^{2} \tilde{\varphi}}{\partial x \partial z}+\frac{\partial^{2} \tilde{\psi}}{\partial x^{2}}-\frac{\partial^{2} \tilde{\psi}}{\partial z^{2}}=0 \quad$ at $\quad z=0$
Now, substituting eqs. 5.1 into eqs. 5.6 , we obtain two equations with three unknowns:

$$
\begin{align*}
& -\lambda k_{l}^{2} A+2 \mu b_{l}^{2} k^{2} A-i k^{2} b_{s} 2 \mu B=0  \tag{5.7}\\
& \text { and }-2 i k^{2} b_{l} A-k^{2} B-k^{2} b_{s}^{2} B=0
\end{align*}
$$

or

$$
\begin{equation*}
\left(2-\frac{c^{2}}{c_{s}^{2}}\right) A-2 i\left(1-\frac{c^{2}}{c_{s}^{2}}\right)^{1 / 2} B=0 \tag{5.8}
\end{equation*}
$$

and $\quad 2 i\left(1-\frac{c^{2}}{c_{l}^{2}}\right)^{1 / 2} A+\left(2-\frac{c^{2}}{c_{s}^{2}}\right) B=0$
If the surface wave exists, coefficients $A$ and $B$ differ from zero. Therefore, the determinant of the homogeneous system 5.8 has to be equal to zero. This gives

$$
\begin{equation*}
\left(2-\frac{c^{2}}{c_{s}^{2}}\right)^{2}=4\left(1-\frac{c^{2}}{c_{s}^{2}}\right)^{1 / 2}\left(1-\frac{c^{2}}{c_{l}^{2}}\right)^{1 / 2} \tag{5.9}
\end{equation*}
$$

and we obtain an equation with respect to $c$ that is of great importance. First of all, eq. 5.9 follows from the boundary conditions. This means that if its solution does not satisfy inequality 5.4 , the surface wave is absent. Before we find the roots of eq. 5.9, let us note that although system 5.8 does not allow us to determine coefficients $A$ and $B$, it establishes a relation between them:

$$
\begin{equation*}
B=-\frac{i}{2}\left(2-\frac{c^{2}}{c_{s}^{2}}\right)\left(1-\frac{c^{2}}{c_{s}^{2}}\right)^{-1 / 2} A \tag{5.10}
\end{equation*}
$$

In order to calculate velocity $c$, we square both parts of eq. 5.9 , which gives

$$
\begin{gather*}
\left(2-\frac{c^{2}}{c_{s}^{2}}\right)^{4}=16\left(1-\frac{c^{2}}{c_{l}^{2}}\right)\left(1-\frac{c^{2}}{c_{s}^{2}}\right) \quad \text { or }  \tag{5.11}\\
\frac{c^{2}}{c_{s}^{2}}\left[\frac{c^{6}}{c_{s}^{6}}-8 \frac{c^{4}}{c_{s}^{4}}+c^{2}\left(\frac{24}{c_{s}^{2}}-\frac{16}{c_{l}^{2}}\right)-16\left(1-\frac{c_{s}^{2}}{c_{l}^{2}}\right)\right]=0 \tag{5.12}
\end{gather*}
$$

Eq. 5.12 implies that either

$$
\begin{equation*}
r=\left(\frac{c}{c_{s}}\right)^{2}=0 \tag{5.13}
\end{equation*}
$$

or

$$
\begin{equation*}
r^{3}-8 r^{2}+8\left(3-2 \frac{c_{s}^{2}}{c_{l}^{2}}\right) r-16\left(1-\frac{c_{s}^{2}}{c_{l}^{2}}\right)=0 \tag{5.14}
\end{equation*}
$$

where $r=\left(c / c_{s}\right)^{2}$. The root of eq. 5.13 is $c=0$, and, correspondingly, the wave is absent. Moreover, from eqs. 5.8 we have $A-i B=0, i A+B=0$, and its solution is
$A=B=0$. That is, particles of a medium do not move. Therefore, the degenerative case $c=0$ is not of interest.

Eq. 5.14 is a cubic equation relative to $r$. Its left side is negative when $r=0,(c=0)$ and it is positive if $r=1,\left(c=c_{s}\right)$. Thus, eq. 5.14 has a positive real root within the interval $0<r<1$. In other words, velocity $c$ obeys inequality 5.4 , which means that the surface wave described by eqs. 5.1 can exist in a homogeneous half-space with a free boundary. This wave is a combination of two inhomogeneous plane waves, compressional and shear, propagating along the free surface with the same velocity $c$, which does not depend on frequency. Such a surface wave was predicted and theoretically investigated by Rayleigh, and for this reason it is called the Rayleigh wave. In general, the roots of eq. 5.14 can be found analytically as solutions of a cubic algebraic equation by means of the Cardano formula. Also, it is useful to consider two special cases when determination of roots is rather simple.

Case one Suppose that a medium is not compressible, i.e., deformation is absent. Then the velocity of the longitudinal waves $c_{l}$ tends to infinity, and in place of eq. 5.14 we have

$$
\begin{equation*}
r^{3}-8 r^{2}+24 r-16=0 \tag{5.15}
\end{equation*}
$$

This cubic equation has one real root:

$$
r \approx 0.91275
$$

Therefore, the velocity of the surface wave is approximately equal to

$$
\begin{equation*}
c \approx 0.9553 c_{s} \tag{5.16}
\end{equation*}
$$

The other two roots of eq. 5.15 are complex and do not represent a surface wave.
Case two Next, we assume that Poisson's ratio $\sigma$ is equal to $1 / 4$, i.e., $\lambda=\mu$ and

$$
\begin{equation*}
c_{l}=\sqrt{3} c_{s} \tag{5.17}
\end{equation*}
$$

Respectively, eq. 5.14 becomes

$$
\begin{equation*}
r^{3}-8 r^{2}+\frac{\check{56}}{3} r-\frac{32}{3}=0 \tag{5.18}
\end{equation*}
$$

Its roots are

$$
\begin{equation*}
r_{1}=4, \quad r_{2}=2+\frac{2}{\sqrt{3}}, \quad r_{3}=2-\frac{2}{\sqrt{3}} \tag{5.19}
\end{equation*}
$$

Unlike the last root,

$$
\begin{equation*}
r_{3} \approx 0.8453 \tag{5.20}
\end{equation*}
$$

the first two roots do not satisfy condition 5.4, and from eq. 5.20 we have

$$
\begin{equation*}
c \approx 0.9194 c_{s} \tag{5.21}
\end{equation*}
$$

Thus, in the case $(\lambda=\mu)$, the Rayleigh wave moves slightly slower than the shear wave, but almost twice as slow as the longitudinal wave:

$$
c \approx 0.5309 c_{l}
$$

Results of calculation of functions $c_{s} / c_{l}, c / c_{l}$, and $c / c_{s}$ for different values of Poisson's ratio are shown in Fig. 5.1b,c. By definition,

$$
\lambda=\frac{E \sigma}{(1+\sigma)(1-2 \sigma)} \quad \text { and } \quad \mu=\frac{E}{2(1+\sigma)}
$$

Hence

$$
\begin{equation*}
\lambda+2 \mu=\frac{(1-\sigma) E}{(1+\sigma)(1-2 \sigma)} \quad \text { and } \quad \frac{c_{s}}{c_{l}}=\sqrt{\frac{1-2 \sigma}{2(1-\sigma)}} \tag{5.22}
\end{equation*}
$$

and the function $c_{s} / c_{l}$ tends to 0.707 , when $\sigma \rightarrow 0$. On the contrary, with an increase of $\sigma$ this ratio approaches zero. The behavior of functions $c_{s} / c_{l}$ and $c / c_{l}$ is similar; in particular, they are equal to zero when an elastic medium becomes a fluid ( $\sigma=0.5$ ). At the same time, the ratio $c / c_{s}$ gradually increases with $\sigma$ when approaching the limit at $\sigma=0.5$.

## The field of displacement carried by the Rayleigh wave

To illustrate the distribution of horizontal and vertical components of displacement, suppose, as before, that $\sigma=1 / 4$. Then

$$
\frac{c^{2}}{c_{s}^{2}} \approx 0.8453 \quad \text { and } \quad \frac{c_{s}^{2}}{c_{l}^{2}}=\frac{1}{3}
$$

and we have

$$
\sqrt{1-\frac{c^{2}}{c_{l}^{2}}}=\sqrt{1-\frac{c^{2}}{c_{s}^{2}} \frac{c_{s}^{2}}{c_{l}^{2}}} \approx 0.8475 \quad \text { and } \quad \sqrt{1-\frac{c^{2}}{c_{s}^{2}}} \approx 0.3933
$$

while

$$
\begin{align*}
& \tilde{\varphi}(x, z, \omega)=A \exp \left(-k \sqrt{1-\frac{c^{2}}{c_{l}^{2}}} z+i k x\right)  \tag{5.23}\\
& \tilde{\psi}(x, z, \omega)=B \exp \left(-k \sqrt{1-\frac{c^{2}}{c_{s}^{2}}} z+i k x\right)
\end{align*}
$$

From eq. 5.10, we have

$$
B \approx-i 1.4679 \mathrm{~A}
$$

This gives

$$
\begin{equation*}
\varphi(x, z, t) \approx e^{-0.8475 k z} A \cos (k x-\omega t) \tag{5.24}
\end{equation*}
$$

$$
\text { and } \quad \psi(x, z, t) \approx 1.4679 A e^{-0.3933 k z} \sin (k x-\omega t)
$$

Substitution of eqs. 5.24 into the relationships

$$
u=\frac{\partial \varphi}{\partial x}-\frac{\partial \psi}{\partial z}, \quad w=\frac{\partial \varphi}{\partial z}+\frac{\partial \psi}{\partial x}
$$

gives

$$
\begin{equation*}
u(x, z, t) \approx-k A\left(e^{-0.8475 k z}-0.5773 e^{-0.3933 k z}\right) \sin (k x-\omega t) \tag{5.25}
\end{equation*}
$$

and $\quad w(x, z, t) \approx-k A\left(0.8475 e^{-0.8475 k z}-1.4679 e^{-0.3933 k z}\right) \cos (k x-\omega t)$

Since there is a phase shift $\pi / 2$ between these components, and they differ by an amplitude, particle motion is elliptical. At the free surface, the vertical component $w$ is about 1.5 times of the horizontal one (Fig. 5.1d). Note that at depth $z \approx 0.192 \mathrm{~A}$, where $\Lambda=2 \pi / k$ is the wavelength, the horizontal component vanishes. Below this point it changes sign. The distribution of both components with depth is shown in Fig. 5.1e. How the shapes of the ellipses are changing with depth is demonstrated in Fig. 5.1f. The major axis of ellipses is directed along the $z$-axis. Unlike in the case of the water wave (Part I), motion of particles at the free surface is counterclockwise. The exponential decay in eqs. 5.1 is directly proportional to frequency and, correspondingly,
higher-frequency oscillations decrease more rapidly with $z$. In contrast, the lower is the frequency, the deeper the Rayleigh wave penetrates.

Now let us make several comments:

1. Unlike evanescent waves, the Rayleigh wave can exist alone, and it propagates with velocity $c$, which is less than shear-wave velocity.
2. Later we will show that a real source gives rise to a nonplane Rayleigh wave, which displays the same features as a plane wave. In other words, its velocity $c$ is still defined by eq. 5.14 , wave potentials exponentially decay with depth, and particles move along cllipses.
3. Two other roots of eq. 5.14 correspond to different wavefields that also obey the Helmholtz equations and boundary conditions at the free surface but do not describe surface wave motion.

Now let us raise two questions.
Could the Rayleigh wave exist in a homogeneous half-space with an ideally rigid boundary?
To find an answer, we will proceed from eqs. 5.1 and boundary conditions

$$
u=0 \quad \text { and } \quad w=0
$$

or

$$
\begin{equation*}
\frac{\partial \tilde{\varphi}}{\partial x}=\frac{\partial \tilde{\psi}}{\partial z} \quad \text { and } \quad \frac{\partial \tilde{\varphi}}{\partial z}=-\frac{\partial \tilde{\psi}}{\partial x} \tag{5.26}
\end{equation*}
$$

Substitution of eqs. 5.1 into cqs. 5.26 yields

$$
\begin{equation*}
i A+\sqrt{1-\frac{c^{2}}{c_{s}^{2}}} B=0 \quad \text { and } \quad \sqrt{1-\frac{c^{2}}{c_{l}^{2}}} A-i B=0 \tag{5.27}
\end{equation*}
$$

Excluding constants $A$ and $B$, we obtain

$$
\begin{equation*}
\left(1-\frac{c^{2}}{c_{s}^{2}}\right)^{1 / 2}\left(1-\frac{c^{2}}{c_{l}^{2}}\right)^{1 / 2}=1 \tag{5.28}
\end{equation*}
$$

It is obvious that roots of eq. 5.28 do not satisfy inequality 5.4 and, therefore, the surface wave is absent.

Could the $S H$ surface wave exist in a homogeneous half-space with a free boundary?

Now we will demonstrate that the $S H$ surface wave cannot exist at the free boundary of such a medium. By definition, the complex amplitude of the $x$-component of the vector potential is

$$
\begin{equation*}
\tilde{\psi}=C \exp \left(-k \sqrt{1-\frac{c^{2}}{c_{s}^{2}}} z+i k x\right) \tag{5.29}
\end{equation*}
$$

and at the boundary stress $\tau_{y z}$ vanishes,

$$
\begin{equation*}
\tilde{\tau}_{y z}=\mu \frac{\partial \tilde{v}}{\partial z}=0 \quad \text { or } \quad \frac{\partial^{2} \tilde{\psi}}{\partial z^{2}}=0, \quad \text { on } \quad z=0 \tag{5.30}
\end{equation*}
$$

Substitution of eq. 5.29 into 5.30 gives

$$
\left(1-\frac{c^{2}}{c_{s}^{2}}\right) C=0
$$

Since $c / c_{s}$ should be less than 1, we conclude that $C=0$ and that, indeed, this wave cannot exist.

### 5.2 Stoneley wave

We have shown that the Rayleigh wave may propagate along the free surface of a homogeneous half-space, but it is absent if the boundary is ideally rigid. Now let us consider a more general case and demonstrate that under certain conditions, a boundary wave similar to the Rayleigh wave moves along an interface between fluid and elastic media or between two elastic media. This wave is usually called the Stoneley wave.

## Boundary between fluid and elastic half-spaces

Suppose there is a wave that propagates along the boundary (i.e., the wavefront is perpendicular to the $x$-axis), and its amplitude exponentially decays with increased distance from the boundary, $|z|$. As in the case of Rayleigh waves, this happens due to the destructive interference of elementary waves that arise at the interface. Because in a fluid shear waves are absent and the $y$-component of displacement $v$ is equal to zero, expressions for the complex amplitudes of potentials are

$$
\begin{equation*}
\tilde{\varphi}_{1}=A_{1} e^{-k b_{1} z} e^{i k x} \quad \text { if } z>0 \tag{5.31}
\end{equation*}
$$

and

$$
\tilde{\varphi}_{2}=A_{2} e^{k b_{2 l} z} e^{i k x}, \quad \tilde{\psi}_{2}=B_{2} e^{k b_{2 s} z} e^{i k x} \quad \text { if } z<0
$$

Here

$$
\begin{gather*}
b_{1}=\left(1-\frac{c^{2}}{c_{1}^{2}}\right)^{1 / 2}, \quad b_{2 l}=\left(1-\frac{c^{2}}{c_{2 l}^{2}}\right)^{1 / 2},  \tag{5.32}\\
b_{2 s}=\left(1-\frac{c^{2}}{c_{2 s}^{2}}\right)^{1 / 2}, \quad k_{1}=\frac{\omega}{c_{1}}, \quad \text { and } \quad k=\frac{\omega}{c},
\end{gather*}
$$

where $c$ is the velocity of propagation of the boundary wave. It is clear that exponential decay of potentials in both directions from the boundary takes place if velocity $c$ obeys inequality

$$
\begin{equation*}
c<\min \left(c_{1}, c_{2 s}\right) \tag{5.33}
\end{equation*}
$$

Let us note that due to eqs. 5.32 , functions $\tilde{\varphi}_{1}, \tilde{\varphi}_{2}, \tilde{\psi}_{2}$ are solutions of corresponding Hemholtz equations. Applying exactly the same approach we used in studying the Rayleigh wave, we find such values of $c$ that eq. 5.33 would be met. To do this, we use known boundary conditions. At the interface between an elastic medium and a fluid, shear stresses vanish, whereas normal stress and the normal component of displacement are continuous:

$$
\tau_{x z}^{(2)}=0, \quad \tau_{z z}^{(1)}=\tau_{z z}^{(2)}, \quad w_{1}=w_{2}
$$

or

$$
\begin{equation*}
\frac{\partial u_{2}}{\partial z}+\frac{\partial w_{2}}{\partial x}=0, \quad \lambda_{1} \operatorname{div} \mathbf{s}_{1}=\lambda_{2} \operatorname{div} \mathbf{s}_{2}+2 \mu_{2} \frac{\partial w_{2}}{\partial z}, \quad w_{1}=w_{2} \tag{5.34}
\end{equation*}
$$

Since component $v$ is absent and the fields are independent of the $y$-coordinate, the second shear stress, $\tau_{y z}^{(2)}$, is also equal to zero:

$$
\begin{equation*}
\tau_{y z}^{(2)}=0 \tag{5.35}
\end{equation*}
$$

In terms of the complex amplitudes of potentials eqs. 5.34 , become

$$
\begin{align*}
& 2 \frac{\partial^{2} \tilde{\varphi}_{2}}{\partial x \partial z}+\frac{\partial^{2} \tilde{\psi}_{2}}{\partial x^{2}}-\frac{\partial^{2} \tilde{\psi}_{2}}{\partial z^{2}}=0 \\
& \quad-\lambda_{1} k_{1}^{2} \tilde{\varphi}_{1}=-\lambda_{2} k_{2 l}^{2} \tilde{\varphi}_{2}+2 \mu_{2}\left(\frac{\partial^{2} \tilde{\varphi}_{2}}{\partial z^{2}}+\frac{\partial^{2} \tilde{\psi_{2}}}{\partial x \partial z}\right) \tag{5.36}
\end{align*}
$$

$$
\frac{\partial \tilde{\varphi}_{1}}{\partial z}=\frac{\partial \tilde{\varphi}_{2}}{\partial z}+\frac{\partial \tilde{\psi}_{2}}{\partial x} \quad \text { on } \quad z=0
$$

Substitution of eqs. 5.31 into eqs. 5.36 gives a homogeneous system of equations with respect to $A_{1}, A_{2}, B_{2}$ :

$$
\begin{align*}
& 2 i k^{2} b_{2 l} A_{2}-k^{2} B_{2}-k^{2} b_{2 s}^{2} B_{2}=0 \\
& \quad-\lambda_{1} k_{1}^{2} A_{1}=-\lambda_{2} k_{2 l}^{2} A_{2}+2 \mu_{2} k^{2}\left(b_{2 l}^{2} A_{2}+i b_{2 s} B_{2}\right)  \tag{5.37}\\
& -k b_{1} A_{1}=k b_{2 l} A_{2}+i k B_{2}
\end{align*}
$$

Taking into account cqs. 5.32 and cqualitics

$$
\mu_{2}=\rho_{2} c_{2 s}^{2}, \quad \lambda_{2}+2 \mu_{2}=\rho_{2} c_{2 l}^{2}, \quad \lambda_{1}=\rho_{1} c_{1}^{2}
$$

in place of eq. 5.37 we obtain

$$
\begin{align*}
& 2 i\left(1-\frac{c^{2}}{c_{2 l}^{2}}\right)^{1 / 2} A_{2}-\left(2-\frac{c^{2}}{c_{2 s}^{2}}\right) B_{2}=0 \\
& -\frac{c^{2}}{c_{2 s}^{2}} A_{1}=\frac{\rho_{2}}{\rho_{1}}\left(2-\frac{c^{2}}{c_{2 s}^{2}}\right) A_{2}+2 i \frac{\rho_{2}}{\rho_{1}}\left(1-\frac{c^{2}}{c_{2 s}^{2}}\right)^{1 / 2} B_{2}  \tag{5.38}\\
& \quad-\left(1-\frac{c^{2}}{c_{1}^{2}}\right)^{1 / 2} A_{1}=\left(1-\frac{c^{2}}{c_{2 l}^{2}}\right)^{1 / 2} A_{2}+i B_{2}
\end{align*}
$$

As in the case of the Rayleigh wave, the wave propagating along the boundary may exist if system 5.38 has a nonzero solution. This means that determinant of system 5.38 is equal to zero:

$$
\left|\begin{array}{ccc}
0 & 2 i\left(1-\frac{c^{2}}{c_{2 l}^{2}}\right)^{1 / 2} & -\left(2-\frac{c^{2}}{c_{2 s}^{2}}\right)  \tag{5.39}\\
\frac{c^{2}}{c_{2 s}^{2}} & \frac{\rho_{2}}{\rho_{1}}\left(2-\frac{c^{2}}{c_{2 s}^{2}}\right) & 2 i \frac{\rho_{2}}{\rho_{1}}\left(1-\frac{c^{2}}{c_{2 s}}\right)^{1 / 2} \\
\left(1-\frac{c^{2}}{c_{1}^{2}}\right)^{1 / 2} & \left(1-\frac{c^{2}}{c_{2 l}^{2}}\right)^{1 / 2} & i
\end{array}\right|=0
$$

Here $\rho_{1}$ and $\rho_{2}$ are densities of a fluid and an elastic medium, respectively. We obtain an algebraic equation with respect to the velocity of Stoneley waves, and it has the form

$$
\begin{equation*}
\left(\frac{\rho_{1}}{\rho_{2}} b_{2 l}+b_{1}\right) r^{4}-4 b_{1} r^{2}-4 b_{1}\left(b_{2 l} b_{2 s}-1\right)=0 \tag{5.40}
\end{equation*}
$$

Here $r=c / c_{2 s}$. Letting $\rho_{1}=0$, we again obtain the equation determining the velocity of Rayleigh waves. Numerical analysis of eq. 5.40 shows that for any set of parameters $c_{1} / c_{2 s}, c_{2 l} / c_{2 s}, \rho_{2} / \rho_{1}$, there is a real root that obeys inequality 5.33 and does not depend on frequency. In other words, the wave can propagate along the boundary between a fluid and an elastic medium, and its potentials exponentially decay with increased distance from this interface. This special type of Stoneley wave is often called a Scholte wave. It is interesting to note that the velocity of this wave is smaller than that of the Rayleigh wave in an elastic half-space (Fig. 5.2a). Since displacement $\mathbf{s}$ in a fluid is described by one potential only, both displacement components decrease exponentially at the same rate. In an elastic medium, due to the existence of two potentials, the displacement components have a different dependence on $z$. The exponential decrease of both components with $z$ is observed only when $z$ exceeds some value. This value is frequency-dependent and decreases with increased frequency.

## Boundary between two elastic media

In this general case, the wavefields in both media are described by two potentials, and we have

$$
\begin{equation*}
\tilde{\varphi}_{1}=A_{1} e^{-k b_{1 l} z} e^{i k x}, \quad \tilde{\psi}_{1}=B_{1} e^{-k b_{1 s} z} e^{i k x} \quad \text { if } \quad z>0 \tag{5.41}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{\varphi}_{2}=A_{2} e^{k b_{2 l} z} e^{i k x}, \quad \tilde{\psi}_{2}=B_{2} e^{k b_{2 s} z} e^{i k x} \quad \text { if } \quad z<0 \tag{5.42}
\end{equation*}
$$

Here

$$
\begin{equation*}
b_{n l}=\left(1-\frac{c^{2}}{c_{n l}^{2}}\right)^{1 / 2}, \quad b_{n s}=\left(1-\frac{c^{2}}{c_{n s}^{2}}\right)^{1 / 2}, \quad \text { and } \quad n=1,2 \tag{5.43}
\end{equation*}
$$

At points of the boundary $z=0$, stresses and displacement components are continuous functions. By analogy with eqs. 5.36, we have:

$$
\mu_{1}\left(2 \frac{\partial^{2} \tilde{\varphi}_{1}}{\partial x \partial z}+\frac{\partial^{2} \tilde{\psi}_{1}}{\partial x^{2}}-\frac{\partial^{2} \tilde{\psi_{1}}}{\partial z^{2}}\right)=\mu_{2}\left(2 \frac{\partial^{2} \tilde{\varphi}_{2}}{\partial x \partial z}+\frac{\partial^{2} \tilde{\psi}_{2}}{\partial x^{2}}-\frac{\partial^{2} \tilde{\psi}_{2}}{\partial z^{2}}\right)
$$

(a)

(b)


Figure 5.2: Stoneley wave along fluid:solid boundary: (a) Velocity as a function of ratio $c_{2 s} / c_{1}$ (b) Ratio of amplitudes of horizontal and vertical components at the boundary as a function of $c_{2 s} / c_{1}$

$$
\begin{array}{r}
-\lambda_{1} k_{1 l}^{2} \tilde{\varphi}_{1}+2 \mu_{1}\left(\frac{\partial^{2} \tilde{\varphi}_{1}}{\partial z^{2}}+\frac{\partial^{2} \tilde{\psi}_{1}}{\partial x \partial z}\right)=-\lambda_{2} k_{2 l}^{2} \tilde{\varphi}_{2}+2 \mu_{2}\left(\frac{\partial^{2} \tilde{\varphi}_{2}}{\partial z^{2}}+\frac{\partial^{2} \tilde{\psi}_{2}}{\partial x \partial z}\right),  \tag{5.44}\\
\frac{\partial \tilde{\varphi}_{1}}{\partial z}+\frac{\partial \tilde{\psi}_{1}}{\partial x}=\frac{\partial \tilde{\varphi}_{2}}{\partial z}+\frac{\partial \tilde{\psi}_{2}}{\partial x}, \quad \text { and } \quad \frac{\partial \tilde{\varphi}_{1}}{\partial x}-\frac{\partial \tilde{\psi}_{1}}{\partial z}=\frac{\partial \tilde{\varphi}_{2}}{\partial x}-\frac{\partial \tilde{\psi}_{2}}{\partial z}
\end{array}
$$

Substitution of eqs. 5.41 and 5.42 into set 5.44 gives a homogeneous system of four equations with respect to $A_{1}, A_{2}, B_{1}$, and $B_{2}$. In order to obtain a nonzero solution, the determinant of this system has to be equal to zero, and we obtain:

$$
\left|\begin{array}{cccc}
2 \rho_{1} c_{1 s}^{2} b_{1 l} & 2 \rho_{2} c_{2 s}^{2} b_{2 l} & \rho_{1} c_{1 s}^{2}\left(2-\frac{c^{2}}{c_{1 s}^{2}}\right) & \rho_{2} c_{2 s}^{2}\left(2-\frac{c^{2}}{c_{2 s}^{2}}\right)  \tag{5.45}\\
\rho_{1}\left(c^{2}-2 c_{1 s}^{2}\right) & -\rho_{2}\left(c^{2}-2 c_{2 s}^{2}\right) & -2 \rho_{1} c_{1 s}^{2} b_{1 s} & 2 \rho_{2} c_{2 s}^{2} b_{2 s} \\
1 & -1 & b_{1 s} & -b_{2 s} \\
b_{1 l} & b_{2 l} & 1 & 1
\end{array}\right|=0
$$

Performing multiplication, we arrive at the equation that allows us to determine the velocity of s Stoneley wave:

$$
\begin{align*}
& r^{4}\left[\left(\frac{\rho_{1}}{\rho_{2}}-1\right)^{2}-\left(\frac{\rho_{1}}{\rho_{2}} b_{2 l}+b_{1 l}\right)\left(\frac{\rho_{1}}{\rho_{2}} b_{2 s}+b_{1 s}\right)\right]  \tag{5.46}\\
& +4 r^{2}\left(\frac{\rho_{1}}{\rho_{2}} \frac{c_{1 s}^{2}}{c_{2 s}^{2}}-1\right)\left(\frac{\rho_{1}}{\rho_{2}} b_{2 l} b_{2 s}-b_{1 l} b_{1 s}-\frac{\rho_{1}}{\rho_{2}}+1\right) \\
& +4\left(\frac{\rho_{1}}{\rho_{2}} \frac{c_{1 s}^{2}}{c_{2 s}^{2}}-1\right)^{2}\left(b_{1 l} b_{1 s}-1\right)\left(b_{2 l} b_{2 s}-1\right)=0
\end{align*}
$$

where $r=c / c_{2 s}$. Assuming that $\rho_{1}=0$, we again obtain the equation for Rayleigh waves. In fact, eq. $\overline{5} .46$ becomes

$$
r^{1}\left(1-b_{1 l} b_{1 s}\right)-4 r^{2}\left(1-b_{1 l} b_{1 s}\right)-4\left(1-b_{1 l} b_{1 s}\right)\left(b_{2 l} b_{2 s}-1\right)=0
$$

or

$$
r^{4}-4 r^{2}+4=4 b_{2 l} b_{2 s}
$$

that is,

$$
\left(\frac{c^{2}}{c_{2 s}^{2}}-2\right)^{2}=4\left(1-\frac{c^{2}}{c_{1 l}^{2}}\right)^{1 / 2}\left(1-\frac{c^{2}}{c_{1 s}^{2}}\right)
$$

Next suppose that the upper medium is a fluid. Therefore

$$
c_{1 s}=0 \quad \text { and } \quad b_{1 s} \rightarrow i \infty
$$

and in place of eq. 5.46 we have

$$
r^{4}\left(\frac{\rho_{1}}{\rho_{2}} b_{2 l}+b_{1 l}\right)-4 r^{2} b_{1 l}-4 b_{1 l}\left(b_{2 l} b_{2 s}-1\right)=0
$$

which coincides with eq. 5.40. Study of eq. 5.46 shows that its solution satisfies the condition

$$
\begin{equation*}
c<\min \left(c_{1 s}, c_{2 s}\right) \tag{5.47}
\end{equation*}
$$

if shear velocities $c_{1 s}$ and $c_{2 s}$ diffor only slightly. In illustration, Fig. 5.3 shows two shaded zones where eq. 5.64 has real roots, obeying inequality 5.47. Outside of these


Figure 5.3: Zones of existence of Stoneley wave at the solid:solid boundary. [After Grant \& West, 1965]
zones, the Stoneley wave cannot exist. It turns out that the velocity of the Stoneley wave usually falls between the velocities of Rayleigh waves and shear waves in the medium with greater density. It is important that the velocity of the Stoneley wave, as well as that of the Rayleigh wave, does not depend on frequency.

## Could the boundary $S H$ wave exist?

Finally, we demonstrate that the $S H$ boundary wave is absent at the boundary of two elastic media. Taking into account that components $u$ and $w$ are equal to zero and that component $v$ can depend on $x$ and $z$ only, we have for the $x$-component of the potential

$$
\begin{equation*}
\tilde{\psi}_{1}=C_{1} e^{-k b_{1 s} z} e^{i k x}, \quad \tilde{\psi}_{2}=C_{2} e^{k b_{2 s} z} e^{i k x} \tag{5.48}
\end{equation*}
$$

Boundary conditions are

$$
\begin{equation*}
\tilde{v}_{1}=\tilde{v}_{2} \quad \text { and } \quad \tilde{\tau}_{1 y z}=\tilde{\tau}_{2 y z} \quad \text { on } \quad z=0 \tag{5.49}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{\partial \tilde{\psi}_{1}}{\partial z}=\frac{\partial \tilde{\psi}_{2}}{\partial z} \quad \text { and } \quad \frac{\partial^{2} \tilde{\psi}_{1}}{\partial z^{2}}=\frac{\partial^{2} \tilde{\psi}_{2}}{\partial z^{2}} \quad \text { on } \quad z=0 \tag{5.50}
\end{equation*}
$$

Substitution of eqs. 5.48 into eqs. 5.50 gives

$$
\begin{equation*}
b_{1 s} C_{1}+b_{2 s} C_{2}=0 \quad \text { and } \quad b_{1 s}^{2} C_{1}-b_{2 s}^{2} C_{2}=0 \tag{5.51}
\end{equation*}
$$

Since the determinant of this system differs from zero, we conclude that

$$
C_{1}=C_{2}=0
$$

and that, therefore, the boundary $S H$ wave cannot exist in this case.

### 5.3 Love waves

Now we will study propagation of the simplest interferential waves, named Love waves for the physicist who proved their existence. To explain how the interference of elementary plane body waves produces this type of surface wave, we will consider propagation of the interferential plane $S H$ wave along the $x$-axis in a two-layered medium with a free surface, in which $c_{1 s}<c_{2 s}$ (Fig. 5.4a). We will suppose that $c_{1 s}<c_{2 s}$ and this wave exponentially decays in the half-space with depth $z$. The motion of particles is characterized by linear polarization because displacement has the single component $v$. In order to understand the nature of such a surface wave, imagine that the elementary plane $S H$ wave moves downward in the layer and

$$
\begin{equation*}
c_{1 s}<c_{2 s} \tag{5.52}
\end{equation*}
$$

At boundary $z=0$, this wave will generate reflected and transmitted $S H$ waves. In accordance with Snell's law, the critical angle is defined from the equation

$$
\begin{equation*}
\gamma_{c}=\sin ^{-1} \frac{c_{1 s}}{c_{2 s}} \tag{5.53}
\end{equation*}
$$

If the angle of incidence $\gamma_{i}<\gamma_{c}$, then both the reflected and transmitted $S H$ waves that arise at the bottom of the layer are homogeneous. The reflected wave has a smaller amplitude than the incident wave because part of its energy has leaked into the halfspace. The reflected wave propagates upward, and is reflected downward at the free surface without the loss of energy. Correspondingly, at interface $z=0$ we again observe the reflected wave, and so on. Thus, there are two systems of $S H$ plane waves moving


Figure 5.4: Love waves: (a) Two-layered elastic medium (b) Illustration of eq. 5.53 (c) Ray paths of the downgoing and upgoing waves
either downward or upward with the same apparent velocity along the surface. Since after each reflection the amplitudes of these waves decrease, these systems of waves rapidly decay as $x$ increases.

The situation drastically changes if the incident angle exceeds the critical angle, $\gamma_{i}>\gamma_{c}$. In this case, homogeneous transmitted waves are absent, and total internal reflections take place. Respectively, amplitudes of the incident and reflected waves are equal to each other at both interfaces, and elastic energy remains unchanged inside the layer. However, this fact alone does not guarantee the existence of a wave propagating inside the layer without attenuation. As was pointed out, the wavefield is a superposition of two systems of homogeneous plane waves, and their fronts form the same angle with boundaries. If interference between these two sets of waves is constructive, then the resultant (interferential) wave moves along the layer without attenuation. On the contrary, when destructive interference occurs, this wave rapidly decreases with distance along the layer and finally disappears. It is obvious that as in the case of acoustic waves, the condition for constructive interference depends on frequency.

## Condition for constructive interference and dispersion equation

Since we assume that $\gamma_{i}>\gamma_{c}$, propagation of the interferential wave inside the layer is accompanied by an evanescent wave in the half-space $(z>0)$. This wave exponentially decays with depth. Wavefields inside and outside the layer constitute one wave, traveling along the $x$-axis. Its velocity $c$ can be easily evaluated from Fig. 5.4b, where the position of the wavefront is shown at two instances. It is clear that

$$
\begin{equation*}
c=\frac{\Delta x}{\Delta t}=\frac{\Delta l}{\Delta t \sin \gamma_{i}}=\frac{c_{1 s}}{\sin \gamma_{i}} \tag{5.54}
\end{equation*}
$$

Here $\gamma_{i}$ is the angle of incidence of the homogeneous plane wave, and it varies as

$$
\gamma_{c} \leq \gamma_{i} \leq \frac{\pi}{2}
$$

Respectively, velocity $c$ changes in the following way:

$$
\begin{equation*}
c_{1 s} \leq c \leq c_{2 s} \tag{5.55}
\end{equation*}
$$

Let us note that the presence of an evanescent wave in the half-space does not decrease elastic energy inside the layer. The loss of energy does not happen because during each half-period, the total energy leaving the layer is equal to zero (Part II). The wavefield inside and outside the layer is called the Love wave, and $c$ is its velocity. It is another example of the surface wave propagating in a horizontal direction. However, unlike the Rayleigh and Stoneley waves, the Love waves require as a necessary condition of existence the presence of a layer of finite thickness in which constructive interference must take place. Correspondingly, when the layer thickness tends to zero, the Love waves vanish, as was proved earlier. The same is correct if the layer thickness becomes infinitely large, because the set of upgoing plane waves disappears. Also, it is clear that if the half-space has a lower velocity $\left(c_{1 s}>c_{2 s}\right)$, there are always transmitted homogeneous waves, and the Love waves cannot exist.

By analogy with acoustic waves (Part II), it is useful to demonstrate that constructive interference takes place for a certain set of frequencies. Let us consider phase surface $N$ of the downgoing wave, Fig. 5.4c. As we know, the reflected upgoing and downgoing waves appear as a result of the action of wave $N$. If the frequencies are such that the phase difference between the incident and twice reflected waves is equal to $2 \pi n$, their superposition is constructive. Waves with other frequencies have a phase shift different from $2 \pi n$, and they destructively interfere. As a result, they cancel each other out after a relatively small number of reflections. Note that the phase difference of two upgoing and downgoing waves is defined by the following factors:

1. The phase shift between the displacements carried out by incident and reflected waves at the free surface $(z=-H)$ is equal to 0 .
2. The phase shift $\Psi$ of the reflected wave at the layer bottom depends on angle $\gamma_{i}$ as well as on elastic impedances of both media. This shift is defined by eq. 4.158 in the previous chapter.
3. The phase delay due to the extra path of the twice reflected wave relative to the incident wave is defined by the length of this path $A B E C D$ and wavelength $\Lambda_{1 s}$ of the shear wave in the layer. Taking into account that the argument of the sinusoidal wave is

$$
\omega t-k_{1 s} l=\omega t-\frac{2 \pi}{\Lambda_{1 s}} l,
$$

the condition for constructive interference can be written as

$$
k_{1 s}|A B E C D|+\Psi=2 \pi n
$$

or

$$
\begin{equation*}
\frac{2 \pi}{\Lambda_{1 s}}(|A B|+|B C|+|C D|)=2 n \pi-\Psi \tag{5.56}
\end{equation*}
$$

Here $n$ is some integer number. By definition $\Lambda_{1 s}=c_{1 s} / f$, and certainly the result of interference depends on frequency. As is seen from Fig. 5.4c, $A B=B E \cos 2 \gamma_{i}$, $C D=C E \cos 2 \gamma_{i}$, and $B C=H / \cos \gamma_{i}$. Substitution of these terms into eq. 5.56 gives

$$
\begin{align*}
& \frac{2 \pi H}{\Lambda_{1 s}}\left(\frac{\cos 2 \gamma_{i}}{\cos \gamma_{i}}+\frac{1}{\cos \gamma_{i}}\right) \equiv \frac{4 \pi H \cos \gamma_{i}}{\Lambda_{1 s}}=2 n \pi-\Psi \\
& \text { or } \quad \frac{\omega H \cos \gamma_{i}}{c_{1 s}}=\frac{2 n \pi-\Psi}{2} \tag{5.57}
\end{align*}
$$

In particular, when the underlying medium is ideally rigid, $\Psi=0$, in place of eq. 5.57 we have

$$
\begin{equation*}
\frac{\omega_{n} H \cos \gamma_{i}}{c_{1 s}}=n \pi \tag{5.58}
\end{equation*}
$$

In such a case, the evanescent wave is absent, and the Love wave is confined inside the elastic layer.

Taking into account eq. 5.54, it is easy to eliminate $\cos \gamma_{i}$ from eq. 5.57

$$
\cos \gamma_{i}=\left(1-\frac{c_{1 s}^{2}}{c^{2}}\right)^{1 / 2}=\frac{c_{1 s}}{c}\left(\frac{c^{2}}{c_{1 s}^{2}}-1\right)^{1 / 2}=\frac{c_{1 s} \tilde{b}_{1 s}}{c}
$$

and find the relationship between the velocity of the Love wave and frequency. This gives

$$
\begin{equation*}
\frac{\omega_{n} H}{c}=\frac{2 n \pi-\Psi}{2} \tag{5.59}
\end{equation*}
$$

However, this equation contains an unknown phase shift at the layer bottom. This shift can be found from the expression for the reflection coefficient $\mathcal{R}_{S H}$ at the boundary between elastic media obtained in Chapter 4 . When the angle of incidence $\gamma_{i}$ exceeds the critical angle $\gamma_{c}$, this coefficient is complex:

$$
\mathcal{R}_{S H}=\operatorname{cxp}(-i \Psi) \quad \text { and } \quad \Psi=-2 \tan ^{-1}\left(\frac{\mu_{2} \tilde{b}_{2 s}}{\mu_{1} \tilde{b}_{1 s}}\right)
$$

where

$$
\tilde{b}_{2 s}=\left(1-\frac{c^{2}}{c_{2 s}^{2}}\right)^{1 / 2}
$$

As a result, the dispersion equation for Love waves takes the form

$$
\begin{equation*}
\tan \left(\frac{\omega H}{c} \tilde{b}_{1 s}\right)=\frac{\mu_{2} \tilde{b}_{2 s}}{\mu_{1} \tilde{b}_{1 s}} \tag{5.60}
\end{equation*}
$$

This equation allows us to find the velocity of the Love wave as a function of frequency. But before we start to investigate solutions of eq. 5.60 , we will take a different approach and derive the same equation from the boundary value problem.

## The boundary value problem for Love waves

We represent the complex amplitude of the $v$-component of displacement as

$$
\begin{gather*}
\tilde{v}^{(1)}=\left(C_{1} e^{i k \tilde{b}_{1 s} z}+C_{2} e^{-i k \tilde{b}_{1 s} z}\right) e^{i k x} \quad \text { if } z \leq 0 \\
\text { and } \quad \tilde{v}^{(2)}=C_{3} e^{-k \tilde{b}_{2 s} z} e^{i k x} \quad \text { if } z \geq 0 \tag{5.61}
\end{gather*}
$$

Here again

$$
\tilde{b}_{1 s}=\left(\frac{c^{2}}{c_{1 s}}-1\right)^{1 / 2}, \tilde{b}_{2 s}=\left(1-\frac{c^{2}}{c_{2 s}^{2}}\right)^{1 / 2}
$$

Now we use the boundary conditions and find the equation that relates the velocity of Love waves to ther frequency. As the normal stress at the free surface is equal to 0 , we have

$$
\tilde{\tau}_{y}^{(1)} z=\mu_{1} \frac{\partial v^{(1)}}{\partial z}=0 \quad \text { on } \quad z=-H
$$

From continuity of displacements and stresses at the lower boundary of the layer, it follows that

$$
\tilde{v}^{(1)}=\tilde{v}^{(2)} \quad \text { and } \quad \mu_{1} \frac{\partial \tilde{v}^{(1)}}{\partial z}=\mu_{2} \frac{\partial \widetilde{v}^{(2)}}{\partial z} \quad \text { on } \quad z=0
$$

These conditions yield:

$$
\begin{gather*}
C_{1} e^{-i k \tilde{b}_{1 s} H}-C_{2} e^{i k \tilde{b}_{1 s} H}=0 \\
C_{1}+C_{2}=C_{3}  \tag{5.62}\\
i \mu_{1} \tilde{b}_{1 s}\left(C_{1}-C_{2}\right)=-\mu_{2} \tilde{b}_{2 s} C_{3}
\end{gather*}
$$

System 5.62 has a nonzero solution for $C_{1}, C_{2}$, and $C_{3}$ if the determinant is equal to zero:

$$
\left|\begin{array}{ccc}
e^{-i k \tilde{b}_{1 s} H} & -e^{i k \tilde{b}_{1 s} H} & 0  \tag{5.63}\\
1 & 1 & -1 \\
i \mu_{1}\left(\tilde{b}_{1 s}\right)^{2} & -i \mu_{1}\left(\tilde{b}_{1 s}\right)^{2} & \mu_{2}\left(\tilde{b}_{2 s}\right)^{2}
\end{array}\right|=0
$$

Performing simple algebra, we can obtain the dispersion equation in a more explicit form. Of course, the same result directly follows from system 5.62 . Excluding $C_{3}$ in its last two equations, we have:

$$
\begin{equation*}
C_{2}=\frac{\mu_{1} \tilde{b}_{1 s}-i \mu_{2} \tilde{b}_{2 s}}{\mu_{1} \tilde{b}_{1 s}+i \mu_{2} \tilde{b}_{2 s}} C_{1}=\exp \left(-2 i \tan ^{-1} \frac{\mu_{2} \tilde{b}_{2 s}}{\mu_{1} \tilde{b}_{1 s}}\right) \tag{5.64}
\end{equation*}
$$

Substituting $C_{2}$ into the first equation of set 5.62 , after simple transformation using Euler's formulas, we obtain

$$
\begin{equation*}
\tan \left(k \tilde{b}_{1 s} H\right)=\frac{\mu_{2} \tilde{b}_{2 s}}{\mu_{1} \tilde{b}_{1 s}} \quad \text { or } \quad \tan \left(\frac{\omega}{c} \tilde{b}_{1 s} H\right)=\frac{\mu_{2} \tilde{b}_{2 s}}{\mu_{1} \tilde{b}_{1 s}} \tag{5.65}
\end{equation*}
$$

This dispersion equation is exactly the same as eq. 5.60 obtained using the condition of constructive interference. Eq. 5.65 establishes the relationship between the velocity of the Love waves $c$ and frequency $\omega$, as well as between this velocity and parameters of the medium. We can rewrite eq. 5.65 in a slightly different form:

$$
\begin{equation*}
\tan \left[k H\left(\frac{c^{2}}{c_{1 s}^{2}}-1\right)^{1 / 2}\right]=\frac{\mu_{2}}{\mu_{1}}\left(\frac{c^{2}}{c_{1 s}^{2}}-1\right)^{-1 / 2}\left(1-\frac{c^{2}}{c_{2 s}^{2}}\right)^{1 / 2} \tag{5.66}
\end{equation*}
$$

Since the left side of this equation is a periodic function, for any fixed value of $c$ inside the range prescribed by inequality 5.55 there is an infinite number of roots:

$$
\omega_{0}(c), \omega_{1}(c), \omega_{2}(c), \ldots . ., \omega_{n}(c), \ldots
$$

Each value of $\omega_{n}$ characterizes the frequency of the $n$th mode of the Love waves propagating with velocity $c$. The inverse functions $c_{n}(\omega)$ describe phase velocity dispersion curves of Love waves.
Since the left side of eq. 5.66 is a periodic function, it is convenient to present this equation in the form

$$
\begin{equation*}
k H\left(\frac{c^{2}}{c_{1 s}^{2}}-1\right)^{1 / 2}=\pi n+\tan ^{-1}\left[\frac{\mu_{2}}{\mu_{1}} \frac{\left(1-\frac{c^{2}}{c_{2 s}^{2}}\right)^{1 / 2}}{\left(\frac{c^{2}}{c_{1 s}^{2}}-1\right)^{1 / 2}}\right] \tag{5.67}
\end{equation*}
$$

Here $n$ is an integer number.
Now, using eq. 5.67 , we will confirm inequality 5.55 , beginning with the case when $n=0$. Then eq. 5.67 becomes

$$
\begin{equation*}
k H\left(\frac{c^{2}}{c_{1 s}^{2}}-1\right)^{1 / 2}=\tan ^{-1} \frac{\mu_{2}}{\mu_{1}} \frac{\left(1-\frac{c^{2}}{c_{2 s}^{2}}\right)^{1 / 2}}{\left(\frac{c^{2}}{c_{1 s}^{2}}-1\right)^{1 / 2}} \tag{5.68}
\end{equation*}
$$

Suppose, first, that the velocity of the Love wave, $c$, approaches $c_{2 s}$ :

$$
c \rightarrow c_{2 s}
$$

Since the right side of eq. $\overline{5} .68$ vanishes, we have

$$
k H\left(\frac{c^{2}}{c_{1 s}^{2}}-1\right)^{1 / 2} \rightarrow 0 \quad \text { or } \quad k \rightarrow 0, \quad \text { i.e., } \quad \omega \rightarrow \infty
$$

On the contrary, when $c \rightarrow c_{1 s}$, the right side of eq. 5.71 tends to $\pi / 2$, while

$$
\left(\frac{c^{2}}{c_{1 s}^{2}}-1\right)^{1 / 2} \rightarrow 0
$$

To preserve equality $\overline{5} .68$, the wave number has to be infinitely large, that is $\omega \rightarrow \infty$. Thus, in agreement with eq. 5.55 , when the ratio $\Lambda_{1 s} / H$ varies from zero to infinity

$$
0<\frac{\Lambda_{1 s}}{H}<\infty
$$

the phase velocity of the Love wave changes as $c_{1 s} \leq c \leq c_{2 s}$. It is easy to show that this conclusion remains valid for any mode. However, there is a difference which concerns the range of $\omega$. In fact, as follows from eq. $\overline{5} .70$, if $c=c_{2 s}$ and $n \neq 0$, we have

$$
k H\left(\frac{c_{2 s}^{2}}{c_{1 s}^{2}}-1\right)^{1 / 2}=\pi n
$$

or

$$
\begin{equation*}
\frac{\Lambda_{1 s}}{H}=\frac{2}{n}\left(1-\frac{c_{1 s}^{2}}{c_{2 s}^{2}}\right)^{1 / 2} \tag{5.69}
\end{equation*}
$$

In the opposite case, when $c=c_{1 s}$, as before $\Lambda_{1 s} / H \rightarrow 0$. Thus, for any $n$ a change in the velocity of the Love wave (eq. 5.55) occurs within the frequency range

$$
\begin{equation*}
0 \leq \frac{\Lambda_{1 s}}{H} \leq \frac{2}{n}\left(1-\frac{c_{1 s}^{2}}{c_{2 s}^{2}}\right)^{1 / 2} \tag{5.70}
\end{equation*}
$$

We see that, with an increase of the order $n$, the range of frequencies (wavelengths) where the mode exists, narrows. For instance, if

$$
\frac{\Lambda_{1 s}}{H}>2\left(1-\frac{c_{1 s}^{2}}{c_{2 s}^{2}}\right)^{1 / 2}
$$

there is only the fundamental mode, $n=0$. However, within the interval

$$
\left(1-\frac{c_{1 s}^{2}}{c_{2 s}^{2}}\right)^{1 / 2} \leq \frac{\Lambda_{1 s}}{H}<2\left(1-\frac{c_{1 s}^{2}}{c_{2 s}^{2}}\right)^{1 / 2}
$$

two modes can be observed, $n=0$ and $n=1$. Within the interval

$$
\frac{2}{3}\left(1-\frac{c_{1 s}^{2}}{c_{2 s}^{2}}\right)^{1 / 2} \leq \frac{\Lambda_{1 s}}{H}<\left(1-\frac{c_{1 s}^{2}}{c_{2 s}^{2}}\right)^{1 / 2}
$$

three modes exist, and so on. The width of such intervals decreases with an increase of $n$, and it is equal to

$$
\begin{equation*}
\frac{2}{n(n-1)}\left(1-\frac{c_{1 s}^{2}}{c_{2 s}^{2}}\right)^{1 / 2} \tag{5.71}
\end{equation*}
$$

Dispersion curves for the first five modes are shown in Fig. 5.5a.
Displacement $v_{n}(z)$
Next consider the displacement of the $n$th mode as a function of $z$. From eqs. 5.64 and 5.65 , we have

$$
\begin{gather*}
\frac{C_{2}}{C_{1}}=\exp \left(-i 2 k_{n} \tilde{b}_{1 s n} H\right) \\
\tilde{v}_{n}=C_{1}\left(e^{i k_{n}} \tilde{b}_{1 s n} z+e^{-2 i k_{n}} \tilde{b}_{1 s n} H\right. \\
\left.e^{-i k_{n}} \tilde{b}_{1 s n} z\right) e^{i k_{n} x}  \tag{5.72}\\
=C_{n} \cos \left[k_{n} \tilde{b}_{1 s n}(z+H)\right] e^{i k_{n} x} \quad \text { if }-H<z \leq 0 \\
\text { and } \tilde{v}_{n}=C_{n} \cos \left(k_{n} \tilde{b}_{1 s n} H\right) e^{-k_{n} \tilde{b}_{2 s n} z} e^{i k_{n} x} \quad \text { if } z \geq 0 .
\end{gather*}
$$

Here

$$
\tilde{b}_{1 s n}=\left(\frac{c_{n}^{2}}{c_{1 s}^{2}}-1\right)^{1 / 2}, \quad \tilde{b}_{2 s n}=\left(1-\frac{c_{n}^{2}}{c_{2 s}^{2}}\right)^{1 / 2}, \quad \text { and } \quad C_{n}=2 C_{1} \exp \left(-i k_{n} \tilde{b}_{1 s n} H\right)
$$

Both $\tilde{b}_{1 s n}$ and $\tilde{b}_{2 s n}$ depend on the mode order. By definition, displacement $v_{n}$ is

$$
\begin{equation*}
v_{n}=D_{n} \cos \left[k_{n} \tilde{b}_{1 s n}(z+H)\right] \cos \left(\omega t-k_{n} x\right) \quad \text { if }-H<z \leq 0 \tag{5.73}
\end{equation*}
$$

and $\quad v_{n}=D_{n} \cos \left(k_{n} \tilde{b}_{1 s n} H\right) e^{-k_{n} \tilde{b}_{2 s n} z} \cos \left(\omega t-k_{n} x\right) \quad$ if $\quad z \geq 0$
As in the case of Rayleigh or Stoneley waves, coefficient $D_{n}$ remains unknowns, since the primary source is not taken into account. From eqs. 5.73 we see that the Love wave is oscillating wave along the $z$-axis inside the layer but exponentially decays outside of it. For instance, if $n=0$, displacement gradually decreases with depth. For the $n=1$,


Figure 5.5: Love waves in a two-layered elastic medium: (a) Dispersion curves of phase velocities (solid lines) and group velocities (dashed lines) for the first five modes ( $n=$ $0,1, \ldots, 4$ ) (b) Normalized displacement $v$ as function of $z / \Lambda_{1 s}$. Here $c_{2 s} / c_{1 s}=2$
we observe a change of sign, and correspondingly, there is a nodal plane where $v_{1 n}=0$. With an increase of $n$, the number of such planes also increases, as is seen in Fig. 5.5b.

## Transient modes of Love waves

In the case of a nonstationary source, constructive and destructive interference of sinusoidal harmonics that form each mode occurs. As a result of constructive interference, transient modes of Love waves are observed. Their waveforms are defined by the corresponding group velocity curves (Parts I and II). Behavior of the group velocities $c_{g n}$ as functions of $\Lambda_{1 s} / H$ for the first five Love modes in a two-layered model is shown in Fig. 5.5a (dashed lines).

Let us briefly discuss the behavior of any mode presented in a considered frequency range. Suppose that the observation point has an offset $x$. Then, as follows from behavior of function $c_{g n}(\omega)$, during time interval $x / c_{2 s}<t<x / c_{1 s}$, we observe a wave group with relatively low apparent frequencies that increase with time. Then, at moment $t=x / c_{1 s}$, a high-frequency group arrives and interferes with the first group. The apparent frequency of this group decreases with time. As time increases, the frequency contents of the two groups become very close, and they finally merge into one quasi-stationary wavetrain called the Airy phase. The resemblance to propagation along a waveguide in an acoustic medium is obvious (Part II).

### 5.4 Rayleigh waves in a two-layered medium

Earlier we demonstrated that in a homogeneous half-space, the velocity of propagation of Rayleigh waves is independent of frequency. We also found out that in a two-layered medium, different modes of Love waves may exist. They demonstrate a dispersive behavior - that is, their phase velocities are functions of frequency. Now we will show that Rayleigh waves in a layered medium may display similar features. For illustration, we will consider the case in which a layer of fluid overlays a homogeneous elastic half-space (Fig. 5.6a).

## Fluid layer over an elastic half-space

Suppose that the surface wave propagates along the $x$-axis with phase velocity $c$, and, in an elastic medium it decays exponentially with depth $z$. Unlike in the case of Love waves, displacement $\mathbf{s}$ is characterized by two components, $u$ and $w$, while $v=0$. Correspondingly, expressions of complex amplitudes of potentials are

$$
\begin{equation*}
\tilde{\varphi}_{1}=\left(A_{1} e^{k b_{1} z}+B_{1} e^{-k b_{1} z}\right) e^{i k x}, \quad \tilde{\varphi}_{2}=A_{2} e^{-k b_{2 l} z} e^{i k x} \tag{5.74}
\end{equation*}
$$

$$
\text { and } \tilde{\psi}_{2}=B_{2} e^{-k b_{2 s} z} e^{i k x}
$$

Here

$$
\begin{gather*}
b_{1}=\left(1-\frac{c^{2}}{c_{1}^{2}}\right)^{1 / 2}, \quad b_{2 l}=\left(1-\frac{c^{2}}{c_{2 l}^{2}}\right)^{1 / 2}, \quad b_{2 s}=\left(1-\frac{c^{2}}{c_{2 s}^{2}}\right)^{1 / 2},  \tag{5.75}\\
k_{1}=\frac{\omega}{c_{1}}, \quad k_{2 l}=\frac{\omega}{c_{2 l}}, \quad k_{2 s}=\frac{\omega}{c_{2 s}}
\end{gather*}
$$

Boundary conditions at the interface between the elastic medium and a fluid and at the free surface are

$$
\begin{aligned}
& w_{1}=w_{2}, \quad \tau_{z z}^{(1)}=\tau_{z z}^{(2)}, \quad \tau_{x z}^{(2)}=0 \quad \text { on } \quad z=0 \\
& \text { and } \quad \tau_{z z}^{(1)}=0 \quad \text { on } \quad z=-H
\end{aligned}
$$

Taking into account that

$$
\mathrm{s}=\operatorname{grad} \varphi+\operatorname{curl} \psi
$$

and Hooke's law, set 5.76 can be represented in the form

$$
\begin{gather*}
\frac{\partial \tilde{\varphi}_{1}}{\partial z}=\frac{\partial \tilde{\varphi}_{2}}{\partial z}+\frac{\partial \tilde{\psi}_{2}}{\partial x}, \quad-\lambda_{1} k_{1}^{2} \tilde{\varphi}_{1}=-\lambda_{2} k_{2 l}^{2} \tilde{\varphi}_{2}+2 \mu_{2}\left(\frac{\partial^{2} \tilde{\varphi}_{2}}{\partial z^{2}}+\frac{\partial^{2} \tilde{\psi}_{2}}{\partial x \partial z}\right) \\
2 \frac{\partial^{2} \tilde{\varphi}_{2}}{\partial x \partial z}+\frac{\partial^{2} \tilde{\psi}_{2}}{\partial x^{2}}-\frac{\partial^{2} \tilde{\psi}_{2}}{\partial z^{2}}=0 \quad \text { on } \quad z=0  \tag{5.77}\\
\text { and } \quad \tilde{\varphi}_{1}=0, \quad \text { on } \quad z=-H
\end{gather*}
$$

since

$$
\tilde{\tau}_{z z}^{(1)}=\lambda_{1} \operatorname{div} \mathbf{s}_{1}=\lambda_{1} \nabla^{2} \tilde{\varphi}_{\mathbf{1}}=-\lambda_{1} k_{1}^{2} \tilde{\varphi}_{1}
$$

Substituting eqs. 5.74 into eqs. 5.77 , we obtain a system of equations with respect to unknowns $A_{1}, B_{1}, A_{2}$, and $B_{2}$ :

$$
b_{1}\left(A_{1}-B_{1}\right)=-b_{2 l} A_{2}+i B_{2}
$$

$$
\begin{align*}
& -\lambda_{1} k_{1}^{2}\left(A_{1}+B_{1}\right)=-\lambda_{2} k_{2 l}^{2} A_{2}+2 \mu_{2} k^{2}\left(b_{2 l}^{2} A_{2}-i b_{2 s} B_{2}\right)  \tag{5.78}\\
& -2 i b_{2 l} A_{2}-\left(1+b_{2 s}^{2}\right) B_{2}=0, \quad A_{1} e^{-k b_{1} H}+B_{1} e^{k b_{1} H}=0
\end{align*}
$$

The amplitudes of a surface wave should decrease exponentially in the solid half-space $(z>0)$. This implies that $b_{2 s}$ is real, i.e., $c<c_{2 s}$. The existence of this surface wave means that unknowns $A_{1}, B_{1}, A_{2}$, and $B_{2}$ differ from zero; that is, the determinant of system 5.78 has to be equal to zero.

$$
\left|\begin{array}{cccc}
b_{1} & -b_{1} & b_{2 l} & 1  \tag{5.79}\\
-\rho_{1} c^{2} & -\rho_{1} c^{2} & \rho_{2}\left(c^{2}-2 c_{2 s}^{2}\right) & 2 \rho_{2} c_{2 s}^{2} b_{2 s} \\
0 & 0 & b_{2 l} & \frac{c^{2}}{c_{2 l}^{2}}-2 \\
e^{-k b_{1} H} & e^{k b_{1} H} & 0 & 0
\end{array}\right|=0
$$

From this we obtain a dispersion (periodic) equation in the following form:

$$
\begin{equation*}
\tanh \left(k H \sqrt{1-\frac{c^{2}}{c_{1}^{2}}}\right)=\eta=\frac{\rho_{2} c_{2 s}^{4} b_{1}}{\rho_{1} c^{4} b_{2} l}\left[4 b_{2 l} b_{2 s}-\left(2-\frac{c^{2}}{c_{2 s}^{2}}\right)^{2}\right] \tag{5.80}
\end{equation*}
$$

Let us consider two different cases.
"Hard bottom" $c_{1}<c_{2 s}$
Then within the range of possible values of $c: c_{1}<c<c_{2 s} \quad b_{1}$ becomes imaginary, and instead of eq. 5.80 we have

$$
\begin{equation*}
\tan \left(k H \sqrt{\frac{c^{2}}{c_{1}^{2}}-1}\right)=\eta_{1}=\frac{\rho_{2} c_{2 s}^{4}\left|b_{1}\right|}{\rho_{1} c^{4} b_{2} l}\left[4 b_{2 l} b_{2 s}-\left(2-\frac{c^{2}}{c_{2 s}^{2}}\right)^{2}\right] \tag{5.81}
\end{equation*}
$$

This transcendent equation relates phase velocity $c(\omega)$ to frequency and to the parameters of a medium. It is convenient to rewrite eq. 5.81 as

$$
\begin{equation*}
k_{n} H \sqrt{\frac{c_{n}^{2}}{c_{1}^{2}}-1}=\pi n+\tan ^{-1} \eta_{1} \tag{5.82}
\end{equation*}
$$

where $c_{n}(\omega)$ is phase velocity of the $n$th mode and $k_{n}=\omega / c_{n}$.
Letting $n=0$, eq. 5.82 becomes

$$
\begin{equation*}
2 \pi p \sqrt{\frac{c^{2}}{c_{1}^{2}}-1}=\tan ^{-1} \eta_{1} \tag{5.83}
\end{equation*}
$$

(a)

(b)


Figure 5.6: Rayleigh waves in a fluid layer overlaying an elastic half-space: (a) Model of a medium (b) Dispersion curves of the phase velocities (solid lines) and group velocities (dashed lines) for the first two modes. $\rho_{2} / \rho_{1}=2.2, c_{2 l} / c_{2 s}=\sqrt{3}, c_{2 s} / c_{1}=1.333$

Here $p=H / \Lambda_{1 l}$ and $\Lambda_{1 l}$ is the wavelength in a fluid. With an increase of $\Lambda_{1 l}$ the left side of eq. 5.83 tends to zero, and we have

$$
\eta_{1}=4 b_{2 l} b_{2 s}-\left(2-\frac{c^{2}}{c_{2 s}^{2}}\right)^{2}=0
$$

This coincides with the dispersion equation for Rayleigh waves in a homogeneous halfspace. Respectively, the phase velocity of the fundamental mode approaches that of the Rayleigh wave $c_{R}$ when $\omega \rightarrow 0$. In other words, the influence of the upper layer vanishes. As is seen from Fig. 5.6b, the phase velocity of the fundamental mode gradually decreases with an increase of frequency, and its range of change is

$$
c_{S t} \leq c(\omega) \leq c_{R}
$$

where $c_{S t}$ is the velocity of the Stoneley wave at the fluid/solid boundary. Also, this
numerical analysis shows that the fundamental mode of the Rayleigh waves exists at any frequency. As in the case of Love waves, we observe the dependence of the phase velocity on frequency, i.e., dispersion. In particular, the fundamental mode at the lower frequencies propagates more quickly. By definition

$$
\tilde{u}=\frac{\partial \tilde{\varphi}}{\partial x}-\frac{\partial \tilde{\psi}}{\partial z}, \quad \tilde{u}=\frac{\partial \tilde{\varphi}}{\partial z}+\frac{\partial \tilde{\psi}}{\partial x}
$$

and, in accordance with eqs. 5.74 , it is easy to see that propagation of the fundamental mode, as well as of others modes, is accompanied by elliptical polarization of the particle motion.

Letting now $n=1$ we define the dispersion equation of the second mode as

$$
\begin{equation*}
\frac{\omega}{c} H \sqrt{\frac{c^{2}}{c_{1}^{2}}-1}=\pi+\tan ^{-1} \eta_{1} \tag{5.84}
\end{equation*}
$$

As before, at high frequencies, phase velocity approaches $c_{1}$ :

$$
c(\omega) \rightarrow c_{1} \quad \text { if } \quad p \rightarrow \infty
$$

To determine the low frequency limit, suppose that $c(\omega)=c_{2 s}$. Then eq. 5.82 becomes

$$
\begin{equation*}
\frac{\omega}{c_{2 s}} H \sqrt{\frac{c_{2 s}^{2}}{c_{1}^{2}}-1}=\pi \quad \text { or } \quad 2 \pi p \sqrt{1-\frac{c_{1}^{2}}{c_{2 s}^{2}}}=1 \tag{5.85}
\end{equation*}
$$

It turns out that the latter defines the cut-off frequency of this mode, since at lower frequencies the wavenumber becomes complex. This means that part of the energy moves from the layer into the elastic medium $(z>0)$, and the wave rapidly decays. Thus, the range of change of the phase velocity is

$$
\begin{equation*}
c_{1} \leq c(\omega) \leq c_{2 s} \tag{5.86}
\end{equation*}
$$

and below the cut-off frequency this mode is absent. Of course, there are also modes of the higher order, but we will restrict ourselves to the first two modes.
"Soft bottom" $c_{1}>c_{2 s}$
In this case $b_{1}$ is always real as phase velocity $c$ is less than $c_{2 s}$. It is easy to show that eq. 5.80 has only one root. The range of change of phase velocity $c(\omega)$ is the same as for fundamental mode $n=0$ in a previous case.
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## Chapter 6

## Waves in a layered medium caused by linear and point sources


#### Abstract

We start from a relatively simple two-dimensional case in which the primary source is linear and stretched for example, along the $y$-axis, Fig. 6.1a. This means that a wavefield remains the same in any plane, parallel to the coordinate plane $X O Z$, and deformation in the $y$-direction is absent. There is an evident analogy with plane waves (Chapter 4), and it is not accidental that waves generated by such a source can be represented as a superposition of plane waves. One can say that the study of waves due to a linear source is a logical intermediate step between the the study of plane waves and of a more general three-dimensional case. Of course, the linear source is hardly practical, but all derivations are significantly simpler in this case. It is essential that linear and point sources give rise to the same types of waves. For instance, in a homogeneous half-space with a free surface, we can observe longitudinal and shear direct and reflected waves, as well as Rayleigh waves. The appearance of these waves due to either a linear or the point source can be expected. In fact, their appearance follows from the theory of plane and surface waves, the ray theory, and the reflection of plane waves. Our goal is not to discover new waves, but rather to study how these waves are generated and propagate depending on source type and location as well as on elastic parameters of a medium.




Figure 6.1: (a) Linear source beneath the surface (b) Boundary condition for stresses at the plane, $z=0$

### 6.1 Linear source of $P$ and $S V$ waves in a homogeneous half-space with a free boundary

In order to formulate the boundary value problem in the presence of a horizontal interface, it is necessary first of all to derive expressions for potentials that describe the direct longitudinal or shear waves.

Linear source of the $P$ wave in a homogeneous medium
Suppose that an infinitely long cylinder with a very small radius $r_{0}$ is oriented along the $y$-axis, and it experiences sinusoidal vibrations in the radial direction:

$$
\begin{equation*}
r(t)=r_{0}+s_{r}(t) \tag{6.1}
\end{equation*}
$$

Here

$$
\begin{equation*}
s_{r}(t)=s_{0} \cos \omega t \tag{6.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{s_{0}}{r_{0}} \ll 1 \tag{6.3}
\end{equation*}
$$

It is clear that such a source generates a direct wave that has only a radial component of displacement. In the cylindrical system of coordinates

$$
\begin{equation*}
\mathbf{s}=s_{r} \mathbf{i}_{r}, \quad \text { i.e., } \quad s_{\theta}=s_{y}=0 \tag{6.4}
\end{equation*}
$$

since the source is situated on the $y$-axis. By definition,

$$
\begin{equation*}
\operatorname{div} \mathrm{s}=\frac{1}{r} \frac{\partial}{\partial r}\left(r s_{r}\right) \tag{6.5}
\end{equation*}
$$

$$
\text { and curl s}=\frac{1}{r}\left|\begin{array}{ccc}
\mathbf{i}_{r} & r \mathbf{i}_{\theta} & \mathbf{i}_{y} \\
\frac{\partial}{\partial r} & \frac{\partial}{\partial \theta} & \frac{\partial}{\partial y} \\
s_{r} & 0 & 0
\end{array}\right|
$$

Because of axial symmetry and the independence of the field on the $y$-coordinate, we obtain

$$
\begin{equation*}
\operatorname{curl} \mathrm{s}=0 \tag{6.6}
\end{equation*}
$$

Therefore, such a wave is longitudinal and, correspondingly, it is described by scalar potential only. Its complex amplitude is a solution of the Helmholtz equation

$$
\nabla^{2} \tilde{\varphi}_{0}+k_{l}^{2} \tilde{\varphi}_{0}=0
$$

or, in the cylindrical system of coordinates,

$$
\begin{equation*}
\frac{d^{2} \tilde{\varphi}_{0}}{d r^{2}}+\frac{1}{r} \frac{d \tilde{\varphi}_{0}}{d r}+k_{l}^{2} \tilde{\varphi}_{0}=0 \tag{6.7}
\end{equation*}
$$

This is the Bessel equation, and its solutions are Bessel functions of the first and second types,

$$
J_{0}\left(k_{l} r\right) \quad \text { and } \quad Y_{0}\left(k_{l} r\right)
$$

as well as some combinations of them. Taking into account that the source causes the outgoing wave and the function $e^{-i \omega t}$ describes time dependence, we choose the Hankel function,

$$
H_{0}^{(1)}\left(k_{l} r\right)=J_{0}\left(k_{l} r\right)+i Y_{0}\left(k_{l} r\right)
$$

as a solution of eq. 6.7. This choice is related to the fact that at large distances from the source, its asymptotic expression is

$$
\begin{equation*}
H_{0}^{(1)}\left(k_{l} r\right) \simeq \sqrt{\frac{2}{\pi k_{l} r}} e^{i\left(k_{l} r-\pi / 4\right)} \tag{6.8}
\end{equation*}
$$

This allows us to say that the function

$$
\begin{equation*}
\tilde{\varphi}_{0}\left(k_{l} r\right)=A_{1} H_{0}\left(k_{l} r\right) \tag{6.9}
\end{equation*}
$$

characterizes the wave generated by the linear source. Here $A_{1}$ is unknown, and in order to determine we assume that the stress $\tau_{r r}$ is uniformly distributed on the source surface and depends on time $t$ as

$$
\begin{equation*}
\tau_{r r}\left(r_{0}\right)=\tau_{r r}^{0} \cos \omega t \tag{6.10}
\end{equation*}
$$

From Hooke's law we have

$$
\tilde{\tau}_{r r}=\lambda \operatorname{div} \tilde{\mathrm{s}}+2 \mu \frac{\partial \widetilde{s}_{r}}{\partial r}
$$

or

$$
\begin{equation*}
\tilde{\tau}_{r r}=-\lambda k_{l}^{2} \tilde{\varphi}_{0}+2 \mu \frac{\partial^{2} \tilde{\varphi}_{0}}{\partial r^{2}} \tag{6.11}
\end{equation*}
$$

Since

$$
\begin{equation*}
H_{0}^{(1)}\left(k_{l} r\right) \rightarrow \frac{2 i}{\pi} \ln k_{l} r \quad \text { if } \quad r \rightarrow 0 \tag{6.12}
\end{equation*}
$$

the second term in eq. 6.11 prevails near the source, and we obtain

$$
\tilde{\tau}_{r r}=-\frac{2 \mu i A_{1}}{\pi r_{0}^{2}}
$$

or

$$
\begin{equation*}
A_{1}=\frac{\pi r_{0}^{2} i \tau_{r r}^{0}}{2 \mu} \tag{6.13}
\end{equation*}
$$

because $\tilde{\tau}_{r r}=\tau_{r r}^{0}$ at points along the source. Thus,

$$
\begin{equation*}
\tilde{\varphi}_{0}=\frac{\pi r_{0}^{2} i}{2 \mu} \tau_{r r}^{0} H_{0}^{(1)}\left(k_{l} r\right) \tag{6.14}
\end{equation*}
$$

and our first task is solved, since this function satisfies all conditions of the boundary problem.

Also it is interesting to consider the strains and stresses that accompany this cylindrical wave. As follows from Appendix E,

$$
e_{r r}=\frac{\partial s_{r}}{\partial r}, \quad e_{\theta \theta}=\frac{s_{r}}{r}, \quad e_{y y}=0
$$

and

$$
e_{\theta y}=e_{r y}=e_{r \theta}=0
$$

Hooke's law gives

$$
\tau_{r r}=\lambda \operatorname{div} \mathrm{s}+2 \mu \frac{\partial s_{r}}{\partial r}, \quad \tau_{y y}=\tau_{\theta \theta}=\lambda \operatorname{div} \mathrm{s}, \quad \text { and } \quad \tau_{\theta y}=\tau_{r y}=\tau_{r \theta}=0
$$

Thus, in the cylindrical system of coordinates there are three normal stresses. Now let us imagine a horizontal plane, $\theta=0$, on which the source is located. Then at points on this surface the normal stress, $\tau_{\theta \theta}$, differs from zero.

Further we focus our attention on waveficlds in a medium with a horizontal interface. For this reason it is necessary, as in the case of acoustic waves (Part II), to represent the potential of the direct wave, $\tilde{\varphi}_{0}$, in terms of functions that depend on coordinates $x$ and $z$. There are several integral forms of the Hankel functions; one of them

$$
\begin{equation*}
H_{0}^{(1)}\left(k_{l} r\right)=\frac{1}{\pi i} \int_{-\infty}^{\infty} \frac{1}{m_{l}} e^{-m_{l}|z|} e^{i m x^{i}} d m \tag{6.15}
\end{equation*}
$$

where

$$
\begin{equation*}
m_{l}=\sqrt{m^{2}-k_{l}^{2}} \tag{6.16}
\end{equation*}
$$

Correspondingly,

$$
\begin{equation*}
\tilde{\varphi}_{0}\left(k_{l} r\right)=\frac{\tau_{r r}^{0} r_{0}^{2}}{2 \mu} \int_{-\infty}^{\infty} \frac{e^{-m_{l}|z|}}{m_{l}} e^{i m x_{d}} d m \tag{6.17}
\end{equation*}
$$

or

$$
\begin{equation*}
\tilde{\varphi}_{0}\left(k_{l} r\right)=\frac{\tau_{r r}^{0} r_{0}^{2}}{2 \mu} \int_{-\infty}^{\infty} \frac{e^{-m_{l}}|z|}{m_{l}} \cos m x d m \tag{6.18}
\end{equation*}
$$

since $\sin m x$ is the odd function.

## Homogeneous half-space with a free boundary

Next we assume that the lincar source of longitudinal waves is located in a homogeneous half-space beneath the free surface, Fig. 6.1a. When the direct wave reaches the boundary, we can expect the appearance of longitudinal and shear reflected waves, as well as surface waves. The sinusoidal wavefields associated with these waves are described by complex amplitudes of scalar and vector potentials

$$
\begin{equation*}
\tilde{\varphi}=\tilde{\varphi}_{0}+\tilde{\varphi}_{s} \quad \text { and } \quad \tilde{\psi} \tag{6.19}
\end{equation*}
$$

where $\tilde{\varphi}_{s}$ is the complex amplitude of potential characterizing the secondary waves and $\tilde{\psi}$ is the $y$-component of the vector potential

$$
\tilde{\psi}=\tilde{\psi}_{y}
$$

To determine these unknown functions we have to formulate a boundary value problem that imposes the following conditions on $\tilde{\varphi}$ and $\tilde{\psi}$.

1. First of all, they must satisfy the Helmholtz equations

$$
\begin{equation*}
\nabla^{2} \tilde{\varphi}+k_{l}^{2 \tilde{\varphi}}=0, \quad \nabla^{2} \tilde{\psi}+k_{s}^{2} \tilde{\psi}=0 \tag{6.20}
\end{equation*}
$$

Here

$$
k_{l}=\frac{\omega}{c_{l}} \quad \text { and } \quad k_{s}=\frac{\omega}{c_{s}}
$$

2. Near the source, the scalar potential must tend to potential of the direct wave

$$
\begin{equation*}
\tilde{\varphi} \rightarrow \tilde{\varphi}_{0}, \quad \text { if } \quad r \rightarrow 0 \tag{6.21}
\end{equation*}
$$

3. At infinity

$$
\begin{equation*}
\tilde{\varphi} \rightarrow 0 \quad \text { and } \quad \tilde{\psi} \rightarrow 0, \quad \text { if } \quad r \rightarrow \infty \tag{6.22}
\end{equation*}
$$

and the Sommerfeld condition of radiation has to be met (Part II).
4. Finally, at the free surface, normal and shear stresses must vanish

$$
\begin{equation*}
\tilde{\tau}_{z z}=0 \quad \text { and } \quad \tilde{\tau}_{x z}=0, \quad \text { if } \quad z=-H \tag{6.23}
\end{equation*}
$$

We assume that in the Cartesian system of coordinates, displacement $\mathbf{s}$ :

$$
\begin{equation*}
\tilde{\mathbf{s}}=\operatorname{grad} \tilde{\varphi}+\operatorname{curl} \tilde{\psi} \tag{6.24}
\end{equation*}
$$

is characterized by only two components, $u$ and $w$,

$$
\begin{equation*}
\mathbf{s}=u \mathbf{i}+w \mathbf{k} \tag{6.25}
\end{equation*}
$$

For this reason we have chosen the $y$-component of vector potential $\psi_{y}$. Correspondingly, eq. 6.24 gives

$$
\begin{equation*}
\tilde{u}=\frac{\partial \tilde{\varphi}}{\partial x}-\frac{\partial \tilde{\psi}}{\partial z}, \quad \tilde{w}=\frac{\partial \tilde{\varphi}}{\partial z}+\frac{\partial \tilde{\psi}}{\partial x} \tag{6.26}
\end{equation*}
$$

Then, taking into account Hooke's law:

$$
\begin{equation*}
\tilde{\tau}_{z z}=\lambda \operatorname{div} \tilde{\mathbf{s}}+2 \mu \frac{\partial \tilde{w}}{\partial z}, \quad \tilde{\tau}_{x z}=\mu\left(\frac{\partial \tilde{u}}{\partial z}+\frac{\partial \tilde{w}}{\partial x}\right) \tag{6.27}
\end{equation*}
$$

eqs. 6.23 become

$$
\begin{equation*}
-\lambda k_{l}^{2} \tilde{\varphi}+2 \mu\left(\frac{\partial^{2} \tilde{\varphi}}{\partial z^{2}}+\frac{\partial^{2} \tilde{\psi}}{\partial x \partial z}\right)=0, \quad 2 \frac{\partial^{2} \tilde{\varphi}}{\partial x \partial z}+\frac{\partial^{2} \tilde{\psi}}{\partial x^{2}}-\frac{\partial^{2} \tilde{\psi}}{\partial z^{2}}=0 \tag{6.28}
\end{equation*}
$$

Note that we have already used these boundary conditions studying Rayleigh waves. Thus, we have formulated the boundary value problem, and in accordance with the theorem of uniqueness, only one wavefield obeys all four conditions. First, taking into account that the free surface is a plane, $z=-H$, it is natural to find a solution of the Helmholtz equations in the Cartesian system of coordinates. For instance, in the case of scalar potential, we have

$$
\begin{equation*}
\frac{\partial^{2} \tilde{\varphi}}{\partial x^{2}}+\frac{\partial^{2} \tilde{\varphi}}{\partial z^{2}}+k_{l}^{2} \tilde{\varphi}=0 \tag{6.29}
\end{equation*}
$$

which describes the potential at regular points. Applying the method of separation of variables (Part II), we represent the function $\tilde{\varphi}$ as

$$
\begin{equation*}
\tilde{\varphi}=X(x) Z(z) \tag{6.30}
\end{equation*}
$$

Substitution of eq. 6.30 into eq. 6.29 gives

$$
Z \frac{d^{2} X}{d x^{2}}+X \frac{d^{2} Z}{d z^{2}}+k_{l}^{2} X Z=0
$$

or

$$
\begin{equation*}
\frac{1}{X} \frac{d^{2} X}{d x^{2}}+\frac{1}{Z} \frac{d^{2} Z}{d z^{2}}+k_{l}^{2}=0 \tag{6.31}
\end{equation*}
$$

The latter is equivalent to one of two sets of the ordinary differential equations

$$
\begin{equation*}
\frac{d^{2} X}{d x^{2}}+m^{2} X=0, \quad \frac{d^{2} Z}{d z^{2}}-\left(m^{2}-k_{l}^{2}\right) Z=0 \tag{6.32}
\end{equation*}
$$

or

$$
\frac{d^{2} X}{d x^{2}}-m^{2} X=0, \quad \frac{d^{2} Z}{d z^{2}}+\left(m^{2}-k_{l}^{2}\right) Z=0
$$

We choose the first system, eqs. 6.32, because one of its solutions corresponds to the symmetry of the wavefields with respect to plane $x=0$ and because of the behavior of this solution at infinity, when $z \rightarrow \infty$. In fact, solutions of this system are

$$
\begin{equation*}
e^{ \pm i m x} \quad \text { and } \quad e^{ \pm m_{l} z} \tag{6.33}
\end{equation*}
$$

Taking into account the boundary condition at infinity, the general solution for the potential $\tilde{\varphi}_{s}$ can be written in the form

$$
\begin{equation*}
\tilde{\varphi}_{s}=\int_{-\infty}^{\infty} B_{m} e^{-m_{l} z} e^{i m x^{2}} d m \tag{6.34}
\end{equation*}
$$

Exactly the same approach to the equation

$$
\begin{equation*}
\frac{\partial^{2} \tilde{\psi}}{\partial x^{2}}+\frac{\partial^{2} \tilde{\psi}}{\partial z^{2}}+k_{s}^{2} \tilde{\psi}=0 \tag{6.35}
\end{equation*}
$$

yields

$$
\begin{equation*}
\tilde{\psi}=\int_{-\infty}^{\infty} C_{m} e^{-m_{s} z} e^{i m x} d m \tag{6.36}
\end{equation*}
$$

Here

$$
\begin{equation*}
m_{s}=\sqrt{m^{2}-k_{s}^{2}} \tag{6.37}
\end{equation*}
$$

Thus, functions $\tilde{\varphi}_{s}$ and $\tilde{\psi}$ obey the Helmholtz equations and the condition at infinity. Since

$$
e^{i m x}=\cos m x+i \sin m x
$$

eqs. 6.34 and 6.36 can be written as

$$
\begin{equation*}
\varphi_{s}=\int_{-\infty}^{\infty} B_{m} e^{-m_{l} z} \cos m x d m \quad \text { and } \quad \psi=\int_{-\infty}^{\infty} C_{m} e^{-m_{s} z} \cos m x d m \tag{6.38}
\end{equation*}
$$

i.e., these functions are even with respect to $x$, which corresponds to the symmetry of wavefields. Next, making use of eq. 6.17, we obtain the following expressions for potentials of waves:

$$
\begin{equation*}
\tilde{\varphi}=C_{0}\left(\int_{\infty}^{\infty} \frac{1}{m_{l}} e^{-m_{l}|z|} e^{i m x} d m+\int_{-\infty}^{\infty} B_{m} e^{-m_{l} z} e^{i m x^{2}} d m\right) \tag{6.39}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{\psi}=C_{0} \int_{-\infty}^{\infty} C_{m} e^{-m_{s} z} e^{i m x} d m \tag{6.40}
\end{equation*}
$$

Here

$$
\begin{equation*}
C_{0}=\frac{\tau_{r r} r_{0}^{2}}{2 \mu} \tag{6.41}
\end{equation*}
$$

In order to determine the unknown coefficients $B_{m}$ and $C_{m}$, we apply the boundary conditions. Substitution of eqs. 6.39 and 6.40 into eqs. 6.28 gives two equations with two unknowns for every value of $m$ :

$$
\begin{gather*}
-\lambda k_{l}^{2}\left(\frac{e^{-m_{l} H}}{m_{l}}+B_{m} e^{m_{l} H}\right)  \tag{6.42}\\
+2 \mu\left(m_{l} e^{-m_{l} H}+m_{l}^{2} e^{m_{l} H} B_{m}-i m m_{s} C_{m} e^{m_{s} H}\right)=0
\end{gather*}
$$

and

$$
2\left(i m e^{-m_{l} H}-i m m_{l} B_{m} e^{m_{l} H}\right)-m^{2} C_{m} e^{m_{s} H}-m_{s}^{2} C_{m} e^{m_{s} H}=0
$$

After doing a simple algebra, we obtain
and $\quad 2 i m m_{l} e^{m_{l} H_{B_{m}}+\left(2 m^{2}-k_{s}^{2}\right) e^{m_{s} H_{C}} C_{m}=2 i m e^{-m_{l} H}, ~}$

Note that the boundary conditions are written for integrands in eqs. 6.39 and 6.40. This great simplification is based on the main property of Fourier's transform (Part I). Solution of system 6.43 gives

$$
\begin{equation*}
B_{m}=-\frac{1}{m_{l}} \frac{\left(2 m^{2}-k_{s}^{2}\right)^{2}+4 m^{2} m_{l} m_{s}}{\left(2 m^{2}-k_{s}^{2}\right)^{2}-4 m^{2} m_{l} m_{s}} e^{-2 m_{l} H} \tag{6.44}
\end{equation*}
$$

and $\quad C_{m}=\frac{4 i m\left(2 m^{2}-k_{s}^{2}\right) e^{-m_{l} H} e^{-m_{s} H}}{\left(2 m^{2}-k_{s}^{2}\right)^{2}-4 m^{2} m_{l} m_{s}}$

As follows from eqs. 6.44, the functions $\tilde{\varphi}_{s}$ and $\tilde{\psi}$ do not have singularities. Therefore, the condition near the source, eq. 6.21, is also met. This means that we have found potentials caused by the linear source of the compressional waves. In particular, if the source is located on the free surface we obtain

$$
\begin{array}{r}
\tilde{\varphi}=-8 C_{0} \int_{-\infty}^{\infty} m^{2} m_{s} \frac{e^{-m_{l} z} e^{i m x^{2}} d m}{\left(2 m^{2}-k_{s}^{2}\right)^{2}-4 m^{2} m_{l} m_{s}}  \tag{6.45}\\
\text { and } \quad \tilde{\psi}=4 i C_{0} \int_{-\infty}^{\infty} \frac{m\left(2 m^{2}-k_{s}^{2}\right) e^{-m_{s} z} e^{i m x} d m}{\left(2 m^{2}-k_{s}^{2}\right)^{2}-4 m^{2} m_{l} m_{s}}
\end{array}
$$

## Linear source of SV waves in a homogeneous medium

Assume that the linear source experiences a small rotation about the $y$-axis that is caused by shear stress:

$$
\begin{equation*}
\tau_{\theta r}=\tau_{\theta r}^{0} \cos \omega t \quad \text { at } \quad r=r_{0} \tag{6.46}
\end{equation*}
$$

This motion gives rise to a shear wave, and particle displacement is characterized by the single component $s_{\theta}$ :

$$
\begin{equation*}
\mathbf{s}=s_{\theta} \mathbf{i}_{\theta} \quad \text { but } \quad s_{r}=s_{y}=0 \tag{6.47}
\end{equation*}
$$

Since the wavefield is independent of $\theta$, we have

$$
\operatorname{div} \mathbf{s}=\frac{1}{r} \frac{\partial}{\partial \theta}\left(r s_{\theta}\right)=0
$$

while

$$
\operatorname{curl}_{y} \mathbf{s}=\frac{1}{\partial r}\left(r s_{\theta}\right) \neq 0
$$

Correspondingly, the wavefield can be described by the single component of the vector potential $\boldsymbol{\psi}_{0}$ :

$$
\begin{equation*}
\boldsymbol{\psi}_{0}=\psi_{0} \mathbf{j} \tag{6.48}
\end{equation*}
$$

which is oriented along the $y$-axis, and

$$
\begin{equation*}
\mathrm{s}=\operatorname{curl} \psi_{0} \quad \text { or } \quad s_{\theta}=-\frac{\partial \psi_{0}}{\partial r} \tag{6.49}
\end{equation*}
$$

Because of axial symmetry and the independence of the coordinate $y$, the complex amplitude $\tilde{\psi}_{0}$ satisfies eq. 6.35 , and its solution has the same form as in the case of the $P$-waves:

$$
\begin{equation*}
\tilde{\psi}_{0}=A_{2} H_{0}^{(1)}\left(k_{s} r\right) \tag{6.50}
\end{equation*}
$$

To determine the unknown $A_{2}$, we use Hooke's law:

$$
\begin{equation*}
\tilde{\tau}_{r \theta}=\mu\left(\frac{\partial \tilde{s}_{\theta}}{\partial r}-\frac{\tilde{s}_{\theta}}{r}\right)=-\mu\left(\frac{\partial^{2} \tilde{\psi}}{\partial r^{2}}-\frac{1}{r} \frac{\partial \tilde{\psi}}{\partial r}\right) \tag{6.51}
\end{equation*}
$$

As follows from eq. 6.12, near the source

$$
\begin{equation*}
H_{0}^{(1)}\left(k_{s} r\right) \rightarrow \frac{2 i}{\pi} \ln k_{s} r \tag{6.52}
\end{equation*}
$$

and substitution of eqs. 6.50 and 6.52 into eq. 6.51 gives

$$
\begin{equation*}
A_{2}=-\frac{\pi r_{0}^{2} i \tau_{r \theta}^{0}}{4 \mu} \tag{6.53}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\tilde{\psi}_{0}=-\frac{\pi r_{0}^{2} i \tau_{r \theta}^{0}}{4 \mu} H_{0}^{(1)}\left(k_{s} r\right) \tag{6.54}
\end{equation*}
$$

or

$$
\begin{equation*}
\tilde{\psi}_{0}=C_{1} \int_{-\infty}^{\infty} \frac{1}{m_{s}} e^{-m_{s}|z|} e^{i m x} d m \tag{6.55}
\end{equation*}
$$

Here

$$
\begin{equation*}
C_{1}=-\frac{r_{0}^{2} \tau_{r \theta}^{0}}{4 \mu} \tag{6.56}
\end{equation*}
$$

Considering elementary volume in the cylindrical system of coordinates, we see that

$$
\tau_{r r}=0, \quad \tau_{\theta \theta}=2 \mu \frac{\partial s_{\theta}}{\partial \theta}, \quad \tau_{y y}=0
$$

and

$$
\tau_{r \theta}=\mu\left(\frac{\partial s_{\theta}}{\partial r}-\frac{s_{\theta}}{r}\right), \quad \tau_{r y}=0, \quad \tau_{\theta y}=0
$$

## Homogeneous half-space with a free boundary

Now we assume that the linear source of shear waves is located at distance $H$ from the free surface, Fig. 6.1a. As before, we may expect that at the boundary both longitudinal and shear reflected waves arise, as well as a surface wave. For this reason, the waveficlds are described by scalar and vector potentials, and their complex amplitudes can be written in the form

$$
\begin{equation*}
\tilde{\varphi}=C_{1} \int_{-\infty}^{\infty} A_{m} e^{-m_{l} z e^{i m x} d m} \tag{6.57}
\end{equation*}
$$

and $\quad \tilde{\psi}=C_{1}\left[\int_{-\infty}^{\infty} \frac{e^{-m_{s}|z|}}{m_{s}} e^{i m x} d m+\int_{-\infty}^{\infty} B_{m} e^{-m_{s} z} e^{i m x} d m\right]$

By definition, at regular points functions $\tilde{\varphi}$ and $\tilde{\psi}$ are solutions of Helmholtz equations, and they satisfy the condition at infinity $(z \rightarrow \infty)$. Substitution of eqs. 6.57 into the boundary conditions described by eqs. 6.28 gives the system for determining unknowns $A_{m}$ and $B_{m}$ :

$$
\begin{equation*}
-\lambda k_{l}^{2} A_{m} e^{m_{l} H}+2 \mu\left[m_{l}^{2} A_{m} e^{m_{l} H}+i m\left(e^{-m_{s} H}-m_{s} B_{m} e^{m_{s} H}\right)\right]=0 \tag{6.58}
\end{equation*}
$$

$-2 i m m_{l} A_{m} e^{m_{l} H}-m^{2}\left(\frac{e^{-m_{s} H}}{m_{s}}+B_{m} e^{m_{s} H}\right)-\left(m_{s}^{2} B_{m} e^{m_{s} H}+m_{s} e^{-m_{s} H}\right)=0$
or

$$
\begin{equation*}
\left(2 m^{2}-k_{s}^{2}\right) A_{m} e^{m_{l} H}-2 i m m_{s} e^{m_{s} H} B_{m}=-2 i m e^{-m_{s} H} \tag{6.59}
\end{equation*}
$$

and $\quad 2 i m m_{l} e^{m_{l} H} A_{m}+\left(2 m^{2}-k_{s}^{2}\right) e^{m_{s} H} B_{m}=-\frac{\left(2 m^{2}-k_{s}^{2}\right)}{m_{s}} e^{-m_{s} H}$

Solution of this system gives

$$
\begin{equation*}
A_{m}=\frac{-4 i m\left(2 m^{2}-k_{s}^{2}\right) e^{-m_{l} H} e^{-m_{s} H}}{\left(2 m^{2}-k_{s}^{2}\right)^{2}-4 m^{2} m_{l} m_{s}} \tag{6.60}
\end{equation*}
$$

$$
\text { and } \quad B_{m}=-\frac{1}{m_{s}} \frac{\left(2 m^{2}-k_{s}^{2}\right)^{2}+4 m^{2} m_{l} m_{s}}{\left(2 m^{2}-k_{s}^{2}\right)^{2}-4 m^{2} m_{l} m_{s}} e^{-2 m_{s} H}
$$

Thus, the scalar and vector potentials are

$$
\begin{equation*}
\tilde{\varphi}=-C_{1} \int_{-\infty}^{\infty} \frac{4 i m\left(2 m^{2}-k_{s}^{2}\right) e^{-m_{l} H} e^{-m_{s} H}}{\left(2 m^{2}-k_{s}^{2}\right)^{2}-4 m^{2} m_{l} m_{s}} e^{-m_{l} z} e^{i m x} d m \tag{6.61}
\end{equation*}
$$

and $\quad \tilde{\psi}_{1}=-C_{1} \int_{-\infty}^{\infty} \frac{1}{m_{s}} \frac{\left(2 m^{2}-k_{s}^{2}\right)^{2}+4 m^{2} m_{l} m_{s}}{\left(2 m^{2}-k_{s}^{2}\right)^{2}-4 m^{2} m_{l} m_{s}} e^{-2 m_{s} H} e^{-m_{s} z} e^{i m x} d m$

Here $\tilde{\psi}=\tilde{\psi_{0}}+\tilde{\psi}_{1}$, and $\tilde{\psi}_{1}$ describes the secondary wavefields.

## Linear source of SH wave in a homogeneous half-space

In such a case, we assume that the secondary wave is also an $S H$ wave. Correspondingly, the field is described by the vector potential only:

$$
\tilde{\psi}=C_{1} \int_{-\infty}^{\infty}\left(\frac{1}{m_{s}} e^{-m_{s}|z|}+B_{m} e^{-m_{s} z}\right) e^{i m x} d m
$$

Since displacement has a single component $v$, the boundary condition at the free surface is

$$
\tau_{y z}=0 \quad \text { or } \quad \frac{\partial v}{\partial z}=0 \quad \text { if } \quad z=-H
$$

This can be represented as

$$
\begin{gathered}
\frac{\partial^{2} \psi}{\partial z^{2}}=0 \quad \text { if } \quad z=-H \\
B_{m}=-\frac{1}{m_{s}} e^{-2 m_{s} H}
\end{gathered}
$$

The vector potential of the secondary field is

$$
\tilde{\psi}_{s}=-C_{1} \int_{-\infty}^{\infty} \frac{1}{m_{s}} e^{-m_{s}(z+2 H)} e^{i m x_{d m}}
$$

This vector potential characterizes the shear wave caused by a fictitious source located at the point having coordinates, $(0,-2 H)$. That is, it is a mirror reflection of the real source with respect to the free surface. Note that the same behavior was observed in an acoustic medium (Part II).

### 6.2 Waves in a homogeneous medium caused by force $\mathbf{F}^{e}$ (two-dimensional case)

Assume that the external force

$$
\begin{equation*}
\mathbf{F}_{x}^{e}=\mathbf{F}_{x}(x, 0) \cos \omega t \quad \text { or } \quad \mathbf{F}_{z}^{e}=\mathbf{F}_{z}(x, 0) \cos \omega t \tag{6.62}
\end{equation*}
$$

is oriented either along the $x$-axis or the $z$-axis, and it acts on a very thin layer coincident with plane $z=0$, Fig. 6.1b. In general, $\mathbf{F}_{x}$ and $\mathbf{F}_{z}$ can be arbitrary functions of $x$. We can expect that such sources generate a direct wave, which causes deformation and the rotation of elementary volumes of a medium. The wavefields are described by both potentials, and our first goal is to find expressions for the complex amplitudes of these potentials. It is clear that the boundary value problem for the direct wave requires the following:

1. The complex amplitudes of the scalar and vector potentials must obey the Helmholtz equations at regular points.
2. At plane $z=0$, both components of displacement must be continuous functions:

$$
\begin{equation*}
\tilde{u}_{1}=\tilde{u}_{2} \quad \text { and } \quad \tilde{w}_{1}=\tilde{w}_{2} \tag{6.63}
\end{equation*}
$$

Here $\tilde{u}=\tilde{u}_{1}, \quad \tilde{w}=\tilde{w}_{1} \quad z \leq 0 ; \quad \tilde{u}=\tilde{u}_{2}, \quad \tilde{w}=\tilde{w}_{2} \quad z \geq 0 ; \quad$ while $\quad \tilde{v} \equiv 0$.
Also, stresses $\widetilde{\tau}_{z z}$ and $\widetilde{\tau}_{x z}$ at both sides of plane $z=0$ are related to the external force $\mathbf{F}^{e}$.
3. Finally, the direct wave is outgoing, and the wavefields disappear when $|z|$ tends to infinity.

## Relationship between the external force and stresses

As we see, in order to solve the boundary value problem it is necessary to relate the external force to stresses in the vicinity of plane $z=0$. Let us consider an elementary cylinder, shown in Fig. 6.1b. It is obvious that a sum of forces acting on the opposite faces of the volume has to be equal to zero, that is,

$$
\begin{equation*}
\left(\mathbf{F}^{e}+\mathbf{t}^{(1)}+\mathbf{t}^{(2)}\right) d S=0 \tag{6.64}
\end{equation*}
$$

Otherwise, acceleration of volume would be infinitely large when $\Delta V \rightarrow 0$. Here $\mathbf{F}^{e}$ is the external force per unit area of the upper face, $d S$, of the elementary cylinder, while $\mathbf{t}^{(1)}$ and $\mathbf{t}^{(2)}$ are the vectors of traction, applied to faces. By definition (Appendix D), the components of the vector $\mathbf{t}$ are

$$
\begin{equation*}
t_{x}=\tau_{x x} n_{x}+\tau_{x y} n_{y}+\tau_{x z} n_{z}, \quad t_{y}=\tau_{y x} n_{x}+\tau_{y y} n_{y}+\tau_{y z} n_{z} \tag{6.65}
\end{equation*}
$$

and

$$
t_{z}=\tau_{z x} n_{x}+\tau_{z y} n_{y}+\tau_{z z} n_{z}
$$

where $n_{x}, n_{y}, n_{z}$ are directional cosines of normals to the cylinder faces and are directed outward. Since $n_{x}=n_{y}=0$, we obtain

$$
\begin{equation*}
t_{x}^{(1)}=-\tau_{x z}^{(1)}, \quad t_{x}^{(2)}=\tau_{x z}^{(2)} \tag{6.66}
\end{equation*}
$$

and

$$
\begin{equation*}
t_{z}^{(1)}=-\tau_{z z}^{(1)}, \quad t_{z}^{(2)}=\tau_{z z}^{(2)} \tag{6.67}
\end{equation*}
$$

Correspondingly, eq. 6.64 becomes

$$
\begin{equation*}
F_{z}^{e}+\tau_{x z}^{(2)}-\tau_{x z}^{(1)}=0 \tag{6.68}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{z}^{e}+\tau_{z z}^{(2)}-\tau_{z z}^{(1)}=0 \tag{6.69}
\end{equation*}
$$

In particular, if the external force is directed either along the $x$-axis or the $z$-axis we have

$$
\begin{equation*}
\tau_{x z}^{(2)}-\tau_{x z}^{(1)}=-F_{x}^{e}, \quad \tau_{z z}^{(1)}=\tau_{z z}^{(2)} \quad \text { or } \quad \tau_{x z}^{(2)}=\tau_{x z}^{(1)}, \quad \tau_{z z}^{(2)}-\tau_{z z}^{(1)}=-F_{z}^{e} \tag{6.70}
\end{equation*}
$$

These formulas along with eqs. 6.63 allow us to find expressions for potentials of the direct wave.

## Spatial spectrum of the external force

As was demonstrated earlier, the complex amplitudes of potentials satisfying the Helmholtz equations can be represented in the form

$$
\begin{equation*}
\tilde{\varphi}_{1}=\int_{-\infty}^{\infty} A_{m} e^{m_{l}} z^{i m x} d m, \quad \tilde{\psi}_{1}=\int_{-\infty}^{\infty} B_{m} e^{m_{s}} z^{i m x} d m, \quad \text { if } \quad z<0 \tag{6.71}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{\varphi}_{2}=\int_{-\infty}^{\infty} C_{m} e^{-m_{l} z^{i m x}} d m, \quad \tilde{\psi}_{2}=\int_{-\infty}^{\infty} D_{m} e^{-m_{s} z} e^{i m x} d m, \quad \text { if } \quad z>0 \tag{6.72}
\end{equation*}
$$

Here $\tilde{\psi}$ is the $y$-component of the vector potential and

$$
m_{l}=\sqrt{m^{2}-k_{l}^{2}}, \quad m_{s}=\sqrt{m^{2}-k_{s}^{2}}
$$

It is clear that eqs. 6.71 and 6.72 can be treated as Fourier's transform of the complex amplitudes of potentials. In order to determine unknowns in eqs. 6.71 and 6.72, we use conditions at plane $z=0$ (eqs. 6.63, 6.70), and also express the force amplitude, $F_{x}(x, 0)$ and $F_{z}(z, 0)$, as the Fourier's integrals:

$$
\begin{equation*}
F_{x}(x, 0)=\int_{-\infty}^{\infty} X(m) e^{i m x} d m, \quad F_{z}(x, 0)=\int_{-\infty}^{\infty} Z(m) e^{i m x} d m \tag{6.73}
\end{equation*}
$$

Here

$$
\begin{equation*}
X(m)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} F_{x}(x, 0) e^{-i m x} d x, \quad Z(m)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} F_{z}(z, 0) e^{-i m x} d x \tag{6.74}
\end{equation*}
$$

Eqs. 6.74 allow us to calculate a spatial spectrum for an arbitrary external force. In illustration, suppose that the force amplitude behaves as the delta function:

$$
\begin{equation*}
F_{x}(x, 0)=F_{x} \delta(x), \quad F_{z}(x, 0)=F_{z} \delta(x), \tag{6.75}
\end{equation*}
$$

where $F_{x}$ and $F_{z}$ are constants but $\delta(x)$ is the delta function:

$$
\int_{-\infty}^{\infty} \delta\left(x-x_{0}\right) d x=1
$$

This means that the sinusoidal force is applied to points of an infinitely thin strip of the plane $z=0$, which is oriented along the $y$-axis. Then, as follows from eqs. 6.74 , the spatial spectrum of these amplitudes is constant and equals

$$
\begin{equation*}
X(m)=\frac{F_{x}}{2 \pi}, \quad Z(m)=\frac{F_{z}}{2 \pi} \tag{6.76}
\end{equation*}
$$

Therefore, in place of eq. 6.73 we have

$$
\begin{equation*}
F_{x}(x, 0)=\frac{F_{x}}{2 \pi} \int_{-\infty}^{\infty} e^{i m x} d m \quad \text { and } \quad F_{z}(x, 0)=\frac{F_{z}}{2 \pi} \int_{-\infty}^{\infty} e^{i m x} d m \tag{6.77}
\end{equation*}
$$

## Potentials of the direct wave

Now we can find the unknowns in eqs. 6.71 and 6.72. First assume that the external force is horizontal.

Case one: $\left(F_{z}=0\right)$ At plane $z=0$, the complex amplitudes of wavefields obey the conditions

$$
\begin{equation*}
\tilde{u}_{1}=\tilde{u}_{2}, \quad \tilde{w}_{1}=\tilde{w}_{2}, \quad \tilde{\tau}_{z z}^{(1)}=\tilde{\tau}_{z z}^{(2)}, \quad \tilde{\tau}_{x z}^{(2)}-\tilde{\tau}_{x z}^{(1)}=-F_{x}(x, 0) \tag{6.78}
\end{equation*}
$$

Taking into account that

$$
\tilde{s}=\operatorname{grad} \tilde{\varphi}+\operatorname{curl} \tilde{\psi}
$$

and

$$
\begin{equation*}
\tilde{\tau}_{z z}=\lambda \operatorname{div} \tilde{s}+2 \mu \frac{\partial \tilde{w}}{\partial z}, \quad \tilde{\tau}_{x z}=\mu\left(\frac{\partial \tilde{u}}{\partial z}+\frac{\partial \tilde{w}}{\partial x}\right) \tag{6.79}
\end{equation*}
$$

eqs. 6.78 can be rewritten as

$$
\begin{gather*}
\frac{\partial \tilde{\varphi}_{1}}{\partial x}-\frac{\partial \tilde{\psi}_{1}}{\partial z}=\frac{\partial \tilde{\varphi}_{2}}{\partial x}-\frac{\partial \tilde{\psi}_{2}}{\partial z}, \quad \frac{\partial \tilde{\varphi}_{1}}{\partial z}+\frac{\partial \tilde{\psi}_{1}}{\partial x}=\frac{\partial \tilde{\varphi}_{2}}{\partial z}+\frac{\partial \tilde{\psi}_{2}}{\partial x}, \\
-\lambda k_{l}^{2} \tilde{\varphi}_{1}+2 \mu\left(\frac{\partial^{2} \tilde{\varphi}_{1}}{\partial z^{2}}+\frac{\partial^{2} \tilde{\psi}_{1}}{\partial x \partial z}\right)=-\lambda k_{l}^{2} \tilde{\varphi}_{2}+2 \mu\left(\frac{\partial^{2} \tilde{\varphi}_{2}}{\partial z^{2}}+\frac{\partial^{2} \tilde{\psi}_{2}}{\partial x \partial z}\right),  \tag{6.80}\\
\left(2 \frac{\partial^{2} \tilde{\varphi}_{2}}{\partial x \partial z}+\frac{\partial^{2} \tilde{\psi}_{2}}{\partial x^{2}}-\frac{\partial^{2} \tilde{\psi}_{2}}{\partial z^{2}}\right)-\left(2 \frac{\partial^{2} \tilde{\varphi}_{1}}{\partial x \partial z}+\frac{\partial^{2} \tilde{\psi_{1}}}{\partial x^{2}}-\frac{\partial^{2} \tilde{\psi}_{1}}{\partial z^{2}}\right)=-\frac{F_{x}(x, 0)}{2 \pi \mu} \quad \text { for } \quad z=0
\end{gather*}
$$

Substitution of eqs. 6.71, 6.72 and 6.77 into set 6.80 gives

$$
\begin{align*}
& i m\left(A_{m}-C_{m}\right)-m_{s}\left(B_{m}+D_{m}\right)=0, \quad m_{l}\left(A_{m}+C_{m}\right)+i m\left(B_{m}-D_{m}\right)=0, \\
& \quad\left(2 m^{2}-k_{s}^{2}\right)\left(A_{m}-C_{m}\right)+2 i m m_{s}\left(B_{m}+D_{m}\right)=0 \tag{6.81}
\end{align*}
$$

and $\quad 2 i m m_{l}\left(A_{m}+C_{m}\right)-\left(2 m^{2}-k_{s}^{2}\right)\left(B_{m}-D_{m}\right)=\frac{F_{x}}{2 \pi \mu} \quad$ and

From the first and third equations in set 6.81 we obtain

$$
\begin{equation*}
A_{m}=C_{m} \quad \text { and } \quad B_{m}=-D_{m} \tag{6.82}
\end{equation*}
$$

Substitution of the latter into two other equations of set 6.81 gives

$$
\begin{equation*}
A_{m}=-\frac{i m}{m_{l}} \frac{F_{x}}{2 \pi \mu k_{s}^{2}}, \quad B_{m}=\frac{F_{x}}{2 \pi \mu k_{s}^{2}} \tag{6.83}
\end{equation*}
$$

and $\quad C_{m}=-\frac{i m}{m_{l}} \frac{F_{x}}{2 \pi \mu k_{s}^{2}}, \quad D_{m}=\frac{F_{x}}{2 \pi \mu k_{s}^{2}}$

Therefore, potentials of the direct wave are

$$
\begin{equation*}
\tilde{\varphi}_{0}=-i C_{1} \int_{-\infty}^{\infty} \frac{m}{m_{l}} e^{-m_{l}|z|} e^{i m x^{x}} d m \tag{6.84}
\end{equation*}
$$

and

$$
\begin{align*}
& \tilde{\psi}_{0}=C_{1} \int_{-\infty}^{\infty} e^{m_{s} z} e^{i m x} d m, \quad \text { if } \quad z<0  \tag{6.85}\\
& \tilde{\psi}_{0}=-C_{1} \int_{-\infty}^{\infty} e^{-m_{s} z} e^{i m x} d m, \quad \text { if } \quad z>0
\end{align*}
$$

where

$$
\begin{equation*}
C_{1}=\frac{F_{x}}{2 \pi \mu k_{s}^{2}} \tag{6.86}
\end{equation*}
$$

In accordance with cq. 6.15,

$$
H_{0}^{(1)}\left(k_{l} r\right)=\frac{1}{\pi i} \int_{-\infty}^{\infty} \frac{1}{m_{l}} e^{-m_{l}|z|} e^{i m x} d m
$$

and, correspondingly, scalar potential can be written as

$$
\begin{equation*}
\tilde{\varphi}_{0}=-i \pi C_{1} \frac{\partial}{\partial x} H_{0}^{(1)}\left(k_{l} r\right) \tag{6.87}
\end{equation*}
$$

Case two: $\left(F_{x}=0\right)$ Suppose that the external force is directed along the $z$ axis. Then, proceeding from eqs. 6.63 and 6.70 , we obtain the following system, which describes the behavior of displacement components and stresses on the $z=0$.

$$
i m\left(A_{m}-C_{m}\right)-m_{s}\left(B_{m}+D_{m}\right)=0, \quad m_{l}\left(A_{m}+C_{m}\right)+i m\left(B_{m}-D_{m}\right)=0
$$

$$
\begin{equation*}
\left(2 m^{2}-k_{s}^{2}\right)\left(A_{m}-C_{m}\right)+2 i m m_{s}\left(B_{m}+D_{m}\right)=\frac{F_{z}}{2 \pi \mu} \tag{6.88}
\end{equation*}
$$

$$
2 i m m_{l}\left(A_{m}+C_{m}\right)-\left(2 m^{2}-k_{s}^{2}\right)\left(B_{m}-D_{m}\right)=0
$$

The second and fourth equations give

$$
\begin{equation*}
A_{m}=-C_{m} \quad \text { and } \quad B_{m}=D_{m} \tag{6.89}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
i m A_{m}-m_{s} B_{m}=0 \quad\left(2 m^{2}-k_{s}^{2}\right) A_{m}+2 i m m_{s} B_{m}=\frac{F_{z}}{2 \pi \mu k_{s}^{2}} \tag{6.90}
\end{equation*}
$$

The solution of system 6.90 is

$$
\begin{array}{rlr}
A_{m}=-\frac{F_{z}}{2 \pi k_{s}^{2} \mu}, & B_{m}=-\frac{i m F_{z}}{2 \pi k_{s}^{2} \mu m_{s}},  \tag{6.91}\\
C_{m}=\frac{F_{z}}{2 \pi k_{s}^{2} \mu}, & D_{m}=-\frac{i m F_{z}}{2 \pi k_{s}^{2} \mu m_{s}}
\end{array}
$$

Thus,

$$
\begin{align*}
& \begin{aligned}
\tilde{\varphi}_{0} & =-C_{2} \int_{-\infty}^{\infty} e^{m_{l} z} e^{i m x} d m \quad \text { if } \quad z<0 \\
\tilde{\varphi}_{0} & =C_{2} \int_{-\infty}^{\infty} e^{-m_{l} z} e^{i m x} d m \quad \text { if } \quad z>0, \\
\text { and } \quad \tilde{\psi}_{0} & =-i C_{2} \int_{-\infty}^{\infty} \frac{m}{m_{s}} e^{-m_{s}|z|} e^{i m x^{2}} d m
\end{aligned} \tag{6.92}
\end{align*}
$$

Here

$$
\begin{equation*}
C_{2}=\frac{F_{z}}{2 \pi \mu k_{s}^{2}} \tag{6.94}
\end{equation*}
$$

Note that the last integral is expressed in terms of the Hankel function.
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Figure 6.2: (a) External force acts on free surface (b) External force is applied beneath free surface, $z=0$

### 6.3 Waves in a homogeneous half-space caused by force $\mathrm{F}^{e}$

Next we will derive formulas of potentials in a homogeneous half-space with a free boundary and distinguish two positions of the plane where the external force $\mathrm{F}^{e}$ is applied. As before, it is assumed that the force behaves as the delta function of $x$, and therefore

$$
\begin{equation*}
F_{x}(x, 0)=\frac{F_{x}}{2 \pi} \int_{-\infty}^{\infty} e^{i m x} d m \quad \text { and } \quad F_{z}(x, 0)=\frac{F_{z}}{2 \pi} \int_{-\infty}^{\infty} e^{i m x_{d}} d m \tag{6.95}
\end{equation*}
$$

Force $\mathbf{F}^{e}$ acts at points of the free surface, Fig. 6.2a Since the $z$-axis is directed downward and $z>0$, the complex amplitudes of potentials characterizing these waves can be represented as

$$
\begin{equation*}
\tilde{\varphi}=\int_{-\infty}^{\infty} A_{m} e^{-m_{l} z} e^{i m x} d m \quad \text { and } \quad \tilde{\psi}=\int_{-\infty}^{\infty} B_{m} e^{-m_{s} z} e^{i m x} d m \tag{6.96}
\end{equation*}
$$

Eqs. 6.96 describe the resultant waves, including direct and surface waves. It is obvious that functions $\tilde{\varphi}$ and $\tilde{\psi}$ obey the corresponding Helmholtz equations and the condition at infinity. Our task is to find such coefficients $A_{m}$ and $B_{m}$ that boundary conditions at the free surface are also met. Consider an elementary cylinder, shown in Fig. 6.2a, and suppose that its upper face $z=0$ is subjected to action by external force $\mathrm{F}^{e}$. In the limit, when the cylinder height $d z$ tends to zero, the condition of equilibrium is written as

$$
\begin{equation*}
\left(\mathbf{F}^{e}+\mathbf{t}\right) d S=0 \tag{6.97}
\end{equation*}
$$

In particular, when force $\mathbf{F}^{e}$ has either $x$ or $z$ components, eq. 6.97 becomes

$$
\begin{equation*}
\tilde{\tau}_{z z}=0, \quad \tilde{\tau}_{x z}=-F_{x}(x, 0) \quad \text { or } \quad \tilde{\tau}_{z z}=-F_{z}(x, 0), \quad \tilde{\tau}_{x z}=0 \tag{6.98}
\end{equation*}
$$

Taking into account eqs. 6.95 and 6.96 , we obtain two system of equations; either

$$
\begin{equation*}
\left(2 m^{2}-k_{s}^{2}\right) A_{m}-2 i m m_{s} B_{m}=0, \quad 2 i m m_{l} A_{m}+\left(2 m^{2}-k_{s}^{2}\right) B_{m}=\frac{F_{x}}{2 \pi \mu} \tag{6.99}
\end{equation*}
$$

or

$$
\begin{equation*}
\left(2 m^{2}-k_{s}^{2}\right) A_{m}-2 i m m_{s} B_{m}=-\frac{F_{z}}{2 \pi \mu}, \quad \text { i } m m_{l} A_{m}+\left(2 m^{2}-k_{s}^{2}\right) B_{m}=0 \tag{6.100}
\end{equation*}
$$

and they have the same determinant. Thus, in the case of horizontal force, we obtain

$$
\begin{equation*}
A_{m}=\frac{2 i m m_{s}}{2 \pi \mu D} F_{x} \quad \text { and } \quad B_{m}=\frac{\left(2 m^{2}-k_{s}^{2}\right) F_{x}}{2 \pi \mu D} \tag{6.101}
\end{equation*}
$$

Here

$$
\begin{equation*}
D=\left(2 m^{2}-k_{s}^{2}\right)^{2}-4 m^{2} m_{l} m_{s} \tag{6.102}
\end{equation*}
$$

and it represents the left side of the equation, which defines velocity of Rayleigh waves. When the external force is oriented along the $z$-axis, eqs. 6.100 , coefficients $A_{m}$ and $B_{m}$ are

$$
\begin{equation*}
A_{m}=-\frac{\left(2 m^{2}-k_{s}^{2}\right)}{2 \pi \mu D} F_{z} \quad \text { and } \quad B_{m}=\frac{2 i m m_{l} F_{z}}{2 \pi \mu D} \tag{6.103}
\end{equation*}
$$

Thus, expressions for the potentials are
Case one: $F_{z}=0$

$$
\begin{array}{r}
\tilde{\varphi}=\frac{i F_{x}}{2 \pi \mu} \int_{-\infty}^{\infty} \frac{2 m m_{s}}{D} e^{-m_{l} z} e^{i m x} d m  \tag{6.104}\\
\text { and } \tilde{\psi}=\frac{F_{x}}{2 \pi \mu} \int_{-\infty}^{\infty} \frac{\left(2 m^{2}-k_{s}^{2}\right)}{D} e^{-m_{s} z^{2}} e^{i m x} d m
\end{array}
$$

Case two: $F_{x}=0$

$$
\begin{align*}
& \qquad \tilde{\varphi}=-\frac{F_{z}}{2 \pi \mu} \int_{-\infty}^{\infty} \frac{\left(2 m^{2}-k_{s}^{2}\right)}{D} e^{-m_{l} z} e^{i m x} d m  \tag{6.105}\\
& \text { and } \tilde{\psi}=\frac{F_{x}}{2 \pi \mu} i \int_{-\infty}^{\infty} \frac{2 m m_{l}}{D} e^{-m_{s}} z^{i m x} d m
\end{align*}
$$

Force $\mathrm{F}^{e}$ acts at points of a plane beneath the free boundary, Fig. 6.2b
Suppose that the origin of coordinates 0 is situated at the plane where force $\mathbf{F}^{e}$ is applied, and consider again two cases: $\mathbf{F}^{e}=F_{x}(x, 0) \mathbf{i}$ and $\mathbf{F}^{e}=F_{z}(x, 0) \mathbf{k}$. Since the wavefields are formed by direct waves arising at plane $z=0$ and secondary waves that appear at the free boundary $z=-H$, it is natural to represent the complex amplitude of potentials of the total wave as a sum:

$$
\begin{equation*}
\tilde{\varphi}=\tilde{\varphi}_{0}+\tilde{\varphi}_{s} \quad \text { and } \quad \tilde{\psi}=\tilde{\psi}_{0}+\tilde{\psi}_{s} \tag{6.106}
\end{equation*}
$$

Here $\tilde{\varphi}_{0}$ and $\tilde{\psi}_{0}$ are potentials of direct waves given by eqs. 6.84-6.85 and 6.92-6.93. At the same time, the complex amplitudes of potentials of the secondary waves, which obey the Helmholtz equation and the condition at an infinity, can be written as

$$
\begin{equation*}
\tilde{\varphi}_{s}=\int_{-\infty}^{\infty} A_{m}^{\prime} e^{-m_{l} z} e^{i m x} d m \quad \text { and } \quad \tilde{\psi}_{s}=\int_{-\infty}^{\infty} B_{m}^{\prime} e^{-m_{s} z} e^{i m x} d m \tag{6.107}
\end{equation*}
$$

Since at the free boundary stresses vanish, the complex amplitudes of potentials must satisfy two known equations:

$$
\begin{equation*}
-\lambda k_{l}^{2} \tilde{\varphi}+2 \mu\left(\frac{\partial^{2} \tilde{\varphi}}{\partial z^{2}}+\frac{\partial^{2} \tilde{\psi}}{\partial x \partial z}\right)=0 \quad \text { and } \quad 2 \frac{\partial^{2} \tilde{\varphi}}{\partial x \partial z}+\frac{\partial^{2} \tilde{\psi}}{\partial x^{2}}-\frac{\partial^{2} \tilde{\psi}}{\partial z^{2}}=0 \tag{6.108}
\end{equation*}
$$

Next we obtain expressions of potentials for two orientations of force $\mathrm{F}^{e}$.
Horizontal external force $F_{x}(x, 0)$ In accordance with eqs. 6.84 and 6.85 , we have

$$
\begin{equation*}
\tilde{\varphi}=-i C_{1} \int_{-\infty}^{\infty}\left[\frac{m}{m_{l}} e^{-m_{l}|z|}+A_{m} e^{-m_{l} z}\right] e^{i m x^{i}} d m \tag{6.109}
\end{equation*}
$$

$$
\text { and } \quad \tilde{\psi}=C_{1} \int_{-\infty}^{\infty}\left[e^{m_{s} z}+B_{m} e^{-m_{s} z}\right] e^{i m x^{x}} d m \quad \text { if } \quad z<0
$$

Here

$$
\begin{equation*}
C_{1}=\frac{F_{x}}{2 \pi \mu k_{s}^{2}} \tag{6.110}
\end{equation*}
$$

Substitution of eqs. 6.109 into set 6.108 yields

$$
\begin{equation*}
\left(2 m^{2}-k_{s}^{2}\right) e^{m_{l} H} A_{m}+2 m m_{s} e^{m_{s} H} B_{m}=L_{x} \tag{6.111}
\end{equation*}
$$

and

$$
2 m m_{l} e^{m_{l} H_{A}} A_{m}+\left(2 m^{2}-k_{s}^{2}\right) e^{m_{s} H_{B_{m}}=M_{x}}
$$

Here

$$
\begin{equation*}
L_{x}=-\left(2 m^{2}-k_{s}^{2}\right) \frac{m}{m_{l}} e^{-m_{l} H}+2 m m_{s} e^{-m_{s} H} \tag{6.112}
\end{equation*}
$$

$$
\text { and } \quad M_{x}=2 m^{2} e^{-m_{l} H}-\left(2 m^{2}-k_{s}^{2}\right) e^{-m_{s} H}
$$

The solution of system 6.111 is

$$
\begin{align*}
& A_{m}=\frac{\left(2 m^{2}-k_{s}^{2}\right) L_{x}-2 m m_{s} M_{x}}{D} e^{m_{s} H}  \tag{6.113}\\
\text { and } & B_{m}=\frac{\left(2 m^{2}-k_{s}^{2}\right) M_{x}-2 m m_{l} L_{x}}{D} e^{m_{l} H}
\end{align*}
$$

where $D$ is given by eq. 6.102 .
Vertical external force $F_{z}$ As follows from eqs. 6.92-6.93

$$
\begin{equation*}
\tilde{\varphi}=-C_{2} \int_{-\infty}^{\infty}\left(e^{m_{l} z}+A_{m} e^{-m_{l} z}\right) e^{i m x^{2}} d m \tag{6.114}
\end{equation*}
$$

$$
\text { and } \quad \tilde{\psi}=-i C_{2} \int_{-\infty}^{\infty}\left(\frac{m}{m_{s}} e^{m_{s} z}+B_{m} e^{-m_{s} z}\right) e^{i m x} d m \quad \text { if } \quad z<0
$$

Here

$$
\begin{equation*}
C_{2}=\frac{F_{z}}{2 \pi \mu k_{s}^{2}} \tag{6.115}
\end{equation*}
$$

After substitution of eqs. 6.114 into set 6.108 , we obtain:

$$
\begin{gather*}
\left(2 m^{2}-k_{s}^{2}\right) e^{m_{l} H} A_{m}+2 m m_{s} e^{m_{s} H} B_{m}=L_{z},  \tag{6.116}\\
2 m m_{l} e^{m_{l} H} A_{m}+\left(2 m^{2}-k_{s}^{2}\right) e^{m_{s} H_{B_{m}}} B_{z}
\end{gather*}
$$

where

$$
\begin{equation*}
L_{z}=-\left(2 m^{2}-k_{s}^{2}\right) e^{-m_{l} H}+2 m^{2} e^{-m_{s} H} \tag{6.117}
\end{equation*}
$$

and $\quad M_{z}=-2 m m_{l} e^{-m_{l} H}+\left(2 m^{2}-k_{s}^{2}\right) e^{-m_{s} H}$
From eqs. 6.116 we obtain

$$
\begin{equation*}
A_{m}=\frac{\left(2 m^{2}-k_{s}^{2}\right) L_{z}-2 m m_{s} M_{z}}{D} e^{m_{s} H} \tag{6.118}
\end{equation*}
$$

and $\quad B_{m}=\frac{\left(2 m^{2}-k_{s}^{2}\right) M_{z}-2 m m_{l} L_{z}}{D} e^{m_{l} H}$
Note the following:

1. Function $D$ is independent of the position and orientation of force $F^{e}$. This is understandable, because the equation $D=0$ defines the velocity of the Rayleigh wave, which is a function of elastic parameters and density only.
2. In comparison with the previous case - force applied at the free surface - it is proper to point out that coefficients $A_{m}$ and $B_{m}$ in eqs. 6.113 and 6.118 characterize secondary waves only.
3. As we know, the direct wave carries out both dilatational and rotational motions, and each of them gives rise to longitudinal and shear reflected waves. This directly follows from an analysis of functions $L$ and $M$. Thus, there are four reflected waves and, as will be discussed later, in the far zone their propagation obeys Snell's law. Besides, the denominator of coefficients $A_{m}$ and $B_{m}$ is described by function $D$, which indicates the presence of the Rayleigh wave.

### 6.4 Wavefields in the far zone (linear source at the free surface)

As follows from eqs. 6.104 and 6.105 , the complex amplitudes of scalar potential and the $y$-component of the vector potential describing waves in a homogeneous half-space are

$$
\begin{gather*}
\tilde{\varphi}=\frac{i F_{x}}{2 \pi \mu} \int_{-\infty}^{\infty} \frac{2 m m_{s}}{D} e^{-m_{l} z} e^{i m x} d m  \tag{6.119}\\
\tilde{\psi}=\frac{F_{x}}{2 \pi \mu} \int_{-\infty}^{\infty} \frac{2 m^{2}-k_{s}^{2}}{D} e^{-m_{s} z} e^{i m x} d m \quad \text { if } \quad F_{z}=0
\end{gather*}
$$

and

$$
\begin{gather*}
\tilde{\varphi}=-\frac{F_{z}}{2 \pi \mu} \int_{-\infty}^{\infty} \frac{2 m^{2}-k_{s}^{2}}{D} e^{-m_{l} z} e^{i m x^{x}} d m  \tag{6.120}\\
\tilde{\psi}=\frac{i F_{z}}{2 \pi \mu} \int_{-\infty}^{\infty} \frac{2 m m_{l}}{D} e^{-m_{s} z} e^{i m x^{i m}} d m \quad \text { if } \quad F_{x}=0
\end{gather*}
$$

Here

$$
\begin{equation*}
D=\left(2 m^{2}-k_{s}^{2}\right)^{2}-4 m^{2} m_{l} m_{s} \tag{6.121}
\end{equation*}
$$

These formulas were derived provided that elastic energy is not transformed into heat and, respectively, wavenumbers $k_{l}$ and $k_{s}$ are real. It is convenient and more realistic to assume that attenuation of waves is very small. Therefore, equations for potentials have the form

$$
\begin{equation*}
\nabla^{2} \varphi=\frac{1}{c_{l}^{2}} \frac{\partial^{2} \varphi}{\partial t^{2}}+\varepsilon_{l} \frac{\partial \varphi}{\partial t} \quad \text { and } \quad \nabla^{2} \boldsymbol{\psi}=\frac{1}{c_{s}^{2}} \frac{\partial^{2} \boldsymbol{\psi}}{\partial t^{2}}+\varepsilon_{s} \frac{\partial \boldsymbol{\psi}}{\partial t} \tag{6.122}
\end{equation*}
$$

Here $\varepsilon_{l}$ and $\varepsilon_{s}$ are small positive numbers characterizing dissipation of mechanical energy. Taking into account the time dependence of waves, $e^{-i \omega t}$, we again arrive at the Helmholtz equations for complex amplitudes of potentials,

$$
\nabla^{2} \tilde{\varphi}+k_{l}^{2} \tilde{\varphi}=0 \quad \text { and } \quad \nabla^{2} \tilde{\psi}+k_{s}^{2} \tilde{\psi}=0
$$

where

$$
\begin{equation*}
k_{l}^{2}=\frac{\omega^{2}}{c_{l}^{2}}+i \frac{\omega \varepsilon_{l}}{c_{l}}, \quad k_{s}^{2}=\frac{\omega^{2}}{c_{s}^{2}}+i \frac{\omega \varepsilon_{s}}{c_{s}} \tag{6.123}
\end{equation*}
$$

Of course, eqs. 6.119-6.121 describe sinusoidal waves even in the presence of attenuation. Note also that if the wavenumbers are real, integrands in eqs. 6.119 and 6.120 have singularities when $D(m)=0$, but integrals exist. Taking a square root in eqs. 6.123, we obtain

$$
\begin{array}{rll}
k_{l}=\frac{\omega}{c_{l}}+i \varepsilon_{1}, & k_{l}=-\frac{\omega}{c_{l}}-i \varepsilon_{1}  \tag{6.124}\\
\text { and } & k_{s}=\frac{\omega}{c_{s}}+i \varepsilon_{2}, & k_{s}=-\frac{\omega}{c_{s}}-i \varepsilon_{2}
\end{array}
$$

where $\varepsilon_{1}$ and $\varepsilon_{2}$ are very small positive numbers. It is essential that these roots are located either slightly above or beneath the real axis of $m$, Fig. 6.3a. As was demonstrated in the previous chapter, if $\operatorname{Im} k_{l}=\operatorname{Im} k_{s}=0$ function $D(m)$ has at least one real root, and it corresponds to wavenumber $k_{R}$ of the Rayleigh waves. It is natural to expect that if wavenumbers are complex (eqs. 6.124), roots of function $D(m)$ are not real, which may greatly simplify numerical integration along the $m$-axis $(-\infty<m<\infty)$.

Proceeding from eqs. 6.119 and 6.120 , it is easy to derive formulas for particle displacement as well as for normal and shear stresses. Then, carrying out integration, we can study these wavefields at any point of a homogeneous half-space. However, we will restrict ourselves to the wave (far) zone, where distance from the primary source greatly exceeds the wavelength of elastic waves. We pay special attention to this range because the wave zone in which it is possible to observe different types of waves is of great practical interest. To derive asymptotic formulas for the far zone, we are going to apply the methods of stationary phase and of contour integration, based on the Cauchy theorem (Part II). For instance, use of the first method allowed us to obtain the approximate formulas for reflected and transmitted acoustic waves in the far zone, including some evanescent waves (Part II). To begin with, we apply this method for studying longitudinal and shear waves in an elastic half-space. To do this, it is necessary first to discuss behavior of radicals, $m_{l}$ and $m_{s}$ in eqs. 6.119 and 6.120 , as functions of $m$.

## Choice of sign of radicals $m_{l}$ and $m_{s}$

From the physical point of view, it is obvious that a wavefield is a single-valued function of the coordinates of an observation point and a frequency. Correspondingly, integration in eqs. 6.119 and 6.120 has to give one value for scalar as well as vector potentials, since they are solutions of Dirichlet's boundary value problem. However, the integrands contain radicals

$$
m_{l}=\sqrt{m^{2}-k_{l}^{2}} \quad \text { and } \quad m_{s}=\sqrt{m^{2}-k_{s}^{2}}
$$



Figure 6.3: (a) Location of wavenumbers on complex plane $m$ (b) Trigonometric form of complex number ( $c, d$ ) Influence of direction of argument change (e) Branch lines and argument jumps
and each of them has two different values (Part II). Because of this, the integrals and related wavefields become multivalued functions. In order to avoid this problem, let us first recall the concepts of the branch point and branch cut, and consider several functions of a complex variable.

Example 1 For comparison, we start from the simplest single-valued function

$$
\begin{equation*}
w(m)=m-k \tag{6.125}
\end{equation*}
$$

where $k$ is a real number but $m$ is, in general, complex. In the trigonometric form, we have

$$
\begin{equation*}
w(m)=R e^{i \gamma} \tag{6.126}
\end{equation*}
$$

Here

$$
R=|m-k|=|k-m|
$$

and the positive direction along which angle $\gamma$ increases from 0 to $2 \pi$ is counterclockwise, Fig. 6.3b. It is clear that this function is continuous and at each point has a derivative. In particular, in the vicinity of positive values of $m(\operatorname{Im} m=0)$, we have the same value of $w$ when angle $\gamma$ is cither 0 or $2 \pi$, since

$$
R e^{i 0}=R e^{i 2 \pi}
$$

Moreover, this function is analytical everywhere on complex plane $m$ except infinity (Part II). This feature of functions of complex variables allows us to use the Cauchy theorem and perform a deformation of the contour of integration. This procedure is the foundation of the most powerful methods of deriving asymptotic formulas of wavefields in the far zone.

Example 2 Suppose that

$$
\begin{equation*}
w=\sqrt{m-k} \quad \text { or } \quad w=\sqrt{R e^{i \gamma}} \tag{6.127}
\end{equation*}
$$

Taking a square root:

$$
w_{n}=\sqrt{R} \exp \left(i \frac{\gamma+2 \pi n}{2}\right), \quad n=0,1
$$

we arrive at two functions, which are called branches of function $w$ :

$$
\begin{equation*}
w_{1}=\sqrt{R} e^{i \gamma / 2} \quad \text { and } \quad w_{2}=-\sqrt{R} e^{i \gamma / 2} \tag{6.128}
\end{equation*}
$$

By definition

$$
\sqrt{R}=\sqrt{|m-k|}
$$

is positive, and point $k$ is the branch point. When an expression describing a physical quantity contains a function such as $w(m)$, we always need additional information that will permit us to choose one of these branches. For instance, consider the integral

$$
\begin{equation*}
I(k, z)=\int_{0}^{\infty} f(m) e^{-\sqrt{m-k} z} d m \tag{6.129}
\end{equation*}
$$

where $z$ is positive. As soon as $m>k$, the function

$$
\begin{equation*}
w=\sqrt{m-k} \tag{6.130}
\end{equation*}
$$

becomes real, and in order to provide convergence we have to assume that the radical is positive. This condition is the additional information we need to choose the necessary branch at points of the $m$-axis, when

$$
k<m<\infty
$$

Our next step is to determine this branch within the integral

$$
0<m<k
$$

It turns out that such a procedure can be ambiguous. In fact, as is seen from Fig. 6.3c, a change of angle $\gamma$ by $\pi$ either counterclockwise or clockwise gives two different values at the same point, eqs. 6.128:

$$
w_{1}=i|k-m|^{1 / 2} \quad \text { or } \quad w_{2}=-i|k-m|^{1 / 2}
$$

In other words, we obtain two branches of function $w$.
Note that in the first example, the same procedure yiclds only one value of the function. It is essential that such uncertainty in the last case takes place for any line $C$ on the complex plane, Fig. 6.3d. In order to overcome this ambiguity and select one branch of $w$, we first assume that point $k$ is located slightly above the $m$-axis and then draw a contour, shown in Fig. 6.3e. It consists of a very small circle $C_{0}$ around branch point $k$ and two semi-infinite lines (branch cuts) located close to each other. Since the imaginary part of $k$ is extremely small, we can treat the low line $C_{1}$ as the $m$-axis when $m>k$. Next we introduce the rule that a change of complex number $m$ can take place only
along paths that do not intersect branch cuts. For instance, moving along path $C_{0}$, the argument $m-k$ of the function, eq. 6.130 , changes by $-2 \pi$. Therefore, at the upper branch line $C_{2}$

$$
w=-R^{1 / 2}
$$

We cannot move in the opposite direction, because the path would intersect the branch. Correspondingly, in order to find the proper branch of function $w$ within the interval

$$
0 \leq m \leq k
$$

we move a point along path $C_{3}$, and it gives

$$
w=-i R^{1 / 2}=-i \sqrt{k-m}
$$

Example 3 Consider the integral

$$
\begin{equation*}
I=\int_{-\infty}^{\infty} f(m) e^{-\sqrt{m^{2}-k^{2}} z} d m \tag{6.131}
\end{equation*}
$$

where $z>0$. Because

$$
w=\sqrt{m^{2}-k^{2}}=\sqrt{(m-k)(m+k)}
$$

there are two branch points $(k,-k)$ as well as two branch cuts, shown in Fig. 6.4a. In the trigonometric form we have

$$
\begin{equation*}
m-k=R_{1} e^{i \gamma_{1}}, \quad m+k=R_{2} e^{i \gamma_{2}} \tag{6.132}
\end{equation*}
$$

Because $z$ is positive and the integrand in eq. 6.131 has to decrease with an increase of $m$, we conclude that at the real axis of $m$, when $m>k$ (branch line $C_{1}$ )

$$
\begin{equation*}
\gamma_{1}=\gamma_{2}=0 \tag{6.133}
\end{equation*}
$$

and

$$
w=\sqrt{m^{2}-k^{2}}=\sqrt{R_{1} R_{2}}>0
$$

A rotation clockwise about branch point $k$ gives for the upper branch line $C_{2}$

$$
\begin{equation*}
\gamma_{1}=-2 \pi, \quad \gamma_{2}=0 \tag{6.134}
\end{equation*}
$$



Figure 6.4: (a) Illustration of example 3 (b) Branch lines of integrands in eqs. 6.119 and 6.120 (c) Three intervals of integration

Since this procedure is not accompanied by rotation around point $-k$, it is natural that at both sides of the branch line ( $C_{1}$ and $C_{2}$ ), angle $\gamma_{2}$ is the same. At the same time, a movement counterclockwise from $C_{2}$ to $C_{4}$ increases both angles by $\pi$, and at points of $C_{4}$ we have

$$
\begin{equation*}
\gamma_{1}=-\pi, \quad \gamma_{2}=\pi \tag{6.135}
\end{equation*}
$$

This result is important because branch line $C_{1}$ coincides with the interval of integration when $m<-k$. In this case

$$
w=\sqrt{R_{1} e^{-i \pi} R_{2} e^{i \pi}}=\sqrt{R_{1} R_{2}}>0
$$

and the integrand becomes smaller with an increase of $|m|$. Performing a rotation around branch point $-k$, we see that $\gamma_{1}$ does not change, but $\gamma_{2}$ becomes equal to $-\pi$, which is at branch line $C_{3}$ :

$$
\begin{equation*}
\gamma_{1}=\gamma_{2}=-\pi \tag{6.136}
\end{equation*}
$$

Finally, movement from points of line $C_{3}$ counterclockwise to points of interval $-k<$ $m<k$ gives

$$
\begin{equation*}
\gamma_{1}=-\pi, \quad \gamma_{2}=0 \tag{6.137}
\end{equation*}
$$

Hence

$$
w=\sqrt{R_{1} R_{2} e^{-i \pi}}=-i \sqrt{R_{1} R_{2}}
$$

or

$$
\begin{equation*}
w=-i \sqrt{k^{2}-m^{2}} \tag{6.138}
\end{equation*}
$$

This expression will be used often in deriving asymptotic formulas.
Example 4 In accordance with eqs. 6.119 and 6.120, complex amplitudes of potentials are described by two integrals:

$$
\begin{equation*}
\int_{-\infty}^{\infty} A_{m}\left(m, m_{l}, m_{s}\right) e^{-m_{l} z_{e}} e^{i m x^{2}} d m \tag{6.139}
\end{equation*}
$$

and $\quad \int_{-\infty}^{\infty} B_{m}\left(m, m_{l}, m_{s}\right) e^{-m_{s} z} e^{i m x} d m$
Respectively, there are four branch points and four branch lines, Fig. 6.4b. Again, assuming that $z>0$, it is appropriate to distinguish three intervals of integration:

$$
\begin{gather*}
m>k_{s}, \quad \sqrt{m^{2}-k_{l}^{2}}>0, \quad \sqrt{m^{2}-k_{s}^{2}}>0 \\
k_{s}>m>k_{l}, \quad \sqrt{m^{2}-k_{l}^{2}}>0, \quad \sqrt{m^{2}-k_{s}^{2}}=-i \sqrt{k_{s}^{2}-m^{2}}  \tag{6.140}\\
0<m<k_{l}, \quad \sqrt{m^{2}-k_{l}^{2}}=-i \sqrt{k_{l}^{2}-m^{2}}, \quad \sqrt{m^{2}-k_{s}^{2}}=-i \sqrt{k_{s}^{2}-m^{2}}
\end{gather*}
$$

Equalities are similar for negative values of $m$.

## Wavefields as a superposition of plane waves

As follows from eqs. 6.119 and 6.120 , at each point of a medium, scalar and vector potentials are represented as an infinite sum (integral) of homogeneous and inhomogeneous plane waves. Correspondingly, the complex amplitudes of potentials describing these elementary waves are

$$
\begin{equation*}
\tilde{\varphi}_{m}=\frac{i F_{x}}{2 \pi \mu} \frac{2 m m_{s}}{D(m)} e^{-m_{l} z} e^{i m x} d m \tag{6.141}
\end{equation*}
$$

$$
\tilde{\psi}_{m}=\frac{F_{x}}{2 \pi \mu} \frac{2 m^{2}-k_{s}^{2}}{D(m)} e^{-m_{s} z} e^{i m x} d m, \quad \text { if } \quad F_{z}=0
$$

and

$$
\begin{align*}
\tilde{\varphi}_{m} & =-\frac{F_{z}}{2 \pi \mu} \frac{2 m^{2}-k_{s}^{2}}{D(m)} e^{-m_{l} z} e^{i m x} d m  \tag{6.142}\\
\tilde{\psi}_{m} & =\frac{i F_{z}}{2 \pi \mu} \frac{2 m m_{l}}{D(m)} e^{-m_{s} z^{2}} e^{i m x^{2}} d m \quad \text { if } \quad F_{x}=0
\end{align*}
$$

It is clear that amplitudes of these waves depend on the variable of integration $m$, and due to the presence of the term $d m$, they are infinitely small. Also, we see that with an increase of $m$ harmonics, $\tilde{\varphi}_{m}$ and $\widetilde{\psi}_{m}$ as functions of $x$ and $z$, change more rapidly in both horizontal and vertical directions. In contrast, they vary relatively slowly when $m$ becomes small. This allows us to expect that at sufficiently large distances from the source, harmonics with small $m$ values play a dominant role. In other words, they mainly form wavefields in the far zone. Respectively, in deriving asymptotic formulas, it is natural to focus on the initial interval of integration in eqs. 6.119 and 6.120. At the same time, near the source and at some moderate distance from it, harmonics with rather large values of $m$ can make a significant contribution. It may be useful to note that integration in eqs. 6.119 and 6.120 can be carried out for positive values of $m$ only. Indeed, taking into account Euler's formula

$$
e^{i \gamma}=\cos \gamma+i \sin \gamma
$$

we have

$$
\begin{gather*}
\tilde{\varphi}=-\frac{F_{x}}{\pi \mu} \int_{0}^{\infty} \frac{2 m m_{s}}{D(m)} e^{-m_{l} z} \sin m x d m  \tag{6.143}\\
\text { and } \quad \tilde{\psi}=\frac{F_{x}}{\pi \mu} \int_{0}^{\infty} \frac{2 m^{2}-k_{s}^{2}}{D(m)} e^{-m_{s} z} \cos m x d m \quad \text { if } \quad F_{z}=0
\end{gather*}
$$

In the same manner, we can represent complex amplitudes when the external force is directed along the $z$-axis. The variable of integration $m$, which has the dimension $m^{-1}$, is usually treated as the wavenumber of elementary plane waves, $\tilde{\varphi}_{m}$ and $\tilde{\psi}_{m}$. By definition, it characterizes the rate of change of these waves in the $x$ and $z$ directions.

It is useful to distinguish harmonics that describe either inhomogeneous or homogeneous elementary plane waves. In this light, consider three intervals of integration, Fig. 6.4c.

The first interval: $\left(m>k_{s}\right)$ Suppose that $m$ corresponds to the interval in which $m>k_{s}$ that is, $m_{l}$ and $m_{s}$ are real and positive numbers:

$$
\begin{equation*}
m_{l}=\sqrt{m^{2}-k_{l}^{2}}>0 \quad \text { and } \quad m_{s}=\sqrt{m^{2}-k_{s}^{2}}>0 \tag{6.144}
\end{equation*}
$$

Then harmonics of potentials $\tilde{\varphi}_{m}$ and $\tilde{\psi}_{m}$, which satisfy this condition (eqs. 6.144), exponentially decay along the $z$-axis, and they characterize waves advancing in the horizontal direction. Certainly, t is clear that we are dealing with inhomogeneous plane waves, and their phase velocity

$$
\begin{equation*}
c(m)=\frac{\omega}{m} \tag{6.145}
\end{equation*}
$$

is defined from the wave argument

$$
-\omega t+m x
$$

With an increase of wavenumber $m$, velocity $c(m)$ rapidly decreases and tends to zero, so that in the first interval

$$
\begin{equation*}
c_{s}>c(m)>0 \tag{6.146}
\end{equation*}
$$

As was demonstrated in Chapter 5 , the velocity of the Rayleigh wave, $c_{R}$, is slightly smaller than that of the shear wave $\left(c_{R}<c_{s}\right)$. For this reason, we may think that the harmonics of the initial portion of this integral $\left(m \sim k_{s}\right)$ form the Rayleigh wave and at a great distance from the source they play the dominant role. In fact, as follows from eqs. 6.143, with an increase of $m\left(m \gg k_{s}\right)$, the amplitudes of harmonics $\tilde{\varphi}_{m}$ and $\tilde{\psi}_{m}$ rapidly decrease. Correspondingly, even at the free surface $(z=0)$, the influence of inhomogeneous plane waves with large wavenumbers becomes negligible. On the other hand, when $m \sim\left|k_{s}\right|$, function $D(m)$, eq. 6.121, has a root that is located a little above the real axis of $m$. Therefore, amplitudes of these harmonics can be quite large.

The approach used here allows us to see again one interesting feature of the surface wavefield. As follows from eqs. 6.119 and 6.120 , potentials contain terms

$$
e^{-m_{l} z} \quad \text { and } \quad e^{-m_{s} z}
$$

and at the beginning of the first interval we can approximately write

$$
\tilde{\varphi}_{m} \sim e^{-\sqrt{k_{R}^{2}-k_{l}^{2}} z}, \quad \quad \tilde{\psi}_{m} \sim e^{-\sqrt{k_{R}^{2}-k_{s}^{2}} z}
$$

Since

$$
\sqrt{k_{R}^{2}-k_{l}^{2}}>\sqrt{k_{R}^{2}-k_{s}^{2}}
$$

with an increase of distance from the free surface, the dilatational part of wave motion decreases more rapidly. Thus, it turns out that superposition of elementary inhomogeneous waves with wavenumbers close to $k_{s}$, but slightly exceeding it, produces the Rayleigh wave.

The second interval In this interval of integration, the wavenumber $m$ varies within the range

$$
k_{l} \leq m \leq k_{s}
$$

and therefore

$$
\begin{equation*}
m_{l}=\sqrt{m^{2}-k_{l}^{2}}>0 \quad \text { and } \quad m_{s}=-i \sqrt{k_{s}^{2}-m^{2}} \tag{6.147}
\end{equation*}
$$

As with the first interval, the harmonics $\tilde{\varphi}_{m}$ of the scalar potential describe inhomogeneous plane waves. Correspondingly, they may also contribute to the longitudinal evanescent wave in the far zone. At the same time, the product of the exponential terms of harmonics $\tilde{\psi}_{m}$ can be written in the form

$$
\begin{equation*}
e^{i\left(\sqrt{k_{s}^{2}-m^{2}} z+m x\right) \quad \text { if } \quad m<\left|k_{s}\right|} \tag{6.148}
\end{equation*}
$$

or

$$
e^{i k_{s}\left(z \cos \theta_{s}+x \sin \theta_{s}\right)}
$$

Here

$$
\begin{equation*}
\cos \theta_{s}=\left(1-\frac{m^{2}}{k_{s}^{2}}\right)^{1 / 2}, \quad \sin \theta_{s}=\frac{m}{k_{s}} \tag{6.149}
\end{equation*}
$$

Eqs. 6.148 and 6.149 show that harmonics $\tilde{\psi}_{m}$ describe the homogeneous plane wave of the shear type, which propagates with the velocity of shear waves. The angle of incidence varies within the range

$$
\begin{equation*}
\sin ^{-1} \frac{c_{s}}{c_{l}} \leq \theta_{s} \leq \frac{\pi}{2} \tag{6.150}
\end{equation*}
$$

All of these waves make a strong contribution to the shear wave as well as to the conical wave in the far zone.

The third interval Finally, in the initial part of integration

$$
0 \leq m \leq k_{b}
$$

both radicals $m_{l}$ and $m_{s}$ are purely imaginary:

$$
m_{l}=-i \sqrt{k_{l}^{2}-m^{2}} \quad \text { and } \quad m_{s}=-i \sqrt{k_{s}^{2}-m^{2}}
$$

Therefore, the harmonics of potentials $\tilde{\varphi}_{m}$ and $\tilde{\psi}_{m}$ are homogeneous plane waves propagating with phase velocities $c_{t}$ and $c_{s}$, respectively. The angle of incidence of elementary longitudinal waves changes as

$$
0 \leq \theta_{l} \leq \frac{\pi}{2}
$$

whereas for shear harmonics we have

$$
\begin{equation*}
0 \leq \theta_{s} \leq \sin ^{-1} \frac{c_{s}}{c_{l}} \tag{6.151}
\end{equation*}
$$

This interval influences both longitudinal and shear waves in the far zone and the conical shear wave.

To summarize this discussion, note the following:

1. At any point of a medium, wavefields can be represented as an infinite sum of elementary homogeneous and inhomogeneous plane waves.
2. Within the range integration $m>k_{s}$, all of these waves are inhomogeneous, and they move along the boundary with different phase velocities that are smaller than the velocity of the shear wave. With an increase of $m$, these harmonics decay more rapidly with $z$.
3. In the interval

$$
0 \leq m \leq k_{s}
$$

the harmonics of potential $\tilde{\psi}_{m}$ are homogeneous plane waves that propagate in different directions with the velocity of shear wave $c_{s}$. The angle of incidence of these waves changes from 0 to $\pi / 2$.
4. The harmonics of potential $\tilde{\varphi}_{m}$ are also homogeneous plane waves, if $m<k_{l}$, and they move in all directions ( $0 \leq \theta_{l} \leq \pi / 2$ ) with the velocity of longitudinal wave $c_{l}$. At the same time, elementary longitudinal waves in the interval

$$
k_{l}<m<k_{s}
$$

are inhomogeneous. They mainly form the evanescent $P$ wave in the far zone that accompanies the shear wave.
5. Because of exponential decay along the $z$-axis and rapid oscillations in the horizontal direction, wavefields at the far zone are mainly due to harmonics with relatively small wavenumbers, $m$. For instance, the longitudinal wave is a superposition of harmonics $\tilde{\varphi}_{m}$ when $m<k_{l}$. The same takes place with shear-wave harmonics, provided that $m<k_{s}$.
6. The Rayleigh wave is the result of superposition of elementary waves of the dilatational and rotational types, and its wavenumber is almost minimal among inhomogeneous plane waves.
7. In accordance with eqs. 6.119 and 6.120 , regardless of distance from the source, we can assume that wavefields consist of longitudinal and shear homogeneous waves as well as different inhomogeneous plane waves including the Rayleigh wave. However, at relatively small distances the effect of propagation is masked by the presence of inhomogeneous waves with large values of $m$. Since their contribution diminishes with increased distance, it becomes possible to observe the wave phenomenon.

## Contour of integration

Now we begin to derive asymptotic formulas for wavefields using an approach based on the Cauchy theorem (Part II). As follows from eqs. 6.119 and 6.120, the complex amplitudes of potentials $\tilde{\varphi}$ and $\tilde{\psi}$ are represented as integrals along the real axis of $m$. Applying the Cauchy theorem, it is possible to choose different paths of integration, some of which are very useful in deriving asymptotic formulas. This procedure implies that the transition from old to new paths is not accompanied by intersection of singularities of the integrand. These singularities include the branch points $\pm k_{l}$ and $\pm k_{s}$, as well as poles that are determined from the equation

$$
\begin{equation*}
D=\left(2 m^{2}-k_{s}^{2}\right)^{2}-4 m^{2} m_{l} m_{s}=0 \tag{6.152}
\end{equation*}
$$

By analogy with the case of acoustic waves (Part II), we consider integrals along the closed path $C$, shown in Fig. 6.5a. Let us denote $f(m)$ as integrands in eqs. 6.119 and 6.120. Then, taking into account that its singularities are located outside the area path $C$ surrounds, we can write:

$$
\begin{equation*}
\int_{-\infty}^{\infty} f(m) d m+\sum_{i=1}^{4} \int_{C_{i}} f(m) d m+\sum \oint(m) d m+\int_{C_{R}} f(m) d m=0 \tag{6.153}
\end{equation*}
$$

The first term of the sum is the original integral along the real axis of $m$. The second is the sum of integrals along four branch cuts: $C_{1}, C_{2}, C_{3}$, and $C_{4}$. The third term
(a)

(b)
(c)


Figure 6.5: (a) Integration along closed path in complex plane $m$ (b) Formation of shear conical wave (c) Destructive interference of longitudinal evanescent wave
is a sum of integrals around poles in the clockwise direction. Finally, the last term is the integral along the semicircle of an infinitely large radius $R$. Applying Jordan's lemma (Part II), it is easy to see that this integral can be neglected if $R \rightarrow \infty$. The last equality (eq. 6.153), allows us to replace integration along the real axis of $m$ by integration along the branch lines and near poles. In general, the advantages of this procedure for numerical integration are not always obvious. However, as was already mentioned, this deformation of the integration path permits us to obtain approximate formulas for the far zone. Further, it is assumed that external force has only the vertical component. The other case $\left(F_{x}=0\right)$ can be treated similarly. First, we derive asymptotic formulas for displacement at points of the free boundary.

Components of displacement $(z=0)$
As follows from the definition:

$$
\mathbf{s}=\operatorname{grad} \varphi+\operatorname{curl} \psi
$$

we have for horizontal and vertical components of displacement

$$
\begin{equation*}
\tilde{u}=\frac{\partial \tilde{\varphi}}{\partial x}-\frac{\partial \tilde{\psi}}{\partial z} \quad \text { and } \quad \tilde{w}=\frac{\partial \tilde{\varphi}}{\partial z}+\frac{\partial \tilde{\psi}}{\partial x} \tag{6.154}
\end{equation*}
$$

Substituting eqs. 6.120 into eqs. 6.154 and letting $z=0$, we obtain

$$
\begin{align*}
& \quad \tilde{u}=-\frac{i F_{z}}{2 \pi \mu} \int_{-\infty}^{\infty} \frac{m\left(2 m^{2}-k_{s}^{2}-2 m_{l} m_{s}\right)}{D} e^{i m x_{d} d m}  \tag{6.155}\\
& \text { and } \tilde{w}=-\frac{F_{z}}{2 \pi \mu} \int_{-\infty}^{\infty} \frac{k_{s}^{2} m_{l}}{D} e^{i m x_{d m}}
\end{align*}
$$

We first obtain the asymptotic formula for the tangential component of displacement $\tilde{u}_{b}$ associated with the branch points. As follows from eq. 6.153, this part of the displacement can be written in the form

$$
\begin{equation*}
\tilde{u}_{b}=-\frac{i F_{z}}{2 \pi \mu}\left(I_{s}+I_{l}\right) \tag{6.1ə6}
\end{equation*}
$$

Here $I_{s}$ and $I_{l}$ are integrals along corresponding branch lines.
Contribution of branch lines around point $k_{s}$, integral $I_{s}$
Movement around branch point $k_{s}$ changes the sign of the radical $m_{s}$, and integration along branch cuts $C_{1}$ and $C_{2}$ is made in the opposite directions. Therefore we have

$$
\begin{equation*}
I_{s}=\int_{k_{s}}^{k_{s}+i \infty} m\left[\frac{2 m^{2}-k_{s}^{2}-2 m_{l} m_{s}}{D\left(m_{l}, m_{s}\right)}-\frac{2 m^{2}-k_{s}^{2}+2 m_{l} m_{s}}{D\left(m_{l},-m_{s}\right)}\right] e^{i m x^{2}} d m \tag{6.157}
\end{equation*}
$$

Note that the branch lines are parallel to the imaginary axis, $\operatorname{Im} m$, - that is, the real part of the wavenumber, $m$, remains constant along these lines. From eq. 6.121 we have
$I_{s}=\int_{k_{s}}^{k_{s}+i \infty} m\left(2 m^{2}-k_{s}^{2}\right)\left[\frac{1}{\left(2 m^{2}-k_{s}^{2}\right)^{2}-4 m^{2} m_{l} m_{s}}-\frac{1}{\left(2 m^{2}-k_{s}^{2}\right)^{2}+4 m^{2} m_{l} m_{s}}\right] e^{i m x} d m$

$$
-2 \int_{k_{s}}^{k_{s}+i \infty} m m_{l} m_{s}\left[\frac{1}{\left(2 m^{2}-k_{s}^{2}\right)^{2}-4 m^{2} m_{l} m_{s}}+\frac{1}{\left(2 m^{2}-k_{s}^{2}\right)^{2}+4 m^{2} m_{l} m_{s}}\right] e^{i m x} d m
$$

or

$$
\begin{equation*}
I_{s}=\int_{k_{s}}^{k_{s}+i \infty} \frac{8 m^{3} m_{l} m_{s}\left(2 m^{2}-k_{s}^{2}\right)-4 m m_{l} m_{s}\left(2 m^{2}-k_{s}^{2}\right)^{2}}{\left(2 m^{2}-k_{s}^{2}\right)^{4}-16 m^{4} m_{l}^{2} m_{s}^{2}} e^{i m x_{d} d m} \tag{6.159}
\end{equation*}
$$

To evaluate this integral, we introduce a new variable, $t$ :

$$
\begin{equation*}
m=k_{s}+i t \tag{6.160}
\end{equation*}
$$

Correspondingly, when integration is made along the branch lines, $t$ varies as

$$
0 \leq t<\infty
$$

It is clear that

$$
\begin{equation*}
d m=i d t \tag{6.161}
\end{equation*}
$$

and in the vicinity of branch point $k_{s}$, where $t$ is small, we have

$$
\begin{equation*}
m \sim k_{s} \tag{6.162}
\end{equation*}
$$

Also

$$
\begin{align*}
& m_{s}=\sqrt{m^{2}-k_{s}^{2}}=\sqrt{\left(k_{s}+i t\right)^{2}-k_{s}^{2}} \approx \sqrt{k_{s}} \sqrt{2 t} e^{i \pi / 4}  \tag{6.163}\\
& \text { and } \quad m_{l}=\sqrt{m^{2}-k_{l}^{2}} \approx \sqrt{k_{s}^{2}-k_{l}^{2}}=k_{s}\left(1-\frac{c_{s}^{2}}{c_{l}^{2}}\right)^{1 / 2} \quad \text { if } \mathrm{t} \rightarrow 0
\end{align*}
$$

or

$$
\begin{equation*}
m_{l}=k_{s} a, \quad a=\left(1-\frac{c_{s}^{2}}{c_{l}^{2}}\right)^{1 / 2} \tag{6.164}
\end{equation*}
$$

The oscillating term of the integrand becomes

$$
\begin{equation*}
e^{i m x}=e^{i\left(k_{s}+i t\right) x}=e^{i k_{s} x} e^{-x t} \tag{6.165}
\end{equation*}
$$

The presence of the multiplier $\exp (-x t)$ shows that after replacement of a variable, the integrand in eq. 6.159 starts to decrease rapidly even at sufficiently small values of $t$, if $x \gg 1$. This means that under certain conditions, $I_{s}$ is mainly defined by the initial part of an integration located near branch point $k_{s}$, and this fact is used to derive the asymptotic formulas. From eqs. 6.162-6.164, it follows that,

$$
\begin{align*}
& 2 m^{2}-k_{s}^{2} \approx k_{s}^{2}, \quad m m_{l} m_{s} \approx k_{s}^{5 / 2} a \sqrt{2 t} e^{i \pi / 4},  \tag{6.166}\\
& m^{3} m_{l} m_{s} \approx k_{s}^{9 / 2} a \sqrt{2 t} e^{i \pi / 4}, \quad 16 m^{4} m_{l}^{2} m_{s}^{2} \quad \mathrm{R} \approx 16 k_{s}^{7} a^{2} 2 t i
\end{align*}
$$

Substitution of eqs. 6.161 and 6.166 into eq. 6.159 gives

$$
\begin{equation*}
I_{s}=\frac{4 a \sqrt{2} i e^{i \pi / 4}}{k_{s}^{3 / 2}} e^{i k_{s} x} \int_{0}^{\infty} t^{1 / 2} e^{-x t} d t \tag{6.167}
\end{equation*}
$$

The last integral is tabular:

$$
\begin{equation*}
\int_{0}^{\infty} t^{1 / 2} e^{-x t} d t=\frac{\sqrt{\pi}}{2 x^{3 / 2}} \tag{6.168}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
I_{s}=\frac{2 a \sqrt{2 \pi} i e^{i \pi / 4}}{\left(k_{s} x\right)^{3 / 2}} e^{i k_{s} x} \tag{6.169}
\end{equation*}
$$

and, making use of eq. 6.156 , displacement component $\tilde{u}_{s}$, related to branch point $k_{s}$ is

$$
\begin{equation*}
\tilde{u}_{s}=\frac{F_{z}}{\mu} \sqrt{\frac{2}{\pi}}\left(1-\frac{k_{l}^{2}}{k_{s}^{2}}\right)^{1 / 2} \frac{e^{i\left(k_{s} x+\pi / 4\right)}}{\left(k_{s} x\right)^{3 / 2}} \tag{6.170}
\end{equation*}
$$

Contribution of branch lines around point $k_{l}$, integral $I_{l}$
Since the radical $m_{l}$ has opposite signs at lines $C_{3}$ and $C_{4}$, Fig. 6.5a, we have

$$
I_{l}=4 k_{s}^{2} \int_{k_{l}}^{k_{l}+i \infty} \frac{m m_{l} m_{s}\left(2 m^{2}-k_{s}^{2}\right) e^{i m x}}{\left(2 m^{2}-k_{s}^{2}\right)^{4}-16 m^{4} m_{l}^{2} m_{s}^{2}} d m
$$

Introducing a variable

$$
\begin{equation*}
m=k_{l}+i t \tag{6.171}
\end{equation*}
$$

we have near branch point $k_{l}$

$$
\begin{equation*}
m \approx k_{l}, \quad m_{s}=\left(k_{l}^{2}-k_{s}^{2}\right)^{1 / 2}=-i\left(k_{s}^{2}-k_{l}^{2}\right)^{1 / 2} \quad \text { and } \quad m_{l}=k_{l}^{1 / 2} \sqrt{2 t} e^{i \pi / 4} \tag{6.172}
\end{equation*}
$$

Also

$$
4 m m_{l} m_{s}=4 \sqrt{2} k_{l}^{3 / 2} e^{i \pi / 4}\left(k_{l}^{2}-k_{s}^{2}\right)^{1 / 2} \sqrt{t}\left(2 m^{2}-k_{s}^{2}\right)=k_{l}^{2}\left(2-\frac{k_{s}^{2}}{k_{l}^{2}}\right)
$$

Then, substitution of eqs. 6.172 into $I_{l}$ yields

$$
\begin{equation*}
I_{l}=\frac{2 i \sqrt{2 \pi} e^{i \pi / 4} k_{l}^{3} k_{s}^{2}\left(k_{l}^{2}-k_{s}^{2}\right)^{1 / 2}}{\left(2 k_{l}^{2}-k_{s}^{2}\right)^{3}\left(k_{l} x\right)^{3 / 2}} \tag{6.173}
\end{equation*}
$$

Therefore, displacement associated with branch point $k_{l}$ is

$$
\begin{equation*}
\tilde{u}_{l}=-\frac{F_{z}}{\mu} \sqrt{\frac{2}{\pi}} \frac{k_{l}^{3} k_{s}^{2}\left(k_{s}^{2}-k_{l}^{2}\right)^{1 / 2} i e^{i\left(k_{l} x+\pi / 4\right)}}{\left(k_{s}^{2}-2 k_{l}^{2}\right)^{3}\left(k_{l} x\right)^{3 / 2}} \tag{6.174}
\end{equation*}
$$

since

$$
\left(k_{l}^{2}-k_{s}^{2}\right)^{1 / 2}=-i\left(k_{s}^{2}-k_{l}^{2}\right)^{1 / 2}
$$

Next consider the vertical component of displacement, $\tilde{w}_{b}$, which can be written as, eqs. 6.155 ,

$$
\begin{equation*}
\tilde{w}_{b}=-\frac{k_{s}^{2} F_{z}}{2 \pi \mu}\left(L_{s}+L_{l}\right) \tag{6.175}
\end{equation*}
$$

Contribution of branch lines around point $k_{s}$, integral $L_{s}$ As follows from eqs. 6.155, we have

$$
L_{s}=\int_{k_{s}}^{k_{s}+i \infty} m_{l}\left[\frac{1}{D\left(m_{l}, m_{s}\right)}-\frac{1}{D\left(m_{l},-m_{s}\right)}\right] e^{i m x} d m
$$

or

$$
\begin{equation*}
L_{s}=\int_{k_{s}}^{k_{s}+i \infty} \frac{8 m^{2} m_{l}^{2} m_{s} e^{i m x}}{\left(2 m^{2}-k_{s}^{2}\right)^{4}-16 m^{4} m_{l}^{2} m_{s}^{2}} d m \tag{6.176}
\end{equation*}
$$

Introducing again the variable

$$
m=k_{s}+i t
$$

we obtain an approximate expression of $L_{s}$ :

$$
L_{s}=\frac{8 i k_{s}^{2}\left(k_{s}^{2}-k_{l}^{2}\right) \sqrt{2} e^{i \pi / 4} k_{s}^{1 / 2} e^{i k_{s} x}}{k_{s}^{8}} \int_{0}^{\infty} t^{1 / 2} e^{-x t} d t
$$

or

$$
\begin{equation*}
k_{s}^{2} L_{s}=\frac{4 i\left(1-\frac{k_{l}^{2}}{k_{s}^{2}}\right) \sqrt{2 \pi} e^{i \pi / 4} e^{i k_{s} x}}{\left(k_{s} x\right)^{3 / 2}} \tag{6.177}
\end{equation*}
$$

Correspondingly, vertical component $\tilde{w}_{s}$ associated with branch point $k_{s}$ is

$$
\begin{equation*}
\tilde{w}_{s}=-\frac{2 F_{z}}{\mu} \sqrt{\frac{2}{\pi}} \frac{i\left(1-\frac{k_{l}^{2}}{k_{s}^{2}}\right)}{\left(k_{s} x\right)^{3 / 2}} e^{i\left(k_{s} x+\pi / 4\right)} \tag{6.178}
\end{equation*}
$$

In the same manner, integral $L_{l}$ around branch point $k_{l}$ is

$$
L_{l}=\int_{k_{l}}^{k_{l}+i \infty} m_{l}\left[\frac{1}{D\left(m_{l}, m_{s}\right)}+\frac{1}{D\left(-m_{l}, m_{s}\right)}\right] e^{i m x_{d m}}
$$

or

$$
L_{l}=\int_{k_{l}}^{k_{l}+i \infty} \frac{2 m_{l}\left(2 m^{2}-k_{s}^{2}\right)^{2} e^{i m x} d m}{\left(2 m^{2}-k_{s}^{2}\right)^{4}-4 m^{4} m_{l}^{2} m_{s}^{2}}
$$

After a change of the variable, $m=k_{l}+i t$, we obtain

$$
\begin{equation*}
k_{s}^{2} L_{l}=\frac{2 k_{s}^{2} \sqrt{2} e^{i \pi / 4} i e^{i k_{l} x} \sqrt{\pi} k_{l}^{1 / 2}}{\left(2 k_{l}^{2}-k_{s}^{2}\right)^{2} 2 x^{3 / 2}}=\frac{\sqrt{2 \pi} i k_{s}^{2} k_{l}^{2} e^{i \pi / 4} e^{i k_{l} x}}{\left(2 k_{l}^{2}-k_{s}^{2}\right)^{2}\left(k_{l} x\right)^{3 / 2}} \tag{6.179}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\tilde{w}_{l}=-\frac{1}{2} \sqrt{\frac{2}{\pi}} \frac{F_{z} i}{\mu} \frac{k_{l}^{2} k_{s}^{2}}{\left(2 k_{l}^{2}-k_{s}^{2}\right)^{2}} \frac{e^{i\left(k_{l} x+\pi / 4\right)}}{\left(k_{l} x\right)^{3 / 2}} \tag{6.180}
\end{equation*}
$$

## Displacement field related to branch points

By definition we have

$$
\tilde{u}_{b}=\tilde{u}_{s}+\tilde{u}_{l} \quad \text { and } \quad \tilde{w}_{b}=\tilde{w}_{s}+\tilde{w}_{l}
$$

and in accordance with eqs. $6.170,6.174,6.178$, and 6.180 , complex amplitudes $\tilde{u}_{b}$ and $\tilde{w}_{b}$ are

$$
\begin{gather*}
\tilde{u}_{b}=\frac{F_{z}}{\mu} \sqrt{\frac{2}{\pi}}\left(1-\frac{k_{l}^{2}}{k_{s}^{2}}\right)^{1 / 2} \frac{e^{i\left(k_{s} x+\pi / 4\right)}}{\left(k_{s} x\right)^{3 / 2}}  \tag{6.181}\\
-\frac{F_{z}}{\mu} \sqrt{\frac{2}{\pi}} \frac{k_{l}^{3 / 2} k_{s}^{2} i}{\left(k_{s}^{2}-2 k_{l}^{2}\right)^{3}}\left(k_{s}^{2}-k_{l}^{2}\right)^{1 / 2} \frac{e^{i\left(k_{l} x+\pi / 4\right)}}{\left(k_{l} x\right)^{3 / 2}}+\ldots
\end{gather*}
$$

and

$$
\begin{align*}
& \widetilde{w}_{b}=-\frac{2 F_{z}}{\mu} \sqrt{\frac{2}{\pi}} i\left(1-\frac{k_{l}^{2}}{k_{s}^{2}}\right) \frac{e^{i\left(k_{s} x+\pi / 4\right)}}{\left(k_{s} x\right)^{3 / 2}}  \tag{6.182}\\
& -\frac{i}{2} \frac{F_{z}}{\mu} \sqrt{\frac{2}{\pi}} \frac{k_{l}^{2} k_{s}^{2}}{\left(2 k_{l}^{2}-k_{s}^{2}\right)^{2}} \frac{e^{i\left(k_{l} x+\pi / 4\right)}}{\left(k_{l} x\right)^{3 / 2}}+\ldots
\end{align*}
$$

These formulas represent a sum of two terms, and each of them describes a sort of fringe of the cylindrical elastic wave, propagating through a medium. The first one moves along the free boundary with the velocity of the shear wave, but the other advances in the same direction with the velocity of the longitudinal wave, $c_{l}$. This fact may create the impression that these terms characterize the shear and longitudinal waves, respectively. However, as will be shown later, it turns out that each of them is a combination of both types of waves. Because the tangential and normal components of displacement for each wave, eqs. 6.181 and 6.182 , have different amplitudes and phases, an orbit of the vector $\mathbf{s}, \quad(\mathbf{s}=u \mathbf{i}+w \mathbf{k})$, is an ellipse, i.e., elliptical polarization takes place. The ratios of vertical and horizontal diameters of the ellipse for waves moving with velocities $c_{s}$ and $c_{l}$ are

$$
\begin{equation*}
2 \sqrt{1-\frac{k_{l}^{2}}{k_{s}^{2}}} \quad \text { and } \quad \frac{1}{2}\left(\frac{k_{s}}{k_{l}}-\frac{2 k_{l}}{k_{s}}\right)\left(1-\frac{k_{l}^{2}}{k_{s}^{2}}\right)^{-1 / 2} \tag{6.183}
\end{equation*}
$$

In particular, if $\lambda=\mu$, these ratios are 1.33 and 0.35 , respectively. We see that in the case of the wave propagating with velocity $c_{s}$ along the boundary, the ellipse is extended in the vertical direction. For the second wave, the major axis of the ellipse is oriented along the $x$-axis.

Until now, we have discussed the contribution of integrals along branch lines. Next we will evaluate integrals around poles. As was demonstrated in Part II, integration around
a simple pole gives

$$
\begin{equation*}
\oint f(m) d m=2 \pi i \frac{\varphi_{1}\left(m_{p}\right)}{\varphi_{2}^{\prime}\left(m_{p}\right)} \tag{6.184}
\end{equation*}
$$

where

$$
\begin{equation*}
f(m)=\frac{\varphi_{1}(m)}{\varphi_{2}(m)} \tag{6.185}
\end{equation*}
$$

and $m_{p}$ is the pole of the integrand. The poles are roots of eq. 6.152

$$
\begin{equation*}
D=\left(2 m^{2}-k_{s}^{2}\right)^{2}-4 m^{2} m_{l} m_{s}=0 \tag{6.186}
\end{equation*}
$$

and, introducing function $D_{-}$,

$$
\begin{equation*}
D_{-}=\left(2 m^{2}-k_{s}^{2}\right)^{2}+4 m^{2} m_{l} m_{s} \tag{6.187}
\end{equation*}
$$

we obtain

$$
\begin{gather*}
D D_{-}=\left(2 m^{2}-k_{s}^{2}\right)^{4}-16 m^{4} m_{l}^{2} m_{s}^{2}  \tag{6.188}\\
=k_{s}^{8}\left[1-\frac{8 m^{2}}{k_{s}^{2}}+\left(24-16 \frac{k_{l}^{2}}{k_{s}^{2}}\right) \frac{m^{4}}{k_{s}^{4}}-16\left(1-\frac{k_{l}^{2}}{k_{s}^{2}}\right) \frac{m^{6}}{k_{s}^{6}}\right]=0
\end{gather*}
$$

This is the cubic equation with respect to $m^{2} / k_{s}^{2}$. It was derived when we described the Rayleigh wave (Chapter 5). For instance, since $k_{s}^{2}>k_{l}^{2}$, there is a real root within the interval

$$
1<\frac{m^{2}}{k_{s}^{2}}<\infty
$$

This means that radicals $m_{l}$ and $m_{s}$ real and positive and, correspondingly, function $D_{-} \neq 0$. In other words, $m / k_{s}$ is the root of eq. $6.186,(D=0)$. Also it is not difficult to prove that the remaining roots, if they are real, are located within the interval

$$
0<\frac{m^{2}}{k_{s}^{2}}<\frac{k_{l}^{2}}{k_{s}^{2}}
$$

If $m / k_{s}$ belong to this interval $m_{l}$ and $m_{s}$ are negative and imaginary and cannot be, therefore, roots of eq. 6.186. For instance, assuming that $\lambda=\mu$, eq. 6.188 gives three real roots $\frac{m^{2}}{k_{s}^{2}}$ :

$$
\frac{1}{4}, \quad \frac{1}{4}(3-\sqrt{3}), \quad \frac{1}{4}(3+\sqrt{3})
$$

It is clear that in such a case, there is only one root of eq. 6.186,

$$
\begin{equation*}
k_{R}=\frac{1}{2} \sqrt{3+\sqrt{3}} k_{s} \simeq 1.088 k_{s} \tag{6.189}
\end{equation*}
$$

and it is the wavenumber of the Rayleigh wave.
Now we are ready to find expressions for components of displacement associated with the Rayleigh wave. Taking into account eqs. 6.155 and 6.184 , we have

$$
\begin{equation*}
u_{R}=-\frac{F_{z}}{\mu} H e^{i k_{R} x} \quad \text { and } \quad w_{R}=-\frac{i F_{z}}{\mu} K e^{i k_{R} x} \tag{6.190}
\end{equation*}
$$

Here

$$
\begin{equation*}
H=\frac{k_{R}\left(2 k_{R}^{2}-k_{s}^{2}-2 \sqrt{k_{R}^{2}-k_{l}^{2}} \sqrt{k_{R}^{2}-k_{s}^{2}}\right)}{-D^{\prime}\left(k_{R}, k_{l}, k_{s}\right)} \quad \text { and } \quad K=\frac{k_{s}^{2} \sqrt{k_{R}^{2}-k_{l}^{2}}}{D^{\prime}\left(k_{R}, k_{l}, k_{s}\right)} \tag{6.191}
\end{equation*}
$$

As follows from eqs. 6.190, the Rayleigh wave, unlike the two others, does not decrease with distance. Correspondingly, this surface wave plays the dominant role in the far zone. In accordance with eqs. 6.191,

$$
\begin{equation*}
H=0.125, \quad K=0.183 \quad \text { if } \quad \lambda=\mu \tag{6.192}
\end{equation*}
$$

## Asymptotic behavior of waves beneath the free surface

By analogy with case $z=0$, we represent complex amplitudes of potentials in the form

$$
\begin{align*}
& \quad \tilde{\varphi}=-\frac{F_{z}}{2 \pi \mu} I=-\frac{F_{z}}{2 \pi \mu}\left(I_{s}+I_{l}+I_{p}\right)  \tag{6.193}\\
& \text { and } \quad \tilde{\psi}=\frac{F_{z} i}{2 \pi \mu} M=\frac{i F_{z}}{2 \pi \mu}\left(M_{s}+M_{l}+M_{p}\right),
\end{align*}
$$

where

$$
\begin{equation*}
I=\int_{-\infty}^{\infty} \frac{2 m^{2}-k_{s}^{2}}{D} e^{-m_{l} z} e^{i m x^{2}} d m \quad \text { and } \quad M=\int_{-\infty}^{\infty} \frac{2 m m_{l}}{D} e^{-m_{s} z} e^{i m x} d m \tag{6.194}
\end{equation*}
$$

$I_{s}, M_{s}, I_{l}, M_{l}$, and $I_{p}, M_{p}$ are integrals along the branch lines and poles, respectively. To begin with, we will derive asymptotic formulas for scalar potential $\tilde{\varphi}$ associated with branch points.

Contribution of branch cuts around point $k_{s}$, integral $I_{s}$
From eqs. 6.194 we have

$$
I_{s}=\int_{k_{s}}^{k_{s}+i \infty}\left(2 m^{2}-k_{s}^{2}\right)\left[\frac{1}{D\left(m_{l}, m_{s}\right)}-\frac{1}{D\left(m_{l},-m_{s}\right)}\right] e^{-m_{l} z^{i m x^{i}} d m}
$$

or, taking into account eq. 6.121,

$$
\begin{equation*}
I_{s}=\int_{k_{s}}^{k_{s}+i \infty} \frac{8\left(2 m^{2}-k_{s}^{2}\right) m^{2} m_{l} m_{\mathrm{s}} e^{-m_{l}} z^{i} e^{i m x}}{\left(2 m^{2}-k_{s}^{2}\right)^{4}-16 m^{4} m_{l}^{2} m_{s}^{2}} d m \tag{6.195}
\end{equation*}
$$

Here integration is done along branch cuts $C_{1}$ and $C_{2}$, as is shown in Fig. 6.5a. To simplify the evaluation of $I_{s}$, we introduce, as before, the variable

$$
m=k_{s}+i t
$$

In the vicinity of branch point $k_{s}$,

$$
m_{l}=\left(k_{s}^{2}-k_{l}^{2}\right)^{1 / 2}, \quad m_{s}=\sqrt{2} e^{i \pi / 4} k_{s}^{1 / 2} t^{1 / 2}, \quad\left(2 m^{2}-k_{s}^{2}\right)=k_{s}^{2}
$$

and $\quad d m=i d t, \quad 8 m^{2} m_{l} m_{s}=8 k_{s}^{2}\left(k_{s}^{2}-k_{l}^{2}\right)^{1 / 2} \sqrt{2} e^{i \pi / 4} k_{s}^{1 / 2} t^{1 / 2}$

Thus, integral $I_{s}$ becomes

$$
\begin{equation*}
I_{s}=\frac{8 i \sqrt{2} e^{i \pi / 4}\left(1-\frac{k_{l}^{2}}{k_{s}^{2}}\right)^{1 / 2} e^{i k_{s} x} e^{-\sqrt{k_{s}^{2}-k_{l}^{2}} z}}{k_{s} k_{s}^{3 / 2}} L_{1} \tag{6.196}
\end{equation*}
$$

where

$$
L_{1}=\int_{0}^{\infty} t^{1 / 2} e^{-x t} d t=\frac{\sqrt{\pi}}{2 x^{3 / 2}}
$$

Therefore

$$
\begin{equation*}
I_{s}=\frac{4 i \sqrt{2 \pi} e^{i \pi / 4}\left(1-\frac{k_{l}^{2}}{k_{s}^{2}}\right)^{1 / 2} e^{i k_{s} x} e^{-\sqrt{k_{s}^{2}-k_{l}^{2}} z}}{k_{s}\left(k_{s} x\right)^{3 / 2}} \tag{6.197}
\end{equation*}
$$

Thus, the complex amplitude of scalar potential associated with point $k_{s}$ is equal to

$$
\begin{equation*}
\tilde{\varphi}_{s}=-\frac{2 i F_{z}}{\mu} \sqrt{\frac{2}{\pi}} \frac{\left(1-\frac{k_{l}^{2}}{k_{s}^{2}}\right)^{1 / 2}}{k_{s}} e^{-\sqrt{k_{s}^{2}-k_{l}^{2}} z} \frac{e^{i\left(k_{s} x+\pi / 4\right)}}{\left(k_{s} x\right)^{3 / 2}} \tag{6.198}
\end{equation*}
$$

It is clear that eq. 6.198 describes the wave propagating along the free boundary with the velocity of shear waves, $c_{s}$. This wave exponentially decays with depth $z$, since

$$
\sqrt{k_{s}^{2}-k_{l}^{2}}=k_{s} a>1, \quad a=\left(1-\frac{k_{l}^{2}}{k_{s}^{2}}\right)^{1 / 2}
$$

Oscillations with higher frequencies decrease more rapidly. Taking into account that displacement $\tilde{\mathrm{s}}$ is related to the scalar potential as

$$
\tilde{\mathrm{s}}=\operatorname{grad} \tilde{\varphi}
$$

we conclude that

$$
\operatorname{curl} \tilde{\mathbf{s}}=0
$$

This means that propagation of this wave does not cause rotation of elementary volumes of a medium, also they can experience deformation and translation. Thus, function $\tilde{\varphi}_{s}$ characterizes the evanescent longitudinal wave, moving with the shear-wave velocity, $c_{s}$. This wave has another important feature - namely, and unlike the Rayleigh wave, it cannot exist alone. To demonstrate such dependence on other waves, it is sufficient to show that stresses of the wave, $\tilde{\varphi}_{s}$, do not vanish at the free surface. As an example, consider the normal stress, $\tilde{\tau}_{z z}$ :

$$
\begin{equation*}
\tilde{\tau}_{z z}=-\lambda k_{l}^{2} \tilde{\varphi}_{s}+2 \mu \frac{\partial^{2} \tilde{\varphi}_{s}}{\partial z^{2}} \quad \text { if } z=0 \tag{6.199}
\end{equation*}
$$

Substitution of eq. 6.198 gives

$$
\begin{array}{ll} 
& \left(-\lambda k_{l}^{2}+2 \mu k_{s}^{2} a^{2}\right) \tilde{\varphi}_{s}=\left(-\lambda k_{l}^{2}+2 \mu k_{s}^{2}-2 \mu k_{l}^{2}\right) \tilde{\varphi}_{s} \\
& =-\left[-(\lambda+2 \mu) k_{l}^{2}+2 \mu k_{s}^{2}\right] \tilde{\varphi}_{s}=\left(-\rho \omega^{2}+2 \rho \omega^{2}\right) \tilde{\varphi}_{s} \neq 0, \\
\text { since } \quad & \lambda+2 \mu=\rho c_{l}^{2}, \quad \mu=\rho c_{s}^{2}
\end{array}
$$

It turns out that this wave, $\tilde{\varphi}_{s}$, accompanies the shear wave.
Contribution of branch lines around branch point $k_{l}$, integral $I_{l}$
Since radical $m_{l}$ has different signs at lines $C_{3}$ and $C_{4}$, Fig 6.5a, the integral along them can be written as

$$
\begin{gathered}
I_{l}=\int_{k_{l}}^{k_{l}+i \infty}\left(2 m^{2}-k_{s}^{2}\right)^{2} \\
-\frac{e^{-m_{l} z}}{\left(2 m^{2}-k_{s}^{2}\right)^{2}-4 m^{2} m_{l} m_{s}} \\
\left(2 m^{2}-k_{l}^{2}\right)^{2}+4 m^{2} m_{l} m_{s}
\end{gathered} e^{i m x_{d m}}
$$

or

$$
\begin{equation*}
I_{l}=2 \int_{k_{l}}^{k_{l}+i \infty} \frac{\left(2 m^{2}-k_{s}^{2}\right)\left[4 m^{2} m_{l} m_{s} \cosh m_{l} z-\left(2 m^{2}-k_{s}^{2}\right)^{2} \sinh m_{l} z\right]}{\left(2 m^{2}-k_{s}^{2}\right)^{4}-16 m^{4} m_{l}^{2} m_{s}^{2}} e^{i m x^{i} d m} \tag{6.201}
\end{equation*}
$$

Introducing again variable $m=k_{i}+i t$, we have $d m=i d t$, and in the vicinity of branch point $k_{l}$

$$
\begin{gathered}
m=k_{l}, \quad m^{2}=k_{l}^{2}, \quad m_{s}=\left(k_{l}^{2}-k_{s}^{2}\right)^{1 / 2}=-i\left(k_{s}^{2}-k_{l}^{2}\right)^{1 / 2} \\
m_{l}=\sqrt{2} e^{i \pi / 4} k_{l}^{1 / 2} t^{1 / 2}, \quad 2 m^{2}-k_{s}^{2}=2 k_{l}^{2}-k_{s}^{2} \\
4 m^{2} m_{l} m_{s}=-4 i \sqrt{2} e^{i \pi / 4} k_{l}^{2} k_{l}^{1 / 2}\left(k_{s}^{2}-k_{l}^{2}\right)^{1 / 2} t^{1 / 2}, \quad e^{i m x}=e^{i k_{l} x} e^{-x t}
\end{gathered}
$$

Therefore

$$
\begin{equation*}
I_{l}=\frac{8 \sqrt{2}\left(\frac{k_{s}^{2}}{k_{l}^{2}}-1\right)^{1 / 2} e^{i \pi / 4}}{\left(2-\frac{k_{s}^{2}}{k_{l}^{2}}\right)^{3} k_{l}^{5 / 2}} e^{i k_{l} x} L_{1}-\frac{2 i}{\left(2-\frac{k_{s}^{2}}{k_{l}^{2}}\right) k_{l}^{2}} e^{i k_{l} x} L_{2} \tag{6.202}
\end{equation*}
$$

Here

$$
\begin{equation*}
L_{1}=\int_{0}^{\infty} t^{1 / 2} \cosh \left(\alpha_{l} \sqrt{t}\right) e^{-x t} d t \tag{6.203}
\end{equation*}
$$

and

$$
\begin{align*}
L_{2} & =\int_{0}^{\infty} \sinh \left(\alpha_{l} \sqrt{t}\right) e^{-x t} d t  \tag{6.204}\\
\alpha_{l} & =\sqrt{2 k_{l}} z e^{i \pi / 4} \tag{6.205}
\end{align*}
$$

Both integrals are expressed in terms of elementary functions. For instance, introducing variable $v=\sqrt{t}$, we have

$$
d v=\frac{d t}{2 v}
$$

and

$$
L_{2}=2 \int_{0}^{\infty} v \sinh \left(\alpha_{l} v\right) e^{-x v^{2}} d v
$$

or

$$
L_{2}=2 \frac{\partial}{\partial \alpha_{l}} \int_{0}^{\infty} \cosh \left(\alpha_{l} v\right) e^{-x v^{2}} d v
$$

The last integral is tabular:

$$
\begin{equation*}
\int_{0}^{\infty} \cosh \left(\alpha_{l} v\right) e^{-x v^{2}} d v=\frac{1}{2} \sqrt{\frac{\pi}{x}} \exp \left(\frac{\alpha_{l}^{2}}{4 x}\right) \tag{6.206}
\end{equation*}
$$

and

$$
\begin{equation*}
L_{2}=\sqrt{\frac{\pi}{x}} \frac{\partial}{\partial \alpha_{l}} e^{\alpha_{l}^{2} / 4 x} \tag{6.207}
\end{equation*}
$$

As follows from eqs. 6.203 and 6.204,

$$
\begin{equation*}
L_{1}=\frac{\partial L_{2}}{\partial \alpha_{l}} \quad \text { or } \quad L_{1}=\sqrt{\frac{\pi}{x}} \frac{\partial^{2}}{\partial \alpha_{l}^{2}} e^{\alpha_{l}^{2} / 4 x} \tag{6.208}
\end{equation*}
$$

Now, taking into account eqs. 6.193 and 6.203 , we obtain for scalar potential $\tilde{\varphi}_{l}$ associated with branch point $k_{l}$

$$
\begin{equation*}
\tilde{\varphi_{l}}=-\frac{F_{z}}{\sqrt{2 \pi x} \mu} \frac{\partial}{\partial \alpha_{l}}\left[\frac{8\left(\frac{k_{s}^{2}}{k_{l}^{2}}-1\right)^{1 / 2} e^{i \pi / 4}}{\left(2-\frac{k_{s}^{2}}{k_{l}^{2}}\right)^{3} k_{l}^{5 / 2}} \frac{\partial}{\partial \alpha_{l}} e^{\alpha_{l}^{2} / 4 x}-\frac{\sqrt{2} i e^{\alpha_{l}^{2} / 4 x}}{\left(2-\frac{k_{s}^{2}}{k_{l}^{2}}\right) k_{l}^{2}}\right] e^{i k_{l} x} \tag{6.209}
\end{equation*}
$$

Each term in brackets contains the exponent, $\exp \left(\alpha_{l}^{2} / 4 x\right)$. Correspondingly, at the right side of eq. 6.209, we have the common multiplier

$$
\begin{equation*}
\operatorname{cxp}\left(i x+\frac{\alpha_{l}^{2}}{4 x}\right) \tag{6.210}
\end{equation*}
$$

or, using eq. 6.205 ,

$$
\begin{equation*}
\exp i k_{l}\left(x+\frac{1}{2} \frac{z^{2}}{x}\right) \tag{6.211}
\end{equation*}
$$

If an observation point is located relatively close to the free surface $(z \ll x)$, then distance $r$ from the source can be presented as

$$
\begin{equation*}
r=\left(x^{2}+z^{2}\right)^{1 / 2}=x\left(1+\frac{z^{2}}{x^{2}}\right)^{1 / 2} \approx x+\frac{1}{2} \frac{z^{2}}{x} \quad \text { if } \quad z \ll x \tag{6.212}
\end{equation*}
$$

Thus, in place of eq. 6.211 we have

$$
\begin{equation*}
\exp i k_{l}\left(x+\frac{1}{2} \frac{z^{2}}{x}\right) \simeq e^{i k_{l} r} \tag{6.213}
\end{equation*}
$$

This means that we are dealing with a longitudinal wave, $\tilde{\varphi}_{l}$, that propagates through a medium with velocity $c_{l}$. At the boundary $z=0$, the wave's fringe is described by eq. 6.209. Now we make use of the vector potential, which has the $y$-component only.

Contribution of branch lines around branch point $k_{s}$, integral $M_{s}$
As follows from eq. 6.193, the integral along $C_{1}$ and $C_{2}$ is

$$
M_{s}=\int_{k_{s}}^{k_{s}+i \infty} 2 m m_{l}\left[\frac{e^{-m_{s} z}}{D\left(m_{l}, m_{s}\right)}-\frac{e^{m_{s} z}}{D\left(m_{l},-m_{s}\right)}\right] e^{i m x_{d}} d m
$$

or

$$
\begin{equation*}
M_{s}=\int_{k_{s}}^{k_{s}+i \infty} \frac{16 m^{3} m_{l}^{2} m_{s} \cosh m_{s} z-4 m m_{l}\left(2 m^{2}-k_{s}^{2}\right)^{2} \sinh m_{s} z}{\left(2 m^{2}-k_{s}^{2}\right)^{4}-16 m^{4} m_{l}^{2} m_{s}^{2}} e^{i m x_{d} d m} \tag{6.214}
\end{equation*}
$$

Applying the known replacement of the variable

$$
m=k_{s}+i t
$$

we obtain an approximate expression of $M_{s}$

$$
\begin{equation*}
M_{s}=\frac{16 \sqrt{2} i\left(1-\frac{k_{\tau}^{2}}{k_{s}^{2}}\right) e^{i \pi / 4}}{k_{s}^{5 / 2}} e^{i k_{s} x} M_{1}-\frac{4 i\left(1-\frac{k_{\tau}^{2}}{k_{s}^{2}}\right)^{1 / 2}}{k_{s}^{2}} e^{i k_{s} x} M_{2} \tag{6.215}
\end{equation*}
$$

where $M_{1}$ and $M_{2}$ are given by eqs. 6.203 and 6.204 and

$$
\begin{equation*}
M_{1}=\sqrt{\frac{\pi}{x}} \frac{\partial^{2}}{\partial \alpha_{s}^{2}} e^{\alpha_{s}^{2} / 4 x}, \quad M_{2}=\sqrt{\frac{\pi}{x}} \frac{\partial}{\partial \alpha_{s}} e^{\alpha_{s}^{2} / 4 x} \tag{6.216}
\end{equation*}
$$

and

$$
\begin{equation*}
\alpha_{s}=\sqrt{2 k_{s}} z e^{i \pi / 4} \tag{6.217}
\end{equation*}
$$

From eqs. 6.194 and 6.214-6.216, we have for potential $\tilde{\psi}_{s}$ :

$$
\begin{gather*}
\tilde{\psi}_{s}=-\frac{2 F_{z}\left(1-\frac{k_{l}^{2}}{k_{s}^{2}}\right)^{1 / 2} e^{i k_{s} x}}{\sqrt{\pi} \mu \sqrt{x} k_{s}^{2}}  \tag{6.218}\\
\times \frac{\partial}{\partial \alpha_{s}}\left[\frac{4 \sqrt{2}\left(1-\frac{k_{l}^{2}}{k_{s}^{2}}\right)^{1 / 2} e^{i \pi / 4}}{\sqrt{k_{s}}} \frac{\partial}{\partial \alpha_{s}}\left(e^{\alpha_{s}^{2} / 4 x}\right)-e^{\alpha_{s}^{2} / 4 x}\right]
\end{gather*}
$$

By analogy with eq. 6.209, we can say that function $\tilde{\psi}_{s}$ describes the rotational (shear) wave propagating through a medium with velocity $c_{s}$, and eq. 6.218 characterizes its behavior near the free surface $(z \ll r)$.

Contribution of branch lines around branch point $k_{l}$, integral $M_{l}$
Finally, accomplishing integration along the closed path $C$, we have for the integral along branch cuts $C_{3}$ and $C_{4}$

$$
\begin{equation*}
M_{l}=\int_{k_{l}}^{k_{i}+i \infty} 2 m m_{l}\left[\frac{1}{D\left(m_{l}, m_{s}\right)}+\frac{1}{D\left(-m_{l}, m_{s}\right)}\right] e^{-m_{s} z} e^{i m x_{d} d m} \tag{6.219}
\end{equation*}
$$

or

$$
\begin{equation*}
M_{l}=4 \int_{k_{l}}^{k_{l}+i \infty} \frac{m m_{l}\left(2 m^{2}-k_{s}^{2}\right)^{2} e^{-m_{s}} z^{i m x}}{\left(2 m^{2}-k_{s}^{2}\right)^{4}-16 m^{4} m_{l}^{2}, m_{s}^{2}} d m \tag{6.220}
\end{equation*}
$$

Introducing again the variable $m=k_{l}+i t$ and taking into account that

$$
\sqrt{k_{l}^{2}-k_{s}^{2}}=-i \sqrt{k_{s}^{2}-k_{l}^{2}}
$$

we obtain

$$
M_{l}=\frac{4 i \sqrt{2 \pi} e^{i \pi / 4} e^{i\left(k_{l} x+\sqrt{k_{s}^{2}-k_{l}^{2}} z\right)}}{k_{s}^{5 / 2}\left(2-\frac{k_{s}^{2}}{k_{l}^{2}}\right)^{2}} \int_{0}^{\infty} t^{1 / 2} e^{-x t} d t
$$

or

$$
\begin{equation*}
M_{l}=\frac{2 i \sqrt{2 \pi} e^{i \pi / 4} e^{i\left(k_{l} x+\sqrt{k_{s}^{2}-k_{l}^{2}} z\right)}}{k_{l}^{5 / 2}\left(2-\frac{k_{s}^{2}}{k_{l}^{2}}\right)^{2} x^{3 / 2}} \tag{6.221}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\tilde{\psi}_{l}=-\frac{F_{z}}{\mu} \sqrt{\frac{2}{\pi}} \frac{1}{k_{l}} \frac{1}{\left(2-\frac{k_{s}^{2}}{k_{l}^{2}}\right)^{2}} \frac{e^{i\left(k_{l} x+\sqrt{k_{s}^{2}-k_{l}^{2}} z+\pi / 4\right)}}{\left(k_{l} x\right)^{3 / 2}} \tag{6.222}
\end{equation*}
$$

It is obvious that the argument of $\tilde{\psi}_{l}$ remains constant at points of the line

$$
\begin{equation*}
k_{l} x+\sqrt{k_{s}^{2}-k_{l}^{2}} z=r\left(k_{l} \sin \theta+\sqrt{k_{s}^{2}-k_{l}^{2}} \cos \theta\right)=\text { const }, \tag{6.223}
\end{equation*}
$$

which lies in plane $X 0 Z$, Fig 6.5 b. Therefore, the phase surface of the wave, eq. 6.222 , is formed by two planes located symmetrically with respect to coordinate plane $x=0$. The two planes represent the lateral surface of the two-dimensional cone, and this is why this wave is called the conical wave. At points of the line, eq. 6.223, both cylindrical coordinates $r$ and $\theta$ vary, but the argument (phase) remains the same. Let us choose angle $\theta$ so that

$$
\begin{equation*}
k_{l}=k_{s} \sin \theta \quad \text { and } \quad \sqrt{k_{s}^{2}-k_{l}^{2}}=k_{s} \cos \theta \tag{6.224}
\end{equation*}
$$

Substitution of the latter into eq. 6.223 yields

$$
\begin{equation*}
k_{l} x+\sqrt{k_{s}^{2}-k_{l}^{2}} z=k_{s} r=\mathrm{const} \tag{6.225}
\end{equation*}
$$

This shows that eq. 6.222 describes a conical shear wave propagating through a medium with velocity $c_{s}$, and its direction is defined by the ratio

$$
\begin{equation*}
\sin \theta=\frac{c_{s}}{c_{l}} \tag{6.226}
\end{equation*}
$$

It is essential that its apparent velocity along the boundary ( $z=0$ ) is equal to the velocity of the longitudinal wave, $c_{l}$, and this coincidence is not occasional. The appearance of this conical wave can be explained in the following way. When the longitudinal wave, $\tilde{\varphi}_{l}$, moves through a medium, each point of the wavefront can be treated as the source of an elementary cylindrical wave of the same type (Huygen's principle). Superposition of these waves produces the resultant $P$ wave, moving away from the origin, where the external force, $F_{z}$, is applied. In addition, as soon as the longitudinal $(P)$ wave reaches some point of the free surface, it also becomes a source of an elementary shear wave advancing with velocity $c_{s}$ (Huygen's principle). Certainly, at any instant $t$ the radius of the elementary shear wave that arises at the coordinate origin is $r=c_{s} t$. However, with an increase of distance $x$, this radius becomes smaller and is defined as

$$
r(x)=c_{s}\left(t-\frac{x}{c_{l}}\right)
$$

We may say that the longitudinal wave plays the role of a moving source of this shear wave. In particular, the radius of the wavefront of the elementary wave with origin $x=$ $c_{l} t$ is equal to zero, since the $P$ wave has just arrived at this point. Now again applying Huygen's principle, we see that the envelope of elementary waves is the plane that forms angle $\theta$ with the free boundary, eq. 6.226. This approach also shows that the wavefront of the conical wave, $\tilde{\psi}_{l}$, must be tangential to that of the shear wave, Fig. 6.5b. In fact, at the initial moment $t=0$, both $P$ and $S$ waves arise at origin $x=0$, and the former causes the elementary shear wave. Therefore, shear and conical waves arrive simultaneously at point $P$, Fig. 6.5b, where their wavefronts are tangential to each other. There is some evident similarity between conical and head waves.

In the same manner it is possible to explain the appearance of the evanescent longitudinal wave $\tilde{\varphi}_{s}$ that moves along the free surface with velocity $c_{s}$. When the shear wave propagates, each point of the boundary $(z=0)$ becomes the source of a longitudinal elementary wave. The superposition of these elementary waves gives rise to the resultant $P$ wave, which advances along the free surface with velocity $c_{s}$. In other words, the shear wave is the moving source of this $P$ wave. However, unlike in the previous case, $\tilde{\psi}_{l}$, the interference of elementary waves has a destructive character and causes exponential decay of the wave with depth $z$. Such behavior also follows from Huygen's principle,
since an envelope of elementary waves is absent, Fig. 6.5c. This happens because their velocity, $c_{l}$, exceeds the velocity of their source moving along the free surface.

## Wavefields in the far zone

In evaluating integrals in eqs. 6.193 along branch lines, we were able to distinguish four waves, namely

1. The longitudinal wave $P$.
2. The shear wave $S$.
3. The conical shear wave that accompanies the $P$ wave at the free boundary.
4. The evanescent longitudinal wave that accompanies the $S$ wave at surface $z=0$.

Integration around the pole, $m_{p}=k_{R}$ allows us to obtain an expression for the Rayleigh wave in a homogeneous half-space. Unlike points of the free surface, the integrands in eqs. 6.194 contain terms $e^{-m_{l} z}$ and $e^{-m_{s} z}$. Correspondingly, the complex amplitudes of scalar and vector potentials of this wave exponentially decay with depth, and their decrease is proportional to $e^{-\sqrt{k_{R}^{2}-k_{l}^{2}} z}$ and $e^{-\sqrt{k_{R}^{2}-k_{s}^{2}} z}$, respectively. The Rayleigh wave has already been described in detail, so let us focus on the first four waves, which form two groups.

1. Longitudinal and conical waves Both of these waves, $\tilde{\varphi}_{l}$ and $\tilde{\psi}_{l}$, move with the same velocity $c_{l}$ along the free surface. Correspondingly, they cannot be distinguished at these points $(z=0)$ if time of arrival is measured. However, if we observe quantities characterizing dilatation

$$
\frac{\partial u}{\partial x}+\frac{\partial w}{\partial z}
$$

and rotation

$$
\frac{\partial u}{\partial z}-\frac{\partial w}{\partial x}
$$

these waves can be separated from each other. As is seen from Fig. 6.5b, the conical wave arrives after the longitudinal wave at points beneath the free surface. This means that by measuring the arrival time at these points, each wave can be observed.

Now let us evaluate displacement caused by these waves at the boundary. Performing differentiations in eq. 6.209, we obtain :

$$
\begin{equation*}
\tilde{\varphi}_{l}=-\frac{F_{z}}{4 \mu \sqrt{\pi} x^{3 / 2}}(A-\alpha B) e^{\alpha^{2} / 4 x} e^{i k_{l} x} \tag{6.227}
\end{equation*}
$$

Here

$$
A=\frac{8 \sqrt{2}\left(\frac{k_{s}^{2}}{k_{l}^{2}}-1\right)^{1 / 2} e^{i \pi / 4}}{\left(2-\frac{k_{s}^{2}}{k_{l}^{2}}\right)^{3} k_{l}^{3 / 2}} \quad \text { and } \quad B=\frac{2 i}{\left(2-\frac{k_{s}^{2}}{k_{l}^{2}}\right) k_{l}^{2}}, \quad \alpha_{l}=\sqrt{2} k_{l}^{1 / 2} e^{i \pi / 4} z
$$

Because displacement is studied at the boundary $(z=0)$, the term in eq. 6.227 proportional to $z^{2}$ is discarded, and therefore

$$
\frac{\partial \tilde{\varphi}_{l}}{\partial x}=-\frac{F_{z} i k_{l} A}{4 \mu \sqrt{\pi} x^{3 / 2}}
$$

or

$$
\begin{equation*}
\frac{\partial \tilde{\varphi}_{l}}{\partial x}=-2 \frac{F_{z}}{\mu} \sqrt{\frac{2}{\pi}} \frac{k_{l}^{5}\left(k_{s}^{2}-k_{l}^{2}\right)^{1 / 2}}{\left(2 k_{l}^{2}-k_{s}^{2}\right)^{3}} i \frac{e^{i\left(k_{l} x+\pi / 4\right)}}{\left(k_{l} x\right)^{3 / 2}} \tag{6.228}
\end{equation*}
$$

Also

$$
\frac{\partial \tilde{\varphi}_{l}}{\partial z}=\frac{F_{z} k_{l}^{1 / 2} \sqrt{2} e^{i \pi / 4}}{4 \mu \sqrt{\pi} x^{3 / 2}} B
$$

or

$$
\begin{equation*}
\frac{\partial \tilde{\varphi}_{l}}{\partial z}=\frac{F_{z}}{2 \mu} i \sqrt{\frac{2}{\pi}} \frac{k_{l}^{2}}{\left(2 k_{l}^{2}-k_{s}^{2}\right)} \frac{e^{i\left(k_{l} x+\pi / 4\right)}}{\left(k_{l} x\right)^{3 / 2}} \tag{6.229}
\end{equation*}
$$

From eq. 6.222 we have

$$
\begin{equation*}
\frac{\partial \tilde{\psi}_{l}}{\partial x}=-\frac{F_{z}}{\mu} \sqrt{\frac{2}{\pi}} i \frac{k_{l}^{4}}{\left(2 k_{l}^{2}-k_{s}^{2}\right)^{2}} \frac{e^{i\left(k_{l} x+\pi / 4\right)}}{\left(k_{l} x\right)^{3 / 2}} \tag{6.230}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial \tilde{\psi}_{l}}{\partial z}=-\frac{F_{z}}{\mu} i \sqrt{\frac{2}{\pi}} \frac{\sqrt{k_{s}^{2}-k_{l}^{2}} k_{l}^{3}}{\left(2 k_{l}^{2}-k_{s}^{2}\right)^{2}} \frac{e^{i\left(k_{l} x+\pi / 4\right)}}{\left(k_{l} x\right)^{3 / 2}} \tag{6.231}
\end{equation*}
$$

Correspondingly, displacement components advancing along the boundary with velocity $c_{l}$ are

$$
\begin{equation*}
\tilde{u}_{l}=\frac{\partial \tilde{\varphi}_{l}}{\partial x}-\frac{\partial \tilde{\psi}_{l}}{\partial z} \quad \text { and } \quad \tilde{w}_{l}=\frac{\partial \tilde{\varphi}_{l}}{\partial x}+\frac{\partial \tilde{\psi}_{l}}{\partial z} \tag{6.232}
\end{equation*}
$$

Their summation gives the expressions derived earlier. As follows from eqs. 6.228-6.231, the ratio of displacements caused by longitudinal and conical waves is independent of distance $x$ and frequency $\omega$ :

$$
\left|\frac{\partial \tilde{\varphi}_{l}}{\partial x}\right|=\left|\frac{\partial \tilde{\psi}_{l}}{\partial z}\right| \frac{2}{\left(2-\frac{k_{s}^{2}}{k_{l}^{2}}\right)} \quad \text { and } \quad\left|\frac{\partial \tilde{\varphi}_{l}}{\partial z}\right|=\left|\frac{\partial \tilde{\psi}}{\partial x}\right| \frac{\left(2-\frac{k_{s}^{2}}{k_{l}^{2}}\right)}{2}
$$

2. Shear and inhomogeneous longitudinal waves These two waves move along the free boundary with the same velocity $c_{s}$. As in the first case, they cannot be separated from each other if we observe time of arrival of the wave combination. However, measuring dilatation as well as rotation, it is possible to distinguish them. By analogy with the first group, it is interesting to evaluate displacement at the boundary caused by each wave. As follows from eq. 6.198

$$
\begin{gather*}
\frac{\partial \tilde{\varphi}_{s}}{\partial x}=\frac{2 F_{z}}{\mu} \sqrt{\frac{2}{\pi}}\left(1-\frac{k_{l}^{2}}{k_{s}^{2}}\right)^{1 / 2} \frac{e^{i\left(k_{s} x+\pi / 4\right)}}{\left(k_{s} x\right)^{3 / 2}}  \tag{6.233}\\
\frac{\partial \tilde{\varphi}_{s}}{\partial z}=\frac{2 i F_{z}}{\mu} \sqrt{\frac{2}{\pi}}\left(1-\frac{k_{l}^{2}}{k_{s}^{2}}\right) \frac{e^{i}\left(k_{s} x+\pi / 4\right)}{\left(k_{s} x\right)^{3 / 2}}
\end{gather*}
$$

and they characterize displacement due to the inhomogeneous longitudinal wave. Performing a differentiation of eq. 6.218 and discarding the term proportional to $\alpha_{s}^{2}$, we obtain

$$
\tilde{\psi}_{s}=-\frac{F_{z}\left(1-\frac{k_{l}^{2}}{k_{s}^{2}}\right)^{1 / 2} e^{i k_{s} x}}{\sqrt{\pi} \mu x^{3 / 2} k_{s}^{2}}\left[\frac{4 \sqrt{2}\left(1-\frac{k_{l}^{2}}{k_{s}^{2}}\right)^{1 / 2} e^{i \pi / 4}}{k_{s}^{1 / 2}}-\sqrt{2} k_{s}^{1 / 2} e^{i \pi / 4} z\right]
$$

whence

$$
\begin{equation*}
\frac{\partial \tilde{\psi}_{s}}{\partial x}=-\frac{F_{z} 4 i}{\mu} \sqrt{\frac{2}{\pi}}\left(1-\frac{k_{l}^{2}}{k_{s}^{2}}\right) \frac{e^{i\left(k_{s} x+\pi / 4\right)}}{\left(k_{s} x\right)^{3 / 2}} \tag{6.234}
\end{equation*}
$$

and $\quad \frac{\partial \tilde{\psi}_{s}}{\partial z}=\frac{F_{z}}{\mu} \sqrt{\frac{2}{\pi}} \frac{1}{\left(k_{s} x\right)^{3 / 2}}\left(1-\frac{k_{l}^{2}}{k_{s}^{2}}\right)^{1 / 2} \frac{e^{i\left(k_{s} x+\pi / 4\right)}}{\left(k_{s} x\right)^{3 / 2}}$

### 6.5 Buried linear source

In the previous section we described behavior of waves in the far zone caused by the linear source located at the boundary. This explains why the direct and secondary waves were inseparable and only the resultant wave was studied. Next assume that the source of either the $P$ or the $S V$ wave is placed inside the half-space at depth $H$ from the boundary, Fig. 6.6a. Our goal is to derive asymptotic formulas that describe waves in the far zone. Because the linear source is situated beneath the boundary, it is natural to expect the appearance of different waves - first of all, reflected waves. In studying acoustic waves (Part II), we demonstrated that the stationary-phase method is often useful in deriving formulas that characterize reflected waves. At the same time, the contour deformation allows us to obtain expressions for the other waves. Correspondingly, we will investigate the asymptotic behavior of these two groups of waves separately, starting with the reflected waves, which obey Snell's law.

## The stationary-phase method

First, let us recall the main features of this method (Part II) and consider the integral

$$
\begin{equation*}
I=\int_{-\infty}^{\infty} f(m) e^{i \alpha h(m)} d m \tag{6.235}
\end{equation*}
$$

Its integrand is the product of two terms: $f(m)$ and $\exp [i \alpha h(m)]$. The first term usually changes relatively slowly with $m$, whereas the exponential term varies rapidly when parameter $\alpha$ is large. Therefore, in this case the oscillating nature of the integrand is due to the second term. It may be instructive to treat the integrand as a sinusoidal wave with wavenumber $m$. Its amplitude and initial phase, i.e., the magnitude and argument of $f(m)$, are, in general, functions of $m$. From this point of view, integral $I(\alpha)$ describes the superposition of these waves. As is well known (Part I), constructive interference takes place within the range of wavenumbers where the phase (phase function)

$$
\begin{equation*}
\alpha h(m) \tag{6.236}
\end{equation*}
$$

varies only slightly. Respectively, the sum of these sinusoids may become rather large. In contrast, outside this range the phase $\alpha h(m)$ can change very quickly, and for this reason sinusoids cancel each other out (destructive interference). As a result, the sum of such sinusoids is relatively small. Correspondingly, integral $I(\alpha)$ is mainly defined by


Figure 6.6: (a) Linear source bencath frec surface (b) Reflection of $P$ wave at the surface (c) $S$ reflected wave (d) $P$ and $S$ reflected waves
the first range. Of course, it is impossible to draw the exact boundary between these two intervals, since in reality there is always a transition range.

This analysis clearly shows that our purpose is to determine the position of the first range and then evaluate the integral over this interval $m$. In essence, the stationaryphase method consists of these two steps. It is natural to characterize the position of the first interval with the help of point $m_{0}$, at which the phase change is small. Its location can be determined from the equation

$$
\begin{equation*}
\frac{\partial h(m)}{\partial m}=0 \tag{6.237}
\end{equation*}
$$

Point $m_{0}$, satisfying eq. 6.237, is called the stationary point, and it corresponds to either a maximum or minimum of function $h(m)$. Certainly, the difference

$$
\alpha\left[h(m)-h\left(m_{0}\right)\right]
$$

in the vicinity of $m_{0}$ strongly depends on the value of parameter $\alpha$. If it is relatively small, then even sufficiently large deviations from stationary point $m_{0}$ may cause a weak change of phase. On the contrary, when parameter $\alpha$ is rather large, an insignificant difference, $\Delta m$, may produce a great change of phase. In other words, in this case the width of the interval at which the phase is almost constant becomes small, and outside of this interval the phase varies very rapidly.

These two important features of phase function $\alpha h(m)$ allow us to greatly simplify the integral in eq. 6.235. First, function $f(m)$ is replaced by its value at the stationary point,

$$
\begin{equation*}
f(m)=f\left(m_{0}\right) \tag{6.238}
\end{equation*}
$$

since its change within the narrow interval is usually rather small. Because the change in $h(m)$ is also small, we can expand this function in Taylor's series and restrict ourselves to the first three terms,

$$
\begin{equation*}
h(m)=h\left(m_{0}\right)+h^{\prime}\left(m_{0}\right)\left(m-m_{0}\right)+\frac{h^{\prime \prime}\left(m_{0}\right)}{2}\left(m-m_{0}\right)^{2}+\ldots . \tag{6.239}
\end{equation*}
$$

because $\Delta m \rightarrow 0$. Taking into account that $h^{\prime}\left(m_{0}\right)=0$, we have

$$
\begin{equation*}
h(m)=h\left(m_{0}\right)+\frac{h^{\prime \prime}\left(m_{0}\right)}{2}\left(m-m_{0}\right)^{2} \tag{6.240}
\end{equation*}
$$

i.e., the phase behaves like a parabolic function inside the interval. Substitution of eqs. 6.238 and 6.240 into eq. 6.235 yields

$$
\begin{equation*}
I=f\left(m_{0}\right) e^{i \alpha h\left(m_{0}\right)} \int_{-\infty}^{\infty} \exp \left[i \alpha \frac{h^{\prime \prime}\left(m_{0}\right)}{2}\left(m-m_{0}\right)^{2}\right] d m \tag{6.241}
\end{equation*}
$$

Of course, this replacement is based on the assumption that integral $I(\alpha)$ is practically defined by the interval of integration around stationary point $m_{0}$. Now let us introduce a new variable,

$$
v^{2}=\frac{\alpha\left|h^{\prime \prime}\left(m_{0}\right)\right|}{2}\left(m-m_{0}\right)^{2}
$$

Hence

$$
v=\sqrt{\frac{\alpha\left|h^{\prime \prime}\left(m_{0}\right)\right|}{2}}\left(m-m_{0}\right) \quad \text { and } \quad d v=\sqrt{\frac{\alpha\left|h^{\prime \prime}\left(m_{0}\right)\right|}{2}} d m
$$

that is,

$$
d m=\sqrt{\frac{2}{\alpha\left|h^{\prime \prime}\left(m_{0}\right)\right|}} d v
$$

Therefore, in place of eq. 6.241 we obtain

$$
\begin{equation*}
I(\alpha)=\frac{\sqrt{2} e^{i \alpha h\left(m_{0}\right)}}{\sqrt{\alpha\left|h^{\prime \prime}\left(m_{0}\right)\right|}} f\left(m_{0}\right) \int_{-\infty}^{\infty} e^{ \pm i v^{2}} d v \tag{6.242}
\end{equation*}
$$

The appearance of different signs in the exponent is related to the fact that

$$
h^{\prime \prime}\left(m_{0}\right)=\left|h^{\prime \prime}\left(m_{0}\right)\right| \quad \text { if } \quad h^{\prime \prime}\left(m_{0}\right)>0
$$

and

$$
h^{\prime \prime}\left(m_{0}\right)=-\left|h^{\prime \prime}\left(m_{0}\right)\right| \quad \text { if } \quad h^{\prime \prime}\left(m_{0}\right)<0
$$

Because

$$
\int_{-\infty}^{\infty} e^{ \pm i v^{2}} d v=\sqrt{\frac{\pi}{2}}(1 \pm i)
$$

we have

$$
I(\alpha)=f\left(m_{0}\right)(1 \pm i) \sqrt{\frac{\pi}{\alpha\left|h^{\prime \prime}\left(m_{0}\right)\right|}} e^{i \alpha h\left(m_{0}\right)}
$$

or

$$
\begin{equation*}
I(\alpha)=f\left(m_{0}\right) \sqrt{\frac{2 \pi}{\alpha\left|h^{\prime \prime}\left(m_{0}\right)\right|}} e^{i\left[\alpha h\left(m_{0}\right) \pm \pi / 4\right]} \tag{6.243}
\end{equation*}
$$

and the sign in front of $\pi / 4$ corresponds to that of the second derivative $h^{\prime \prime}\left(m_{0}\right)$. Thus, in place of the exact expression, eq. 6.235, we have arrived at the approximate one, and its accuracy increases with an increase of parameter $\alpha$. Note again that in deriving eq. 6.243 , it is assumed that only the interval around stationary point $m_{0}$ makes the main contribution. Also, we suppose that the change of magnitude and argument of function $f(m)$ is very small inside this interval.

1. Direct wave $P$ We are now prepared to use this method to derive asymptotic formulas for reflected waves when the primary source generates a longitudinal wave. In accordance with formulas obtained in section 6.3 , the complex amplitudes of scalar and vector potentials are

$$
\begin{equation*}
\tilde{\varphi}=\tilde{\varphi}_{0}+\tilde{\varphi}_{1} \quad \text { and } \quad \tilde{\psi}=\tilde{\psi}_{1} \tag{6.244}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{\varphi}_{0}=C_{0} H_{0}^{(1)}\left(k_{l} r\right) \tag{6.245}
\end{equation*}
$$

is the scalar potential of the longitudinal direct wave and

$$
\begin{equation*}
C_{0}=\frac{\pi r_{0}^{2} i}{2 \mu} \tau_{r r}^{(0)} \tag{6.246}
\end{equation*}
$$

Here $\tau_{r r}^{(0)}$ is the amplitude of normal stress on the surface of a cylindrical source with a very small radius, $r_{0}$. As is well known, Hankel's function $H_{0}^{(1)}\left(k_{l} r\right)$ can be represented as the asymptotic series

$$
\begin{equation*}
H_{0}^{(1)}\left(k_{l} r\right)=\sqrt{\frac{2}{\pi k_{l} r}} e^{i\left(k_{l} r-\pi / 4\right)} \sum_{n=0} \frac{a_{n}}{\left(k_{l} r\right)^{n}}, \tag{6.247}
\end{equation*}
$$

provided that $k_{l} r \gg 1$ and that $a_{n}$ represents given numbers. In essence, eq. 6.247 is an example of Debye's series, which characterizes high-frequency wavefields (Part II). In this case these wavefields result from interference of waves caused by all elements of an infinitely long source. From eqs. 6.39, 6.40, and 6.44, we have for potentials of secondary fields that arise due to the presence of the free boundary

$$
\begin{equation*}
\tilde{\varphi}_{1}=C_{0} \int_{-\infty}^{\infty} B_{m} e^{-m_{l} z} e^{i m x^{2}} d m \quad \text { and } \quad \tilde{\psi}=\tilde{\psi}_{1}=C_{0} \int_{-\infty}^{\infty} C_{m} e^{-m_{s} z} e^{i m x} d m \tag{6.248}
\end{equation*}
$$

where

$$
\begin{equation*}
B_{m}=-\frac{1}{m_{l}} \frac{\left(2 m^{2}-k_{s}^{2}\right)^{2}+4 m^{2} m_{l} m_{s}}{\left(2 m^{2}-k_{s}^{2}\right)^{2}-4 m^{2} m_{l} m_{s}} e^{-m_{l} H} \tag{6.249}
\end{equation*}
$$

and

$$
\begin{equation*}
C_{m}=\frac{4 i m\left(2 m^{2}-k_{s}^{2}\right) e^{-m_{l} H_{e}-m_{s} H}}{\left(2 m^{2}-k_{s}^{2}\right)^{2}-4 m^{2} m_{l} m_{s}} \tag{6.250}
\end{equation*}
$$

Before we apply the stationary-phase method it may be useful to note the following. When an direct wave reaches the interface, at each point $P$ and $S$ elementary reflected waves arise, and at any point of a medium we observe the result of interference of elementary waves of the same type. In other words, every point of the free surface is the source of secondary waves. At the same time, in the far zone superposition of these waves - except for elementary waves that arise in the vicinity of point $x_{r}$, Fig. 6.6 b - has the destructive character. Correspondingly, at an observation point, these waves experience constructive interference. This means that a reflected wave of any type is mainly caused by secondary sources around point $x_{r}$, which is different for $P$ and $S$ waves. It is essential that the angles of incidence and reflection at this point $\left(x_{r},-H\right)$ obey Snell's law. In general, with a change of the observation point, coordinate $x_{r}$ also varies. In this light we can say that the stationary-phase method allows us to evaluate both the dominant spatial frequency of elementary waves and the result of their constructive interference.

Reflected longitudinal wave From eqs. 6.248 and 6.249 we have

$$
\begin{equation*}
\tilde{\varphi}_{1}=-C_{0} \int_{-\infty}^{\infty} \frac{1}{m_{l}} \frac{\left(2 m^{2}-k_{s}^{2}\right)^{2}+4 m^{2} m_{l} m_{s}}{\left(2 m^{2}-k_{s}^{2}\right)^{2}-4 m^{2} m_{l} m_{s}} e^{-m_{l} z_{1}} e^{i m x} d m \tag{6.251}
\end{equation*}
$$

Here

$$
z_{1}=z+2 H
$$

First, we find the position of stationary points located somewhere inside the interval of integration. To start with, consider the case when $m>0$. It is natural to distinguish two intervals:

$$
m>k_{l} \quad \text { and } \quad m<k_{l}
$$

If $m>k_{l}$ the phase, eq. 6.236, is

$$
\alpha h(m)=x m
$$

where

$$
\alpha=x \quad \text { and } \quad h(m)=m
$$

Correspondingly,

$$
\frac{\partial h(m)}{\partial m}=1 \neq 0
$$

That is, within the interval of integration

$$
k_{l} \leq m<\infty
$$

stationary points are absent. In the second interval, the radical $m_{l}$ can be represented as

$$
m_{l}=-i \sqrt{k_{l}^{2}-m^{2}}
$$

and therefore the phase is

$$
\begin{equation*}
m x+\sqrt{k_{l}^{2}-m^{2}} z_{1} \tag{6.252}
\end{equation*}
$$

This means that

$$
\begin{equation*}
h(m)=m+\sqrt{k_{l}^{2}-m^{2}} \frac{z_{1}}{x}, \tag{6.253}
\end{equation*}
$$

and its differentiation gives

$$
\begin{equation*}
\frac{\partial h(m)}{\partial m}=1-\frac{m}{\sqrt{k_{l}^{2}-m^{2}}} \frac{z_{1}}{x} \tag{6.254}
\end{equation*}
$$

The stationary point $m_{0 l}$ is defined from the equality

$$
1=\frac{m_{0 l}}{\sqrt{k_{l}^{2}-m_{0 l}^{2}}} \frac{z_{1}}{x}
$$

or

$$
\begin{equation*}
m_{0 l}=\frac{k_{l} x}{\left(x^{2}+z_{1}^{2}\right)^{1 / 2}}=\frac{k_{l} x}{r_{1}}=k_{l} \sin \theta_{i} \tag{6.255}
\end{equation*}
$$

Here

$$
\begin{equation*}
r_{1}=\left[x^{2}+(z+2 H)^{2}\right]^{1 / 2} \tag{6.256}
\end{equation*}
$$

is the distance between the observation point and point $O_{1}$, which is a mirror reflection of the origin $O$ with respect to the boundary. Thus, the stationary point is located inside the interval

$$
0 \leq m \leq k_{l}
$$

and with an increase of $x$ it approaches $k_{l}$. In particular, if $z_{1} / x \ll 1$, we have

$$
m_{0 l} \approx k_{l}\left(1-\frac{1}{2} \frac{z_{1}^{2}}{x^{2}}\right)
$$

As follows from eq. 6.254, if $m<0$, the first derivative, $h^{\prime}(m)$, differs from zero, and therefore only one stationary point is given by eq. 6.254. In accordance with eq. 6.253,

$$
\begin{equation*}
h(m)=k_{l} \sin \theta_{i}+k_{l} \cos \theta_{i} \cot \theta_{i}=\frac{k_{l}}{\sin \theta_{i}}, \tag{6.257}
\end{equation*}
$$

while the phase function is

$$
\begin{equation*}
x h\left(m_{0 l}\right)=\frac{k_{l} x}{\sin \theta_{i}}=k_{l} r_{1} \tag{6.258}
\end{equation*}
$$

We see that a geometric approach allows us to determine the point of the free surface $x_{r}$ that gives rise to the reflected longitudinal wave observed at point $(x, z)$. Next we find functions $h^{\prime \prime}\left(m_{0 t}\right)$ and $f\left(m_{0 t}\right)$, eq. 6.243. It is clear that

$$
\begin{aligned}
& m_{l}=\sqrt{k_{l}^{2} \sin ^{2} \theta_{i}-k_{l}^{2}}=-i k_{l} \cos \theta_{i} \\
& m_{s}=\sqrt{k_{l}^{2} \sin ^{2} \theta_{i}-k_{s}^{2}}=-i k_{l}\left(\frac{k_{s}^{2}}{k_{l}^{2}}-\sin ^{2} \theta_{i}\right)^{1 / 2}
\end{aligned}
$$

From eq. 6.251 we have,

$$
\begin{equation*}
f\left(m_{0 l}\right)=\frac{-i C_{0}}{k_{l} \cos \theta_{i}} \frac{\left(2 \sin ^{2} \theta_{i}-\frac{c_{l}^{2}}{c_{s}^{2}}\right)^{2}-4 \sin ^{2} \theta_{i} \cos \theta_{i}\left(\frac{c_{l}^{2}}{c_{s}^{2}}-\sin ^{2} \theta_{i}\right)^{1 / 2}}{\left(2 \sin ^{2} \theta_{i}-\frac{c_{l}^{2}}{c_{s}^{2}}\right)^{2}+4 \sin ^{2} \theta_{i} \cos \theta_{i}\left(\frac{c_{l}^{2}}{c_{s}^{2}}-\sin ^{2} \theta_{i}\right)^{1 / 2}} \tag{6.259}
\end{equation*}
$$

Differentiation of eq. 6.254 yields

$$
\begin{equation*}
h^{\prime \prime}(m)=-\frac{z_{1}}{x} \frac{k_{l}^{2}}{\left(k_{l}^{2}-m^{2}\right)^{3 / 2}} \tag{6.260}
\end{equation*}
$$

Respectively

$$
h^{\prime \prime}\left(m_{0 l}\right)=-\frac{z_{1}}{x k_{l} \cos ^{3} \theta_{i}}
$$

or

$$
\begin{equation*}
h^{\prime \prime}\left(m_{0 l}\right)=-\frac{1}{k_{l} \sin \theta_{i} \cos ^{2} \theta_{i}} \tag{6.261}
\end{equation*}
$$

Since $h^{\prime \prime}\left(m_{0 l}\right)<0$, the sign in front of $\pi / 4$, eq. 6.242 , is negative. Substitution of eqs. $6.258,6.259$, and 6.261 into eq. 6.243 gives

$$
\begin{equation*}
\tilde{\varphi}_{1}=-\frac{-i C_{0} \sqrt{2 \pi}}{\left(k_{t} r_{1}\right)^{1 / 2}} \tag{6.262}
\end{equation*}
$$

$$
\times \frac{\left(2 \sin ^{2} \theta_{i}-\frac{c_{l}^{2}}{c_{s}^{2}}\right)^{2}-4 \sin ^{2} \theta_{i} \cos \theta_{i}\left(\frac{c_{i}^{2}}{c_{s}^{2}}-\sin ^{2} \theta_{i}\right)^{1 / 2}}{\left(2 \sin ^{2} \theta_{i}-\frac{c_{l}^{2}}{c_{s}^{2}}\right)^{2}+4 \sin ^{2} \theta_{i} \cos \theta_{i}\left(\frac{c_{1}^{2}}{c_{s}^{2}}-\sin ^{2} \theta_{i}\right)^{1 / 2}} e^{i\left(k_{l} r_{1}-\pi / 4\right)}, \text { since } r_{1}=\frac{x}{\sin \theta_{i}}
$$

Thus, we have found an expression for the complex amplitude of scalar potential of the reflected longitudinal wave, and its amplitude is inversely proportional to the product $\left(k_{l} r_{1}\right)^{1 / 2}$. This is the cylindrical wave, propagating with velocity $c_{l}$, and its fictitious source is located at he point $O_{1}$, Fig. 6.6b. Speaking strictly, at each point of the wavefront normal and tangential components of displacement, $s_{r_{1}}$ and $s_{\theta}$, are shifted in phase with respect to each other. As we know, this indicates that the vector of displacement has an elliptical orbit. However, with an increase of distance $r_{1}$ from $O_{1}$, the normal component, $s_{r_{1}}$ becomes dominant, and we observe nearly linear polarization. Comparison with eq. 6.241 shows that the stationary-phase method allows us to obtain the leading term of Debye's series, which is zero approximation. In this case elastic energy moves along the elementary ray tube and, correspondingly, the flux of the Poynting vector through tube's lateral surface is absent. This allows us to derive the same expression for the field differently. For instance, we can calculate the amplitude of the direct wave at point $x_{r}$, where the angles of incidence and reflection are equal to each other (Snell's law):

$$
\begin{equation*}
\theta_{l}=\theta_{i} \tag{6.263}
\end{equation*}
$$

Then, multiplying this amplitude by the reflection coefficient of the $P$ plane wave and taking into account a change of the cross-sections of the tube at points $\left(x_{r},-H\right)$ and $(x, z)$, we again find the amplitude of the reflected wave at the observation point.

Reflected shear waves As follows from eqs. 6.248 and 6.250 ,

$$
\begin{equation*}
\tilde{\psi}=C_{0} \int_{-\infty}^{\infty} \frac{4 i m\left(2 m^{2}-k_{s}^{2}\right) e^{-m_{l} H^{-m_{s}} z_{2}}}{\left(2 m^{2}-k_{s}^{2}\right)^{2}-4 m^{2} m_{l} m_{s}} e^{i m x} d m \tag{6.264}
\end{equation*}
$$

Here

$$
\begin{equation*}
z_{2}=z+H \tag{6.265}
\end{equation*}
$$

As before, it is clear that the stationary point is absent, if $m>k_{s}$. In fact, in this case

$$
h(m)=m \quad \text { and } \quad h^{\prime}(m) \neq 0
$$

Next suppose that stationary point $m_{0 s}$ is situated within the interval

$$
k_{l} \leq m_{0 s}<k_{s}
$$

Then the phase function is equal to

$$
m x+\sqrt{k_{s}^{2}-m^{2}} z_{2} \quad \text { and } \quad h(m)=m+\sqrt{k_{s}^{2}-m^{2}} \frac{z_{2}}{x}
$$

Taking the first derivative, we obtain

$$
\begin{equation*}
h^{\prime}(m)=1-\frac{m_{0 s}}{\sqrt{k_{s}^{2}-m_{0 s}^{2}}} \frac{z_{2}}{x}, \tag{6.266}
\end{equation*}
$$

and the condition

$$
h^{\prime}\left(m_{0 s}\right)=0 \quad \text { gives } \quad m_{o s}=\frac{k_{s}}{\sqrt{1+\left(\frac{z_{2}}{x}\right)^{2}}}
$$

As may be seen from Fig. 6.6c,

$$
\frac{z_{2}}{x}=\tan \theta_{0}
$$

where $\theta_{0}$ is the angle between the $x$-axis and radius $r_{2}$ :

$$
\begin{equation*}
r_{2}=\sqrt{x^{2}+(z+H)^{2}}=\sqrt{x^{2}+z_{2}^{2}} \tag{6.267}
\end{equation*}
$$

Respectively, we have

$$
\begin{equation*}
m_{0 s}=k_{s} \cos \theta_{0} \tag{6.268}
\end{equation*}
$$

Because the minimal value of the stationary point is $k_{l}$, angle $\theta_{0}$ varies within the range

$$
\begin{equation*}
0 \leq \theta_{0}<\cos ^{-1} \frac{c_{s}}{c_{l}} \tag{6.269}
\end{equation*}
$$

For the phase we have

$$
\alpha h\left(m_{0 s}\right)=x k_{s} \cos \theta_{0}+k_{s} z_{2} \sin \theta_{0}
$$

or

$$
\begin{equation*}
\alpha h\left(m_{0 s}\right)=k_{s} r_{2} \tag{6.270}
\end{equation*}
$$

As follows from eq. 6.266,

$$
h^{\prime \prime}(m)=-\frac{z_{2}}{x} \frac{k_{s}^{2}}{\left(k_{s}^{2}-m^{2}\right)^{3 / 2}}
$$

and

$$
\begin{equation*}
h^{\prime \prime}\left(m_{0 s}\right)=-\frac{z_{2}}{x} \frac{1}{k_{s} \sin \theta_{0}}=-\frac{1}{k_{s} \cos \theta_{0}} \tag{6.271}
\end{equation*}
$$

For function $f\left(m_{0 s}\right)$ we have

$$
\begin{equation*}
f\left(m_{0}\right)=\frac{4 i C_{0} \cos \theta_{0}\left(2 \cos ^{2} \theta_{0}-1\right) e^{-\sqrt{k_{s}^{2} \cos ^{2} \theta_{0}-k_{l}^{2}} H}}{k_{s}\left[\left(2 \cos ^{2} \theta_{0}-1\right)^{2}+2 i \cos \theta_{0} \sin 2 \theta_{0}\left(\cos ^{2} \theta_{0}-\frac{c_{s}^{2}}{c_{l}^{2}}\right)^{1 / 2}\right]} \tag{6.272}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
\tilde{\psi}_{1 s}=\frac{4 i \sqrt{2 \pi} C_{0} \cos \theta_{0}\left(2 \cos ^{2} \theta_{0}-1\right) e^{-\sqrt{k_{s}^{2} \cos ^{2} \theta_{0}-k_{l}^{2}} H} e^{i\left(k_{s} r_{2}-\pi / 4\right)}}{\left(k_{s} r_{2}\right)^{1 / 2}\left[\left(2 \cos ^{2} \theta_{0}-1\right)^{2}+2 i \cos \theta_{0} \sin 2 \theta_{0}\left(\cos ^{2} \theta_{0}-\frac{c_{s}^{2}}{c_{l}^{2}}\right)^{1 / 2}\right]} \tag{6.273}
\end{equation*}
$$

The presence of the factor $\exp \left(-\sqrt{k_{s}^{2} \cos ^{2} \theta_{0}-k_{l}^{2}} H\right)$ and $\exp \left(i k_{s} r_{2}\right)$ may suggest that function $\tilde{\psi}_{1}$ describes a shear wave that propagates through a medium with velocity $c_{s}$ and is confined to the portion of the medium described by eq. 6.269. This wave has two more features, namely, it exponentially decays with an increase of distance between the real source and the boundary, and it behaves as if its fictitious source were located at point $(0,-H)$. The appearance of this wave can be imagined in the following way. When elementary longitudinal and inhomogeneous waves of the primary source reach the vicinity of point $(0,-H)$, they give rise to homogeneous plane waves of the $S$ type. Their constructive interference produces the shear wave $\tilde{\psi}_{1 s}$. With an increase of $H$, the amplitude of this wave rapidly becomes smaller.

Next we will demonstrate the presence of the second stationary point inside the interval

$$
0 \leq m \leq k_{l}
$$

and study the wave related to this point. If $m<k_{l}$, the phase function is

$$
\begin{equation*}
\alpha h(m)=m x+m_{s} z_{2}+m_{l} H \tag{6.274}
\end{equation*}
$$

'I'his means that

$$
\begin{equation*}
h(m)=m+\sqrt{k_{l}^{2}-m^{2}} \frac{z_{2}}{x}+\sqrt{k_{s}^{2}-m^{2}} \frac{H}{x} \tag{6.275}
\end{equation*}
$$

Its differentiation gives

$$
\begin{equation*}
\frac{\partial h(m)}{\partial m}=1-\frac{m}{\sqrt{k_{s}^{2}-m^{2}}} \frac{z_{2}}{x}-\frac{m}{\sqrt{k_{l}^{2}-m^{2}}} \frac{H}{x} \tag{6.276}
\end{equation*}
$$

The stationary point $m_{0 s}$ is then defined from the equality

$$
\begin{equation*}
x=\frac{m_{0 s}}{\sqrt{k_{s}^{2}-m_{0 s}^{2}}} z_{2}+\frac{m_{0 s}}{\sqrt{k_{l}^{2}-m_{0 s}^{2}}} H \tag{6.277}
\end{equation*}
$$

In order to solve this equation, $m_{0 s}$, we apply the geometric approach. As is seen from Fig. 6.6c,

$$
\begin{equation*}
x=H \tan \theta_{i}+z_{2} \tan \theta_{s} \tag{6.278}
\end{equation*}
$$

Here $\theta_{s}$ is the reflected angle of the shear wave. Comparison of eqs. 6.277 and 6.278 gives

$$
\begin{equation*}
\frac{m_{0 s}}{\sqrt{k_{s}^{2}-m_{0, s}^{2}}}=\tan \theta_{s} \quad \text { and } \quad \frac{m_{0 s}}{\sqrt{k_{l}^{2}-m_{0 s}^{2}}}=\tan \theta_{i} \tag{6.279}
\end{equation*}
$$

From these equations we arrive at Snell's law for plane waves. In fact,

$$
\begin{equation*}
m_{0 s}=k_{s} \sin \theta_{s} \quad \text { or } \quad m_{0 s}=k_{l} \sin \theta_{i} \tag{6.280}
\end{equation*}
$$

and therefore

$$
\begin{equation*}
\frac{\sin \theta_{i}}{c_{l}}=\frac{\sin \theta_{s}}{c_{s}} \tag{6.281}
\end{equation*}
$$

As a result, the phase function is

$$
\begin{array}{r}
x h\left(m_{0 s}\right)=\left(m_{0 s} x_{r}+\sqrt{k_{l}^{2}-m_{0 s}^{2}} H\right)  \tag{6.282}\\
+\left[m_{0 s}\left(x-x_{r}\right)+m_{0 s} z_{2}\right]=k_{l} R_{1}+k_{s} R_{2}
\end{array}
$$

where $x_{r}, R_{1}$, and $R_{2}$ are indicated in Fig. 6.6c. Differentiation of eq. 6.276 gives

$$
h^{\prime \prime}(m)=-\frac{z_{2}}{x} \frac{k_{s}^{2}}{\left(k_{s}^{2}-m^{2}\right)^{3 / 2}}-\frac{H}{x} \frac{k_{l}^{2}}{\left(k_{l}^{2}-m^{2}\right)^{3 / 2}},
$$

i.e.,

$$
\begin{equation*}
x h^{\prime \prime}\left(m_{0 s}\right)=-\frac{z_{2}}{k_{s} \cos ^{3} \theta_{s}}-\frac{H}{k_{l} \cos ^{3} \theta_{i}} \tag{6.283}
\end{equation*}
$$

or

$$
\begin{equation*}
x h^{\prime \prime}\left(m_{0, s}\right)=-\frac{R_{2}}{k_{s} \cos ^{2} \theta_{s}}-\frac{R_{1}}{k_{l} \cos ^{2} \theta_{i}} \tag{6.284}
\end{equation*}
$$

For function $f\left(m_{0 s}\right)$ we have

$$
\begin{equation*}
f\left(m_{0}\right)=\frac{4 i C_{0} \sin \theta_{s}\left(2 \sin ^{2} \theta_{s}-1\right)}{k_{s}\left[\left(2 \sin ^{2} \theta_{s}-1\right)^{2}+4 i \sin ^{2} \theta_{s} \cos \theta_{s}\left(\sin ^{2} \theta_{s}-\frac{c_{s}^{2}}{c_{l}^{2}}\right)^{1 / 2}\right]} \tag{6.285}
\end{equation*}
$$

Therefore

$$
\begin{align*}
& \tilde{\psi}=\frac{4 i C_{0} \sqrt{2 \pi} \sin \theta_{s}\left(2 \sin ^{2} \theta_{s}-1\right)}{\left[\left(2 \sin ^{2} \theta_{s}-1\right)^{2}+4 i \sin ^{2} \theta_{s} \cos \theta_{s}\left(\sin ^{2} \theta_{s}-\frac{c_{s}^{2}}{c_{l}^{2}}\right)^{1 / 2}\right]}  \tag{6.286}\\
& \times \frac{e^{i\left(k_{l} R_{1}+k_{s} R_{2}-\pi / 4\right)}}{\left(k_{s} R_{2}\right)^{1 / 2}\left[\frac{1}{\cos ^{2} \theta_{s}}+\frac{c_{l}}{c_{s}} \frac{R_{1}}{R_{2} \cos ^{2} \theta_{i}}\right]^{1 / 2}}
\end{align*}
$$

It is obvious that the vector potential $\tilde{\psi}$ describes a cylindrical shear wave propagating along the radius vector $\mathbf{R}_{2}$ with velocity $c_{s}$.

Thus, applying the stationary-phase method we have distinguished two reflected waves - namely, longitudinal and shear waves - that obey Snell's law of reflection. Of course, they arise at different points of the free surface, but they arrive at the same observation point, Fig. 6.6d. Earlier we found out that when the source is located at the frec boundary, various inhomogencous waves, including the Rayleigh wave, appear. However, this method does not permit us to describe them, and for this reason we will apply the second approach.

## Contour-integration method

As before, we use the path along branch cuts and around poles, Fig. 6.5a, and start from the scalar potential. In accordance with eq. 6.248 , we have

$$
\begin{equation*}
\tilde{\varphi}=-C_{0}\left(I_{s}+I_{l}+I_{p}\right), \tag{6.287}
\end{equation*}
$$

where $I_{s}, I_{l}$ and $I_{p}$ are integrals around branch cuts and poles, respectively.
Integral $I_{s}$ Integration along path $C_{1}$ and $C_{2}$, Fig. 6.5a, gives

$$
\begin{equation*}
I_{s}=\int_{k_{s}}^{k_{s}+i \infty} \frac{e^{-m_{l} z_{1}+i m x}}{m_{l}}\left[\frac{\left(2 m^{2}-k_{s}^{2}\right)^{2}+4 m^{2} m_{l} m_{s}}{\left(2 m^{2}-k_{s}^{2}\right)^{2}-4 m^{2} m_{l} m_{s}}-\frac{\left(2 m^{2}-k_{s}^{2}\right)^{2}-4 m^{2} m_{l} m_{s}}{\left(2 m^{2}-k_{s}^{2}\right)^{2}+4 m^{2} m_{l} m_{s}}\right] d m \tag{6.288}
\end{equation*}
$$

since the radical $m_{s}$ has opposite signs on lines $C_{1}$ and $C_{2}$. Thus,

$$
\begin{equation*}
I_{s}=16 \int_{k_{s}}^{k_{s}+i \infty} \frac{m^{2} m_{s}\left(2 m^{2}-k_{s}^{2}\right)^{2} e^{-m_{l}} z_{1} e^{i m x}}{\left(2 m^{2}-k_{s}^{2}\right)^{4}-16 m^{4} m_{l}^{2} m_{s}^{2}} d m \tag{6.289}
\end{equation*}
$$

Replacement of the variable of integration

$$
m=k_{s}+i t
$$

gives near branch point $k_{s}$

$$
m=k_{s}, \quad\left(2 m^{2}-k_{s}^{2}\right)^{2}=k_{s}^{1}, \quad m_{l}=\sqrt{k_{s}^{2}-k_{l}^{2}}, \quad \text { and } \quad m_{s}=\sqrt{2} e^{i \pi / 4} k_{s}^{1 / 2} t^{1 / 2}
$$

Because $d m=i d t$, we obtain an approximate expression of $I_{s}$ :

$$
I_{s}=\frac{16 \sqrt{2} i e^{i \pi / 4} e^{-\sqrt{k_{s}^{2}-k_{l}^{2}}} z_{1}}{k_{s}^{3 / 2}} e^{i k_{s} x} \int_{0}^{\infty} t^{1 / 2} e^{-x t} d t
$$

Since

$$
\int_{0}^{\infty} t^{1 / 2} e^{-x t} d t=\frac{\sqrt{\pi}}{2 x^{3 / 2}}
$$

we have

$$
\begin{equation*}
I_{s}=\frac{8 \sqrt{2 \pi} i e^{-\sqrt{k_{s}^{2}-k_{l}^{2}} z_{1}}}{\left(k_{s} x\right)^{3 / 2}} e^{i\left(k_{s} x+\pi / 4\right)} \tag{6.290}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{\varphi}_{s}=-C_{0} \frac{8 \sqrt{2 \pi} i e^{-\sqrt{k_{s}^{2}-k_{l}^{2}} z_{1}}}{\left(k_{s} x\right)^{3 / 2}} e^{i\left(k_{s} x+\pi / 4\right)} \tag{6.291}
\end{equation*}
$$

This function represents an inhomogeneous longitudinal wave that propagates along the boundary with the velocity of the shear wave, $c_{s}$, and that exponentially decreases with parameter $z_{1}$. We considered this wave in the previous section, where we showed that its appearance results from the destructive interference of elementary longitudinal waves that arise at the free surface due to the shear wave. In other words, the shear wave plays the role of the moving source of this evanescent wave, $\tilde{\varphi}_{s}$.

Integral $I_{l}$ Integration along paths $C_{3}$ and $C_{4}$ can be written as

$$
\begin{align*}
& I_{l}=2 \int_{k_{l}}^{k_{l}+i \infty} \frac{1}{m_{l}} \frac{\left[\left(2 m^{2}-k_{s}^{2}\right)^{4}+16 m^{4} m_{l}^{2} m_{s}^{2}\right] \cosh m_{l} z_{1} e^{i m x}}{\left(2 m^{2}-k_{s}^{2}\right)^{4}-16 m^{4} m_{l}^{2} m_{s}^{2}} d m  \tag{6.292}\\
& -16 \int_{k_{l}}^{k_{l}+i \infty} \frac{m^{2} m_{s}\left(2 m^{2}-k_{s}^{2}\right)^{2} \sinh m_{l} z_{1}}{\left(2 m^{2}-k_{s}^{2}\right)^{4}-16 m^{4} m_{l}^{2} m_{s}^{2}} e^{i m x} d m
\end{align*}
$$

because $m_{l}$ has different signs on $C_{3}$ and $C_{4}$. After change of variable

$$
m=k_{l}+i t
$$

we obtain a sum of three integrals,

$$
\begin{equation*}
I_{l}=I_{1 l}+I_{2 l}+I_{3 l} \tag{6.293}
\end{equation*}
$$

where

$$
\begin{gather*}
I_{1 l}=\frac{i \sqrt{2} e^{-i \pi / 4} e^{-\sqrt{k_{s}^{2}-k_{l}^{2}} z_{1}}}{k_{l}^{1 / 2}} e^{i k_{l} x} \int_{0}^{\infty} \frac{\cosh \left(\alpha_{l} \sqrt{t}\right)}{t^{1 / 2}} e^{-x t} d t \\
I_{2 l}=\frac{64 i \sqrt{2} e^{i \pi / 4}\left(1-\frac{k_{s}^{2}}{k_{l}^{2}}\right)}{k_{l}^{3 / 2}\left(2-\frac{k_{s}^{2}}{k_{l}^{2}}\right)^{4}} e^{i k_{l} x} \int_{0}^{\infty} t^{1 / 2} \cosh \left(\alpha_{l} \sqrt{t}\right) e^{-x t} d t  \tag{6.294}\\
\text { and } \quad I_{3 l}=\frac{16 i\left(1-\frac{k_{s}^{2}}{k_{l}^{2}}\right)^{1 / 2}}{k_{l}\left(2-\frac{k_{s}^{2}}{k_{l}^{2}}\right)^{2}} e^{i k_{l}} x \int_{0}^{\infty} \sinh \left(\alpha_{l} \sqrt{t}\right) e^{-x t} d t
\end{gather*}
$$

Here

$$
\begin{equation*}
\alpha_{l}=\sqrt{2 k_{l}} e^{i \pi / 4} z_{1} \tag{6.295}
\end{equation*}
$$

Since

$$
\begin{equation*}
\int_{0}^{\infty} \frac{\cosh \alpha_{l} \sqrt{t}}{t^{1 / 2}} e^{-x t} d t=\sqrt{\frac{\pi}{x}} e^{\alpha_{l}^{2} / 4 x} \tag{6.296}
\end{equation*}
$$

we have

$$
\begin{equation*}
I_{1 l}=\frac{i \sqrt{2 \pi} e^{-i \pi / 4}}{\left(k_{l} x\right)^{1 / 2}} e^{-i \pi / 4} e^{i k_{l} x} e^{\alpha_{l}^{2} / 4 x} \tag{6.297}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{\varphi}_{1 l}=-C_{0} i \frac{\sqrt{2 \pi}}{\left(k_{l} x\right)^{1 / 2}} e^{-i \pi / 4} e^{i k_{l} x} e^{\alpha_{l}^{2} / 4 x} \tag{6.298}
\end{equation*}
$$

The same result follows from eq. 6.262 when $\theta_{i} \rightarrow \pi / 2$ or $z_{1} / x \rightarrow 0$, since $e^{i k_{l} x_{e} \alpha_{l}^{2} / 4 x}=$ $e^{i k_{l} x^{2}}\left[1+1 / 2\left(z_{1}^{2} / x^{2}\right)\right] \approx e^{i k_{l} r_{1}}$. This means that function $\tilde{\varphi}_{1 l}$ characterizes the longitudinal wave reflected from the boundary, and its fictitious source is located at point $O_{1}$, Fig. 6.6b. However, unlike with the stationary-phase method, eq. 6.262 , we have obtained an expression of $\tilde{\varphi}$ that is valid only very far away from the source and close to the free surface. Differentiation of eq. 6.296 with respect to $\alpha_{l}$ gives

$$
\int_{0}^{\infty} \sinh \left(\alpha_{l} \sqrt{t}\right) e^{-x t} d t=\sqrt{\frac{\pi}{x}} \frac{\partial}{\partial \alpha_{l}} e^{\alpha_{l}^{2} / 4 x}
$$

or

$$
\begin{equation*}
\int_{0}^{\infty} \sinh \left(\alpha_{l} \sqrt{t}\right) e^{-x t} d t=\frac{1}{2} \frac{\sqrt{\pi}}{x^{3 / 2}} \alpha_{l} e^{\alpha_{l}^{2} / 4 x} \tag{6.299}
\end{equation*}
$$

and

$$
\int_{0}^{\infty} t^{1 / 2} \cosh \left(\alpha_{l} \sqrt{t}\right) e^{-x t} d t=\frac{\partial}{\partial \alpha_{l}} \int_{0}^{\infty} \sinh \left(\alpha_{l} \sqrt{t}\right) e^{-x t} d t
$$

or

$$
\begin{equation*}
\int_{0}^{\infty} t^{1 / 2} \cosh \left(\alpha_{l} \sqrt{t}\right) e^{-x t} d t=\left(\frac{1}{2} \frac{\sqrt{\pi}}{x^{3 / 2}}+\frac{\sqrt{\pi}}{4 x^{5 / 2}} \alpha_{l}^{2}\right) e^{\alpha_{l}^{2} / 4 x} \tag{6.300}
\end{equation*}
$$

Substitution of eqs. 6.299 and 6.300 into eq. 6.293 shows that functions $\tilde{\varphi}_{2 l}$ and $\tilde{\varphi}_{3 l}$, as well as $\tilde{\varphi}_{11}$, describe the same reflected wave, including the next term of Debye's series, which is proportional to $1 /\left(k_{l} x\right)^{3 / 2}$. This part of the field does not obey Snell's law, and elastic energy moves through the lateral surface of the ray tube.

Now we will derive asymptotic formulas for vector potential $\tilde{\psi}$, which can be also written as a sum:

$$
\begin{equation*}
\tilde{\psi}=C_{0}\left(M_{s}+M_{l}+M_{p}\right) \tag{6.301}
\end{equation*}
$$

First, consider the integral along branch cuts $C_{1}$ and $C_{2}$.
Integral $M_{s}$ As follows from eqs. 6.248 and 6.250,

$$
\begin{gathered}
M_{s}=\int_{k_{s}}^{k_{s}+i \infty} 4 i m\left(2 m^{2}-k_{s}^{2}\right) e^{-m_{l} H} \\
\times\left[\frac{e^{-m_{s} z_{2}}}{\left(2 m^{2}-k_{s}^{2}\right)^{2}-4 m^{2} m_{l} m_{s}}-\frac{e^{m_{s} z_{2}}}{\left(2 m^{2}-k_{s}^{2}\right)^{2}+4 m^{2} m_{l} m_{s}}\right] e^{i m x_{d}} d m
\end{gathered}
$$

or

$$
\begin{gathered}
M_{s}=i \int_{k_{s}}^{k_{s}+i \infty} \frac{32 m^{3} m_{l} m_{s}\left(2 m^{2}-k_{s}^{2}\right) \cosh m_{l} z_{2}-8 m\left(2 m^{2}-k_{s}^{2}\right)^{3} \sinh m_{l} z_{2}}{\left(2 m^{2}-k_{s}^{2}\right)^{4}-16 m^{4} m_{l}^{2} m_{s}^{2}} \\
\times e^{-m_{l} H_{l}} e^{i m x} d m
\end{gathered}
$$

Here

$$
\begin{equation*}
z_{2}=z+H \tag{6.303}
\end{equation*}
$$

After regular change of variables, we obtain an approximate expression of $M_{s}$ that is valid in the far zone:

$$
\begin{equation*}
M_{s}=\left[-\frac{32 \sqrt{2} e^{i \pi / 4}\left(1-\frac{k_{l}^{2}}{k_{s}^{2}}\right)^{1 / 2}}{k_{s}^{3 / 2}} \int_{0}^{\infty} t^{1 / 2} e^{-x t} \cosh \left(\alpha_{s} \sqrt{t}\right) d t\right. \tag{6.304}
\end{equation*}
$$

$$
\left.+\frac{8}{k_{s}} \int_{0}^{\infty} \sinh \left(\alpha_{s} \sqrt{t}\right) d t\right] e^{-\sqrt{k_{s}^{2}-k_{l}^{2}} H} e^{i k_{s} x}
$$

Here

$$
\begin{equation*}
\alpha_{s}=\sqrt{2} e^{i \pi / 4} k_{s}^{1 / 2} z_{2} \tag{6.305}
\end{equation*}
$$

Taking into account eqs. 6.299 and 6.300 , we obtain

$$
\tilde{\psi}_{s}=\tilde{\psi}_{s 1}+\tilde{\psi}_{s 2}
$$

where

$$
\begin{equation*}
\tilde{\psi}_{s 1}=-C_{0} \frac{16 \sqrt{2 \pi}\left(1-\frac{k_{l}^{2}}{k_{s}^{2}}\right)^{1 / 2}}{\left(k_{s} x\right)^{3 / 2}}\left(1+\frac{\alpha_{s}^{2}}{2 x}\right) e^{-\sqrt{k_{s}^{2}-k_{l}^{2}} H} e^{i\left(k_{s} x+\pi / 4\right)} e^{\alpha_{s}^{2} / 4 x} \tag{6.306}
\end{equation*}
$$

and $\quad \tilde{\psi}_{s 2}=\frac{4 \sqrt{2 \pi} C_{0}}{\left(k_{s} x\right)^{3 / 2}} \frac{z_{2}}{x} e^{-\sqrt{k_{s}^{2}-k_{l}^{2}} H} e^{i\left(k_{s} x+\pi / 4\right)} e^{\alpha_{s}^{2} / 4 x}$

This shows that the sum

$$
\tilde{\psi}_{s 1}+\tilde{\psi}_{s 2}
$$

describes the shear wave that may arise due to inhomogeneous elementary waves radiated by the primary source, as was discussed earlier.

Integral $M_{l}$ By analogy with eq. 6.302, integration along paths $C_{3}$ and $C_{4}$ gives

$$
\begin{gather*}
M_{l}=i \int_{k_{l}}^{k_{l}+i \infty} \frac{32 m^{3} m_{l} m_{s}\left(2 m^{2}-k_{s}^{2}\right) \cosh m_{l} H-8 m\left(2 m^{2}-k_{s}^{2}\right)^{3} \sinh m_{l} H}{\left(2 m^{2}-k_{s}^{2}\right)^{4}-16 m^{4} m_{l}^{2} m_{s}^{2}}  \tag{6.307}\\
\times e^{-m_{s} z_{2}} e^{i m x_{d m}}
\end{gather*}
$$

Introducing variable $m=k_{l}+i t$, we have

$$
\begin{equation*}
M_{l}=\left[\frac{32 \sqrt{2} e^{i \pi / 4}\left(\frac{k_{s}^{2}}{k_{l}^{2}}-1\right)^{1 / 2}}{k_{l}^{3 / 2}\left(2-\frac{k_{s}^{2}}{k_{l}^{2}}\right)^{3}} \int_{0}^{\infty} t^{1 / 2} \cosh \left(\alpha_{l} H\right) e^{-x t} d t\right. \tag{6.308}
\end{equation*}
$$

$$
\left.+\frac{8}{k_{l}\left(2-\frac{k_{s}^{2}}{k_{l}^{2}}\right)} \int_{0}^{\infty} \sinh \left(\alpha_{l} H\right) e^{-x t} d t\right] e^{i \sqrt{k_{s}^{2}-k_{l}^{2}} z_{2}} e^{i k_{l} x}
$$

Here

$$
\begin{equation*}
\alpha_{l}=\sqrt{2} e^{i \pi / 4_{k}^{1 / 2} H} \tag{6.309}
\end{equation*}
$$

Substitution of eqs. 6.299 and 6.300 gives

$$
\begin{align*}
\tilde{\psi}_{l} & =C_{0} 4 \sqrt{2 \pi}\left[\frac{4\left(\frac{k_{s}^{2}}{k_{l}^{2}}-1\right)^{1 / 2}}{\left(2-\frac{k_{s}^{2}}{k_{l}^{2}}\right)^{3}}\left(1+\frac{\alpha_{l}^{2}}{2 x}\right)+\frac{k_{l} H}{\left(2-\frac{k_{s}^{2}}{k_{l}^{2}}\right)}\right]  \tag{6.310}\\
& \times \frac{e^{i\left(k_{l} x+\sqrt{k_{s}^{2}-k_{l}^{2}} z_{2}+\pi / 4\right)}}{\left(k_{l} x\right)^{3 / 2}} e^{\alpha_{l}^{2} / 4 x}
\end{align*}
$$

It is obvious that eq. 6.310 describes the shear wave that moves along the free surface with velocity $c_{l}$. Its wavefront is the plane defined approximately by the equation

$$
k_{l} x+\sqrt{k_{s}^{2}-k_{l}^{2}} z=\text { const },
$$

and the velocity of propagation in the direction perpendicular to the wavefront is $c_{s}$. Thus, we are dealing with the already familiar conical wave that is generated by a longitudinal wave in the same manner as in the case of the source situated at the free boundary. Thus, applying the stationary-phase and contour-integration methods, we have learned that along with the direct wave, the following waves arrive at the observation point:

1. The reflected longitudinal wave, which obeys Snell's law at the free boundary

$$
\theta_{l}=\theta_{i}
$$

2. The reflected shear wave, which appears at a different point of the boundary, and which has angles of incidence and reflection that satisfy Snell's law:

$$
\frac{\sin \theta_{l}}{c_{l}}=\frac{\sin \theta_{s}}{c_{s}}
$$

Note that the stationary-phase method allows us to obtain the leading terms of Debye's series, which describe wave amplitude in a zero approximation - that is, in this approximation, energy flux is preserved inside the ray tube.
3. The inhomogeneous longitudinal wave $\tilde{\varphi}_{l}$, which propagates along the $x$-axis with the velocity of shear wave $c_{s}$. It is generated by the shear wave, and the destructive interference of elementary longitudinal waves plays an important role.
4. The shear conical wave $\psi_{l}$, which appears as the result of constructive interference of elementary shear waves and moves along the $x$-axis with velocity $c_{l}$. The longitudinal wave is the moving source of this wave.
5. The shear wave, which may arise due to the inhomogeneous elementary waves radiated by the primary source and propagates with velocity $c_{s}$.
6. In addition, we observe the Rayleigh wave, which is described by integrals $I_{p}$ and $M_{p}$ around the pole $m=k_{R}$.

Direct SV wave Now we assume that the linear source of the SV wave is located at depth $H$ below the free surface. As follows from eqs. 6.61, the complex amplitudes of scalar and vector potentials describing the secondary waves are

$$
\begin{equation*}
\tilde{\varphi}=-C_{1} \int_{-\infty}^{\infty} \frac{4 i m\left(2 m^{2}-k_{s}^{2}\right) e^{-m_{l} H} e^{-m_{s} H}}{\left(2 m^{2}-k_{s}^{2}\right)^{2}-4 m^{2} m_{l} m_{s}} e^{-m_{l} z} e^{i m x} d m \tag{6.311}
\end{equation*}
$$

and

$$
\tilde{\psi}=-C_{1} \int_{-\infty}^{\infty} \frac{\left(2 m^{2}-k_{s}^{2}\right)^{2}+4 m^{2} m_{l} m_{s}}{m_{s}\left[\left(2 m^{2}-k_{s}^{2}\right)^{2}-4 m^{2} m_{l} m_{s}\right]} e^{-2 m_{s} H} e^{-m_{s} z} e^{i m x^{i}} d m
$$

Here

$$
\begin{equation*}
C_{1}=\frac{r_{0}^{2} \tau_{r \theta}^{0}}{4 \mu} \tag{6.312}
\end{equation*}
$$

and $\tau_{r \theta}^{0}$ is the amplitude of shear stress at the surface of the linear source with a very small radius. At the same time, in accordance with eqs. 6.248 and 6.250 , we have for the case of the direct $P$ wave

$$
\begin{equation*}
\tilde{\varphi}=-C_{0} \int_{-\infty}^{\infty} \frac{\left(2 m^{2}-k_{s}^{2}\right)^{2}+4 m^{2} m_{l} m_{s}}{m_{l}\left[\left(2 m^{2}-k_{s}^{2}\right)^{2}-4 m^{2} m_{l} m_{s}\right]} e^{-2 m_{l} H} e^{-m_{l} z} e^{i m x_{d m}} \tag{6.313}
\end{equation*}
$$

and $\quad \tilde{\psi}=C_{0} \int_{-\infty}^{\infty} \frac{4 i m\left(2 m^{2}-k_{s}^{2}\right) e^{-m_{l} H} e^{-m_{s} H}}{\left(2 m^{2}-k_{s}^{2}\right)^{2}-4 m^{2} m_{l} m_{s}} e^{-m_{s} z} e^{i m x^{i}} d m$

The similarity between the two cases is obvious.

### 6.6 Linear source in the presence of the boundary: elastic medium and fluid

Suppose that the linear source of the $P$ wave is situated in the fluid at distance $H$ above the boundary, Fig. 6.7a. Since shear waves are absent in the fluid, the wavefields are described only by scalar potential $\varphi_{1}$. In contrast, in an elastic medium we need both scalar and vector potentials, $\varphi_{2}$ and $\psi_{2}$. At the boundary, the normal components of stress and displacement are continuous functions, whereas shear stress vanishes:

$$
\begin{equation*}
\tau_{z z}^{(1)}=\tau_{z z}^{(2)}, \quad \tau_{x z}^{(2)}=0 \quad s_{z}^{(1)}=s_{z}^{(2)} \tag{6.314}
\end{equation*}
$$

Taking into account results obtained in section 6.1 , in place of eq. 6.314 we have

$$
\begin{align*}
& -\lambda_{1} k_{1}^{2} \tilde{\varphi}_{1}=-\lambda_{2} k_{l}^{2} \tilde{\varphi}_{2}+2 \mu\left(\frac{\partial^{2} \tilde{\varphi}_{2}}{\partial z^{2}}+\frac{\partial^{2} \tilde{\psi}_{2}}{\partial x \partial z}\right) \\
& 2 \frac{\partial^{2} \tilde{\varphi}_{2}}{\partial x \partial z}+\frac{\partial^{2} \tilde{\psi}_{2}}{\partial x^{2}}-\frac{\partial^{2} \tilde{\psi}_{2}}{\partial z^{2}}=0  \tag{6.315}\\
& \frac{\partial \tilde{\varphi}_{1}}{\partial z}=\frac{\partial \tilde{\varphi}_{2}}{\partial z}+\frac{\partial \tilde{\psi}_{2}}{\partial x} \quad \text { if } \quad z=H
\end{align*}
$$

Here

$$
\begin{equation*}
\lambda_{1}=c_{1}^{2} \rho_{1}, \quad\left(\lambda_{2}+2 \mu_{2}\right)=c_{l}^{2} \rho_{2}, \quad \mu_{2}=\rho_{2} c_{s}^{2} \tag{6.316}
\end{equation*}
$$

As usual, the complex amplitudes of potentials can be written in the form

$$
\begin{align*}
& \tilde{\varphi}_{1}=A_{0}\left[\int_{-\infty}^{\infty} \frac{e^{-m_{1}|z|}}{m_{1}} e^{i m x} d m+\int_{-\infty}^{\infty} A_{m} e^{m_{1} z} e^{i m x^{2}} d m\right]  \tag{6.317}\\
& \tilde{\varphi}_{2}=A_{0} \int_{-\infty}^{\infty} B_{m} e^{-m_{l} z} e^{i m x^{i}} d m, \quad \tilde{\psi}_{2}=A_{0} \int_{-\infty}^{\infty} C_{m} e^{-m_{s} z} e^{i m x} d m
\end{align*}
$$



Figure 6.7: (a) Linear source in fluid above boundary with elastic medium (b) Illustration of wave $\varphi_{2}$ in far zone (c) Ray of shear transmitted wave $\psi_{2}\left(m_{01}\right)$ (d) Integration along branch lines and around poles
where

$$
m_{1}=\sqrt{m^{2}-k_{1}^{2}}, \quad m_{l}=\sqrt{m^{2}-k_{l}^{2}}, \quad m_{s}=\sqrt{m^{2}-k_{s}^{2}}
$$

From cq. 6.9-6.15, it follows that

$$
\begin{equation*}
A_{0}=\frac{\tau_{r r}^{0}}{2 \rho_{1} \ln r_{0}} \tag{6.318}
\end{equation*}
$$

Substitution of eqs. 6.317 into eqs. 6.315 gives

$$
\begin{gather*}
-\lambda_{1} k_{1}^{2}\left(\frac{e^{-m_{1} H}}{m_{1}}+A_{m} e^{m_{1} H}\right)=-\lambda_{2} k_{l}^{2} B_{m} e^{-m_{l} H} \\
+2 \mu_{2}\left(m_{l}^{2} B_{m} e^{-m_{l} H}-i m m_{s} C_{m} e^{-m_{s} H}\right), \\
-2 i m m_{l} e^{-m_{l} H} B_{m}-m^{2} C_{m} e^{-m_{s} H}-m_{s}^{2} e^{-m_{s} H} C_{m}=0,  \tag{6.319}\\
-e^{-m_{1} H}+m_{1} A_{m} e^{m_{1} H}=-m_{l} B_{m} e^{-m_{l} H}+i m C_{m} e^{-m_{s} H}
\end{gather*}
$$

The first two equations in set 6.319 can be slightly simplified. For the first we have
$-\lambda_{1} k_{1}^{2}\left(\frac{e^{-m_{1} H}}{m_{1}}-A_{m} e^{m_{1} H}\right)=\mu_{2}\left[\left(2 m^{2}-k_{s}^{2}\right) B_{m} e^{-m_{l} H}-2 i m m_{s} C_{m} e^{-m_{s} H}\right]$
or
$-n k_{s}^{2}\left(\frac{e^{-m_{1} H}}{m_{1}}+e^{m_{1} H} A_{m}\right)=\left(2 m^{2}-k_{s}^{2}\right) B_{m} e^{-m_{l} H}-2 i m m_{s} C_{m} e^{-m_{s} H}$

Also
$2 i m m_{l} e^{-m_{l} H_{B_{m}}+\left(2 m^{2}-k_{s}^{2}\right) C_{m} e^{-m_{s} H}=0}$
$-e^{-m_{1} H}+m_{1} A_{m} e^{-m_{1} H}=-m_{l} B_{m} e^{-m_{l} H}+i m C_{m} e^{-m_{s} H}$

Here

$$
\begin{equation*}
n=\frac{\rho_{1}}{\rho_{2}} \tag{6.323}
\end{equation*}
$$

From eq. 6.321 we have

$$
\begin{equation*}
C_{m}=-\frac{2 i m m_{l}}{\left(2 m^{2}-k_{s}^{2}\right)} e^{-m_{l} H} e^{m_{s} H} B_{m} \tag{6.324}
\end{equation*}
$$

Then eq. 6.323 becomes

$$
e^{-m_{1} H}-m_{1} A_{m} e^{m_{1} H}=\left(m_{l}-\frac{2 m^{2} m_{l}}{2 m^{2}-k_{s}^{2}}\right) B_{m} e^{-m_{l} H}
$$

or

$$
\begin{equation*}
e^{-m_{1} H}-m_{1} A_{m} e^{m_{1} H}=-\frac{k_{s}^{2} m_{l}}{2 m^{2}-k_{s}^{2}} B_{m} e^{-m_{l} H} \tag{6.325}
\end{equation*}
$$

Also, the right side of eq. 6.320 can be represented as

$$
\left[\left(2 m^{2}-k_{s}^{2}\right)-\frac{4 m^{2} m_{l} m_{s}}{2 m^{2}-k_{s}^{2}}\right] e^{-m_{l} H} B_{m}=\frac{D}{2 m^{2}-k_{s}^{2}} e^{-m_{l} H} B_{m}
$$

where

$$
D=\left(2 m^{2}-k_{s}^{2}\right)^{2}-4 m^{2} m_{l} m_{s}
$$

Thus, we have a system for the determination of $A_{m}$ and $B_{m}$ :

$$
\begin{equation*}
-n k_{s}^{2}\left(\frac{e^{-m_{1} H}}{m_{1}}+e^{-m_{1} H_{A}} A_{m}\right)=\frac{D}{2 m^{2}-k_{s}^{2}} e^{-m_{l} H} B_{m} \tag{6.326}
\end{equation*}
$$

and $\quad e^{-m_{1} H}-m_{1} A_{m} e^{m_{1} H}=-\frac{k_{s}^{2} m_{l}}{2 m^{2}-k_{s}^{2}} e^{-m_{l} H} B_{m}$

Solution of the system gives

$$
\begin{equation*}
B_{m}=-\frac{2 n k_{s}^{2}\left(2 m^{2}-k_{s}^{2}\right) e^{-m_{1} H} e^{m_{l} H}}{D_{1}} \tag{6.327}
\end{equation*}
$$

Here

$$
\begin{equation*}
D_{1}=m_{1} D+m_{l} n k_{s}^{4} \tag{6.328}
\end{equation*}
$$

Thus

$$
\begin{equation*}
C_{m}=\frac{4 i m m_{l} n k_{s}^{2} e^{-m_{1} H_{e} m_{s} H}}{D_{1}} \tag{6.329}
\end{equation*}
$$

and from eqs. 6.326 we have

$$
\begin{equation*}
A_{m}=\frac{1}{m_{1}} \frac{m_{1} D-n k_{s}^{4} m_{l}}{D_{1}} e^{-2 m_{1} H} \tag{6.330}
\end{equation*}
$$

In illustration, consider a case in which the second medium is also a fluid. Then $\mu_{2} \rightarrow 0$, and therefore

$$
c_{s} \rightarrow 0 \quad \text { but } \quad k_{s} \rightarrow \infty
$$

Correspondingly, eqs. 6.327-6.330 give

$$
B_{m}=\frac{2 n e^{-m_{1} H} e^{m_{l} H}}{m_{1}+m_{l} n}, \quad C_{m}=0, \quad A_{m}=\frac{m_{1}-n m_{l}}{m_{1}+n m_{l}} e^{-2 m_{1} H}
$$

Now we will start to derive asymptotic formulas in the far zone, applying the stationaryphase method and then contour integration. To begin with, assume that distance $x$ along the boundary is much greater than the wavelengths.

## 1. The stationary-phase method

First consider waves in a fluid. In accordance with eq. 6.317, the secondary potential is

$$
\begin{equation*}
\tilde{\varphi}_{1 s}=A_{0} \int_{-\infty}^{\infty} \frac{1}{m_{1}} \frac{m_{1} D-n k_{s}^{4} m_{l}}{m_{1} D+n k_{s}^{4} m_{l}} e^{-m_{1} z_{1}} e^{i m x} d m \tag{6.331}
\end{equation*}
$$

Here

$$
z_{1}=2 H-z>0
$$

and

$$
D=\left(2 m^{2}-k_{s}^{2}\right)^{2}-4 m^{2} m_{l} m_{s}
$$

We start from cquality 6.243 :

$$
I(\alpha)=\int_{-\infty}^{\infty} f(m) e^{i \alpha h(m)} d m=f\left(m_{0}\right) e^{i \alpha h\left(m_{0}\right)}\left(\frac{2 \pi}{\alpha h^{\prime \prime}\left(m_{0}\right)}\right)^{1 / 2} e^{ \pm i \pi / 4}
$$

Since the stationary point $m_{0}$ is absent when $m>k_{1}$, we have for the phase function

$$
\begin{equation*}
x h(m)=m x+\sqrt{k_{1}^{2}-m^{2}} z_{1} \tag{6.332}
\end{equation*}
$$

and, correspondingly,

$$
\begin{array}{r}
h(m)=m+\frac{z_{1}}{x} \sqrt{k_{1}^{2}-m^{2}}  \tag{6.333}\\
h^{\prime}(m)=1-\frac{z_{1}}{x} \frac{m_{0}}{\sqrt{k_{1}^{2}-m_{0}^{2}}}=0
\end{array}
$$

Thus

$$
\begin{equation*}
m_{0}=\frac{k_{1} x}{r_{1}}=k_{1} \sin \theta_{i} \tag{6.334}
\end{equation*}
$$

As before, $m_{0}$ depends on the wavenumber and the angle of incidence $\theta_{i}$. Here

$$
\begin{equation*}
r_{1}=\sqrt{x^{2}+(2 H-z)^{2}} \tag{6.335}
\end{equation*}
$$

is the distance between an observation point and the mirror reflection of the origin, $O$, with respect to the interface. Since $m_{0}<k_{1}$, the secondary wave is mainly defined by homogeneous elementary plane waves.

Taking derivatives of $h(m)$, we obtain

$$
\begin{equation*}
h^{\prime \prime}\left(m_{0}\right)=-\frac{z_{1}}{x k_{1} \cos ^{3} \theta_{i}}=-\frac{1}{k_{1} \sin \theta_{i} \cos ^{2} \theta_{i}} \tag{6.336}
\end{equation*}
$$

For function $f\left(m_{0}\right)$, eq. 6.331 , we have:

$$
\begin{equation*}
f\left(m_{0}\right)=\frac{A_{0}}{m_{1}} \frac{m_{1} D-n k_{s}^{4} m_{l}}{m_{1} D+n k_{s}^{4} m_{l}}=\frac{i A_{0}}{k_{1} \cos \theta_{i}} \frac{M_{1}}{N_{1}} \tag{6.337}
\end{equation*}
$$

Here

$$
\begin{align*}
& M_{1}=\cos \theta_{i}\left[\left(2 \sin ^{2} \theta_{i}-\frac{c_{1}^{2}}{c_{s}^{2}}\right)^{2}-4 \sin ^{2} \theta_{i}\left(\sin ^{2} \theta_{i}-\frac{c_{1}^{2}}{c_{l}^{2}}\right)^{1 / 2}\left(\sin ^{2} \theta_{i}-\frac{c_{1}^{2}}{c_{s}^{2}}\right)^{1 / 2}\right] \\
& \quad-n k_{s}^{4}\left(\frac{c_{1}^{2}}{c_{l}^{2}}-\sin ^{2} \theta_{i}\right)^{1 / 2} \quad \text { and }  \tag{6.338}\\
& N_{1}=\cos \theta_{i}\left[\left(2 \sin ^{2} \theta_{i}-\frac{c_{1}^{2}}{c_{s}^{2}}\right)^{2}-4 \sin ^{2} \theta_{i}\left(\sin ^{2} \theta_{i}-\frac{c_{1}^{2}}{c_{l}^{2}}\right)^{1 / 2}\left(\sin ^{2} \theta_{i}-\frac{c_{1}^{2}}{c_{s}^{2}}\right)^{1 / 2}\right]
\end{align*}
$$

$$
+n k_{s}^{4}\left(\frac{c_{1}^{2}}{c_{l}^{2}}-\sin ^{2} \theta_{i}\right)^{1 / 2}
$$

Thus, the asymptotic expression for scalar potential in a fluid, $\tilde{\varphi}_{1 s}$, is

$$
\begin{equation*}
\tilde{\varphi}_{1 s}=A_{0} \frac{M_{1}}{N_{1}} \sqrt{2 \pi} \frac{1}{\left(k_{1} r_{1}\right)^{1 / 2}} e^{i \pi / 4} e^{i k_{1} r_{1}} \tag{6.339}
\end{equation*}
$$

This characterizes the reflected wave at the observation point, and the direction of its ray corresponds to Snell's law: $\theta_{r}=\theta_{i}$. As is seen from eqs. 6.338, if the angle of incidence does not exceed the critical angle

$$
\sin \theta_{i}<\frac{c_{1}}{c_{l}}
$$

the amplitude of the reflected wave at the interface is smaller than that of the direct wave. Beyond the critical angle for the shear wave, the amplitudes of the incident and reflected waves become equal at these points. However, there is a phase shift between them. This shows that total internal reflection has taken place.

## Scalar potential, $\tilde{\varphi}_{2}$, in an elastic medium

From eqs. 6.317 and 6.327 we have

$$
\begin{equation*}
\tilde{\varphi}_{2}=-2 n k_{s}^{2} A_{0} \int_{-\infty}^{\infty} \frac{\left(2 m^{2}-k_{s}^{2}\right) e^{-m_{1} H} e^{-m_{l} z_{2}}}{m_{1} D+m_{l} n k_{s}^{4}} e^{i m x_{d}} d m \tag{6.340}
\end{equation*}
$$

Here $z_{2}=z-H$. Suppose that

$$
\begin{equation*}
c_{1}<c_{s}<c_{l} \quad \text { or } \quad k_{1}>k_{s}>k_{l} \tag{6.341}
\end{equation*}
$$

As will be shown, there are two stationary points. Consider first the contribution of point $m_{01}$, which is located within interval

$$
\begin{equation*}
0 \leq m_{01}<k_{l} \tag{6.342}
\end{equation*}
$$

Then, the phase function is

$$
x h(m)=x m+\sqrt{k_{1}^{2}-m^{2}} H+\sqrt{k_{l}^{2}-m^{2}} z_{2}
$$

Correspondingly,

$$
\begin{equation*}
h(m)=m+\frac{H}{x} \sqrt{k_{1}^{2}-m^{2}}+\frac{z_{2}}{x} \sqrt{k_{l}^{2}-m^{2}} \tag{6.343}
\end{equation*}
$$

and

$$
\begin{equation*}
h^{\prime}(m)=1-\frac{H}{x} \frac{m}{\sqrt{k_{1}^{2}-m^{2}}}-\frac{z_{2}}{x} \frac{m}{\sqrt{k_{l}^{2}-m^{2}}} \tag{6.344}
\end{equation*}
$$

Thus,

$$
\begin{equation*}
x=H \frac{m_{01}}{\sqrt{k_{1}^{2}-m_{01}^{2}}}+z_{2} \frac{m_{01}}{\sqrt{k_{l}^{2}-m_{01}^{2}}} \tag{6.345}
\end{equation*}
$$

As is seen from Fig. 6.7b,

$$
\frac{m_{01}}{\sqrt{k_{1}^{2}-m_{01}^{2}}}=\tan \theta_{i} \quad \text { and } \quad \frac{m_{01}}{\sqrt{k_{l}^{2}-m_{01}^{2}}}=\tan \theta_{l}
$$

whence

$$
\begin{equation*}
m_{01}=k_{1} \sin \theta_{i} \quad \text { and } \quad m_{01}=k_{l} \sin \theta_{l} \tag{6.346}
\end{equation*}
$$

Here $\theta_{l}$ is the angle of refraction of the longitudinal wave, and according to Snell's law,

$$
\frac{\sin \theta_{i}}{c_{1}}=\frac{\sin \theta_{l}}{c_{l}}
$$

Thus, we have proved the presence of a stationary point at the initial interval of integration, and, as follows from eqs. 6.342 and 6.346, the angle of incidence does not exceed the critical angle:

$$
\sin \theta_{i}<\frac{k_{l}}{k_{1}}=\frac{c_{1}}{c_{l}}
$$

Taking into account eqs. 6.343 and 6.346 , the phase is equal to

$$
\begin{equation*}
x h\left(m_{01}\right)=k_{1} x_{1} \sin \theta_{i}+k_{1} H \cos \theta_{i}+k_{l}\left(x-x_{1}\right) \sin \theta_{l}+k_{l} z_{2} \cos \theta_{l} \tag{6.347}
\end{equation*}
$$

and $x_{1}$ is shown in Fig. 6.7b. Therefore,

$$
\begin{equation*}
e^{i x h\left(m_{01}\right)}=e^{i k_{1} r_{1}} e^{i k_{l} r_{2}} \tag{6.348}
\end{equation*}
$$

where

$$
r_{1}=\left(H^{2}+x_{1}^{2}\right)^{1 / 2}, \quad r_{2}=\left[z_{2}^{2}+\left(x-x_{1}\right)^{2}\right]^{1 / 2}
$$

Eq. 6.348 shows that when the incident wave reaches the point of the boundary ( $x_{1}, H$ ), it gives rise to the transmitted longitudinal wave. Correspondingly, the total change of phase is defined by eq. 6.347. Differentiation of eq. 6.344 yields

$$
\begin{equation*}
h^{\prime \prime}(m)=-\frac{k_{1}^{2}}{\left(k_{1}^{2}-m^{2}\right)^{3 / 2}} \frac{H}{x}-\frac{k_{l}^{2}}{\left(k_{l}^{2}-m^{2}\right)^{3 / 2}} \frac{z_{2}}{x} \tag{6.349}
\end{equation*}
$$

and $\quad h^{\prime \prime}\left(m_{01}\right)=-\frac{1}{k_{l}}\left(\frac{H}{x} \frac{c_{l}}{c_{1}} \cos ^{-3} \theta_{i}+\frac{z_{2}}{x} \cos ^{-3} \theta_{l}\right)$
Finally, for function $f\left(m_{01}\right)$ we have

$$
\begin{equation*}
f\left(m_{01}\right)=\frac{2 n i}{k_{l}} \frac{c_{l}^{2}}{c_{s}^{2}} A_{1} \frac{2 \sin ^{2} \theta_{l}-\frac{c_{l}^{2}}{c_{s}^{2}}}{N_{2}} \tag{6.350}
\end{equation*}
$$

where

$$
\begin{align*}
& N_{2}=\left(\frac{c_{l}^{2}}{c_{1}^{2}}-\sin ^{2} \theta_{l}\right)^{1 / 2}\left[\left(2 \sin ^{2} \theta_{l}-\frac{c_{l}^{2}}{c_{s}^{2}}\right)^{2}+\sin ^{2} \theta_{l} \cos \theta_{l}\left(\frac{c_{l}^{2}}{c_{s}^{2}}-\sin ^{2} \theta_{l}\right)^{1 / 2}\right]  \tag{6.351}\\
&+n \frac{c_{l}^{2}}{c_{s}^{2}} \cos \theta
\end{align*}
$$

Thus, the asymptotic expression for a longitudinal wave in an elastic medium is

$$
\begin{gather*}
\tilde{\varphi}_{2}=2 \sqrt{2 \pi} n \frac{c_{l}^{2}}{c_{s}^{2}} A_{0} \frac{2 \sin ^{2} \theta_{l}-\frac{c_{l}^{2}}{c_{s}^{2}}}{N_{2}} e^{i \pi / 4} \frac{1}{\left(k_{l} x\right)^{1 / 2}} e^{i\left(k_{1} r_{1}+k_{l} r_{2}\right)}  \tag{6.352}\\
\times \frac{1}{\left(\frac{H}{x} \frac{c_{l}}{c_{1}} \cos ^{-3} \theta_{i}+\frac{z_{2}}{x} \cos ^{-3} \theta_{l}\right)^{1 / 2}}
\end{gather*}
$$

and its amplitude represents a zero approximation of Debye's series. Eq. 6.352 is valid if

$$
0 \leq \theta_{i} \leq \frac{c_{1}}{c_{l}}
$$

In accordance with Snell's law, this means that the transmitted wave, $\tilde{\varphi}_{2}$, arrives at any point of the lower medium, Fig. 6.7b.

Next we will demonstrate the existence of the second stationary point, which is located within interval

$$
k_{l} \leq m_{02} \leq k_{1}
$$

and evaluate its contribution. Since in this case the radical $\left(m^{2}-k_{l}^{2}\right)^{1 / 2}$ is real, the phase function is

$$
x h(m)=x m+\sqrt{k_{1}^{2}-m^{2}} H
$$

and

$$
\begin{equation*}
h(m)=m+\sqrt{k_{1}^{2}-m^{2}} \frac{H}{x} \tag{6.353}
\end{equation*}
$$

Hence

$$
\begin{equation*}
h^{\prime}(m)=1-\frac{m}{\sqrt{k_{1}^{2}-m^{2}}} \frac{H}{x}, \tag{6.354}
\end{equation*}
$$

which gives

$$
\begin{equation*}
m_{02}=k_{1} \sin \theta_{0} \tag{6.355}
\end{equation*}
$$

where $\theta_{0}$ is shown on Fig. 6.7b. As follows from eq. 6.353, at the stationary point the phase of the integrand in eq. 6.340 is equal to

$$
\begin{equation*}
x h\left(m_{02}\right)=k_{1} x \sin \theta_{0}+k_{1} H \cos \theta_{0}=k_{1} R_{0} \tag{6.356}
\end{equation*}
$$

Here $R_{0}$ is the distance between the primary source and the point of the boundary $(x, H)$ located above the observation point $(x, H)$. In accordance with eq. 6.340 , we have

$$
\begin{equation*}
f\left(m_{02}\right)=-2 n A_{0} \frac{c_{1}^{2}}{c_{s}^{2}} \frac{\left(2 \sin ^{2} \theta_{0}-\frac{c_{1}^{2}}{c_{s}^{2}}\right)}{k_{1} N_{3}} e^{-k_{1} \sqrt{\sin ^{2} \theta_{0}-c_{1}^{2} / c_{l}^{2}} z_{2}} \tag{6.357}
\end{equation*}
$$

Here

$$
\begin{gather*}
N_{3}=-i \cos \theta_{0}\left[\left(2 \sin ^{2} \theta_{0}-\frac{c_{1}^{2}}{c_{s}^{2}}\right)^{2}-4 \sin ^{2} \theta_{0}\left(\sin ^{2} \theta_{0}-\frac{c_{1}^{2}}{c_{l}^{2}}\right)^{1 / 2}\left(\sin ^{2} \theta_{0}-\frac{c_{1}^{2}}{c_{s}^{2}}\right)^{1 / 2}\right] \\
 \tag{6.358}\\
+n\left(\frac{c_{1}}{c_{s}}\right)^{4}\left(\sin ^{2} \theta_{0}-\frac{c_{1}^{2}}{c_{l}^{2}}\right)^{1 / 2}
\end{gather*}
$$

Differentiation of eq. 6.354 gives

$$
\begin{equation*}
h^{\prime \prime}\left(m_{02}\right)=-\frac{H}{x k_{1}} \cos ^{-3} \theta_{0} \tag{6.359}
\end{equation*}
$$

Thus, the complex amplitude of scalar potential associated with $m_{02}$ is

$$
\begin{equation*}
\tilde{\varphi}_{2}\left(m_{02}\right)=\frac{-2 \sqrt{2 \pi} n A_{0}\left(\frac{c_{1}}{c_{s}}\right)^{2}\left(2 \sin ^{2} \theta_{0}-\frac{c_{1}^{2}}{c_{s}^{2}}\right)}{\left(k_{1} x\right)^{1 / 2}\left(\frac{H}{x} \cos ^{-3} \theta_{0}\right)^{1 / 2} N_{3}} \tag{6.360}
\end{equation*}
$$

$$
\times \exp \left[-k_{1} z_{2}\left(\sin ^{2} \theta_{0}-\frac{c_{1}^{2}}{c_{l}^{2}}\right)^{1 / 2}+i\left(k_{1} R_{0}-\pi / 4\right)\right]
$$

Since $m_{02}>k_{i}$, we have

$$
\sin \theta_{0}>\frac{c_{1}}{c_{l}}
$$

In other words, the angle of incidence exceeds the critical angle, and function $\tilde{\varphi}_{2}\left(m_{02}\right)$ describes the longitudinal wave, which exponentially decays with distance from the interface. As in the case of plane waves, we observe one of the features of total internal reflection, namely, the transmitted $P$ wave becomes inhomogeneous. Its velocity of propagation along the boundary is now the function of $x$,

$$
c=\frac{c_{1}}{\sin \theta_{0}}
$$

and it varies within the range $c_{1} \leq c \leq c_{l}$. From eq. 6.355 it follows that this wavefield appears at points of the boundary where

$$
\begin{equation*}
\frac{x}{\left(x^{2}+H^{2}\right)^{1 / 2}}>\frac{c_{1}}{c_{l}} \tag{6.361}
\end{equation*}
$$

that is where the angle of incidence is greater the critical angle, $\theta_{i}>\theta_{c}$. Therefore,

$$
\begin{equation*}
\tilde{\varphi}_{2}=\tilde{\varphi}_{2}\left(m_{01}\right) \tag{6.362}
\end{equation*}
$$

if the $x$-coordinate of an observation point is such that

$$
\frac{x}{\sqrt{x^{2}+H^{2}}}<\frac{c_{1}}{c_{l}}
$$

and

$$
\begin{equation*}
\tilde{\varphi}_{2}=\tilde{\varphi}_{2}\left(m_{01}\right)+\tilde{\varphi}_{2}\left(m_{02}\right) \tag{6.363}
\end{equation*}
$$

provided that $x$ satisfies equality 6.361. In this last case, there is superposition of the transmitted wave, which obeys Snell's law, and the inhomogeneous wave. Both of them are caused by the incident wave, but they arise at different points of the boundary.

Vector potential, $\tilde{\psi}_{2}$
From eqs. 6.317 and 6.329 , we have

$$
\begin{equation*}
\tilde{\psi}_{2}=4 i n k_{s}^{2} A_{0} \int_{-\infty}^{\infty} \frac{m m_{l} e^{-m_{1} H_{e}-m_{s} z_{2}}}{m_{l} D+m_{l} n k_{s}^{4}} e^{i m x} d m \tag{6.364}
\end{equation*}
$$

As in the case of scalar potential $\tilde{\varphi}_{2}$, there are two stationary points, $m_{01}$ and $m_{02}$. Consider first the contribution of point $m_{01}$, which is located inside the interval

$$
\begin{equation*}
0 \leq m_{01} \leq k_{s} \tag{6.365}
\end{equation*}
$$

Then the phase function is

$$
\begin{equation*}
x h(m)=m x+\sqrt{k_{1}^{2}-m^{2}} H+\sqrt{k_{s}^{2}-m^{2}} z_{2} \tag{6.366}
\end{equation*}
$$

Performing a differentiation, we obtain an equation for the first stationary point:

$$
\begin{equation*}
x=H \frac{m_{01}}{\sqrt{k_{1}^{2}-m_{01}^{2}}}+z_{2} \frac{m_{01}}{\sqrt{k_{s}^{2}-m_{01}^{2}}} \tag{6.367}
\end{equation*}
$$

As is seen from Fig. 6.7c,

$$
\begin{equation*}
m_{01}=k_{1} \sin \theta_{i} \quad \text { or } \quad m_{01}=k_{s} \sin \theta_{s} \tag{6.368}
\end{equation*}
$$

Here $\theta_{s}$ is the angle of refraction. It is obvious that eq. 6.368 also describes Snell's law for the transmitted shear wave, and it allows us to represent the phase function as

$$
\begin{equation*}
x h\left(m_{01}\right)=k_{1} x_{1} \sin \theta_{i}+k_{1} H \cos \theta_{i}+k_{s}\left(x-x_{1}\right) \sin \theta_{s}+k_{s} z_{2} \cos \theta_{s} \tag{6.369}
\end{equation*}
$$

Note that $x_{1}$ is the coordinate of the boundary point from which this wave arises and then arrives at the observation point. Of course, in eqs. 6.347 and 6.369 , the values of $x_{1}$ differ from each other. From eq. 6.369 we have

$$
\begin{equation*}
e^{i x h\left(m_{01}\right)}=e^{i k_{1} r_{1}} e^{i k_{s} r_{2}} \tag{6.370}
\end{equation*}
$$

Here $r_{1}$ and $r_{2}$ are shown in Fig. 6.7c. This means that function $\tilde{\psi}_{2}\left(m_{01}\right)$ describes the transmitted wave, which obeys Snell's law.

$$
\begin{equation*}
\frac{\sin \theta_{i}}{c_{1}}=\frac{\sin \theta_{s}}{c_{s}}=\frac{\sin \theta_{l}}{c_{l}} \tag{6.371}
\end{equation*}
$$

By analogy with eq. 6.349, we have

$$
\begin{equation*}
h^{\prime \prime}\left(m_{01}\right)=-\frac{1}{k_{s}}\left(\frac{H}{x} \frac{c_{1}}{c_{s}} \cos ^{-3} \theta_{i}+\frac{z_{2}}{x} \cos ^{-3} \theta_{s}\right) \tag{6.372}
\end{equation*}
$$

Function $f\left(m_{01}\right)$ is equal to

$$
\begin{equation*}
f\left(m_{01}\right)=\frac{4 n i A_{0} \sin \theta_{s}\left(\sin ^{2} \theta_{s}-\frac{c_{s}^{2}}{c_{l}^{2}}\right)^{1 / 2}}{k_{s} N_{4}} \tag{6.373}
\end{equation*}
$$

where

$$
\begin{gather*}
N_{4}=-i\left(\frac{c_{s}^{2}}{c_{1}^{2}}-\sin ^{2} \theta_{s}\right)^{1 / 2}\left[\left(2 \sin ^{2} \theta_{s}-1\right)^{2}+4 i \sin ^{2} \theta_{s} \cos \theta_{s}\left(\sin ^{2} \theta_{s}-\frac{c_{s}^{2}}{c_{l}^{2}}\right)^{1 / 2}\right] \\
 \tag{6.374}\\
\quad+n\left(\sin ^{2} \theta_{s}-\frac{c_{s}^{2}}{c_{l}^{2}}\right)^{1 / 2}
\end{gather*}
$$

Thus,

$$
\begin{equation*}
\tilde{\psi}_{2}\left(m_{01}\right)=\frac{4 n i A_{0} \sqrt{2 \pi} e^{-i \pi / 4} e^{i\left(k_{1} r_{1}+k_{s} r_{2}\right)}}{\left(k_{s} x\right)^{1 / 2} N_{4}\left(\frac{H}{x} \frac{c_{1}}{c_{s}} \cos ^{-3} \theta_{i}+\frac{z_{2}}{x} \cos ^{-3} \theta_{s}\right)^{1 / 2}} \tag{6.375}
\end{equation*}
$$

This wave arises at points of the boundary where

$$
\sin \theta_{i} \leq \frac{c_{1}}{c_{s}}
$$

and it exists everywhere in an elastic medium.
Now consider the contribution of the second stationary point $m_{02}$, which is situated within interval

$$
\begin{equation*}
k_{s}<m_{02}<k_{1} \tag{6.376}
\end{equation*}
$$

Then the function $h(m)$ is

$$
h(m)=m+\frac{H}{x}\left(k_{1}^{2}-m^{2}\right)^{1 / 2}
$$

which coincides with eq. 6.353. Correspondingly,

$$
\begin{equation*}
m_{02}=k_{1} \sin \theta_{0}, \quad \quad h^{\prime \prime}\left(m_{02}\right)=-\frac{H}{x k_{1}} \cos ^{-3} \theta_{0} \tag{6.377}
\end{equation*}
$$

and $\quad x h\left(m_{02}\right)=k_{1} R_{0}$

Also, we have

$$
\begin{equation*}
f\left(m_{02}\right)=4 n A_{0}\left(\frac{c_{1}}{c_{s}}\right)^{2} \frac{i}{k_{1}} \frac{\sin \theta_{0}\left(\sin ^{2} \theta_{0}-\frac{c_{1}^{2}}{c_{l}^{2}}\right)^{1 / 2}}{N_{5}} e^{-k_{1} \sqrt{\sin ^{2} \theta_{0}-c_{1}^{2} / c_{s}^{2}} z_{2}} \tag{6.378}
\end{equation*}
$$

Here

$$
\begin{align*}
N_{5}= & -i \cos \theta_{0}\left[\left(2 \sin ^{2} \theta_{0}-\frac{c_{1}^{2}}{c_{s}^{2}}\right)^{2}-4 \sin ^{2} \theta_{0}\left(\sin ^{2} \theta_{0}-\frac{c_{1}^{2}}{c_{l}^{2}}\right)^{1 / 2}\left(\sin ^{2} \theta_{0}-\frac{c_{1}^{2}}{c_{s}^{2}}\right)^{1 / 2}\right] \\
& +n\left(\sin ^{2} \theta_{0}-\frac{c_{1}^{2}}{c_{l}^{2}}\right)^{1 / 2}\left(\frac{c_{1}}{c_{s}}\right)^{4} \tag{6.379}
\end{align*}
$$

Thus, potential $\tilde{\psi}_{2}\left(m_{02}\right)$ is

$$
\begin{gathered}
\tilde{\psi}_{2}\left(m_{02}\right)=\frac{4 i \sqrt{2 \pi} n A_{0} c_{1}^{2} \sin \theta_{0}\left(\sin ^{2} \theta_{0}-\frac{c_{1}^{2}}{c_{l}^{2}}\right)^{1 / 2}}{\left(k_{1} x\right)^{1 / 2} c_{s}^{2} N_{5}\left(\frac{H}{x} \cos ^{-3} \theta_{0}\right)^{1 / 2}} \\
\times e^{-k_{1} \sqrt{\sin ^{2} \theta_{0}-c_{1}^{2} / c_{s}^{2}}} z_{2}+i\left(k_{1} R_{0}-\pi / 4\right)
\end{gathered}
$$

This potential may describe the evanescent shear wave that decays exponentially with distance from the boundary. As follows from cq. 6.377, velocity of propagation of this shear wave along the $x$-axis is

$$
c=\frac{c_{1}}{\sin \theta_{0}}
$$

and varies within the range $c_{s}<c<c_{l}$. In the same manner as in the case of the longitudinal wave, we have

$$
\begin{array}{cc}
\tilde{\psi}_{2}=\tilde{\psi}_{2}\left(m_{01}\right) & \text { if } \frac{x_{1}}{r_{1}}<\sin \theta_{c}  \tag{6.381}\\
\text { and } \quad \tilde{\psi}_{2}=\tilde{\psi}_{2}\left(m_{01}\right)+\tilde{\psi}_{2}\left(m_{02}\right) & \text { if } \frac{x_{1}}{r_{1}} \geq \sin \theta_{c}
\end{array}
$$

Comparison of eqs. 6.360 and 6.380 shows that scalar and vector potentials $\tilde{\varphi}_{2}\left(m_{02}\right)$ and $\widetilde{\psi}_{2}\left(m_{02}\right)$ characterize the wavefields, which produce both deformation and rotation of elementary volumes of a medium.

We see that the stationary-phase method allows us to describe reflection and transmission of waves obeying Snell's law as well as of inhomogeneous waves. In deriving asymptotic formulas for reflected and transmitted waves that obey Snell's law, we have paid attention to large distances along the boundary ( $k x \gg 1$ ). However, the same
formulas are valid when either $H$ or $z$, or both, exceed the wavelength, but offset $x$ may be small. In essence, the magnitude of potentials describing these waves does not depend on $x$.

Next we will apply the second approximate method for seeing the presence of other waves.

## 2. Contour-integration method

In the same manner as earlier, we replace integration along the real axis of $m$ with integration along branch lines and around poles, Fig. 6.7d. First consider wavefields associated with branch points in a fluid medium.

Scalar potential, $\tilde{\varphi}_{1 s}$
In accordance with eq. 6.331, we have

$$
\begin{equation*}
\tilde{\varphi}_{1 s}=A_{1} \int_{-\infty}^{\infty} \frac{1}{m_{1}} \frac{m_{1} D-n k_{s}^{4} m_{l}}{m_{1} D+n k_{s}^{4} m_{l}} e^{-m_{1} z_{1}} e^{i m x} d m=A_{1}\left(I_{1}+I_{s}+I_{l}+I_{p}\right) \tag{6.382}
\end{equation*}
$$

where $I_{i}$ is an integral along a new path and

$$
D=\left(2 m^{2}-k_{s}^{2}\right)^{2}-4 m^{2} m_{l} m_{s}, \quad z_{1}=2 H-z
$$

Further we use several times the known integrals

$$
\begin{gather*}
\int_{0}^{\infty} x^{1 / 2} e^{-x t} d t=\frac{\sqrt{\pi}}{2 x^{3 / 2}}, \quad \int_{0}^{\infty} \frac{\cosh (\alpha \sqrt{t})}{t^{1 / 2}} e^{-x t} d t=\sqrt{\frac{\pi}{x}} e^{\alpha^{2} / 4 x}  \tag{6.383}\\
\int_{0}^{\infty} \sinh (\alpha \sqrt{t}) e^{-x t} d t=\frac{1}{2} \frac{\sqrt{\pi}}{x^{3 / 2}} \alpha e^{\alpha^{2} / 4 x} \\
\int_{0}^{\infty} t^{1 / 2} \cosh (\alpha \sqrt{t}) e^{-x t} d t=\frac{\sqrt{\pi}}{2 x^{3 / 2}}\left(1+\frac{\alpha^{2}}{2 x}\right) e^{\alpha^{2} / 4 x}
\end{gather*}
$$

Integral $I_{1} \quad$ Since the radical $m_{1}$ changes sign around point $k_{1}$, integration along paths $C_{1}$ and $C_{2}$ gives

$$
I_{1}=\int_{k_{1}}^{k_{1}+i \infty} \frac{1}{m_{1}}\left[\frac{m_{1} D-n k_{s}^{4} m_{l}}{m_{1} D+n k_{s}^{4} m_{l}} e^{-m_{1} z_{1}}-\frac{m_{1} D+n k_{s}^{4} m_{l}}{m_{1} D-n k_{s}^{4} m_{l}} e^{m_{1} z_{1}}\right] e^{i m x_{d}} d m
$$

or

$$
\begin{equation*}
I_{1}=-2 \int_{k_{1}}^{k_{1}+i \infty} \frac{A_{1}(m)}{m_{1} B_{1}(m)} e^{i m x_{d}} d m \tag{6.384}
\end{equation*}
$$

Here

$$
\begin{equation*}
A_{1}(m)=\left(m_{1}^{2} D^{2}+n^{2} k_{s}^{8} m_{l}^{2}\right) \sinh m_{1} z_{1}+2 n k_{s}^{4} m_{1} m_{l} D \cosh m_{1} z_{1} \tag{6.385}
\end{equation*}
$$

and $\quad B_{1}(m)=m_{1}^{2} D^{2}-n^{2} k_{s}^{8} m_{l}^{2}$

Introducing variable $t: m=k_{1}+i t$, we have $d m=i d t$. For small values of $t$,

$$
m_{1}=\sqrt{2 i k_{1}} t^{1 / 2}, \quad m_{l}=\sqrt{k_{1}^{2}-k_{l}^{2}}, \quad m_{s}=\sqrt{k_{1}^{2}-k_{s}^{2}}
$$

Then

$$
\begin{align*}
& D=k_{1}^{4}\left[\left(2-\frac{k_{s}^{2}}{k_{1}^{2}}\right)^{2}-4\left(1-\frac{k_{l}^{2}}{k_{1}^{2}}\right)^{1 / 2}\left(1-\frac{k_{s}^{2}}{k_{1}^{2}}\right)^{1 / 2}\right] \\
& A_{1}(m)=n^{2} k_{s}^{8} k_{1}^{2}\left(1-\frac{k_{l}^{2}}{k_{1}^{2}}\right) \sinh (\alpha \sqrt{t}) \text { and } B_{1}(m)=-n^{2} k_{s}^{8} k_{1}^{2}\left(1-\frac{k_{l}^{2}}{k_{1}^{2}}\right) \tag{6.386}
\end{align*}
$$

Hence

$$
I_{1}=\frac{i \sqrt{2} e^{-i \pi / 4}}{k_{1}^{1 / 2}} e^{i k_{1} x} \int_{0}^{\infty} \frac{\sinh \alpha \sqrt{x}}{t^{1 / 2}} e^{-x t} d t
$$

and

$$
\alpha=\sqrt{2 i k_{1}} z_{1}
$$

The last integral is tabular and is equal to

$$
\begin{equation*}
\int_{0}^{\infty} \frac{\sinh \alpha \sqrt{t}}{t^{1 / 2}} e^{-x t} d t=2 \int_{0}^{\infty} \sinh (\alpha v) e^{-x v^{2}} d v=\sqrt{\frac{\pi}{x}} e^{\alpha^{2} / 4 x} \Phi\left(\frac{\alpha}{2 \sqrt{x}}\right) \tag{6.387}
\end{equation*}
$$

Here $\Phi$ is the probability integral, and for large values of $k_{1}$, i.e., small wavelengths, we have

$$
\Phi\left(\frac{\alpha}{2 \sqrt{x}}\right)=1
$$

Correspondingly,

$$
I_{1}=\frac{\sqrt{2 \pi}}{\left(k_{1} x\right)^{1 / 2}} e^{i \pi / 4} e^{k_{1}\left(x+z_{1}^{2} / 2 x\right)}
$$

Thus the function

$$
\begin{equation*}
\tilde{\varphi}_{1 s}\left(k_{1}\right)=A_{0} I_{1} \tag{6.388}
\end{equation*}
$$

describes the reflected wave, which was already studied by the stationary- phase method. Now let us evaluate integral $I_{s}$ along the next two branch lines, $C_{3}$ and $C_{4}$, associated with the point $k_{s}$.

Integral $I_{s}$ Taking into account that $m_{s}$ changes sign around point $k_{s}$, we have

$$
\begin{array}{r}
I_{s}=\int_{k_{s}}^{k_{s}+i \infty} \frac{1}{m_{1}}\left[\frac{m_{1} D\left(m_{l}, m_{s}\right)-n k_{s}^{4} m_{l}}{m_{1} D\left(m_{l}, m_{s}\right)+n k_{s}^{4} m_{l}}\right. \\
\left.-\frac{m_{1} D\left(m_{l},-m_{s}\right)-n k_{s}^{4} m_{l}}{m_{1} D\left(m_{l},-m_{s}\right)+n k_{s}^{4} m_{l}}\right] e^{-m_{1} z_{1}} e^{i m x^{2}} d m
\end{array}
$$

or

$$
\begin{equation*}
I_{s}=-8 n k_{s}^{4} \int_{k_{s}}^{k_{s}+i \infty} \frac{m^{2} m_{l}^{2} m_{s} e^{-m_{1} z_{1}} e^{i m x} d m}{\left[m_{1} D\left(m_{l}, m_{s}\right)+n k_{s}^{4} m_{l}\right]\left[m_{1} D\left(m_{l},-m_{s}\right)+n k_{s}^{4} m_{l}\right]} \tag{6.389}
\end{equation*}
$$

Using the variable $t: m=k_{s}+i t$ and considering again only the vicinity of branch point $k_{s}$, we obtain

$$
m^{2}=k_{s}^{2}, m_{l}^{2}=k_{s}^{2}\left(1-\frac{k_{l}^{2}}{k_{s}^{2}}\right), \quad m_{s}=\sqrt{2 i k_{s}} t^{1 / 2}, D=k_{s}^{4}, \quad e^{-m_{1} z_{1}}=e^{i \sqrt{k_{1}^{2}-k_{s}^{2}} z_{1}}
$$

Thus

$$
I_{s}=-\frac{8 i e^{i \pi / 4} n \sqrt{2}\left(1-\frac{c_{s}^{2}}{c_{l}^{2}}\right) e^{i k_{s} x} e^{i \sqrt{k_{1}^{2}-k_{s}^{2}} z_{1}}}{k_{s}^{3 / 2}\left[n\left(1-\frac{c_{s}^{2}}{c_{l}^{2}}\right)^{1 / 2}-i\left(\frac{c_{s}^{2}}{c_{1}^{2}}-1\right)^{1 / 2}\right]^{2}} \int_{0}^{\infty} t^{1 / 2} e^{-x t} d t
$$

or

$$
\begin{equation*}
I_{s}=-\frac{4 i e^{i \pi / 4} n \sqrt{2 \pi}\left(1-\frac{c_{s}^{2}}{c_{l}^{2}}\right) e^{i\left(k_{s} x+\sqrt{k_{1}^{2}-k_{s}^{2}} z_{1}\right)}}{\left(k_{s} x\right)^{3 / 2}\left[n\left(1-\frac{c_{s}^{2}}{c_{l}^{2}}\right)^{1 / 2}-i\left(\frac{c_{s}^{2}}{c_{1}^{2}}-1\right)^{1 / 2}\right]^{2}} \tag{6.390}
\end{equation*}
$$

and the potential related to point $k_{s}$ is

$$
\begin{equation*}
\tilde{\varphi}_{1 s}=A_{0} I_{s} \tag{6.391}
\end{equation*}
$$

Eq. 6.391 characterizes a wave that is quite different from the reflected wave. First, the exponential function in eq. 6.390 depends on two wavenumbers, $k_{1}$ and $k_{s}$. This indicates that the wave path is located in a fluid and in an elastic medium, where the wave propagates with velocities $c_{1}$ and $c_{s}$, respectively. Also, as follows from eq. 6.390 the amplitude of the wave decreases as $1 /\left(k_{s} x\right)^{3 / 2}$, that is, more rapidly than the amplitudes of the incident and reflected waves. Let us represent the exponent

$$
k_{s} x+\sqrt{k_{1}^{2}-k_{s}^{2}} z_{1}
$$

in the form

$$
k_{s} x+\sqrt{k_{1}^{2}-k_{s}^{2}} z_{1}=\omega\left(\frac{x}{c_{s}}+\frac{2 H-z}{c_{1}} \sqrt{1-\frac{c_{1}^{2}}{c_{s}^{2}}}\right)=\omega\left(\frac{x}{c_{s}}+\frac{2 H-z}{c_{1}} \cos \theta_{c}^{s}\right)
$$

Here $\theta_{c}^{s}$ is the critical angle:

$$
\sin \theta_{c}^{s}=\frac{c_{1}}{c_{s}}
$$

Then we have

$$
\begin{gather*}
k_{s} x+\sqrt{k_{1}^{2}-k_{s}^{2}} z_{1}=\omega\left[\frac{x-(2 H-z) \tan \theta_{c}^{s}}{c_{s}}+\frac{2 H-z}{c_{1}}\left(\cos \theta_{c}^{s}+\frac{c_{1}}{c_{s}} \tan \theta_{c}^{s}\right)\right] \\
=\omega\left[\frac{x-(2 H-z) \tan \theta_{c}^{s}}{c_{s}}+\frac{2 H-z}{c_{1} \cos \theta_{c}^{s}}\right] \tag{6.392}
\end{gather*}
$$

This clearly shows that the wave propagates along path $O B C D$ (Fig. 6.8a). In fact, the length of the wavepath in the fluid is


Figure 6.8: (a) Rays of PSP wave (b) Conical zone where $P S P$ wave is absent
(c) Huygen's principle and formation of PSP wave $\left(c_{1}<c_{s}\right)$

$$
O B+C D=\frac{H}{\cos \theta_{c}^{s}}+\frac{H-z}{\cos \theta_{c}^{s}}=\frac{2 H-z}{\cos \theta_{c}^{s}},
$$

which corresponds to the second term in the brackets of eq. 6.392. At the same time, the path length in the lower medium, $B C$, is equal to

$$
B C=x-H \tan \theta_{c}^{s}-(H-z) \tan \theta_{c}^{s}=x-(2 H-z) \tan \theta_{c}^{s},
$$

which coincides with the numerator of the first term.
Thus our assumption is correct, and we are dealing with a head wave (Part II) that is usually called $P S P$. This name can be easily explained. When the incident $P$ wave reaches points of the interface where $\theta_{i}=\theta_{c}^{s}$, the shear wave $S$ begins to move along this boundary, giving rise to the $P$ wave in the upper medium. Thus, we twice observe a transition from one type of wave to another. In accordance with eq. 6.392, rays of the head waves are parallel to each other and they form with the $z$-axis the angle equal to $\theta_{c}^{s}$. Correspondingly, the phase surfaces of this wave are planes. It is obvious that in the three-dimensional case these surfaces are conical and their apexes are located at the $z$-axis. This is why head waves are often called conical waves. Since scalar potential $\tilde{\varphi}_{1 s}$ depends on coordinate $x$, the wavefields vary on each phase surface and decrease with increased distance from the $z$-axis. This means that in general, motion of particles is characterized by elliptical polarization, which occurs in the case of reflected and transmitted waves. However, with an increase of distance $x$, this effect becomes weaker, and nearly linear polarization is observed.

Also, it is clear that the head wave is absent within the volume bounded by two planes, $\theta=\theta_{c}^{s}$, Fig. 6.8b. In order to visualize the appearance of this wave, it is useful to apply Huygen's principle (Part I). When the shear wave moves along the boundary, each of its points can be treated as the source of the secondary cylindrical $P$ wave in a fluid. Since velocity $c_{s}$ exceeds $c_{1}$, the elementary wavefronts overlap and form the envelope that represents the front of the head wave, Fig. 6.8c.

At the beginning, we assumed that $c_{1}<c_{s}$. Now let us understand what happens in the opposite case $\left(c_{1}>c_{s}\right)$. As follows from eq. 6.390, the exponential term can be written in the form

$$
e^{i k_{s} x} e^{-\sqrt{k_{s}^{2}-k_{1}^{2}} z_{1}}
$$

This means that instead of a conical wave in fluid, we observe a evanescent wave that exponentially decays with distance from the boundary and propagates along the boundary with velocity $c_{s}$. In both cases $\left(c_{1}<c_{s}\right.$ or $\left.c_{1}>c_{s}\right)$, the shear wave in an elastic
medium is the moving source of the wave, $\tilde{\varphi}_{1 s}\left(k_{s}\right)$, in fluid. However, in the latter case, due to destructive interference, an inhomogeneous wave is formed. In other words, the wavefronts of elementary waves do not have an envelope.

Next consider the contribution of integrals along branch lines $C_{5}$ and $C_{6}$, Fig. 6.7d.
Integral $I_{l}$ In accordance with eq. 6.382, we have

$$
I_{l}=\int_{k_{l}}^{k_{l}+i \infty} \frac{1}{m_{1}}\left[\frac{m_{1} D\left(m_{l}, m_{s}\right)-n k_{s}^{4} m_{l}}{m_{1} D\left(m_{l}, m_{s}\right)+n k_{s}^{4} m_{l}}-\frac{m_{1} D\left(-m_{l}, m_{s}\right)+n k_{s}^{4} m_{l}}{m_{1} D\left(-m_{l}, m_{s}\right)-n k_{s}^{4} m_{l}}\right] e^{-m_{1} z_{1}+i m x} d m
$$

or

$$
\begin{equation*}
I_{l}=-4 n k_{s}^{4} \int_{k_{l}}^{k_{i}+i \infty} \frac{m_{l}\left(2 m^{2}-k_{s}^{2}\right)^{2} e^{-m_{1} z_{1}} e^{i m x} d m}{\left[m_{1} D\left(m_{l}, m_{s}\right)+n k_{s}^{4} m_{l}\right]\left[m_{1} D\left(-m_{l}, m_{s}\right)-n k_{s}^{4} m_{l}\right]} \tag{6.393}
\end{equation*}
$$

Applying the same procedure as before, we have

$$
\begin{aligned}
& m_{l}=\sqrt{2 i k_{l}} t^{1 / 2}, \quad d m=i d t, \quad m_{1}=-i k_{l}\left(\frac{k_{s}^{2}}{k_{l}^{2}}-1\right)^{1 / 2} \\
& \left(2 m^{2}-k_{s}^{2}\right)^{2}=k_{l}^{4}\left(2-\frac{k_{s}^{2}}{k_{l}^{2}}\right)^{2}, \quad D\left(m_{l}, m_{s}\right)=D\left(-m_{l}, m_{s}\right)=k_{l}^{4}\left(2-\frac{k_{s}^{2}}{k_{l}^{2}}\right)^{2}
\end{aligned}
$$

Thus

$$
I_{l}=\frac{4 n \sqrt{2} i e^{i \pi / 4} e^{i k_{l} x}}{k_{l}^{3 / 2}\left(2-\frac{k_{s}^{2}}{k_{l}^{2}}\right)^{2}\left(\frac{k_{1}^{2}}{k_{l}^{2}}-1\right)}\left(\frac{k_{s}}{k_{l}}\right)^{4} e^{i \sqrt{k_{1}^{2}-k_{l}^{2}}} z_{1} \int_{0}^{\infty} t^{1 / 2} e^{-x t} d t
$$

or

$$
\begin{equation*}
I_{l}=\frac{2 \sqrt{2 \pi} n i e^{i \pi / 4}}{\left(k_{l} x\right)^{3 / 2}\left(2-\frac{k_{s}^{2}}{k_{l}^{2}}\right)^{2}\left(\frac{k_{1}^{2}}{k_{l}^{2}}-1\right)}\left(\frac{k_{s}}{k_{l}}\right)^{4} e^{i\left(k_{l} x+\sqrt{k_{1}^{2}-k_{l}^{2}} z_{1}\right)} \tag{6.394}
\end{equation*}
$$

and the scalar potential is

$$
\begin{equation*}
\tilde{\varphi}_{1 s}\left(k_{l}\right)=A_{1} I_{l} \tag{6.395}
\end{equation*}
$$

Comparison of eqs. 6.391 and 6.395 shows that the latter describes the $P P P$ head wave. By analogy with the case of the $P S P$ head wave, it is easy to show that the wave path consists of three elements. The first is the ray of the $P$ direct wave with the angle of incidence equal to the critical angle

$$
\theta_{i}=\theta_{c}^{l}=\sin ^{-1} \frac{c_{1}}{c_{l}}
$$

Second is the path in an elastic medium of the longitudinal wave which advances along the boundary with velocity $c_{l}$. Third is the ray of the head wave propagating from the boundary to an observation point; its reflection angle is also equal to the critical angle. As follows from eq. 6.394 , the phase surface of this head wave is a plane, and its equation is

$$
\begin{equation*}
k_{l} x+\sqrt{k_{1}^{2}-k_{l}^{2}} z_{1}=\mathrm{const} \tag{6.396}
\end{equation*}
$$

The velocity of propagation along the $x$-axis is equal to $c_{l}$. This is because the head wave is caused by a longitudinal wave moving along the boundary. As follows from eq. 6.394, both head waves decrease with distance in the same manner. Since

$$
\begin{equation*}
\theta_{c}^{l}<\theta_{c}^{s} \tag{6.397}
\end{equation*}
$$

the $P S P$ head wave appears at points of the boundary that are located at greater distances $x$ than the PPP wave. Thus, the stationary-phase method and the contourintegration method allow us to describe the following secondary waves in fluid:

1. $P P$ reflected wave.
2. $P S P$ head wave, if $c_{1}<c_{s}$.
3. $P P P$ head wave.

Their paths are shown in Fig. 6.9a. Earlier we demonstrated that if $c_{1}>c_{s}$, then instcad of a $P S P$ wave, we observe an evanescent wave. This group of waves docs not include the boundary wave associated with the pole, which will be discussed later.

Next, we will derive asymptotic formulas for waves in an elastic medium.
Scalar potential $\tilde{\varphi}_{2 s}$
As follows from eq. 6.340,

$$
\begin{equation*}
\tilde{\varphi}_{2}=-2 n k_{s}^{2} A_{1} \int_{-\infty}^{\infty} \frac{\left(2 m^{2}-k_{s}^{2}\right) e^{-m_{1} H_{e}-m_{l} z_{2}}}{m_{1} D+m_{l} n k_{s}^{4}} e^{i m x^{x}} d m=A_{1}\left(L_{1}+L_{s}+L_{l}+L_{p}\right) \tag{6.398}
\end{equation*}
$$

(a)

(b)


Figure 6.9: (a) Secondary waves in fluid (b) Conical shear wave in elastic medium Here

$$
z_{2}=z-H>0
$$

and, as before, we assume that $k_{1}>k_{s}>k_{l}$.
Integral $L_{1}$ Integration along paths $C_{1}$ and $C_{2}$ gives

$$
\begin{equation*}
L_{1}=-2 n k_{s}^{2} \int_{k_{1}}^{k_{1}+i \infty}\left(2 m^{2}-k_{s}^{2}\right) e^{-m_{l} z_{2}} e^{i m x}\left[\frac{e^{-m_{1} H}}{m_{1} D+n k_{s}^{4} m_{l}}+\frac{e^{m_{1} H}}{m_{1} D-n k_{s}^{4} m_{l}}\right] d m \tag{6.399}
\end{equation*}
$$

Replacement of variable $m=k_{1}+i t$ gives

$$
L_{1}=\frac{4 i k_{1}}{k_{s}^{2}} \frac{\left(2-\frac{k_{s}^{2}}{k_{1}^{2}}\right)}{\left(1-\frac{k_{l}^{2}}{k_{1}^{2}}\right)^{1 / 2}} e^{i k_{1} x} e^{-\sqrt{k_{1}^{2}-k_{l}^{2}}} z_{2} \int_{0}^{\infty} e^{-x t} \sinh \alpha_{1} \sqrt{t} d t
$$

where

$$
\alpha_{1}=\sqrt{2 i k_{1}} H
$$

Taking into account eq. 6.383 , we have

$$
\begin{equation*}
L_{1}=\frac{2 \sqrt{2 \pi} i e^{i \pi / 4}}{\left(k_{s} x\right)^{3 / 2}}\left(\frac{k_{1}}{k_{s}}\right)^{2} \frac{k_{1} H\left(2-\frac{k_{s}^{2}}{k_{1}^{2}}\right)}{\left(1-\frac{k_{l}^{2}}{k_{1}^{2}}\right)^{1 / 2}} e^{i k_{1} x} e^{i \frac{k_{1} H^{2}}{2 x} e^{-\sqrt{k_{1}^{2}-k_{l}^{2}}} z_{2}} \tag{6.400}
\end{equation*}
$$

$$
\text { and } \quad \tilde{\varphi}_{2}\left(k_{1}\right)=A_{1} L_{1}
$$

It is clear that this function characterizes the wavefield that exponentially decays with distance from the boundary. Only in this sense does it resemble an inhomogeneous longitudinal wave. This field arises when the angle of incidence of the direct wave exceeds the critical angle $\theta_{c}^{l}$.

Integral $L_{s}$ Along paths $C_{3}$ and $C_{4}$ we have

$$
\begin{gathered}
L_{s}=-2 n k_{s}^{2} \int_{k_{s}}^{k_{s}+i \infty}\left(2 m^{2}-k_{s}^{2}\right) e^{-m_{l} z_{2}} e^{-m_{1} H_{e} i m x} \\
\times\left[\frac{1}{m_{1} D\left(m_{l}, m_{s}\right)+n k_{s}^{4} m_{l}}-\frac{1}{m_{1} D\left(m_{l},-m_{s}\right)+n k_{s}^{4} m_{l}}\right] d m
\end{gathered}
$$

or

$$
\begin{gathered}
L_{s}=-2 n k_{s} \int_{k_{s}}^{k_{s}+i \infty} \frac{m_{1}\left[D\left(m_{l},-m_{s}\right)-D\left(m_{l}, m_{s}\right)\right]}{\left[m_{1} D\left(m_{l}, m_{s}\right)+n k_{s}^{4} m_{l}\right]\left[m_{1} D\left(m_{l},-m_{s}\right)+n k_{s}^{4} m_{l}\right]} \\
\times\left(2 m^{2}-k_{s}^{2}\right) e^{-m_{l} z_{2}} e^{-m_{1} H} e^{i m x} d m
\end{gathered}
$$

or

$$
\begin{equation*}
L_{s}=-16 n k_{s}^{2} \int_{k_{s}}^{k_{s}+i \infty} \frac{m^{2} m_{1} m_{l} m_{s}\left(2 m^{2}-k_{s}^{2}\right) e^{-m_{l} z_{2}} e^{-m_{1} H_{e} i m x^{i}} d m}{\left[m_{1} D\left(m_{l}, m_{s}\right)+n k_{s}^{4} m_{l}\right]\left[m_{1} D\left(m_{l},-m_{s}\right)+n k_{s}^{4} m_{l}\right]} \tag{6.401}
\end{equation*}
$$

Applying the variable $t: m=k_{s}+i t$, we obtain

$$
L_{s}=-\frac{16 n i e^{i \pi / 4} \sqrt{2} e^{i k_{s} x} e^{-\sqrt{k_{s}^{2}-k_{1}^{2}} H} e^{-\sqrt{k_{s}^{2}-k_{l}^{2}}} z_{2}}{k_{s}^{3 / 2}\left[\left(1-\frac{k_{1}^{2}}{k_{s}^{2}}\right)^{1 / 2}+n\left(1-\frac{k_{l}^{2}}{k_{s}^{2}}\right)^{1 / 2}\right]^{2}} \int_{0}^{1 / 2} e^{-x t} d t
$$

or

$$
L_{s}=\frac{-8 n i \sqrt{2 \pi} e^{i \pi / 4} e^{-\sqrt{k_{s}^{2}-k_{l}^{2}} z_{2}} e^{i\left(k_{s} x+\sqrt{k_{1}^{2}-k_{s}^{2}} H\right)}}{\left(k_{s} x\right)^{3 / 2}\left[\left(1-\frac{k_{1}^{2}}{k_{s}^{2}}\right)^{1 / 2}+n\left(1-\frac{k_{l}^{2}}{k_{s}^{2}}\right)^{1 / 2}\right]^{2}}
$$

$$
\begin{equation*}
\text { and } \quad \tilde{\varphi}_{2}\left(k_{s}\right)=A_{0} L_{s} \tag{6.402}
\end{equation*}
$$

This expression describes an evanescent longitudinal wave that exponentially decays with distance from the boundary. For this reason it recalls the wave $\tilde{\varphi}_{2}\left(k_{1}\right)$. However, there is a strong difference. First of all, in accordance with eq. 6.402, this wave moves along the boundary with the velocity of the shear wave, $c_{s}$. Also, let us introduce coordinate $x_{c s}$ of the boundary points where the angle of incidence coincides with the critical angle, $\theta_{i}=\theta_{c}^{s}$, and represent the phase function in eq. 6.402 as

$$
k_{s} x+\sqrt{k_{1}^{2}-k_{s}^{2}} H=k_{s}\left(x-x_{c s}\right)+k_{s} x_{c s}+\sqrt{k_{1}^{2}-k_{s}^{2}} H
$$

Since

$$
\frac{k_{s}}{k_{1}}=\sin \theta_{c}^{s} \quad \text { and } \quad r_{c}=\sqrt{x_{c s}^{2}+H^{2}}
$$

we have

$$
\begin{equation*}
k_{s} x+\sqrt{k_{1}^{2}-k_{s}^{2}} H=k_{s}\left(x-x_{c s}\right)+k_{1} r_{c} \tag{6.403}
\end{equation*}
$$

Thus, appearance of wave $\widetilde{\varphi}_{2}\left(k_{s}\right)$ may be explained in the following way. When the direct $P$ wave reaches the vicinity of points where $\theta_{i}=\theta_{c}^{s}$, its phase is equal to $k_{1} r_{c}$, and it gives rise to the transmitted $S$ wave. The latter moves along the boundary with velocity $c_{s}$ and, correspondingly, a change of the phase at these points is equal to

$$
k_{s}\left(x-x_{c s}\right)
$$

Propagation of the $S$ wave causes vibration of the boundary and, as a result, elementary longitudinal waves arise in a fluid and in an elastic medium, where their velocities are $c_{1}$ or $c_{l}$, respectively. Because $c_{1}<c_{s}$, constructive interference of elementary waves occurs in liquid, and we observe the $P S P$ head wave. In contrast, in an elastic medium $c_{l}>c_{s}$, and superposition of elementary waves has a destructive character. Because of this, the evanescent longitudinal wave $\tilde{\varphi}_{2}\left(k_{s}\right)$ appears.

Thus, the transmitted $S$ wave propagating along the boundary is the moving source of wave described by eq. 6.402 .

Integral $L_{l}$ The integrals along paths $C_{5}$ and $C_{6}$ are

$$
L_{l}=-2 n k_{s}^{2} \int_{k_{l}}^{k_{l}+i \infty}\left(2 m^{2}-k_{s}^{2}\right) e^{-m_{1} H} e^{i m x}
$$

$$
\times\left[\frac{e^{-m_{l} z_{2}}}{m_{1} D\left(m_{l}, m_{s}\right)+n k_{s}^{4} m_{l}}-\frac{e^{m_{l} z_{2}}}{m_{1} D\left(-m_{l}, m_{s}\right)-n k_{s}^{4} m_{l}}\right] d m
$$

After changing the variable of integration and performing simplifications, we obtain:

$$
\begin{equation*}
L_{l}=-\frac{4 n i k_{s}^{2} e^{i k_{l} x} e^{i \sqrt{k_{1}^{2}-k_{l}^{2}} H}}{k_{l}^{3}\left(1-\frac{k_{1}^{2}}{k_{l}^{2}}\right)^{1 / 2}\left(2-\frac{k_{s}^{2}}{k_{l}^{2}}\right)} \int_{0}^{\infty} e^{-x t} \sinh \alpha_{l} \sqrt{t} d t \tag{6.404}
\end{equation*}
$$

where

$$
\alpha_{l}=\sqrt{2 i k_{l}} z_{2}
$$

Then the use of eqs. 6.383 gives

$$
\begin{equation*}
L_{l}=\frac{2 \sqrt{2 \pi} i n e^{i \pi / 4}}{\left(k_{l} x\right)^{1 / 2}}\left(\frac{k_{s}}{k_{l}}\right)^{2} \frac{z_{2}}{x} e^{i k_{l} x} e^{i \sqrt{k_{1}^{2}-k_{l}^{2}}} H e^{\frac{i k_{l} z^{2}}{2 x}} \tag{6.405}
\end{equation*}
$$

and $\quad \tilde{\varphi}_{2}\left(k_{l}\right)=A_{0} L_{l}$

It is useful to represent the phase function in the following form

$$
k_{l} x_{c l}+\sqrt{k_{1}^{2}-k_{l}^{2}} H+k_{l}\left(x-x_{c l}\right)+\frac{k_{l} z_{2}^{2}}{2 x}
$$

Here $x_{c l}$ is the coordinate of the boundary points where the angle of incidence of the direct wave is $\theta_{c}^{l}$. Assuming that $x \gg x_{c l}$ and $z_{2} / x \ll 1$, the phase becomes equal to

$$
k_{1} r_{c}+k_{l} r_{1}
$$

Here

$$
r_{c}=\sqrt{x_{c l}^{2}+H^{2}} \quad \text { and } \quad r_{1}=\sqrt{\left(x-x_{c l}\right)^{2}+z_{2}^{2}}
$$

Thus, we see that function $\tilde{\varphi}_{2}\left(k_{l}\right)$ describes the transmitted $P$ wave near the boundary and that, therefore, its secondary sources are located in the vicinity of points where $\theta_{i}=\theta_{c}^{l}$. Again it is clear that the stationary-phase method allows us to obtain a better approximation of this wave.
Vector potential $\psi_{2}$

In accordance with eq. 6.364, we have

$$
\begin{equation*}
\tilde{\psi}_{2}=4 i n k_{s}^{2} A_{0} \int_{-\infty}^{\infty} \frac{m m_{l} e^{-m_{1} H_{e}-m_{s} z_{2}}}{m_{1} D+n k_{s}^{4} m_{l}} e^{i m x^{2}} d m=A_{0}\left(M_{1}+M_{s}+M_{l}+M_{p}\right) \tag{6.406}
\end{equation*}
$$

As before, we start our evaluation of integrals from branch point $k_{1}$.
Integral $M_{1}$ Integrals along paths $C_{1}$ and $C_{2}$ give

$$
M_{1}=4 i n k_{s}^{2} \int_{k_{1}}^{k_{1}+i \infty} m m_{l} e^{-m_{s} z_{2}} e^{i m x}\left[\frac{e^{-m_{1} H}}{m_{1} D+m_{l} n k_{s}^{4}}+\frac{e^{m_{1} H}}{m_{1} D-m_{l} n k_{s}^{4}}\right] d m
$$

or

$$
M_{1}=\frac{8 k_{1}}{k_{s}^{2}} e^{i k_{1} x} e^{-\sqrt{k_{1}^{2}-k_{s}^{2}}} z_{2} \int_{0}^{\infty} e^{-x t} \sinh \alpha_{1} \sqrt{t} d t
$$

where

$$
\alpha_{1}=\sqrt{2 i k_{1}} H
$$

Thus

$$
\begin{equation*}
M_{1}=\frac{4 \sqrt{2 \pi} e^{i \pi / 4}}{\left(k_{s} x\right)^{3 / 2}}\left(k_{1} H\right)\left(\frac{k_{1}}{k_{s}}\right)^{1 / 2} e^{-\sqrt{k_{1}^{2}-k_{s}^{2}} z_{2}} e^{i k_{1}\left(x+\frac{1}{2} \frac{H^{2}}{x}\right)} \tag{6.407}
\end{equation*}
$$

and $\quad \tilde{\psi}_{2}\left(k_{1}\right)=A_{0} M_{1}$
It is obvious that this function characterizes a shear wavefield that exponentially decays with distance from the boundary and appears provided that $\theta_{i}>\theta_{c}^{s}$.

Integral $M_{s}$ As follows from eq. 6.406,

$$
M_{s}=4 i n k_{s}^{2} \int_{k_{s}}^{k_{s}+i \infty} m m_{l} e^{-m_{1} H_{e} i m x}
$$

$$
\times\left[\frac{e^{-m_{s} z_{2}}}{m_{1} D\left(m_{l}, m_{s}\right)+n k_{s}^{4} m_{l}}-\frac{e^{-m_{s} z_{2}}}{m_{1} D\left(m_{l},-m_{s}\right)+n k_{s}^{4} m_{l}}\right] d m
$$

or

$$
M_{s}=\frac{8 n\left(1-\frac{k_{l}^{2}}{k_{s}^{2}}\right)^{1 / 2} e^{i k_{s} x} e^{i \sqrt{k_{1}^{2}-k_{s}^{2}} H}}{k_{s}\left[\left(1-\frac{k_{1}^{2}}{k_{s}^{2}}\right)^{1 / 2}+n\left(1-\frac{k_{l}^{2}}{k_{s}^{2}}\right)^{1 / 2}\right]} \int_{0}^{\infty} e^{-x t} \sinh \alpha_{s} \sqrt{t} d t
$$

where

$$
\alpha_{s}=\sqrt{2 i k_{s}} H
$$

Hence

$$
\begin{equation*}
M_{s}=\frac{4 \sqrt{2 \pi} e^{i \pi / 4}\left(1-\frac{k_{l}^{2}}{k_{s}^{2}}\right)^{1 / 2} e^{i k_{s} x} e^{i \sqrt{k_{1}^{2}-k_{s}^{2}} H} e^{i \frac{k_{s} z_{2}^{2}}{2 x}}}{\left(k_{s} x\right)^{1 / 2}\left[\left(1-\frac{k_{1}^{2}}{k_{s}^{2}}\right)^{1 / 2}+n\left(1-\frac{k_{l}^{2}}{k_{s}^{2}}\right)^{1 / 2}\right]} \frac{z_{2}}{x} \tag{6.408}
\end{equation*}
$$

and

$$
\tilde{\psi}_{2}\left(k_{s}\right)=A_{0} M_{s}
$$

By analogy with function $\tilde{\psi}_{2}\left(k_{l}\right)$, we conclude that eq. 6.408 describes the transmitted shear wave near the boundary, $z_{2} / x \ll 1$, and at sufficiently large distance from the $z$-axis.

Integral $M_{l} \quad$ The integral along paths $C_{5}$ and $C_{6}$ is

$$
\begin{gathered}
M_{l}=4 i n k_{s}^{2} \int_{k_{l}}^{k_{1}+i \infty} m m_{l} e^{-m_{1} H} e^{-m_{s} z_{2}} e^{i m x} \\
\times\left[\frac{1}{m_{1} D\left(m_{l}, m_{s}\right)+n k_{s}^{4} m_{l}}+\frac{1}{m_{1} D\left(-m_{l}, m_{s}\right)-n k_{s}^{4} m_{l}}\right] d m
\end{gathered}
$$

This gives

$$
M_{l}=-\frac{4 n k_{s}^{2} \sqrt{2 i k_{l}} k_{l}}{\left(k_{l}^{2}-k_{1}^{2}\right)^{1 / 2}\left(2 k_{l}^{2}-k_{s}^{2}\right)^{2}} e^{i \sqrt{k_{1}^{2}-k_{l}^{2}} H} e^{i k_{l} x} e^{i \sqrt{k_{s}^{2}-k_{l}^{2}}} z_{2} \int_{0}^{\infty} t^{1 / 2} e^{-x t} d t
$$

Therefore,

$$
\begin{equation*}
M_{l}=\frac{2 n \sqrt{2 \pi} e^{i \pi / 4} e^{i k_{l} x} e^{i \sqrt{k_{1}^{2}-k_{l}^{2}} H} e^{i \sqrt{k_{s}^{2}-k_{l}^{2}} z_{2}}}{\left(k_{l} x\right)^{3 / 2}\left(1-\frac{k_{1}^{2}}{k_{l}^{2}}\right)^{1 / 2}\left(2-\frac{k_{s}^{2}}{k_{l}^{2}}\right)^{2}} \quad \text { and } \quad \tilde{\psi}_{2}\left(k_{l}\right)=A_{1} M_{l} \tag{6.409}
\end{equation*}
$$

To understand this wavefield, we represent its phase function in the form

$$
k_{l} x_{c l}+\sqrt{k_{1}^{2}-k_{l}^{2}} H+k_{l}\left(x-x_{c l}\right)+\sqrt{k_{s}^{2}-k_{l}^{2}} z_{2}
$$

As before, $x_{c l}$ is the coordinate of the boundary points where $\theta_{i}>\theta_{c}^{l}$. Respectively, the sum of the two first terms is cqual to $k_{1} r_{c}$, and it defines the phase of the direct wave at points $\left(x_{c l}, H\right)$ and $r_{c}=\sqrt{x_{c l}^{2}+H^{2}}$. The sum of the next terms remains constant at points of the plane:

$$
\begin{equation*}
k_{l}\left(x-x_{c l}\right)+\sqrt{k_{s}^{2}-k_{l}^{2}} z_{2}=\mathrm{const} \tag{6.410}
\end{equation*}
$$

Thus, function $\tilde{\psi}_{2}\left(k_{l}\right)$ describes a wave with plane phase surfaces that moves through an elastic medium with the velocity of a shear wave, $c_{s}$. At the same time, the velocity of propagation along the boundary is equal to $c_{l}$. As follows from the expression for the phase function, the wavefront and the boundary form angle $\theta$, where

$$
\sin \theta=\frac{c_{s}}{c_{l}}
$$

The appearance of this wave was discussed earlier. When the longitudinal transmitted wave advances along the boundary, it also produces elementary shear waves. Since $c_{s}<c_{l}$, superposition of these waves has a constructive character. As before, applying Huygen's principle, it is easy to demonstrate that the phase surfaces of this wave are planes, Fig. 6.9b. We see that the transmitted $P$ wave is the moving source of the conical wave, $\tilde{\psi}_{2}\left(k_{l}\right)$, and it is obscrved at points of an clastic medium where $x>x_{c l}$.

In summary, let us outline the main features of wavefields in the lower medium:

1. When the direct $P$ wave reaches the boundary, we see the appearance at its points of the transmitted $P$ and $S$ waves, if $\theta_{i}<\theta_{c}^{l}$. We see only the $S$ wave if $\theta_{c}^{l} \leq \theta_{i} \leq \theta_{c}^{s}$. Neither wave arises when $\theta_{i}>\theta_{c}^{s}$. These waves obey Snell's law and, correspondingly, they appear at any point of a medium. Their magnitude depends on frequency and distance as $1 /(k r)^{1 / 2}$.
2. Within the next range of the angle of incidence

$$
\theta_{c}^{l} \leq \theta_{i} \leq \theta_{c}^{s}
$$

besides the transmitted $S$ wave, vibrations of the boundary cause a shear conical wave. It propagates through a medium with velocity $c_{s}$, and like the head wave, its magnitude depends on the wavenumber and distance as $1 /(k r)^{3 / 2}$. Certainly, its magnitude is smaller than the magnitude of the transmitted waves. The phase surface of the conical wave is a plane that, with the boundary, forms angle $\theta$, where

$$
\sin \theta=\frac{c_{s}}{c_{l}}
$$

Since the transmitted $P$ wave generates a conical wave, its velocity of propagation along the boundary is equal to $c_{l}$. Besides, due to the primary wave, a longitudinal wavefield arises that exponentially decays the distance from the boundary. Use of the word "wave" in this case is hardly appropriate. In fact, the phase surface of this field is the vertical plane $x=$ const, but its velocity continuously changes along the $x$-axis. This wavefield is usually called a "diffusive wave".
3. At points of the boundary where $\theta_{i}>\theta_{c}^{s}$, four wavefields appear, namely:
a. The shear conical wave.
b. Longitudinal and shear diffusive waves, which exponentially decay with the distance from the boundary.
c. The inhomogeneous longitudinal wave, which moves along the boundary with the velocity of the shear wave and also exponentially decreases with depth.

Our description of wavefields does not include the boundary Stoneley waves that arise at the interface between the fluid and elastic media. By definition, they are related to poles of integrands, which describe the scalar and vector potentials. In accordance with eq. 6.328 , poles are roots of the equation

$$
\begin{equation*}
\sqrt{m^{2}-k_{1}^{2}}\left[\left(2 m^{2}-k_{s}^{2}\right)^{2}-4 m^{2} \sqrt{m^{2}-k_{l}^{2}} \sqrt{m^{2}-k_{s}^{2}}\right]+\sqrt{m^{2}-k_{l}^{2}} n k_{s}^{4}=0 \tag{6.411}
\end{equation*}
$$

Here $n=\rho_{1} / \rho_{2}$. Letting $\rho_{1}=0$, we arrive at the known Rayleigh equation

$$
\left(2 m^{2}-k_{s}^{2}\right)^{2}-4 m^{2} \sqrt{m^{2}-k_{l}^{2}} \sqrt{m^{2}-k_{s}^{2}}=0
$$

Applying the same approach as in this last case $\left(\rho_{1}=0\right)$, it is easy to show that for any parameters of a fluid and an elastic medium there is always one real root, $m_{p}$, of eq. 6.411 , which slightly exceeds the maximal value of the wavenumbers:

$$
m_{p}>k_{1} \quad \text { if } \quad k_{1}>k_{s} \quad \text { and } \quad m_{p}>k_{s} \quad \text { if } \quad k_{s}>k_{1}
$$

Correspondingly, the surface wave related to pole $m_{p}$ moves along the boundary a little more slowly than either the longitudinal wave in fluid or the $S$ wave in the lower medium. Since radicals $\sqrt{m_{p}^{2}-k_{1}^{2}}, \sqrt{m_{p}^{2}-k_{s}^{2}}$, and $\sqrt{m_{p}^{2}-k_{l}^{2}}$ are all real and positive, this wave exponentially decays with an increase of distance from the boundary. In a fluid, that wave is purely dilatational, whereas in an elastic medium the wave causes deformation and the rotation of elementary volumes. Of course, above and beneath the interface these waves advance with the same velocity

$$
c_{p}=\frac{\omega}{m_{p}}
$$

### 6.7 Point source of elastic waves in the presence of the free boundary

In the previous sections we assumed that the field is caused by a linear source oriented parallel to the boundary. Now we extend this study to the three-dimensional case and consider elastic waves generated by different types of point sources (Chapter 3).

1. Point source of the $P$ wave Suppose that a very small spherical source is situated at distance $d$ from the free boundary, Fig. 6.10a, and a change of its radius (pulsations) generates the $P$ wave. As usual, in order to determine the wavefields we formulate the boundary value problem. Taking into account the axial symmetry of the direct wave and a medium, it is convenient to choose the cylindrical system of coordinates, $r, \varphi, z$, and place its origin at the boundary. By analogy with the two-dimensional case, we assume that the source generates a sinusoidal wave with frequency $\omega$. Of course, the use of Fouricr's integral permits us to obtain information about transicnt waves. The presence of the boundary creates both longitudinal and shear waves. Therefore it is natural to formulate the boundary value problem in terms of complex amplitudes of scalar and vector potentials $\tilde{\varphi}$ and $\tilde{\psi}$. Respectively, we have

$$
\begin{equation*}
\tilde{\varphi}=\tilde{\varphi}_{i}+\tilde{\varphi}_{s} \quad \text { and } \quad \tilde{\psi}=\tilde{\psi}_{s} \tag{6.412}
\end{equation*}
$$

Here $\tilde{\varphi}_{i}$ and $\tilde{\varphi}_{s}$ are scalar potentials of the primary, $\tilde{\varphi}_{i}$, and secondary, $\tilde{\varphi}_{s}$, wavefields.
At regular points they obey the Helmholtz equations:

$$
\begin{equation*}
\nabla^{2} \tilde{\varphi}+k_{l}^{2} \tilde{\varphi}=0 \quad \text { and } \quad \nabla^{2} \tilde{\boldsymbol{\psi}}+k_{s}^{2} \tilde{\boldsymbol{\psi}}=0 \tag{6.413}
\end{equation*}
$$

At the free surface the tangential, $\tilde{\tau}_{r z}$, and normal, $\tilde{\tau}_{z z}$, components of stress vanish,

$$
\begin{equation*}
\tilde{\tau}_{r z}=0 \quad \text { and } \quad \tilde{\tau}_{z z}=0, \quad \text { if } \quad z=0 \tag{6.414}
\end{equation*}
$$

## (a)


(c)

(b)

(d)


Figure 6.10: (a) Buried point explosive source of $P$ wave (b) Illustration of eq. 6.427 (c) Buried shear wave point source (d) Vertical force
and potentials must also satisfy these two equations. Since

$$
\begin{equation*}
\tilde{\varphi}_{i}=C_{l} \frac{e^{i k_{l} R}}{R} \tag{6.415}
\end{equation*}
$$

and potentials of the secondary fields have finite values everywhere, in approaching the source we have

$$
\begin{equation*}
\tilde{\varphi} \rightarrow \tilde{\varphi}_{i} \quad \text { if } \quad R \rightarrow 0 \tag{6.416}
\end{equation*}
$$

Here

$$
R=\sqrt{r^{2}+(z-d)^{2}}
$$

It is clear that the amplitude of the spherical wave caused by the source, as well as amplitudes of secondary waves, decrease with distance, and in the limit they obey the
condition at infinity

$$
\begin{equation*}
\tilde{\varphi} \rightarrow 0 \quad \text { and } \quad \tilde{\psi} \rightarrow 0 \quad \text { if } \quad R \rightarrow \infty \tag{6.417}
\end{equation*}
$$

We have formulated the boundary value problem, and, as follows from the physical point of view and the theorem of uniqueness, only one field of displacement and stress satisfies these conditions. Since we have considered Dirichlet's boundary value problem (Part I), the potentials are also defined uniquely.

## Solutions of the Helmholtz equation for scalar potential

First, we find a solution of the equation

$$
\nabla^{2} \tilde{\varphi}+k_{l}^{2} \tilde{\varphi}=0
$$

Taking into account axial symmetry with respect to the $z$-axis, i.e., independence on the azimuthal coordinate, we have in the cylindrical system (Part I)

$$
\begin{equation*}
\frac{\partial^{2} \tilde{\varphi}}{\partial r^{2}}+\frac{1}{r} \frac{\partial \tilde{\varphi}}{\partial r}+\frac{\partial^{2} \tilde{\varphi}}{\partial z^{2}}+k_{l}^{2} \tilde{\varphi}=0 \tag{6.418}
\end{equation*}
$$

Applying the method of separation of variables, potential $\tilde{\varphi}$ is written in the form

$$
\begin{equation*}
\tilde{\varphi}(r, z, \omega)=T(r) Z(z, \omega) \tag{6.419}
\end{equation*}
$$

Substitution of eq. 6.419 into eq. 6.418 and division of both sides by the product $T Z$ gives

$$
\begin{equation*}
\frac{1}{T} \frac{d^{2} T}{d r^{2}}+\frac{1}{r T} \frac{d T}{d r}+\frac{1}{Z} \frac{d^{2} Z}{d z^{2}}+k_{l}^{2}=0 \tag{6.420}
\end{equation*}
$$

This equality indicates that the sum of the first two terms and the sum of the last two terms are constants that differ by sign only. Therefore, in place of eq. 6.420, we can write

$$
\begin{equation*}
\frac{1}{T} \frac{d^{2} T}{d r^{2}}+\frac{1}{r T} \frac{d T}{d r}= \pm m^{2} \quad \text { and } \quad \frac{1}{Z} \frac{d^{2} Z}{d z^{2}}+k_{l}^{2}=\mp m^{2} \tag{6.421}
\end{equation*}
$$

where $m$ is an arbitrary number. Thus, instead of a partial differential equation, we arrive at two ordinary differential equations whose solutions are well known. Selecting the sign on the right side of eqs. 6.421, we have to take into account the fact that the wavefield has a finite amplitude everywhere except at the source location. Suppose that the sign "+" is chosen in the first equation of the set. It gives

$$
\frac{d^{2} T}{d r^{2}}+\frac{1}{r} \frac{d T}{d r}-m^{2} T=0
$$

As is well known (Part II), the solution of this equation is expressed in terms of modified Bessel functions of the zero order

$$
I_{0}(m r) \quad \text { and } \quad K_{0}(m r)
$$

Note that the same functions will be used to study wavefields inside the borehole (Chapter 7). Inasmuch as $I_{0}(m r)$ increases unlimitedly when $r \rightarrow \infty$, while $K_{0}(m r)$ becomes infinitely large at all points of the $z$-axis, neither of those functions can describe the wavefields. For this reason we choose "-" and " + " in the first and second equations of set 6.421 , respectively. Therefore, this system becomes

$$
\begin{equation*}
\frac{d^{2} T}{d r^{2}}+\frac{1}{r} \frac{d T}{d r}+m^{2} T=0 \quad \text { and } \quad \frac{d^{2} Z}{d z^{2}}-\left(m^{2}-k_{l}^{2}\right) Z=0 \tag{6.422}
\end{equation*}
$$

The solutions of the first equation are Bessel functions (Part II),

$$
J_{0}(m r) \quad \text { and } \quad Y_{0}(m r)
$$

or their combinations. Since function $Y_{0}(m r)$ is infinitely large at the $z$-axis, it cannot be used to describe the wavefield. The solutions of the second equation are

$$
\exp \left[ \pm \sqrt{m^{2}-k_{l}^{2}} z\right]
$$

Thus, in accordance with eq. 6.419 , the partial solution is

$$
\begin{equation*}
\tilde{\varphi}_{m}=\left(A_{m} e^{-m_{l} z}+C_{m} e^{m_{l} z}\right) J_{0}(m r) \tag{6.423}
\end{equation*}
$$

where

$$
m_{l}=\sqrt{m^{2}-k_{l}^{2}}
$$

Correspondingly, the general solution of the Helmholtz equation for scalar potential is

$$
\begin{equation*}
\tilde{\varphi}(r, z, \omega)=\int_{0}^{\infty}\left[A_{m} e^{-m_{l} z}+C_{m} e^{m_{l} z}\right] J_{0}(m r) d m \tag{6.424}
\end{equation*}
$$

Here $A_{m}$ and $C_{m}$ are unknown coefficients; they do not depend on coordinates $r$ and $z$ of the observation point.

## Solution of Helmholtz equation for vector potential $\tilde{\psi}$

Taking into account that displacement s has only two components, $s_{r}$ and $s_{z}$, we assume that vector potential $\tilde{\psi}$ can be described by the azimuthal component

$$
\begin{equation*}
\tilde{\psi}=\tilde{\psi} \mathbf{i}_{\varphi} \tag{6.425}
\end{equation*}
$$

where $\mathbf{i}_{\varphi}$ is the unit vector along the $\varphi$-coordinate line, and its direction depends on point position. In order to obtain an equation for scalar component $\tilde{\boldsymbol{\psi}}$, we substitute eq. 6.425 into the second equation of set 6.413 , which gives

$$
\begin{equation*}
\nabla^{2}\left(\tilde{\psi} \mathbf{i}_{\varphi}\right)+k_{s}^{2} \tilde{\psi} \mathbf{i}_{\varphi}=0 \quad \text { or } \quad \mathbf{i}_{\varphi} \nabla^{2} \tilde{\psi}+\tilde{\psi} \nabla^{2} \mathbf{i}_{\varphi}+k_{s}^{2} \tilde{\psi} \mathbf{i}_{\varphi}=0 \tag{6.426}
\end{equation*}
$$

As is seen from Fig. 6.10b,

$$
\begin{equation*}
\mathbf{i}_{\varphi}=-\sin \varphi \mathbf{i}+\cos \varphi \mathbf{j} \tag{6.427}
\end{equation*}
$$

Here $\mathbf{i}$ and $\mathbf{j}$ are unit vectors in the Cartesian system, and they are constant vectors. Since in the cylindrical system of coordinates

$$
\nabla^{2} \mathbf{i}_{\varphi}=\frac{1}{r^{2}} \frac{\partial^{2}}{\partial \varphi^{2}}(-\sin \varphi \mathbf{i}+\cos \varphi \mathbf{j}),
$$

we have

$$
\begin{equation*}
\nabla^{2} \mathbf{i}_{\varphi}=-\frac{\mathbf{i}_{\varphi}}{r^{2}} \tag{6.428}
\end{equation*}
$$

Thus, eq. 6.426 becomes

$$
\begin{equation*}
\nabla^{2} \tilde{\psi}+\left(k_{s}^{2}-\frac{1}{r^{2}}\right) \quad \tilde{\psi}=0 \tag{6.429}
\end{equation*}
$$

Applying again the method of separation of variables

$$
\tilde{\psi}=T Z
$$

we obtain as before the same equation for $Z$, but function $T$ has to obey a different Bessel equation

$$
\begin{equation*}
\frac{d^{2} T}{d r^{2}}+\frac{1}{r} \frac{d T}{d r}+\left(m^{2}-\frac{1}{r^{2}}\right) T=0 \tag{6.430}
\end{equation*}
$$

and its solutions are Bessel functions of the first order

$$
J_{1}(m r) \quad \text { and } \quad Y_{1}(m r)
$$

The latter has to be discarded, since it tends to infinity when $r \rightarrow 0$. Respectively, the general solution of eq. 6.429 has the form

$$
\begin{equation*}
\tilde{\psi}_{s}(r, z, \omega)=\int_{0}^{\infty}\left(B_{m} e^{-m_{s} z}+D_{m} e^{m_{s} z}\right) J_{1}(m r) d m \tag{6.431}
\end{equation*}
$$

Here

$$
m_{s}=\sqrt{m^{2}-k_{s}^{2}}
$$

Note that functions $J_{0}(v)$ and $J_{1}(v)$ are related to each other:

$$
\begin{equation*}
J_{1}(x)=-J_{0}^{\prime}(x) \tag{6.432}
\end{equation*}
$$

It is clear that $\tilde{\varphi}$ and $\tilde{\psi}_{s}$ satisfy the corresponding Helmholtz equations, regardless of the values of the unknowns. In other words, as in the two-dimensional case, these equations have an infinite number of solutions. Our goal is to choose such values of $A_{m}, B_{m}, C_{m}$, and $D_{m}$ that potentials would also obey the other conditions of the boundary value problem. In order to accomplish this task, we represent the primary potential $\tilde{\varphi}_{i}$ in the same manner as potentials of secondary waves. This can be done with the help of the Sommerfeld integral,

$$
\begin{equation*}
C_{l} \frac{e^{i k_{l} R}}{R}=C_{l} \int_{0}^{\infty} \frac{m}{m_{l}} e^{-m_{l}|z-d|} \quad J_{0}(m r) d m \tag{6.433}
\end{equation*}
$$

where

$$
R=\sqrt{r^{2}+(z-d)^{2}}
$$

Then, taking into account the condition at infinity, the potentials are written in the form

$$
\begin{equation*}
\tilde{\varphi}=C_{l} \int_{0}^{\infty}\left[\frac{m}{m_{l}} e^{-m_{l}|z-d|}+A_{m} e^{-m_{l} z}\right] J_{0}(m r) d m \tag{6.434}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{\psi}_{s}=C_{l} \int_{0}^{\infty} B_{m} e^{-m_{s} z_{J}(m r)} d m \tag{6.435}
\end{equation*}
$$

It is obvious that functions $\tilde{\varphi}$ and $\tilde{\psi}$ given by eqs. 6.434 and 6.435 , obey the Helmholtz equations as well as conditions near the source and at infinity. Now, making use of eqs. 6.414, we will find unknown coefficients $A_{m}$ and $B_{m}$.

Stress in the cylindrical system of coordinates and conditions at the free boundary

Due to axial symmetry, we can expect that the azimuthal component of displacement, $s_{\varphi}$, is equal to zero. Correspondingly, displacement vector $\mathbf{s}$ is

$$
\begin{equation*}
\mathbf{s}=s_{r} \mathbf{i}_{r}+s_{z} \mathbf{i}_{z}, \tag{6.436}
\end{equation*}
$$

where $\mathbf{i}_{r}$ and $\mathbf{i}_{z}$ are unit vectors along coordinate lines. In this case the strains are

$$
\begin{equation*}
e_{r r}=\frac{\partial s_{r}}{\partial r}, \quad e_{\varphi \varphi}=\frac{s_{r}}{r}, \quad e_{z z}=\frac{\partial s_{z}}{\partial z}, \quad e_{\varphi z}=0, e_{r z}=\frac{\partial s_{r}}{\partial z}+\frac{\partial s_{z}}{\partial r}, \quad e_{r \varphi}=0 \tag{6.437}
\end{equation*}
$$

Then, in accordance with Hooke's law, we have

$$
\begin{equation*}
\tau_{r r}=\lambda \operatorname{div} \mathbf{s}+2 \mu e_{r r}, \quad \tau_{\varphi \varphi}=\lambda \operatorname{div} \mathbf{s}+2 \mu e_{\varphi \varphi}, \quad \tau_{z z}=\lambda \operatorname{div} \mathrm{s}+2 \mu e_{z z} \tag{6.438}
\end{equation*}
$$

and

$$
\begin{equation*}
\tau_{r z}=\mu e_{r z}, \tag{6.439}
\end{equation*}
$$

while

$$
\begin{equation*}
\tau_{\varphi z}=\tau_{r \varphi}=0 \tag{6.440}
\end{equation*}
$$

Thus, the boundary conditions, eqs. 6.414 , can be written as

$$
\begin{equation*}
\lambda \operatorname{div} \mathbf{s}+2 \mu e_{z z}=0 \quad \text { and } \quad e_{r z}=0 \quad \text { if } \quad z=0 \tag{6.441}
\end{equation*}
$$

Since the boundary value problem is formulated with the help of potentials, it is necessary to express displacement in terms of functions $\tilde{\varphi}$ and $\tilde{\psi}$. By definition

$$
\tilde{\mathrm{s}}=\operatorname{grad} \tilde{\varphi}+\operatorname{curl} \tilde{\psi}
$$

Taking into account that

$$
\operatorname{grad} \tilde{\varphi}=\frac{\partial \tilde{\varphi}}{\partial r} \mathbf{i}_{r}+\frac{\partial \tilde{\varphi}}{\partial z} \mathbf{i}_{z} \quad \text { and } \quad \operatorname{curl} \tilde{\boldsymbol{\psi}}=\frac{1}{r}\left|\begin{array}{ccc}
\mathbf{i}_{r} & r \mathbf{i}_{\varphi} & \mathbf{i}_{z} \\
\frac{\partial}{\partial r} & \frac{\partial}{\partial \varphi} & \frac{\partial}{\partial z} \\
0 & r \tilde{\psi} & 0
\end{array}\right|
$$

we obtain

$$
\begin{equation*}
\tilde{s}_{r}=\frac{\partial \tilde{\varphi}}{\partial r}-\frac{\partial \tilde{\psi}}{\partial z}, \quad \quad \tilde{s}_{z}=\frac{\partial \tilde{\varphi}}{\partial z}+\frac{1}{r} \frac{\partial}{\partial r}(r \tilde{\psi}) \tag{6.442}
\end{equation*}
$$

Thus, eqs. 6.441 become

$$
\begin{equation*}
-\lambda k_{l}^{2} \tilde{\varphi}+2 \mu\left[\frac{\partial^{2} \tilde{\varphi}}{\partial z^{2}}+\frac{1}{r} \frac{\partial^{2}}{\partial r \partial z}(r \tilde{\psi})\right]=0 \tag{6.443}
\end{equation*}
$$

and $\quad 2 \frac{\partial^{2} \tilde{\varphi}}{\partial r \partial z}-\frac{\partial^{2} \tilde{\psi}}{\partial z^{2}}+\frac{\partial}{\partial r}\left[\frac{1}{r} \frac{\partial}{\partial r}(r \tilde{\psi})\right]=0, \quad$ if $\quad z=0$
since

$$
\operatorname{div} \operatorname{grad} \tilde{\varphi}=\nabla^{2} \tilde{\varphi}=-k_{l}^{2} \tilde{\varphi} \quad \text { and } \quad \operatorname{div} \operatorname{curl} \tilde{\psi}=0
$$

Further transformations are based on the following equalities:

$$
\begin{equation*}
\text { if } \int_{0}^{\infty} f(m) J_{n}(m r) d m=0 \quad \text { then } \quad f(m)=0 \tag{6.444}
\end{equation*}
$$

Here $J_{n}(m r)$ is the Bessel function of the $n$-order. This result is similar to that for Fourier's integral. Also

$$
\begin{equation*}
J_{0}^{\prime}(v)=-J_{1}(v) \quad \text { and } \quad \frac{d}{d v}\left[v J_{1}(v)\right]=v J_{0}(v) \tag{6.445}
\end{equation*}
$$

Besides, letting $v=m r$, we have

$$
\frac{\partial}{\partial r} \frac{1}{r}\left\{\frac{\partial}{\partial r}\left[r J_{1}(m r)\right]\right\}=m^{2} \frac{\partial}{\partial v} \frac{1}{v} \frac{\partial}{\partial v}\left[v J_{1}(v)\right]=-m^{2} J_{1}(v)
$$

Substitution of eqs. 6.434 and 6.435 into eq. 6.443 and using eqs. 6.444 and 6.445 gives

$$
-\lambda k_{l}^{2}\left(\frac{m}{m_{l}} e^{-m_{l} d}+A_{m}\right)+2 \mu\left(m m_{l} e^{-m_{l} d}+m_{l}^{2} A_{m}-m m_{s} B_{m}\right)=0
$$

and

$$
2\left(-m^{2} e^{-m_{l} d}+m_{l} m A_{m}\right)-\left(2 m^{2}-k_{s}^{2}\right) B_{m}=0
$$

or

$$
\begin{equation*}
-\left(2 m^{2}-k_{s}^{2}\right) A_{m}+2 m m_{s} B_{m}=\frac{m}{m_{l}} e^{-m_{l} d}\left(2 m^{2}-k_{s}^{2}\right) \tag{6.446}
\end{equation*}
$$

and $\quad 2 m m_{l} A_{m}-\left(2 m^{2}-k_{s}^{2}\right) \quad B_{m}=2 m^{2} e^{-m_{l} d}$

Solution of this system is

$$
\begin{equation*}
A_{m}=-\frac{m}{m_{l}} \frac{\left(2 m^{2}-k_{s}^{2}\right)^{2}+4 m^{2} m_{l} m_{s}}{\left(2 m^{2}-k_{s}^{2}\right)^{2}-4 m^{2} m_{l} m_{s}} e^{-m_{l} d} \tag{6.447}
\end{equation*}
$$

and $\quad B_{m}=-\frac{4 m^{2}\left(2 m^{2}-k_{s}^{2}\right)}{\left(2 m^{2}-k_{s}^{2}\right)^{2}-4 m^{2} m_{l} m_{s}} e^{-m_{l} d}$

Thus, we have found coefficients $A_{m}$ and $B_{m}$, that stresses vanish at the free surface. Therefore, all conditions of the boundary value problem are satisfied. In particular, this means that the assumption about the azimuthal component of the vector potential was correct. From eqs. 6.434 and 6.435 we have

$$
\begin{equation*}
\tilde{\varphi}_{s}=-C_{l} \int_{0}^{\infty} \frac{m}{m_{l}} \frac{\left(2 m^{2}-k_{s}^{2}\right)^{2}+4 m^{2} m_{l} m_{s}}{\left(2 m^{2}-k_{s}^{2}\right)^{2}-4 m^{2} m_{l} m_{s}} e^{-m_{l}(z+d)} J_{0}(m r) d m \tag{6.448}
\end{equation*}
$$

and $\quad \tilde{\psi}_{s}=-4 C_{l} \int_{0}^{\infty} \frac{m^{2}\left(2 m^{2}-k_{s}^{2}\right) e^{-m_{l} d_{e}-m_{s} z}}{\left(2 m^{2}-k_{s}^{2}\right)^{2}-4 m^{2} m_{l} m_{s}} J_{1}(m r) d m$

The similarity with the two-dimensional case is obvious; for instance, the denominator of integrands in eqs. 6.448 is again described by the left side of the Rayleigh equation:

$$
\begin{equation*}
\left(2 m^{2}-k_{s}^{2}\right)^{2}-4 m^{2} m_{l} m_{s}=0 \tag{6.449}
\end{equation*}
$$

2. Point source of $S$ wave Suppose that a small spherical source rotates around the z-axis, Fig. 6.10c. As was shown in Chapter 3, the vector potential of a shear wave in a homogeneous medium is described by the $z$-component only. This potential can be represented in the form

$$
\begin{equation*}
\tilde{\psi}_{i}=C_{s} \frac{e^{i k_{s} R}}{R}=C_{s} \int_{0}^{\infty} \frac{m}{m_{s}} e^{-m_{s}}|z-d| \quad J_{0}(m r) d m \tag{6.450}
\end{equation*}
$$

Displacement carried out by the incident wave has the $\varphi$-component only, and the field possesses axial symmetry. It is natural to assume that even in the presence of the horizontal interface, secondary wave $s$ has the same behavior, i.e.,

$$
\mathbf{s}=s_{\varphi} \mathbf{i}_{\varphi} \quad \text { and } \quad \frac{\partial s_{\varphi}}{\partial \varphi}=0
$$

Correspondingly, the resultant potential can be written as

$$
\begin{equation*}
\tilde{\psi}_{s}=C_{s} \int_{0}^{\infty}\left[\frac{m}{m_{s}} e^{-m_{s}|z-d|}+A_{m} e^{-m_{s}} z\right] J_{0}(m r) d m \tag{6.451}
\end{equation*}
$$

In this case the normal strains are absent:

$$
\begin{equation*}
\tilde{e}_{r r}=\tilde{\epsilon}_{\varphi \varphi}=\tilde{e}_{z z}=0, \quad \text { but } \quad \tilde{e}_{\varphi z}=\frac{\partial \tilde{s}_{\varphi}}{\partial z}, \quad \tilde{e}_{r z}=0, \quad \tilde{e}_{r \varphi}=\frac{\partial \tilde{s}_{\varphi}}{\partial r}-\frac{\tilde{s}_{\varphi}}{r} \tag{6.452}
\end{equation*}
$$

Thus, at the free boundary we need to satisfy only one condition:

$$
\begin{equation*}
\frac{\partial \widetilde{s}_{\varphi}}{\partial z}=0 \quad \text { if } \quad z=0 \tag{6.453}
\end{equation*}
$$

By definition

$$
\widetilde{\mathbf{s}}=\operatorname{curl} \tilde{\boldsymbol{\psi}}=\operatorname{curl}\left(\tilde{\psi} \mathbf{i}_{z}\right),
$$

and therefore

$$
\begin{equation*}
\tilde{s}_{\varphi}=-\frac{\partial \tilde{\psi}}{\partial r} \tag{6.454}
\end{equation*}
$$

From eq. 6.454 we have

$$
\begin{equation*}
\tilde{s}_{\varphi}=C \int_{0}^{\infty}\left(\frac{m^{2}}{m_{s}} e^{-m_{s}|z-d|}-m A_{m} e^{-m_{s} z}\right) J_{1}(m r) d m \tag{6.455}
\end{equation*}
$$

and eq. 6.453 becomes

$$
\int_{0}^{\infty}\left(m^{2} e^{-m_{s} d}-m m_{s} A_{m}\right) \cdot J_{1}(m r) d m=0
$$

This gives

$$
\begin{equation*}
A_{m}=\frac{m}{m_{s}} e^{-m_{s} d} \tag{6.456}
\end{equation*}
$$

The vector potential of the secondary field is

$$
\tilde{\psi}_{s}=C_{s} \int_{0}^{\infty} \frac{m}{m_{s}} e^{-m_{s}(z+d)} J_{0}(m r) d m
$$

or

$$
\begin{equation*}
\tilde{\psi}_{s}=C_{s} \frac{e^{i k_{s} R_{1}}}{R_{1}} \tag{6.457}
\end{equation*}
$$

where

$$
R_{1}=\sqrt{r^{2}+(z+d)^{2}}
$$

This shows that the reflected wave is also the shear wave, and its fictitious source is the mirror reflection of the real source with respect to the boundary. Thus, we have

$$
\begin{equation*}
\tilde{\psi}=C\left(\frac{e^{i k_{s} R}}{R}+\frac{e^{i k_{s} R_{1}}}{R_{1}}\right) \tag{6.458}
\end{equation*}
$$

and in this case no additional waves are generated at the boundary.
3. Point vertical force Now we will consider a more complicated case, in which the vertical force per unit area

$$
Z(t)=Z_{0} e^{-i \omega t}
$$

is applied in the vicinity of some point of the $z$-axis, Fig. 6.10d. It is natural to expect that wavefields generated by such a force produce deformation and rotation of elementary volumes of a medium. This means that the wavefield is described by both scalar and vector potentials. In order to find their expressions, suppose first that a medium is homogeneous and that vertical force $F_{z}$ is constant within the disc of radius $a$ situated at plane $z=0$ (Fig. 6.10d):

$$
\begin{equation*}
F_{z}=F_{z} \quad \text { if } \quad z<a \quad \text { and } \quad F_{z}=0 \quad \text { if } \quad z>a \tag{6.459}
\end{equation*}
$$

Then, as follows from the theory of Bessel functions, $F_{z}(r, a)$ can be represented in the form

$$
\begin{equation*}
F_{z}=F_{z} a \int_{0}^{\infty} J_{0}(m r) J_{1}(m a) d m \tag{6.460}
\end{equation*}
$$

In the limit, when the disc radius $a$ tends to zero, we obtain

$$
\begin{equation*}
F_{z}=F_{z} \frac{a^{2}}{2} \int_{0}^{\infty} m J_{0}(m r) d m \tag{6.461}
\end{equation*}
$$

since

$$
J_{1}(m a) \rightarrow \frac{m a}{2} \quad \text { if } \quad m a \rightarrow 0
$$

Thus

$$
\frac{F_{z}}{\pi a^{2}}=\frac{F_{z}}{2 \pi} \int_{0}^{\infty} m J_{0}(m r) d m
$$

or

$$
\begin{equation*}
Z_{0}=\frac{F_{z}}{2 \pi} \int_{0}^{\infty} m J_{0}(m r) d m \tag{6.462}
\end{equation*}
$$

and it plays the same role as potentials of the incident wave for two other sources. By analogy with the case, when the source generates a $P$ wave, we assume that the vector potential of the incident wave has only an azimuthal component. Then, due to axial symmetry, the potentials of this wave are

$$
\begin{equation*}
\tilde{\varphi}_{i}=\int_{0}^{\infty} C_{m} e^{-m_{l} z} J_{0}(m r) d m, \quad \tilde{\psi}_{i}=\int_{0}^{\infty} D_{m} e^{-m_{s} z} J_{1}(m r) d m, \quad \text { if } \quad z>0 \tag{6.463}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{\varphi}_{i}=\int_{0}^{\infty} C_{m}^{\prime} e^{m_{l} z} J_{0}(m r) d m, \quad \tilde{\psi}_{i}=\int_{0}^{\infty} D_{m}^{\prime} e^{m_{s} z} J_{1}(m r) d m, \quad \text { if } z<0 \tag{6.464}
\end{equation*}
$$

In order to determine the unknowns, we take into account that at plane $z=0$, normal and shear stresses are discontinuous and continuous functions, respectively:

$$
\begin{equation*}
\tilde{\tau}_{z z}^{+}-\tilde{\tau}_{z z}^{-}=-Z_{0}^{*} \quad \text { and } \quad \tilde{\tau}_{r z}^{+}-\tilde{\tau}_{r z}^{-}=0 \tag{6.465}
\end{equation*}
$$

Here the " + " and " - " signs characterize stresses in the vicinity of plane $z=0$ for positive and negative values of $z$. As follows from eqs. 6.438 and 6.439,

$$
\begin{gather*}
\tilde{\tau}_{z z}=-\lambda k_{l}^{2} \tilde{\varphi}+2 \mu\left[\frac{\partial^{2} \tilde{\varphi}}{\partial z^{2}}+\frac{1}{r} \frac{\partial^{2}}{\partial r \partial z}(r \tilde{\psi})\right]  \tag{6.466}\\
\text { and } \quad \tilde{\tau}_{r z}=2 \frac{\partial^{2} \tilde{\varphi}}{\partial r \partial z}-\frac{\partial^{2} \tilde{\psi}}{\partial z^{2}}+\frac{\partial}{\partial r}\left[\frac{1}{r} \frac{\partial}{\partial r}(r \tilde{\psi})\right]
\end{gather*}
$$

Substitution of eqs. 6.462-6.464, and 6.466 into eq. 6.465 gives,

$$
\begin{equation*}
\left(2 m^{2}-k_{s}^{2}\right)\left(C_{m}-C_{m}^{\prime}\right)-2 m m_{s}\left(D_{m}+D_{m}^{\prime}\right)=-\frac{F_{z}}{2 \pi \mu} m \tag{6.467}
\end{equation*}
$$

and $\quad 2 m m_{l}\left(C_{m}+C_{m}^{\prime}\right)-\left(2 m^{2}-k_{s}^{2}\right) \quad\left(D_{m}-D_{m}^{\prime}\right)=0$

Besides, the radial and normal components of displacement are continuous functions everywhere in a medium, including at all points of plane $z=0$. In accordance with eqs. 6.442, we have

$$
\begin{equation*}
\frac{\partial \tilde{\varphi}^{+}}{\partial r}-\frac{\partial \tilde{\psi}^{+}}{\partial z}=\frac{\partial \tilde{\varphi}^{-}}{\partial r}-\frac{\partial \tilde{\psi}^{-}}{\partial z} \tag{6.468}
\end{equation*}
$$

and $\quad \frac{\partial \tilde{\varphi}^{+}}{\partial z}+\frac{1}{r} \frac{\partial}{\partial r} r \tilde{\psi}^{+}=\frac{\partial \tilde{\varphi}^{-}}{\partial z}+\frac{1}{r} \frac{\partial}{\partial r} r \tilde{\psi}^{-}$
or

$$
\begin{align*}
& -m\left(C_{m}-C_{m}^{\prime}\right)+m_{s}\left(D_{m}+D_{m}^{\prime}\right)=0  \tag{6.469}\\
& -m_{l}\left(C_{m}+C_{m}^{\prime}\right)+m\left(D_{m}-D_{m}^{\prime}\right)=0
\end{align*}
$$

From both sets of equations, we have first

$$
\begin{equation*}
C_{m}^{\prime}=-C_{m}, \quad D_{m}^{\prime}=D_{m} \tag{6.470}
\end{equation*}
$$

and then

$$
\begin{equation*}
\left(2 m^{2}-k_{s}^{2}\right) C_{m}-2 m m_{s} D_{m}=-\frac{F_{z} m}{4 \pi \mu}, \quad-m C_{m}+m_{s} D_{m}=0 \tag{6.471}
\end{equation*}
$$

This gives

$$
\begin{equation*}
C_{m}=\frac{F_{z} m}{4 \pi \mu k_{s}^{2}} \quad \text { and } \quad D_{m}=\frac{F_{z} m^{2}}{4 \pi \mu m_{s} k_{s}^{2}} \tag{6.472}
\end{equation*}
$$

Let us assume that force is applied at the point of plane $z=d$ and that the $z$-axis is still directed downward. Then it is obvious that potentials describing the direct wave are

$$
\begin{align*}
& \quad \tilde{\varphi}_{i}=-\frac{F_{z}}{4 \pi \mu k_{s}^{2}} \int_{0}^{\infty} m e^{-m_{l}|z-d|} J_{0}(m r) d m \quad \text { if } \quad z<d  \tag{6.473}\\
& \text { and } \quad \tilde{\varphi}_{i}=\frac{F_{z}}{4 \pi \mu k_{s}^{2}} \int_{0}^{\infty} m e^{-m_{l}|z-d|} J_{0}(m r) d m \quad \text { if } \quad z>d
\end{align*}
$$

Also

$$
\begin{equation*}
\tilde{\psi}_{i}=\frac{F_{z}}{4 \pi \mu k_{s}^{2}} \int_{0}^{\infty} \frac{m^{2}}{m_{s}} e^{-m_{s}|z-d|} J_{1}(m r) d m \tag{6.474}
\end{equation*}
$$

Using the Sommerfeld integral, we obtain

$$
\begin{equation*}
\tilde{\varphi}_{i}=-\frac{F_{z}}{4 \pi \mu k_{s}^{2}} \frac{\partial}{\partial z} \frac{e^{i k_{l} R}}{R} \quad \text { and } \quad \tilde{\psi}_{i}=-\frac{F_{z}}{4 \pi \mu k_{s}^{2}} \frac{\partial}{\partial r} \frac{e^{i k_{s} R}}{R} \tag{6.475}
\end{equation*}
$$

Here

$$
R=\left[r^{2}+(z-d)^{2}\right]^{1 / 2}
$$

Note that these expressions were derived in Chapter 3, where we considered the waves in a homogeneous medium.

## Potentials of the secondary wave

Taking into account eqs. 6.474 and 6.475 , expressions of potentials $\tilde{\varphi}_{s}$ and $\tilde{\psi}_{s}$ have the form

$$
\begin{equation*}
\tilde{\varphi}_{s}=-\frac{F_{z}}{4 \pi \mu k_{s}^{2}} \int_{0}^{\infty} m A_{m} e^{-m_{l} z} \quad J_{0}(m r) d m \tag{6.476}
\end{equation*}
$$

and $\quad \tilde{\psi}_{s}=\frac{F_{z}}{4 \pi \mu k_{s}^{2}} \int_{0}^{\infty} m B_{m} e^{-m_{s} z} \quad J_{1}(m r) d m$

Therefore

$$
\begin{equation*}
\tilde{\varphi}=-\frac{F_{z}}{4 \pi \mu k_{s}^{2}} \int_{0}^{\infty} m\left[e^{-m_{l}|z-d|}+A_{m} e^{-m_{l} z}\right] \quad J_{0}(m r) d m \tag{6.477}
\end{equation*}
$$

and $\quad \tilde{\psi}=\frac{F_{z}}{4 \pi \mu k_{s}^{2}} \int_{0}^{\infty} m\left[\frac{m}{m_{s}} e^{-m_{s}|z-d|}+B_{m} e^{-m_{s} z}\right] J_{1}(m r) d m$

Then, making use of the boundary conditions at the free surface, $z=0$, we obtain:

$$
\begin{equation*}
\left(2 m^{2}-k_{s}^{2}\right) A_{m}+2 m m_{s} B_{m}=-\left(2 m^{2}-k_{s}^{2}\right) e^{-m_{l} d}+2 m^{2} e^{-m_{s} d} \tag{6.478}
\end{equation*}
$$

and $\quad 2 m m_{l} A_{m}+\left(2 m^{2}-k_{s}^{2}\right) B_{m}=2 m m_{l} e^{-m_{l} d}-\frac{m}{m_{s}}\left(2 m^{2}-k_{s}^{2}\right) e^{-m_{s} d}$

Solution of this system yields

$$
\begin{equation*}
A_{m}=-\frac{\left(2 m^{2}-k_{s}^{2}\right)^{2}+4 m^{2} m_{l} m_{s}}{D} e^{-m_{l} d}+\frac{4 m^{2}\left(2 m^{2}-k_{s}^{2}\right)}{D} e^{-m_{s} d} \tag{6.479}
\end{equation*}
$$

and $\quad B_{m}=\frac{4 m m_{l}\left(2 m^{2}-k_{s}^{2}\right)}{D} e^{-m_{l} d}-\frac{m}{m_{s}} \frac{\left(2 m^{2}-k_{s}^{2}\right)^{2}+4 m^{2} m_{l} m_{s}}{D} e^{-m_{s} d}$
where $D$ is the determinant of the system. It is clear that expressions of potentials are similar to those derived for the two-dimensional source.

## Wave behavior

For illustration we derive formulas for displacement components in the far zone, $\left(k_{l} r \gg 1\right)$, when both the source of the $P$ wave and an observation point are located in the vicinity of the free boundary. Then, letting $d=0$ in eqs. 6.448 and using eqs. 6.442 we obtain

$$
\begin{equation*}
\tilde{s}_{z}=-2 k_{s}^{2} C_{l} \int_{0}^{\infty} \frac{m\left(2 m^{2}-k_{s}^{2}\right) J_{0}(m r)}{\left(2 m^{2}-k_{s}^{2}\right)^{2}-4 m^{2} m_{l} m_{s}} d m \tag{6.480}
\end{equation*}
$$

$$
\text { and } \quad \tilde{s}_{r}=4 k_{s}^{2} C_{l} \int_{0}^{\infty} \frac{m^{2} m_{s} J_{1}(m r)}{\left(2 m^{2}-k_{s}^{2}\right)^{2}-4 m^{2} m_{l} m_{s}} d m
$$

From the physical point of view, it is clear that the reflected wave, which obeys Snell's law, is absent in this case. This is confirmed by the fact that integrands in eqs. 6.480 do not contain exponential terms and, therefore, the stationary-phase method cannot be used. Correspondingly, by analogy with the two-dimensional source, we apply contour integration to find approximate formulas for the wavefields. However, such an approach requires that the integrand in eqs. 6.480 vanish on the complex plane $m$, when the variable of integration tends to infinity (Jordan lemma). In order to meet this condition, we replace functions $J_{0}$ and $J_{1}$ by the Hankel functions (Part II). As follows from eqs. 6.480 , displacements are expressed in terms of two types of integrals,

$$
\begin{gather*}
I=\int_{0}^{\infty} F_{1}\left(m, m_{l}, m_{s}\right) J_{0}(m r) d m  \tag{6.481}\\
\text { and } \quad L=\int_{0}^{\infty} F_{2}\left(m, m_{l,} m_{s}\right) J_{1}(m r) d m
\end{gather*}
$$

where $F_{1}$ and $F_{2}$ are analytical functions on the complex plane $m$ except branch points and poles.

Integral $I$ At the beginning consider integral $I$ describing displacement $s_{z}$ and use the equality

$$
\begin{equation*}
J_{0}(m r)=\frac{1}{2}\left[H_{0}^{(1)}(m r)+H_{0}^{(2)}(m r)\right] \tag{6.482}
\end{equation*}
$$

Here $H_{0}^{(1)}(m r)$ and $H_{0}^{(2)}(m r)$ are Hankel's functions of the zero order and of the first and second kind. Note that the relationship eq. 6.482 follows from a definition of these functions of any order $\nu$ :

$$
\begin{equation*}
H_{\nu}^{(1)}(m r)=J_{\nu}(m r)+i Y_{\nu}(m r) \quad \text { and } \quad H_{\nu}^{(2)}(m r)=J_{\nu}(m r)-i Y_{\nu}(m r) \tag{6.483}
\end{equation*}
$$

Substitution of eq. 6.482 into integral $I$ gives

$$
\begin{equation*}
I=\frac{1}{2} \int_{0}^{\infty} F_{1}(m) H_{0}^{(1)}(m r) d m+\frac{1}{2} \int_{0}^{\infty} F_{1}(m) H_{0}^{(2)}(m r) d m \tag{6.484}
\end{equation*}
$$

As was pointed out earlier, branch points and poles are located either in the first or in the third quadrants. Poles are

$$
m_{1}=k_{s}+i \varepsilon_{s}, \quad m_{2}=-k_{s}-i \varepsilon_{s}, \quad m_{3}=k_{l}+i \varepsilon_{l}, \quad m_{4}=-k_{l}-i \varepsilon_{l}, \quad(\varepsilon \ll 1)
$$

The asymptotic expressions of functions $H_{0}^{(1)}(m r)$ and $H_{0}^{(2)}(m r)$ are

$$
\begin{align*}
H_{0}^{(1)}(m r) & \approx \sqrt{\frac{2}{\pi m r}} e^{i(m r-\pi / 4)}  \tag{6.485}\\
\text { and } \quad H_{0}^{(2)}(m r) & \approx \sqrt{\frac{2}{\pi m r}} e^{-i(m r-\pi / 4)} \quad \text { if } m r \gg 1
\end{align*}
$$

We see that these functions of the first and second kind decay exponentially with an increase of $m$, if $\operatorname{Im} m>0$ and $\operatorname{Im} m<0$, respectively. Applying the Cauchy theorem to the first integral in eq. 6.484, we have:

$$
\begin{align*}
& \oint_{C} F_{1}(m) H_{0}^{(1)}(m r) d m=\int_{0}^{\infty} F_{1}(m) H_{0}^{(1)}(m r) d m  \tag{6.486}\\
+ & \int_{C_{1}+C_{2}} F_{1}(m) H_{0}^{(1)}(m r) d m+\int_{C_{3}+C_{4}} F_{1}(m) H_{0}^{(1)}(m r) d m \\
+ & \oint_{C_{p}} F_{1}(m) H_{0}^{(1)}(m r) d m+\int_{i \infty}^{0} F_{1}(m) H_{0}^{(1)}(m r) d m=0
\end{align*}
$$

Here path $C$ is situated in the first quadrant, Fig. 6.11, and singularities of the integrand are absent in the area surrounded by $C$. Also, due to the exponential decay of $H_{0}^{(1)}(\mathrm{mr})$ for large arguments, the integral along the portion of the path with an infinitely large radius, $\operatorname{Im} m \rightarrow \infty$, can be discarded (Jordan lemma). In accordance with eq. 6.486, integration along the real axis $m$ is replaced by integration along the branch lines, around poles, and along the imaginary axis $m$. Since the last integral is unknown, we have to eliminate it. To do this consider the integral

$$
\oint_{C_{0}} F_{1}(m) H_{0}^{(2)}(m r) d m
$$



Figure 6.11: Contour of integration in eq. 6.486
where $C_{0}$ is located in the fourth quadrant, Fig. 6.11. Taking into account that $F_{1}(m)$ is the analytical function in all points of this quadrant, we have:

$$
\oint_{C_{0}} F_{1}(m) H_{0}^{(2)}(m r) d m=\int_{0}^{\infty} F_{1}(m) H_{0}^{(2)}(m r) d m+\int_{-i \infty}^{0} F_{1}(m) H_{0}^{(2)}(m r) d m=0
$$

or

$$
\begin{equation*}
\int_{0}^{\infty} F_{1}(m) H_{0}^{(2)}(m r) d m=-\int_{-i \infty}^{0} F_{1}(m) H_{0}^{(2)}(m r) d m \tag{6.487}
\end{equation*}
$$

The use of eqs. 6.484-6.487 gives for integral $I$

$$
\begin{equation*}
I=-\frac{1}{2}\left[\int_{C_{1}+C_{2}} F_{1}(m) H_{0}^{(1)}(m r) d m+\int_{C_{3}+C_{4}} F_{1}(m) H_{0}^{(1)}(m r) d m\right. \tag{6.488}
\end{equation*}
$$

$$
\left.+\oint_{C_{p}} F_{1}(m) H_{0}^{(1)}(m r) d m+\int_{i \infty}^{0} F_{1}(m) H_{0}^{(1)}(m r) d m+\int_{-i \infty}^{0} F_{1}(m) H_{0}^{(2)}(m r) d m\right]
$$

Now we will demonstrate that the sum of integrals along the imaginary axis $m$ vanishes. Introducing a new variable that differs from $m$ only by sign, the last integral in eq. 6.488 becomes

$$
-\int_{i \infty}^{0} F_{1}(-m) H_{0}^{(2)}(-m r) d m
$$

Since

$$
F_{1}(-m)=-F_{1}(m) \quad \text { and } \quad H_{0}^{(2)}(-m r)=-H_{0}^{(2)}(m r)
$$

we have

$$
-\int_{i \infty}^{0} F_{1}(-m) H_{0}^{(2)}(-m r) d m=-\int_{i \infty}^{0} F_{1}(m) H_{0}^{(1)}(m r) d m
$$

and eq. 6.488 yields

$$
\begin{gather*}
I=-\frac{1}{2}\left[\int_{C_{1}+C_{2}} F_{1}(m) H_{0}^{(1)}(m r) d m\right.  \tag{6.489}\\
\left.+\int_{C_{3}+C_{4}} F_{1}(m) H_{0}^{(1)}(m r) d m+\oint_{C_{p}} F_{1}(m) H_{0}^{(1)}(m r) d m\right]
\end{gather*}
$$

Thus, as in the case of the two-dimensional source, we have represented the vertical component of displacement as a sum of integrals along branch lines and around poles only.

Integral $L$ In the same manner, consider the second integral in eq. 6.481, describing the radial component of displacement. As follows from eqs. 6.483,

$$
J_{1}(m r)=\frac{1}{2}\left[H_{1}^{(1)}(m r)+H_{1}^{(2)}(m r)\right],
$$

and therefore

$$
\begin{equation*}
L=\frac{1}{2}\left[\int_{0}^{\infty} F_{2}(m) H_{1}^{(1)}(m r) d m+\int_{0}^{\infty} F_{2}(m) H_{1}^{(2)}(m r) d m\right] \tag{6.490}
\end{equation*}
$$

Taking into account the asymptotic behavior of Hankel's functions

$$
\begin{equation*}
H_{1}^{(1)}(m r) \approx \sqrt{\frac{2}{\pi m r}} e^{i(m r-3 \pi / 4)} \text { and } \quad H_{1}^{(2)}(m r) \approx \sqrt{\frac{2}{\pi m r}} e^{-i(m r-3 \pi / 4)} \tag{6.491}
\end{equation*}
$$

we can again use closed paths $C$ and $C_{0}$. By analogy with eq. 6.488 , we get

$$
\begin{align*}
& L=-\frac{1}{2}\left[\int_{C_{1}+C_{2}} F_{2}(m) H_{1}^{(1)}(m r) d m+\int_{C_{3}+C_{1}} F_{2}(m) H_{1}^{(1)}(m r) d m\right. \\
+ & \left.\oint_{C_{p}} F_{2}(m) H_{1}^{(1)}(m r) d m+\int_{i \infty}^{0} F_{2}(m) H_{1}^{(1)}(m r) d m+\int_{-i \infty}^{0} F_{2}(m) H_{1}^{(2)}(m r) d m\right] \tag{6.492}
\end{align*}
$$

By definition, eq. 6.481, $F_{2}(m)=F_{2}(-m)$. Besides, as is well known, $H_{1}^{(2)}(-m r)=H_{1}^{(1)}(m r)$.
Replacement of the variable in the last integral yields

$$
\int_{-i \infty}^{0} F_{2}(m) H_{1}^{(2)}(m r) d m=-\int_{i \infty}^{0} F_{2}(m) H_{1}^{(1)}(m r) d m
$$

and in place of eq. 6.492 we have

$$
\begin{gather*}
L=-\frac{1}{2}\left[\int_{C_{1}+C_{2}} F_{2}(m) H_{1}^{(1)}(m r) d m\right.  \tag{6.493}\\
\left.+\int_{C_{3}+C_{4}} F_{2}(m) H_{1}^{(1)}(m r) d m+\oint_{C_{p}} F_{2}(m) H_{1}^{(1)}(m r) d m\right]
\end{gather*}
$$

Now we are prepared to derive asymptotic formulas for displacement.

## Vertical component $s_{z}$

As follows from eqs. 6.480 and 6.489,

$$
\begin{equation*}
\tilde{s}_{z}=-k_{s}^{2} C_{l}\left(I_{s}+I_{l}+I_{p}\right) \tag{6.494}
\end{equation*}
$$

Integral $I_{s}$ Integration along branch lines $C_{1}$ and $C_{2}$ yields

$$
\begin{gathered}
I_{s}=\int_{k_{s}}^{k_{s}+i \infty} m\left(2 m^{2}-k_{s}^{2}\right) \\
\times\left[\frac{1}{\left(2 m^{2}-k_{s}^{2}\right)^{2}-4 m^{2} m_{l} m_{s}}-\frac{1}{\left(2 m^{2}-k_{s}^{2}\right)^{2}+4 m^{2} m_{l} m_{s}}\right] H_{0}^{(1)}(m r) d m
\end{gathered}
$$

since the radical $m_{s}$ has different signs on $C_{1}$ and $C_{2}$. Thus,

$$
\begin{equation*}
I_{s}=8 \int_{k_{s}}^{k_{s}+i \infty} \frac{m^{3} m_{l} m_{s}\left(2 m^{2}-k_{s}^{2}\right)}{\left(2 m^{2}-k_{s}^{2}\right)^{4}-16 m^{4} m_{l}^{2} m_{s}^{2}} H_{0}^{(1)}(m r) d m \tag{6.495}
\end{equation*}
$$

Introducing a new variable, $t: m=k_{s}+i t$, and assuming that the integral is defined by the initial part of an integration, we have

$$
\begin{equation*}
m=k_{s}, \quad d m=i d t, \quad m_{s}=\sqrt{2 i k_{s} t} \tag{6.496}
\end{equation*}
$$

Because $\quad k_{s} r \gg 1$, we can use the asymptotic expression of Hankel's function, which gives

$$
\begin{equation*}
H_{0}^{(1)}(m r)=\sqrt{\frac{2}{\pi k_{s} r}} e^{i\left(k_{s} r-\pi / 4\right)} e^{-r t} \tag{6.497}
\end{equation*}
$$

Substituting eqs. 6.496 and 6.497 into eq. 6.495 , we obtain

$$
\begin{equation*}
I_{s}=\frac{8 i\left(1-\frac{k_{l}^{2}}{k_{s}^{2}}\right)^{1 / 2}}{k_{s}^{2} r^{2}} e^{i k_{s} r} \tag{6.498}
\end{equation*}
$$

since

$$
\int_{0}^{\infty} t^{1 / 2} e^{-r t} d t=\frac{\sqrt{\pi}}{2 r^{3 / 2}}
$$

Correspondingly,

$$
\begin{equation*}
\tilde{s}_{z}\left(k_{s}\right)=-\frac{8 C_{l} i\left(1-\frac{k_{l}^{2}}{k_{s}^{2}}\right)^{1 / 2} e^{i k_{s} r}}{r^{2}} \tag{6.499}
\end{equation*}
$$

Eq. 6.499 describes the component of displacement, $\quad \tilde{s}_{z}\left(k_{s}\right)$, related to two waves propagating along the boundary with velocity $c_{s}$. One is the shear wave moving through a medium; the other is the longitudinal wave propagating along the boundary, also with velocity $c_{s}$. The longitudinal wave arises in the same manner as in the twodimensional case. When the shear wave moves through a medium, vibration of particles of the boundary gives rise to the evanescent longitudinal wave, which has the same velocity of propagation, $c_{s}$, along the boundary but exponentially decays with depth $z$.

Integral $I_{l}$ Performing integration along paths $C_{3}$ and $C_{4}$, it is evident that the resultant integral $I_{l}$ has the same integrand as that in eq. 6.495:

$$
\begin{equation*}
I_{l}=8 \int_{k_{l}}^{k_{l}+i \infty} \frac{m^{3} m_{l} m_{s}\left(2 m^{2}-k_{s}^{2}\right)}{\left(2 m^{2}-k_{s}^{2}\right)^{4}-16 m^{4} m_{l}^{2} m_{s}^{2}} H_{0}^{(1)}(m r) d m \tag{6.500}
\end{equation*}
$$

Then, use of variable $t, \quad m=k_{l}+i t$, gives

$$
\begin{equation*}
I_{l}=\frac{8\left(1-\frac{k_{l}^{2}}{k_{s}^{2}}\right)^{1 / 2} e^{i k_{l} r}}{k_{l}^{2}\left(2-\frac{k_{s}^{2}}{k_{l}^{2}}\right)^{3} r^{2}}, \tag{6.501}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{s}_{z}\left(k_{l}\right)=-8 C_{l}\left(\frac{k_{s}}{k_{l}}\right)^{2} \frac{\left(\frac{k_{s}^{2}}{k_{l}^{2}}-1\right)^{1 / 2}}{\left(2-\frac{k_{s}^{2}}{k_{l}^{2}}\right)^{3}} \frac{e^{i k_{l} r}}{r^{2}} \tag{6.502}
\end{equation*}
$$

This portion of displacement, $\tilde{s}_{z}$, is also due to two waves. One is the $P$ wave advancing through a medium with velocity $c_{l}$; it has a spherical wavefront. The second is the conical wave; its velocity of propagation is equal to that of the shear wave, $c_{s}$. Along the boundary, however, it moves with velocity $c_{l}$. The wavefront of this wave is the lateral surface of the cone; the apex is located on the $z$-axis. The appearance of this conical wave was described earlier when we considered wavefields caused by a linear
source. Propagation of the longitudinal wave produces vibration of particles of the free boundary, which becomes the source of elementary shear waves. The conical wave is the result constructive interference by elementary shear waves. Thus, the sum

$$
\tilde{s}_{z}\left(k_{s}\right)+\tilde{s}_{z}\left(k_{l}\right)
$$

is associated with waves moving along the boundary with two different velocitics, $c_{s}$ and $c_{l}$, and each wave is a superposition of longitudinal and shear waves. Of course, this consideration is directly applied to function $s_{r}$.

Radial component $s_{r}$
In accordance with eqs. 6.480 and 6.493,

$$
\begin{equation*}
\tilde{s}_{r}=-k_{s}^{2} C_{l}\left(L_{s}+L_{l}+L_{p}\right) \tag{6.503}
\end{equation*}
$$

Integral $L_{s}$ Integration around branch point $k_{s}$ gives
$L_{s}=2 \int_{k_{s}}^{k_{s}+i \infty} m^{2} m_{s}\left[\frac{1}{\left(2 m^{2}-k_{s}^{2}\right)^{2}-4 m^{2} m_{l} m_{s}}+\frac{1}{\left(2 m^{2}-k_{s}^{2}\right)^{2}+4 m^{2} m_{l} m_{s}}\right] H_{1}^{(1)}(m r) d m$
or

$$
\begin{equation*}
L_{s}=4 \int_{k_{s}}^{k_{s}+i \infty} \frac{m^{2} m_{s}\left(2 m^{2}-k_{s}^{2}\right)^{2} H_{1}^{(1)}(m r)}{\left(2 m^{2}-k_{s}^{2}\right)^{4}-16 m^{4} m_{l}^{2} m_{s}^{2}} d m \tag{6.504}
\end{equation*}
$$

Again performing a simple transformation, $m=k_{s}+i t$, we obtain

$$
L_{s}=\frac{4 i k_{s}^{2} \sqrt{k_{s}} \sqrt{2 i} \sqrt{2} e^{-i 3 \pi / 4} e^{i k_{s} r} \sqrt{\pi}}{k_{s}^{4} \sqrt{\pi k_{s} r} r^{3 / 2} 2}
$$

or

$$
\begin{equation*}
L_{s}=\frac{4 e^{i k_{s} r}}{k_{s}^{2} r^{2}} \tag{6.505}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{s}_{r}\left(k_{s}\right)=-\frac{4 C_{l} e^{i k_{s} r}}{r^{2}} \tag{6.506}
\end{equation*}
$$

Integral $L_{l}$ In the same manner, for integrals along branch lines $C_{3}$ and $C_{4}$ we have
$L_{l}=2 \int_{k_{l}}^{k_{l}+i \infty} m^{2} m_{s}\left[\frac{1}{\left(2 m^{2}-k_{s}^{2}\right)^{2}-4 m^{2} m_{l} m_{s}}-\frac{1}{\left(2 m^{2}-k_{s}^{2}\right)^{2}+4 m^{2} m_{l} m_{s}}\right] H_{1}^{(1)}(m r) d m$
or

$$
\begin{equation*}
L_{l}=16 \int_{k_{l}}^{k_{l}+i \infty} \frac{m^{4} m_{l} m_{s}^{2} H_{1}^{(1)}(m r) d m}{\left(2 m^{2}-k_{s}^{2}\right)^{4}-16 m^{4} m_{l}^{2} m_{s}^{2}} \tag{6.507}
\end{equation*}
$$

This gives

$$
L_{l}=\frac{16 i k_{l}^{1} \sqrt{2 i k_{l}} k_{l}^{2}\left(1-\frac{k_{s}^{2}}{k_{l}^{2}}\right) e^{i k_{l} r} \sqrt{2} \sqrt{\pi} e^{-i 3 \pi / 4}}{\sqrt{\pi k_{l} r} k_{l}^{8}\left(2-\frac{k_{s}^{2}}{k_{l}^{2}}\right)^{4} 2 r^{3 / 2}}
$$

and

$$
\begin{equation*}
L_{l}=-\frac{\left(\frac{k_{s}^{2}}{k_{l}^{2}}-1\right) 16}{\left(2-\frac{k_{s}^{2}}{k_{l}^{2}}\right)^{4}} \frac{e^{i k_{l} r}}{k_{l}^{2} r^{2}} \tag{6.508}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\tilde{s}_{r}\left(k_{l}\right)=\frac{16 C_{l}\left(\frac{k_{s}^{2}}{k_{l}^{2}}-1\right)}{\left(2-\frac{k_{s}^{2}}{k_{l}^{2}}\right)^{4}} \frac{e^{i k_{l} r}}{r^{2}} \tag{6.509}
\end{equation*}
$$

Correspondingly, the radial component of displacement associated with branch points is

$$
\tilde{s}_{r}\left(k_{s}\right)+\tilde{s}_{r}\left(k_{l}\right)
$$

We have found asymptotic expressions of displacement at the free boundary caused by waves that propagate with either velocity $c_{s}$ or velocity $c_{l}$. There is also a surface wave, and its velocity $c_{R}\left(c_{R}<c_{s}\right)$ is defined from the real root of the Rayleigh equation (eq. 6.449). In order to determine the magnitude of displacement caused by the Rayleigh wave, we have to calculate the residual at the pole, $k_{R}$, of the integrands in eq. 6.480. Since in the far zone $k_{s} r \gg 1$, asymptotic formulas for Hankel's functions can be used. This means that displacement components related to the surface wave decay as $1 / \sqrt{r}$, - that is, much more slowly than the same components caused by the other waves.
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## Chapter 7

## Propagation of elastic waves in borehole containing a fluid

In this chapter we will study wave propagation in a medium with a cylindrical interface and mostly at relatively large distances from the source. As in the horizontally layered medium, our attention is paid to reflected, transmitted, head, and surface waves, as well as to normal modes.

### 7.1 Solution of the boundary value problem

Suppose that a cylindrical borehole with radius $a$ is filled by a fluid, and the elementary spherical source of the sinusoidal $P$ wave is located on its axis, Fig. 7.1a. The surrounding medium is an elastic one, and the density and wave velocity inside and outside the borehole are $\rho_{1}, c_{1}$ and $\rho_{2}, c_{l}, c_{s}$, respectively. Taking into account the geometry of the model, we have chosen a cylindrical system of coordinates with the origin at point $O$, where the source is situated, and the $z$-axis coinciding with the axis of the cylinder, Fig. 7.1a. In order to describe the wavefields we again use scalar and vector potentials that, due to axial symmetry, depend on two coordinates, $r$ and $z$, only. By definition, displacement $\mathbf{s}$ is related to the potentials as

$$
\begin{equation*}
\mathrm{s}=\operatorname{grad} \varphi+\operatorname{curl} \psi \tag{7.1}
\end{equation*}
$$

Correspondingly, vector s has two components, $s_{r}$ and $s_{z}$, which are independent of the azimuthal coordinate. Since the borehole is filled by a fluid, the rotational waves are absent inside of it, and the wavefields are described by scalar potential only.


Figure 7.1: (a) Cylindrical borehole (b) Behavior of modified Bessel function

Next we will derive formulas for potentials inside the borchole and in an elastic medium, and with this purpose in mind we will formulate, as usual, the boundary value problem. First, we know that complex amplitudes of potentials obey the Helmholtz equations:

$$
\begin{equation*}
\nabla^{2} \tilde{\varphi}_{1}+k_{1}^{2} \tilde{\varphi}_{1}=0 \quad \text { if } \quad r<a \tag{7.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla^{2} \tilde{\varphi}_{2}+k_{l}^{2} \tilde{\varphi}_{2}=0, \quad \nabla^{2} \tilde{\psi}_{2}+k_{s}^{2} \tilde{\psi}_{2}=0, \quad \text { if } \quad r>a \tag{7.3}
\end{equation*}
$$

where

$$
\begin{equation*}
k_{1}=\frac{\omega}{c_{1}}, \quad k_{l}=\frac{\omega}{c_{l}}, \quad k_{s}=\frac{\omega}{c_{s}} \tag{7.4}
\end{equation*}
$$

Of course, eqs. 7.2 and 7.3 are invalid at the origin, where the source of the primary field is located, as well as at the interface $r=a$. At points of this boundary between a fluid and an elastic medium, the tangential component of displacement can be a discontinuous function. At the same time, the normal component of displacement and normal stress are continuous functions. Since shear stress is absent in the fluid, it is also equal to zero at points of the interface. Thus, the boundary conditions are

$$
\begin{equation*}
\tilde{s}_{r}^{(1)}=\tilde{s}_{r}^{(2)}, \quad \tilde{\tau}_{r r}^{(1)}=\widetilde{\tau}_{r r}^{(2)}, \quad \tilde{\tau}_{z r}^{(2)}=0 \quad \text { if } \quad r=a \tag{7.5}
\end{equation*}
$$

It is convenient to represent the scalar potential inside the borehole as the sum

$$
\begin{equation*}
\tilde{\varphi}_{1}(r, z, \omega)=\tilde{\varphi}_{0}(r, z, \omega)+\tilde{\varphi}_{s}(r, z, \omega) \tag{7.6}
\end{equation*}
$$

where $\tilde{\varphi}_{0}(r, z, \omega)$ is the scalar potential of a direct wave in a homogeneous medium with parameters $\rho_{1}$ and $c_{1}$. As we know,

$$
\begin{equation*}
\tilde{\varphi}_{0}=C \frac{e^{i k_{1} R}}{R} \tag{7.7}
\end{equation*}
$$

Here $C$ is the constant and $R$ is the distance from the origin:

$$
R=\left(r^{2}+z^{2}\right)^{1 / 2}
$$

Function $\tilde{\varphi}_{s}$ describes secondary waves caused by the presence of the boundary, and it is finite everywhere. It is clear that on approaching the source, the primary potential becomes dominant:

$$
\begin{equation*}
\tilde{\varphi}_{1} \rightarrow \tilde{\varphi}_{0}=C \frac{e^{i k_{1} R}}{R} \quad \text { if } \quad R \rightarrow 0 \tag{7.8}
\end{equation*}
$$

Finally, assuming the presence of attenuation, even it is very small, we can conclude that at very large distances from the source, wavefields vanish, and we have condition at infinity:

$$
\begin{equation*}
\tilde{\varphi}_{1} \rightarrow 0, \quad \tilde{\varphi}_{2} \rightarrow 0, \quad \text { and } \quad \tilde{\psi}_{2} \rightarrow 0, \quad \text { if } \quad R \rightarrow \infty \tag{7.9}
\end{equation*}
$$

Thus, we have formulated the boundary value problem, and our goal is to find scalar and vector potentials that satisfy eqs. 7.2 and 7.3 , as well as conditions $7.5,7.8$ and 7.9 .

## Solution of Helmholtz equation for scalar potential $\tilde{\varphi}$

As was shown in the previous chapter, in the cylindrical system of coordinates the Helmholtz equation is written in the form

$$
\begin{equation*}
\frac{\partial^{2} \tilde{\varphi}}{\partial r^{2}}+\frac{1}{r} \frac{\partial \tilde{\varphi}}{\partial r}+\frac{\partial^{2} \tilde{\varphi}}{\partial z^{2}}+k^{2} \tilde{\varphi}=0 \tag{7.10}
\end{equation*}
$$

Here

$$
\begin{array}{llll}
k & =k_{1} & \text { if } & r<a \\
k & =k_{l} & \text { if } & r>a
\end{array}
$$

Applying again the method of separation of variables, we have

$$
\begin{equation*}
\tilde{\varphi}(r, z, \omega)=T(r, \omega) Z(z) \tag{7.11}
\end{equation*}
$$

Substitution of eq. 7.11 into eq. 7.10 gives two ordinary differential equations of the second order,

$$
\begin{equation*}
\frac{1}{T} \frac{d^{2} T}{d r^{2}}+\frac{1}{r T} \frac{d T}{d r}+k^{2}=\mp m^{2} \quad \text { and } \quad \frac{1}{Z} \frac{d^{2} Z}{d z^{2}}= \pm m^{2} \tag{7.12}
\end{equation*}
$$

where $m$ is an arbitrary variable of separation. In choosing a sign on the right side of eqs. 7.12 , we assume, by analogy with function $\tilde{\varphi}_{0}$, that the scalar potential in both media is an even function of coordinate $z$. Thus it is proper to choose minus sign on the right side of the second equation of set 7.12, and this gives

$$
\frac{d^{2} Z}{d z^{2}}+m^{2} Z=0
$$

Its partial solution is $\sin m z$ and $\cos m z$ with arbitrary constants, and the latter is an cven function of $Z$. For this reason, $\cos m z$ is used to represent the complex amplitude of potential $\tilde{\varphi}$. Correspondingly, the first equation of the set 7.12 becomes

$$
\begin{equation*}
\frac{d^{2} T}{d r^{2}}+\frac{1}{r} \frac{d T}{d r}-\left(m^{2}-k^{2}\right) T=0 \tag{7.13}
\end{equation*}
$$

Its partial solutions are modified Bessel functions of the first and second kind,

$$
I_{0}\left(\sqrt{m^{2}-k^{2}} r\right) \quad \text { and } \quad K_{0}\left(\sqrt{m^{2}-k^{2}} r\right)
$$

but of the zero order. In particular, if the argument is real and positive, the behavior of these functions is very simple, Fig. 7.1b. For instance, their asymptotic expressions are

$$
\begin{equation*}
I_{0}(x) \rightarrow 1, \quad K_{0}(x) \rightarrow-\ln x \quad \text { if } \quad x \rightarrow 0 \tag{7.14}
\end{equation*}
$$

and $\quad I_{0}(x) \rightarrow \frac{1}{(2 \pi x)^{1 / 2}} e^{x}, \quad K_{0}(x) \rightarrow\left(\frac{\pi}{2 x}\right)^{1 / 2} e^{-x} \quad$ if $\quad x \rightarrow \infty$

We will also use modified Bessel functions of the first order:

$$
I_{1}(x) \quad \text { and } \quad K_{1}(x)
$$

Their asymptotic formulas are

$$
\begin{equation*}
I_{1}(x) \rightarrow \frac{x}{2}, \quad K_{1}(x) \rightarrow \frac{1}{x} \quad \text { if } \quad x \rightarrow 0 \tag{7.15}
\end{equation*}
$$

and $\quad I_{1}(x) \rightarrow\left(\frac{1}{2 \pi x}\right)^{1 / 2} e^{x}, \quad K_{1}(x) \rightarrow\left(\frac{\pi}{2 x}\right)^{1 / 2} e^{-x} \quad$ if $\quad x \rightarrow \infty$

By definition, the sum

$$
\begin{equation*}
T_{m}(r, \omega)=A_{m} I_{0}\left(m_{i} r\right)+B_{m} K_{0}\left(m_{i} r\right) \tag{7.16}
\end{equation*}
$$

satisfies eq. 7.13, and

$$
\begin{array}{lll}
m_{i}=m_{1}=\sqrt{m^{2}-k_{1}^{2}} & \text { if } & r<a \\
m_{i}=m_{l}=\sqrt{m^{2}-k_{l}^{2}} & \text { if } & r>a
\end{array}
$$

Taking into account the assumption about symmetry with respect to plane $z=0$ and eq. 7.11 , the partial solution of the Helmholtz equation is

$$
\begin{equation*}
\tilde{\varphi}_{m}=\left[A_{m} I_{0}\left(m_{i} r\right)+B_{m} K_{0}\left(m_{i} r\right)\right] \cos m z \tag{7.17}
\end{equation*}
$$

Therefore, for the general solution we obtain

$$
\begin{equation*}
\tilde{\varphi}(r, z, \omega)=\int_{0}^{\infty}\left[A_{m} I_{0}\left(m_{i} r\right)+B_{m} K_{0}\left(m_{i} r\right)\right] \cos m z d m \tag{7.18}
\end{equation*}
$$

As was pointed out earlier, secondary waves have finite value everywhere. For this reason, the secondary scalar potential $\tilde{\varphi}_{s}$ is written as

$$
\begin{equation*}
\tilde{\varphi}_{s}=\int_{0}^{\infty} A_{m} I_{0}\left(m_{1} r\right) \cos m z d m, \quad \text { if } \quad r<a \tag{7.19}
\end{equation*}
$$

since function $K_{0}\left(m_{1} r\right)$ is infinitely large at the point of the borehole axis $(r=0)$. In approaching the origin $(r \rightarrow 0, z \rightarrow 0)$, the secondary potential tends to a finite value. Correspondingly, the function $\tilde{\varphi}_{1}$ satisfies the condition near the source. Taking into account that $I_{0}\left(m_{l} r\right)$ increases without limit with an increase of $r$, potential $\tilde{\varphi}_{2}$ in an elastic medium is

$$
\begin{equation*}
\tilde{\varphi}_{2}(r, z, \omega)=\int_{0}^{\infty} B_{m} K_{0}\left(m_{l} r\right) \cos m z d m \tag{7.20}
\end{equation*}
$$

Thus functions $\tilde{\varphi}_{1}$ and $\tilde{\varphi}_{2}$ satisfy the Helmholtz equation as well as conditions near the source and at infinity when $r \rightarrow \infty$. Note that these functions also vanish with the increase of $|z|$. This happens because of the oscillating factor $\cos m z$ in integrals of eqs. 7.19 and 7.20 .

## Solution of Helmholtz equation for vector potential $\psi$

We will assume that the vector potential has only an azimuthal component. In this case the Helmholtz equation becomes

$$
\nabla^{2} \tilde{\psi}+\left(k_{s}^{2}-\frac{1}{r^{2}}\right) \tilde{\psi}=0
$$

Then use of the method of separation of variables

$$
\tilde{\psi}=T(r, \omega) Z(z)
$$

gives the same equation for $Z(z)$ as before, and its solutions are the trigonometric functions

$$
\sin m z \quad \text { and } \quad \cos m z
$$

At the same time, function $T(r, \omega)$ has to obey a different Bessel equation

$$
\begin{equation*}
\frac{d^{2} T}{d r^{2}}+\frac{1}{r} \frac{d T}{d r}-\left(\frac{1}{r^{2}}+m_{s}^{2}\right) T=0 \tag{7.21}
\end{equation*}
$$

where

$$
m_{s}=\sqrt{m^{2}-k_{s}^{2}}
$$

Solutions of this equation are modified Bessel functions of the first order: $I_{1}\left(m_{s} r\right)$ and $K_{1}\left(m_{s} r\right)$. Since $I_{1}\left(m_{s} r\right)$ increases without limit with an increase of $r$, provided that $m_{s}$ is real, this function cannot describe the potential $\tilde{\psi}$ outside the borehole. We will attempt to satisfy the boundary conditions assuming that the potential solution of the Helmholtz equation is the odd function of $z$, i.e.,

$$
\begin{equation*}
\tilde{\psi}_{m}(r, z, \omega, m)=C_{m} K_{1}\left(m_{s} r\right) \sin m z \tag{7.22}
\end{equation*}
$$

Then the general solution for the vector potential may be written as

$$
\begin{equation*}
\widetilde{\psi}(r, z, \omega,)=\int_{0}^{\infty} C_{m} K_{1}\left(m_{s} r\right) \sin m z d m \tag{7.23}
\end{equation*}
$$

It is clear that this function also obeys the condition at infinity for any values of unknown $C_{m}$.

## Boundary conditions and determination of unknowns

By analogy with a horizontally layered medium, we represent the scalar potential of the direct wave in terms of Bessel and trigonometric functions (Part II):

$$
\begin{equation*}
\frac{e^{i k_{1} R}}{R}=\frac{2}{\pi} \int_{0}^{\infty} K_{0}\left(m_{1} r\right) \cos m z d m \tag{7.24}
\end{equation*}
$$

Correspondingly, the expressions of potentials satisfying the Helmholtz equations as well as conditions near the source and at infinity are

$$
\begin{gather*}
\tilde{\varphi}_{1}=\frac{2}{\pi} C \int_{0}^{\infty}\left[K_{0}\left(m_{1} r\right)+A_{m} I_{0}\left(m_{1} r\right)\right] \cos m z d m \quad \text { if } \quad r<a  \tag{7.25}\\
\text { and } \quad \tilde{\varphi}_{2}=\frac{2}{\pi} C \int_{0}^{\infty} B_{m} K_{0}\left(m_{l} r\right) \cos m z d m \\
\\
\tilde{\psi}_{2}=\frac{2}{\pi} C \int_{0}^{\infty} C_{m} K_{1}\left(m_{s} r\right) \sin m z d m \quad \text { if } \quad r>a
\end{gather*}
$$

In order to determine unknown coefficients $A_{m}, B_{m}$, and $C_{m}$, we use the boundary conditions, eqs. 7.5. Since

$$
\begin{aligned}
& \tilde{s}_{r}=\frac{\partial \tilde{\varphi}}{\partial r}-\frac{\partial \tilde{\psi}}{\partial z}, \quad \quad \tilde{s}_{z}=\frac{\partial \tilde{\varphi}}{\partial z}+\frac{1}{r} \frac{\partial}{\partial r}(r \tilde{\psi}), \\
& \tilde{e}_{r r}=\frac{\partial \tilde{s}_{r}}{\partial r}, \quad \quad \tilde{e}_{r z}=\frac{\partial \tilde{s}_{r}}{\partial z}+\frac{\partial \tilde{s}_{z}}{\partial r}, \\
& \text { and } \quad \tilde{\tau}_{r r}=\lambda \operatorname{div} \tilde{\mathbf{s}}+2 \mu \frac{\partial \tilde{s}_{r}}{\partial r}, \quad \tilde{\tau}_{z r}=\mu \tilde{e}_{z r},
\end{aligned}
$$

eqs. 7.15 can be rewritten in terms of complex amplitudes of potentials:

$$
\begin{equation*}
\frac{\partial \tilde{\varphi}_{1}}{\partial r}=\frac{\partial \tilde{\varphi}_{2}}{\partial r}-\frac{\partial \tilde{\psi}_{2}}{\partial z} \tag{7.27}
\end{equation*}
$$

$$
-\lambda_{1} k_{1}^{2} \tilde{\varphi}_{1}=-\lambda_{2} k_{l}^{2} \tilde{\varphi}_{2}+2 \mu_{2}\left(\frac{\partial^{2} \tilde{\varphi}_{2}}{\partial r^{2}}-\frac{\partial^{2} \tilde{\psi_{2}}}{\partial r \partial z}\right)
$$

and $\quad 2 \frac{\partial^{2} \tilde{\varphi}_{2}}{\partial r \partial z}-\frac{\partial^{2} \tilde{\psi}_{2}}{\partial z^{2}}+\frac{\partial}{\partial r}\left(\frac{1}{r} \frac{\partial}{\partial r} r \tilde{\psi}_{2}\right)=0 \quad$ if $\quad r=a$
Here we use the known equalities

$$
\operatorname{div} \operatorname{grad} \tilde{\varphi}=\nabla^{2} \tilde{\varphi}=-k^{2} \tilde{\varphi} \quad \text { and } \quad \text { div curl } \tilde{\psi} \equiv 0
$$

Let us recall that $\lambda_{1}$ is the bulk modulus of the fluid and

$$
\begin{equation*}
\lambda_{1}=c_{1}^{2} \rho_{1}, \quad\left(\lambda_{2}+2 \mu_{2}\right)=c_{l}^{2} \rho_{2}, \quad \mu_{2}=c_{s}^{2} \rho_{2} \tag{7.28}
\end{equation*}
$$

In solving system 7.27 , we may apply the equalities

$$
\begin{align*}
& \quad I_{n}^{\prime}=I_{n-1}-\frac{n}{v} I_{n}, \quad I_{n}^{\prime}=I_{n+1}+\frac{n}{v} I_{n}, \quad \frac{2 n}{v} I_{n}=I_{n-1}-I_{n+1}  \tag{7.29}\\
& \text { and }-K_{n}^{\prime}=K_{n-1}+\frac{n}{v} K_{n}, \quad-K_{n}^{\prime}=K_{n+1}-\frac{n}{v} K_{n}, \quad-\frac{2 n}{v} K_{n}=K_{n-1}-K_{n+1},
\end{align*}
$$

where $v$ and $n$ are the argument and order of the modified Bessel functions. Substitution of eqs. 7.25 into the first equation of set 7.27 yields:

$$
-m_{1} K_{1}\left(m_{1} a\right)+m_{1} I_{1}\left(m_{1} a\right) A_{m}=-m_{l} K_{1}\left(m_{l} a\right) B_{m}-m K_{1}\left(m_{s} a\right) C_{m}
$$

In the same manner, we have for the second equation

$$
\begin{gathered}
-\lambda_{1} k_{1}^{2}\left[K_{0}\left(m_{1} a\right)+A_{m} I_{0}\left(m_{1} a\right)\right]=-\lambda_{2} k_{l}^{2} B_{m} K_{0}\left(m_{l} a\right) \\
-2 \mu_{2} m_{l}^{2} B_{m} K_{1}^{\prime}\left(m_{l} a\right)-2 \mu_{2} m m_{s} C_{m} K_{1}^{\prime}\left(m_{s} a\right)
\end{gathered}
$$

Finally,

$$
2 m m_{l} K_{1}\left(m_{l} a\right) B_{m}+m^{2} C_{m} K_{1}\left(m_{s} a\right)+m^{2} C_{m} K_{1}\left(m_{s} a\right)=0
$$

since

$$
\frac{\partial}{\partial r} r K_{1}\left(m_{s} r\right)=\frac{\partial}{\partial v} v K_{1}(v)=K_{1}(v)+v K_{1}^{\prime}(v)=
$$

$$
K_{1}(v)-v\left(K_{0}+\frac{1}{v} K_{1}\right)=-v K_{0}(v)
$$

and

$$
\frac{\partial}{\partial r}\left[\frac{1}{r} \frac{\partial}{\partial r} r K_{1}(v)\right]=-\frac{\partial}{\partial r} m_{s} K_{0}\left(m_{s} a\right)=m_{s}^{2} K_{1}\left(m_{s} a\right)
$$

Thus, the system of equations with respect to unknowns $A_{m}, B_{m}$, and $C_{m}$ is

$$
\begin{aligned}
& \quad m_{1} I_{1}\left(m_{1} a\right) A_{m}+m_{l} K_{1}\left(m_{l} a\right) B_{m}+m K_{1}\left(m_{s} a\right) C_{m}=m_{1} K_{1}\left(m_{1} a\right), \\
& \quad-\lambda_{1} k_{1}^{2} I_{0}\left(m_{1} a\right) A_{m}+\left[\lambda_{2} k_{l}^{2} K_{0}\left(m_{l} a\right)+2 \mu_{2} m_{l}^{2} K_{1}^{\prime}\left(m_{l} a\right)\right] B_{m} \\
& +2
\end{aligned} \mu_{2} m m_{s} K_{1}^{\prime}\left(m_{s} a\right) C_{m}=\lambda_{1} k_{1}^{2} K_{0}\left(m_{1} a\right) .
$$

Before we continue, it may be appropriate to make two comments:

1. The potentials $\widetilde{\varphi}$ and $\widetilde{\psi}$ are represented in the form of the Fourier cosine and sine transforms, respectively. This fact allows us to replace an equality of integrals with an equality of integrands.
2. At the beginning we assumed that expressions for potentials do not contain terms with either $\sin m z$ or $\cos m z$. However, the same result follows from eqs. 7.27 if we initially preserve these terms. In other words, our assumptions are justified.

From the last equation of set 7.30 we have

$$
\begin{equation*}
C_{m}=-\frac{2 m m_{l} K_{1}\left(m_{l} a\right)}{\left(2 m^{2}-k_{s}^{2}\right) K_{1}\left(m_{s} a\right)} B_{m} \tag{7.31}
\end{equation*}
$$

Its substitution into the first equation of the set gives

$$
\begin{equation*}
m_{1} I_{1}\left(m_{1} a\right) A_{m}-\frac{k_{s}^{2} m_{l} K_{1}\left(m_{l} a\right)}{\left(2 m^{2}-k_{s}^{2}\right)} B_{m}=m_{1} K_{1}\left(m_{1} a\right) \tag{7.32}
\end{equation*}
$$

The second equation of the system becomes

$$
\begin{align*}
& -\lambda_{1} k_{1}^{2} I_{0}\left(m_{1} a\right) A_{m}+\left[\lambda_{2} k_{l}^{2} K_{0}\left(m_{l} a\right)+2 \mu_{2} m_{l}^{2} K_{1}^{\prime}\left(m_{l} a\right)\right.  \tag{7.33}\\
& \left.-\frac{4 \mu_{2} m^{2} m_{l} m_{s} K_{1}^{\prime}\left(m_{s} a\right) K_{1}\left(m_{l} a\right)}{\left(2 m^{2}-k_{s}^{2}\right) K_{1}\left(m_{s} a\right)}\right] B_{m}=\lambda_{1} k_{1}^{2} K_{0}\left(m_{1} a\right)
\end{align*}
$$

Consider the sum of the first two terms in the square brackets:

$$
\lambda_{2} k_{l}^{2} K_{0}\left(m_{l} a\right)+2 \mu_{2} m_{l}^{2} K_{1}^{\prime}\left(m_{l} a\right)
$$

Since

$$
K_{1}^{\prime}(v)=-K_{0}(v)-\frac{1}{v} K_{1}(v)
$$

we have

$$
\begin{aligned}
& \lambda_{2} k_{l}^{2} K_{0}\left(m_{l} a\right)-2 \mu_{2} m_{l}^{2}\left[K_{0}\left(m_{l} a\right)+\frac{1}{m_{l} a} K_{1}\left(m_{l} a\right)\right]=\left(\lambda_{2} k_{l}^{2}-2 \mu_{2} m_{l}^{2}\right) K_{0}\left(m_{l} a\right) \\
& -2 \mu_{2} \frac{m_{l}^{2}}{m_{l} a} K_{1}\left(m_{l} a\right)=-\mu_{2}\left[\left(2 m^{2}-k_{s}^{2}\right) K_{0}\left(m_{l} a\right)+\frac{2 m_{l}}{a} K_{1}\left(m_{l} a\right)\right]
\end{aligned}
$$

Correspondingly, the expression in brackets becomes

$$
\begin{align*}
& -\mu_{2}\left[\left(2 m^{2}-k_{s}^{2}\right) K_{0}\left(m_{l} a\right)+\frac{2 m_{l}}{a} K_{1}\left(m_{l} a\right)+\frac{4 m^{2} m_{l} m_{s} K_{1}^{\prime}\left(m_{s} a\right) K_{1}\left(m_{l} a\right)}{\left(2 m^{2}-k_{s}^{2}\right) K_{1}\left(m_{s} a\right)}\right]= \\
& -  \tag{7.34}\\
& \quad \frac{\mu_{2}}{\left(2 m^{2}-k_{s}^{2}\right) K_{1}\left(m_{s} a\right)}\left\{\left(2 m^{2}-k_{s}^{2}\right)^{2} K_{0}\left(m_{l} a\right) K_{1}\left(m_{s} a\right)\right. \\
& \\
& +\frac{2 m_{l}}{a}\left(2 m^{2}-k_{s}^{2}\right) K_{1}\left(m_{l} a\right) K_{1}\left(m_{s} a\right) \\
& \left.-4 m^{2} m_{l} m_{s}\left[K_{0}\left(m_{s} a\right)+\frac{1}{m_{s} a} K_{1}\left(m_{s} a\right)\right] K_{1}\left(m_{l} a\right)\right\}=-\mu_{2} P_{m}
\end{align*}
$$

where

$$
\begin{align*}
& P_{m}=\frac{1}{\left(2 m^{2}-k_{s}^{2}\right) K_{1}\left(m_{s} a\right)}\left[\left(2 m^{2}-k_{s}^{2}\right)^{2} K_{0}\left(m_{l} a\right) K_{1}\left(m_{s} a\right)\right.  \tag{7.35}\\
& \left.-\frac{2 m_{l} k_{s}^{2}}{a} K_{1}\left(m_{l} a\right) K_{1}\left(m_{s} a\right)-4 m^{2} m_{l} m_{s} K_{0}\left(m_{s} a\right) K_{1}\left(m_{l} a\right)\right]
\end{align*}
$$

It is interesting to note that function $P_{m}$ contains terms like $\left(2 m^{2}-k_{s}^{2}\right)^{2}$ and $4 m^{2} m_{l}$ $m_{s}$, which are also present in the Rayleigh equation (Chapter 6). Thus, in place of eq. 7.33, we have:

$$
\begin{equation*}
b k_{s}^{2} I_{0}\left(m_{1} a\right) A_{m}+P_{m} B_{m}=-b k_{s}^{2} K_{0}\left(m_{1} a\right) \tag{7.36}
\end{equation*}
$$

because

$$
\frac{\lambda_{1} k_{1}^{2}}{\mu_{2}}=\frac{\rho_{1} c_{1}^{2} k_{1}^{2}}{\rho_{2} c_{s}^{2}}=b k_{s}^{2}, \quad b=\frac{\rho_{1}}{\rho_{2}}
$$

Respectively, the system of equations with respect to $A_{m}$ and $B_{m}$ is

$$
\begin{equation*}
m_{1} I_{1}\left(m_{1} a\right) A_{m}-\frac{k_{s}^{2} m_{l} K_{1}\left(m_{l} a\right)}{\left(2 m^{2}-k_{s}^{2}\right)} B_{m}=m_{1} K_{1}\left(m_{1} a\right) \tag{7.37}
\end{equation*}
$$

and $\quad b k_{s}^{2} I_{0}\left(m_{1} a\right) A_{m}+P_{m} B_{m}=-b k_{s}^{2} K_{0}\left(m_{1} a\right)$
The solution of this set is

$$
A_{m}=\frac{\left|\begin{array}{cc}
m_{1} K_{1}\left(m_{1} a\right) & \frac{-k_{s}^{2} m_{l} K_{1}\left(m_{l} a\right)}{2 m^{2}-k_{s}^{2}}  \tag{7.38}\\
-k_{s}^{2} K_{0}\left(m_{1} a\right) b & P_{m}
\end{array}\right|}{D_{m}}
$$

and

$$
\begin{gather*}
B_{m}=\frac{\left|\begin{array}{cc}
m_{1} I_{1}\left(m_{1} a\right) & m_{1} K_{1}\left(m_{1} a\right) \\
b k_{s}^{2} I_{0}\left(m_{1} a\right) & -b k_{s}^{2} K_{0}\left(m_{1} a\right)
\end{array}\right|}{D_{m}}=  \tag{7.39}\\
-m b k_{s}^{2} \frac{I_{1}\left(m_{1} a\right) K_{0}\left(m_{1} a\right)+I_{0}\left(m_{1} a\right) K_{1}\left(m_{1} a\right)}{D_{m}}=-\frac{b k_{s}^{2}}{a} \frac{1}{D_{m}},
\end{gather*}
$$

since

$$
\begin{equation*}
I_{1}(v) K_{0}(v)+I_{0}(v) K_{1}(v)=\frac{1}{v} \tag{7.40}
\end{equation*}
$$

As follows from eqs. 7.37, the determinant is equal to

$$
\begin{equation*}
D_{m}=m_{1} I_{1}\left(m_{1} a\right) P_{m}+\frac{b k_{s}^{4} m_{l} I_{0}\left(m_{1} a\right) K_{1}\left(m_{l} a\right)}{\left(2 m^{2}-k_{s}^{2}\right)} \tag{7.41}
\end{equation*}
$$

The coefficient $C_{m}$ is defined from eq. 7.31.
We have derived formulas for scalar and vector potentials that can be used to perform numerical integration. However, they are hardly convenient for obtaining the asymptotic expressions for these functions. For this reason, we will begin by studying wave behavior in some special and much simpler cases.

### 7.2 Waves in an acoustic medium

We will start by considering a relatively simple case in which a medium surrounding a borehole, is also an acoustic medium $\left(\mu_{2}=0\right)$. Because shear waves are absent, wavefields caused by the point source, (Fig. 7.1a), are described by scalar potential only. Respectively, we have for the complex amplitudes of $\varphi(r, z, \omega)$ inside and outside the borehole (Part II)

$$
\begin{equation*}
\tilde{\varphi}_{1}(r, z, \omega)=C \frac{2}{\pi} \int_{0}^{\infty}\left[K_{0}\left(m_{1} r\right)+A_{m} I_{0}\left(m_{1} r\right)\right] \cos m z d m \quad \text { if } \quad r<a \tag{7.42}
\end{equation*}
$$

$$
\text { and } \quad \tilde{\varphi}_{2}(r, z, \omega)=C \frac{2}{\pi} \int_{0}^{\infty} B_{m} K_{0}\left(m_{2} r\right) \cos m z d m \quad \text { if } \quad r>a
$$

where

$$
m_{1}=\sqrt{m^{2}-k_{1}^{2}}, \quad m_{2}=\sqrt{m^{2}-k_{2}^{2}}, \quad \text { and } \quad k_{1}=\frac{\omega}{c_{1}}, \quad k_{2}=\frac{\omega}{c_{2}}
$$

It is obvious that these functions satisfy the Helmholtz equations as well as conditions near the source and at infinity. Unlike in the general case, $\left(\mu_{2} \neq 0\right)$, only two equations at the borehole surface describe continuity of normal stress and the normal component of displacement:

$$
\begin{equation*}
\tilde{\tau}_{r r}^{(1)}=\widetilde{\tau}_{r r}^{(2)} \quad \text { and } \quad \tilde{s}_{r}^{(1)}=\tilde{s}_{r}^{(2)} \quad \text { if } \quad r=a \tag{7.43}
\end{equation*}
$$

or

$$
\begin{equation*}
\lambda_{1} k_{1}^{2} \tilde{\varphi}_{1}=\lambda_{2} k_{2}^{2} \tilde{\varphi}_{2}, \quad \frac{\partial \tilde{\varphi}_{1}}{\partial r}=\frac{\partial \tilde{\varphi}_{2}}{\partial r} \tag{7.44}
\end{equation*}
$$

Taking into account that $\lambda=\rho c^{2}$, eq. 7.44 can be rewritten as

$$
\begin{equation*}
\rho_{1} \tilde{\varphi}_{1}=\rho_{2} \tilde{\varphi}_{2}, \quad \frac{\partial \widetilde{\varphi}_{1}}{\partial r}=\frac{\partial \tilde{\varphi}_{2}}{\partial r} \quad \text { if } \quad r=a \tag{7.45}
\end{equation*}
$$

Substitution of eqs. 7.42 into eqs. 7.45 gives

$$
\begin{equation*}
\rho_{1}\left[K_{0}\left(m_{1} a\right)+A_{m} I_{0}\left(m_{1} a\right)\right]=\rho_{2} B_{m} K_{0}\left(m_{2} a\right) \tag{7.46}
\end{equation*}
$$

and

$$
m_{1}\left[-K_{0}\left(m_{1} a\right)+A_{m} I_{1}\left(m_{1} a\right)\right]=-m_{2} B_{m} K_{1}\left(m_{2} a\right)
$$

Solution of this system gives (Part II)

$$
\begin{equation*}
A_{m}=\frac{m_{1} K_{0}\left(m_{2} a\right) K_{1}\left(m_{1} a\right)-m_{2} b K_{0}\left(m_{1} a\right) K_{1}\left(m_{2} a\right)}{m_{1} K_{0}\left(m_{2} a\right) I_{1}\left(m_{1} a\right)+m_{2} b I_{0}\left(m_{1} a\right) K_{1}\left(m_{2} a\right)} \tag{7.47}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.B_{m}=\frac{b}{a\left[m_{1} K_{0}\left(m_{2} a\right) \quad I_{1}\left(m_{1} a\right)+m_{2} b I_{0}\left(m_{1} a\right)\right.} K_{1}\left(m_{2} a\right)\right] \tag{7.48}
\end{equation*}
$$

Here

$$
b=\frac{\rho_{1}}{\rho_{2}}
$$

In deriving the latter, eq. 7.48, we have used the equality

$$
\begin{equation*}
I_{0}(x) K_{1}(x)+I_{1}(x) K_{0}(x)=\frac{1}{x} \tag{7.49}
\end{equation*}
$$

Also, it is useful to obtain eqs. 7.47 and 7.48 from formulas derived in the previous section. Assuming that $\mu_{2}=0$, we have $c_{s} \rightarrow 0$ and $k_{s} \rightarrow \infty$. Function $P_{m}$ (eq. 7.35), then becomes

$$
P_{m} \approx-k_{s}^{2} K_{0}\left(m_{l} a\right)
$$

Therefore, the determinant of the system $D_{m}$, eq. 7.39 , is equal to

$$
D_{m} \approx-k_{s}^{2}\left[m_{1} I_{1}\left(m_{1} a\right) K_{0}\left(m_{l} a\right)+b m_{l} I_{0}\left(m_{1} a\right) K_{1}\left(m_{l} a\right)\right]
$$

Thus, coefficient $A_{m}$, eq. 7.38 , coincides with the coefficients for the acoustic medium, eq. 7.47, if $\mu_{2}=0$. In the same manner, we obtain coefficient $B_{m}$. It is clear that coefficient $C_{m}$, eq. 7.31 , characterizing shear waves, vanishes if $\mu_{2}=0$.

## Normal modes in the borehole

Next we will discuss wave behavior inside and outside of the borehole beginning with the normal modes. First, suppose that the primary source generates incident sinusoidal wave at sufficiently high frequencies that the wavelength is smaller than the borehole radius $a\left(\lambda_{1}<a\right)$. This means that at each point of the boundary, reflection and transmission take place, as would also occur on the plane (Part II). At this point, the direct wave can be treated as a plane wave, and its incident angle increases with an increase of coordinate $z$. In order to understand the formation of normal modes we use axial symmetry and consider any plane that contains borehole axis $z$, Fig. 7.2a.

Let us assume that the incident wave reaches some point $p$ of line 1 and forms angle $\theta_{i}$ with the normal to the boundary. The elementary reflected wave then appears and travels upward. It reaches line 2 and causes another reflected wave, which goes back to line 1. Reflections from both lines give rise to two families of waves, namely, downgoing and upgoing waves. From Fig. 7.2a we see that each wave of these sets makes the same angle $\theta_{i}$ with radius $r$. At a rather large distance from the source the resultant wavefield related to the normal modes can be approximately described by a system of plane waves propagating along the borehole and forming different angles with the boundary. This picture may suggest that each group of upgoing and downgoing waves undergoes multiple reflections at different points of the boundary and advances along the $z$-axis. The interference of these waves may be either destructive or constructive, and our goal is to examine the superposition of these waves when they interfere in a constructive way. Before we discuss this subject in some detail, it is appropriate to make two comments:

1. The incident wave simultaneously reaches all points of the boundary located at any plane $z=$ const. The reflected wave also arises at these points at the same instant. Its rays are located at the lateral surface of the cone and at the wavefronts. For this reason, these reflected waves are called conical waves.
2. If the incident angle exceeds the critical angle, we observe total internal reflection, and the energy of these waves remains inside the borehole. However, when the incident angle is smaller than the critical angle a transmitted wave appears, and some energy penetrates into the surrounding medium. Thus, after each reflection, the waves inside the borehole become weaker. This shows that even when constructive interference takes place, rsulting mode usually rapidly decreases with distance $z$ from the source. Often such a mode is called the leaking mode. Certainly, at large distances we observe the result of a constructive superposition of waves with the reflection angle exceeding the critical $\theta_{i}>\theta_{c}$.

We have qualitatively described an appearance of waves that move along the borehole. In other words, it is assumed that under certain conditions there is a constructive interference between reflected waves. Because of this a superposition of these waves called normal modes - may exist in the borehole. From the mathematical point of view this means that each normal mode can itself satisfy, at some frequency, boundary conditions. It is also obvious that propagation of the normal mode inside the borehole causes vibration of the borehole surface $(r=a)$, and evanescent motion in the surrounding medium. Thus, every normal mode is accompanied by waves outside the borehole. As


Figure 7.2: (a) Reflection of waves on borehole surface (b) Intervals of integration (c) Path of integration on complex plane
is well known from the theory of total internal reflection (Part II), the amount of energy moving into the surrounding medium during each period is equal to zero. This suggests that such waves are evanescent waves. The independence of each mode from the others allows us to find the conditions from which they arise, as well as their amplitudes and phase velocities.

## Dispersion equation

In accordance with eqs. 7.42, scalar potentials of normal modes can be represented as

$$
\begin{align*}
& \tilde{\varphi}_{1}=\int_{0}^{\infty} A_{m} I_{0}\left(m_{1} r\right) \cos m z d m \quad \text { if } \quad r<a  \tag{7.50}\\
& \text { and } \quad \tilde{\varphi}_{2}=\int_{0}^{\infty} B_{m} K_{0}\left(m_{2} r\right) \cos m z d m \quad \text { if } \quad r>a
\end{align*}
$$

In eqs. 7.42 and in eqs. 7.50 we use the same notations for harmonic amplitudes, $A_{m}$ and $B_{m}$. However, in the eqs. 7.50 , they characterize the normal modes only. Substitution of eqs. 7.50 into set 7.44 gives a system of two homogeneous equations:

$$
\begin{align*}
& \rho_{1} A_{m} I_{0}\left(m_{1} a\right)-\rho_{2} B_{m} K_{0}\left(m_{2} a\right)=0  \tag{7.51}\\
& m_{1} A_{m} I_{1}\left(m_{1} a\right)+m_{2} B_{m} K_{1}\left(m_{2} a\right)=0
\end{align*}
$$

Existence of the normal modes means that unknowns $A_{m}$ and $B_{m}$ differ from zero, which can happen if the determinant of this system is equal to zero:

$$
D_{m}=\left|\begin{array}{cc}
\rho_{1} I_{0}\left(m_{1} a\right) & -\rho_{2} K_{0}\left(m_{2} a\right) \\
m_{1} I_{1}\left(m_{1} a\right) & m_{2} K_{1}\left(m_{2} a\right)
\end{array}\right|=0
$$

or

$$
\begin{equation*}
b m_{2} I_{0}\left(m_{1} a\right) K_{1}\left(m_{2} a\right)+m_{1} I_{1}\left(m_{1} a\right) K_{0}\left(m_{2} a\right)=0 \tag{7.52}
\end{equation*}
$$

Here

$$
m_{1}=\sqrt{m_{n}^{2}-k_{1}^{2}} \quad \text { and } \quad m_{2}=\sqrt{m_{n}^{2}-k_{2}^{2}}
$$

and $m_{n}$ are roots of eq. 7.52. In order to demonstrate the presence of roots assume that $k_{1}>k_{2}$. Correspondingly, three intervals of integration are shown in Fig. 7.2b. In the first one,

$$
k_{1} \leq m<\infty
$$

both radicals $m_{1}$ and $m_{2}$ are real and positive. Therefore values of the modified Bessel functions are also positive, Fig. 7.1b. This means that determinant $D_{m}$ of system 7.46 does not have roots if $m>k_{1}$. In this light, it may be appropriate to notice that in this case, integrands in eqs. 7.42 describe elementary cylindrical waves that exponentially decay with an increase of distance from the boundary. In other words, only harmonics with $m>k_{1}$ may form surface waves. Since roots $m_{n}$ are absent in the first interval, we conclude that this range of $m$ does not produce normal modes. Within the second interval

$$
k_{2} \leq m \leq k_{1}
$$

the radical $m_{2}$ still remains real and positive, while $m_{1}$ can be written as

$$
\begin{equation*}
m_{1}=\left(m^{2}-k_{1}^{2}\right)^{1 / 2}=-i \tilde{m}_{1} \tag{7.53}
\end{equation*}
$$

where $\tilde{m}_{1}$ is the positive number. Respectively, function $D_{m}$ has the form

$$
\begin{equation*}
D_{m}=-i \tilde{m}_{1} \rho_{2} I_{1}\left(-i \tilde{m}_{1} a\right) K_{0}\left(m_{2} a\right)+m_{2} \rho_{1} I_{0}\left(-i \tilde{m}_{1} a\right) K_{1}\left(m_{2} a\right) \tag{7.54}
\end{equation*}
$$

Taking into account that

$$
\begin{equation*}
I_{0}(-i x)=J_{0}(-i x), \quad I_{1}(-i x)=-i J_{1}(x) \tag{7.55}
\end{equation*}
$$

we have

$$
\begin{equation*}
D_{m}=-\tilde{m}_{1} \rho_{2} J_{1}\left(\tilde{m}_{1} a\right) K_{0}\left(m_{2} a\right)+m_{2} \rho_{1} J_{0}\left(\tilde{m}_{1} a\right) K_{1}\left(m_{2} a\right) \tag{7.56}
\end{equation*}
$$

Therefore the denominator becomes equal to zero at points $m_{n}$, where

$$
\begin{equation*}
\tilde{m}_{1} \rho_{2} J_{1}\left(\tilde{m}_{1} a\right) K_{0}\left(m_{2} a\right)=m_{2} \rho_{1} J_{0}\left(\tilde{m}_{1} a\right) K_{1}\left(m_{2} a\right) \tag{7.57}
\end{equation*}
$$

This is called a dispersion equation. Finally, within the last interval, $m<k_{2}$, we have:

$$
\begin{equation*}
D_{m}=-\tilde{m}_{1} \rho_{2} J_{1}\left(\tilde{m}_{1} a\right) K_{0}\left(-i \tilde{m}_{2} a\right)-i \tilde{m}_{2} \rho_{1} J_{0}\left(\tilde{m}_{1} a\right) K_{1}\left(-i \tilde{m}_{2} a\right) \tag{7.58}
\end{equation*}
$$

Here

$$
\tilde{m}_{2}=\sqrt{k_{2}^{2}-m^{2}}
$$

Functions $K_{0}\left(-i \tilde{m}_{2} a\right)$, and $K_{1}\left(-i \tilde{m}_{2} a\right)$ have complex values, and so function $D_{m}$ is also complex. At the same time, the presence of zeros requires that

$$
\operatorname{Rc} D_{m}=0 \quad \text { and } \quad \operatorname{Im} D_{m}=0
$$

As calculations show, the real roots of the dispersion equation

$$
D_{m}=0
$$

are absent if $m<k_{2}$. Let us assume that the real root $m_{n}$ exists in this interval, i.e., $m_{2}$ is a purely imaginary number. Taking into account the asymptotic behavior of function $K_{0}\left(m_{2} r\right)$, we have to conclude that in the surrounding medium there is a wave propagating away from the borehole. Correspondingly, the energy of the normal modes decreases, and they must vanish. Thus, we sec again that roots of the determinant $D_{m}$ are situated only within the second interval:

$$
\begin{equation*}
k_{2}<m_{n}<k_{1} \quad \text { if } \quad c_{2}>c_{1} \tag{7.59}
\end{equation*}
$$

The term $\cos m z$ in the integrands of eqs. 7.50 characterizes propagation of the normal mode along the $z$-axis, and by definition the root $m_{n}$ plays the role of the wavenumber. Correspondingly, the phase velocity, $c_{p n}(\omega)$, of the normal mode is

$$
\begin{equation*}
m_{n}=\frac{\omega}{c_{p n}(\omega)} \quad \text { or } \quad c_{p n}(\omega)=\frac{\omega}{m_{n}} \tag{7.60}
\end{equation*}
$$

Thus, eq. 7.57 allows us to determine the wavenumber and phase velocity of the normal modes. In order to determine their amplitude, we apply the same approach as in the case of a medium with a plane interface.

## Deformation of integration path

As usual, let us assume the presence of very small attenuation. Therefore, the singularities of the integrands in eqs. 7.42 are situated either slightly above the real axis of $m$ in the first quadrant of the $m$-plane or a little beneath in the third quadrant. First, we represent the potential of the secondary waves in the borehole in a different way. Since

$$
\cos m z=\frac{e^{i m z}+e^{-i m z}}{2}
$$

we have

$$
\tilde{\varphi}_{s}=\frac{C}{\pi} \int_{0}^{\infty} A_{m} I_{0}\left(m_{1} r\right) e^{i m z} d m+\frac{C}{\pi} \int_{0}^{\infty} A_{m} I_{0}\left(m_{1} r\right) e^{-i m z} d m
$$

Since $A_{m}(m)$ and $I_{0}\left(m_{1} r\right)$ are the even functions

$$
A_{m}(-m)=A_{m}(m), \quad I_{0}\left(m_{1} r\right)=I_{0}\left(-m_{1} r\right)
$$

the last integral is written as

$$
\begin{gathered}
\int_{0}^{\infty} A_{m}(m) I_{0}\left(m_{1} r\right) e^{-i m z} d m=-\int_{0}^{-\infty} A_{m}(-m) I_{0}\left(m_{1} r\right) e^{i m z} d m \\
=\int_{-\infty}^{0} A_{m}(m) I_{0}\left(m_{1} r\right) e^{i m z} d m
\end{gathered}
$$

Thus,

$$
\begin{equation*}
\tilde{\varphi}_{s}=\frac{C}{\pi} \int_{-\infty}^{\infty} A_{m}(m) I_{0}\left(m_{1} r\right) e^{i m z} d m \tag{7.61}
\end{equation*}
$$

Applying the Cauchy theorem to the closed path $C_{0}$ shown in Fig. 7.2c, we have

$$
\begin{align*}
& \oint_{C_{0}} \frac{N_{m}}{D_{m}} I_{0}\left(m_{1} r\right) e^{i m z} d m=\int_{-\infty}^{\infty} \frac{N_{m}}{D_{m}} I_{0}\left(m_{1} r\right) e^{i m z} d m+  \tag{7.62}\\
& \int_{C_{\infty}} \frac{N_{m}}{D_{m}} I_{0}\left(m_{1} r\right) e^{i m z} d m+M_{p}+M_{b}=0
\end{align*}
$$

Here $M_{p}$ and $M_{b}$ are sums of integrals around poles and branch points, respectively, and

$$
\begin{equation*}
N_{m}=\left[m_{1} \rho_{2} K_{0}\left(m_{2} a\right) K_{1}\left(m_{1} a\right)-m_{2} \rho_{1} K_{0}\left(m_{1} a\right) K_{1}\left(m_{2} a\right)\right] \tag{7.63}
\end{equation*}
$$

Since the integrand contains the exponential term $\exp (i m z)$, we can use the Jordan lemma and discard the second integral in eq. 7.62. This gives

$$
\int_{-\infty}^{\infty} A_{m}(m) I_{0}\left(m_{1} r\right) e^{i m z} d m=-M_{p}-M_{b}
$$

and hence

$$
\begin{equation*}
\tilde{\varphi}_{s}=-\frac{C}{\pi}\left(M_{p}+M_{b}\right) \tag{7.64}
\end{equation*}
$$

In a similar manner the potential $\tilde{\varphi}_{2}$ can be described in terms of integrals around poles and along branch lines. Since the poles $m_{n}$ exceed the wavenumber $k_{2}$, the radical $m_{2}$ is positive, and, therefore the function $K_{0}\left(m_{2} r\right)$ exponentially decays with distance $r$, if $k_{2} r>1$. As was already pointed out, this suggests that outside the borehole, the wavefields associated with normal modes behave like evanescent waves. They appear due to total internal reflection when destructive interference produces a rapidly weakening wave in the surrounding medium.

In accordance with eqs. 7.64 the wavefield in the borehole consists of three parts:

$$
\begin{equation*}
\tilde{\varphi}_{1}=\tilde{\varphi}_{0}+\tilde{\varphi}_{p}+\tilde{\varphi}_{b} \tag{7.65}
\end{equation*}
$$

We focus now on the second term, $\tilde{\varphi}_{p}$, related to the poles. Because roots $m_{n}$ of the dispersion equation $D_{m}=0$ are poles of the integrands in eqs. 7.42 , we can say that the normal modes are defined by behavior of the potential in the vicinity of the poles. This fundamental fact allows us to apply theory of the complex variables to determine the amplitude of the normal modes (Part II). At the same, the phase velocity $c_{p}(\omega)$ is calculated from the dispersion equation. Taking into account the residual theorem, we have

$$
\begin{equation*}
\tilde{\varphi}_{p}=2 C i \sum_{n=1} \operatorname{Res} F_{n} e^{i m_{n} z} \tag{7.66}
\end{equation*}
$$

where

$$
\begin{equation*}
F_{n}=\frac{N_{m}}{D_{m}} I_{0}\left(m_{1} r\right) \tag{7.67}
\end{equation*}
$$

while $D_{m}$ and $N_{m}$ are given by eqs. 7.58 and 7.63 , respectively. Taking into account that

$$
\varphi_{p}(r, z, \omega)=\operatorname{Re} \tilde{\varphi}_{p} e^{-i \omega t}
$$

eq. 7.66 gives

$$
\begin{equation*}
\varphi_{p}(r, z, \omega)=\operatorname{Re} \sum_{n} G_{n} e^{-i\left(\omega t-m_{n} z\right)} \tag{7.68}
\end{equation*}
$$

Here

$$
\begin{equation*}
G_{n}=2 C i \operatorname{Rcs} F_{n} \tag{7.69}
\end{equation*}
$$

The latter, cq. 7.69 , clearly shows that each term of the sum characterizes a sinusoidal wave (normal mode) traveling along the borehole with phase velocity $c_{p n}$, eq. 7.60 . At the same time, function $G_{n}$ defines the complex amplitude of the normal modes, which depends on frequency, parameters of the medium, the distance $r$, and root $m_{n}$. From eq. 7.67 it follows that dependence of the normal mode amplitude of distance $r$ is determined by the function

$$
J_{0}\left(\sqrt{k_{1}^{2}-m_{n}^{2}} r\right)
$$

since

$$
I_{0}\left(m_{1} r\right)=J_{0}\left(\tilde{m}_{1} r\right)
$$

This means that each mode as a function of $r$ represents a standing wave.
We will begin our study of normal modes with the simplest case, in which the borchole is surrounded by an ideally rigid medium.

Case 1 When the borchole is surrounded by an ideally rigid medium, function $F_{n}$ is greatly simplified, and we have

$$
\begin{equation*}
F_{n}=-i \frac{K_{1}\left(m_{1} a\right)}{J_{1}\left(\tilde{m}_{1} a\right)} J_{0}\left(\tilde{m}_{1} r\right) \tag{7.70}
\end{equation*}
$$

Correspondingly, the dispersion equation is

$$
\begin{equation*}
J_{1}\left(\tilde{m}_{1} a\right)=0 \tag{7.71}
\end{equation*}
$$

and its first zeros are given below:

| $n$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $r_{n}=\tilde{m}_{1} a$ | 0 | 3.83 | 7.02 | 10.17 | 13.32 | 16.47 | 19.64 |

Since with an increase of the argument the behavior of Bessel functions has a sinusoidal character, the difference between zeros, $r_{n}$, tends to $\pi$. Letting

$$
\begin{equation*}
\tilde{m}_{1} a=r_{n}, \tag{7.72}
\end{equation*}
$$

we obtain for each mode a relationship between wavenumber $m_{n}$ and the frequency:

$$
\begin{equation*}
m_{n}=\frac{1}{a}\left(k_{1}^{2} a^{2}-r_{n}^{2}\right)^{1 / 2} \tag{7.73}
\end{equation*}
$$

As follows from eq. 7.73, for all normal modes except $n=0$, there is a nonzero frequency when

$$
\begin{equation*}
k_{1} a=r_{n} \quad \text { or } \quad f_{c}=\frac{r_{n} c_{1}}{2 \pi a} \tag{7.74}
\end{equation*}
$$

This is called the cut-off frequency. In this case, wavenumber $m_{n}$ is equal to zero and the phase velocity becomes infinitely large, eq. 7.60. With an increase of $\omega$ the wavenumber of the normal mode increases, eq. 7.73 , and therefore phase velocity $c_{p n}$,

$$
\begin{equation*}
c_{p n}=\frac{\omega a}{\left(k_{1}^{2} a^{2}-r_{n}^{2}\right)^{1 / 2}} \tag{7.75}
\end{equation*}
$$

gradually decreases. In the limit it tends to the wave velocity in the borehole fluid

$$
\begin{equation*}
c_{p n}(\omega) \rightarrow c_{1} \quad \text { if } \quad \omega \rightarrow \infty \tag{7.76}
\end{equation*}
$$

As was pointed out earlier, every normal mode is the result of the constructive interference of waves reflected from the cylindrical boundary. With an increase of frequency, the angle between the direction of propagation of these waves and the $z$-axis decreases, and it tends to zero when $\omega \rightarrow \infty$. Dispersion curves of phase velocity $c_{p n}(\omega)$ for the first several modes are shown in Fig. 7.3a. Unlike with the other modes, the phase velocity of the normal mode $n=0$ is independent of frequency, and it is equal to $c_{1}$. In fact, since $r_{0}=0$, we have, eq. 7.75

$$
\begin{equation*}
m_{0}=k_{1} \quad \text { and } \quad c_{p 0}=c_{1} \tag{7.77}
\end{equation*}
$$

Thus, regardless of frequency, this mode propagates along the borehole with constant velocity, and its cut-off frequency is equal to zero. From eq. 7.75 it follows that with an increase of the order of the normal mode, the cut-off frequency also increases. Correspondingly, there is a range of relatively low frequencies in which modes except $n=0$ are absent. In the second range the first mode appears, so that there are two modes. In the next interval three modes exist, and so on. Note that the cut-off frequency of any mode is related to the pole $m_{n}=0$. We see from eq. 7.74 that the normal mode arises when the smallest wavenumber is equal to

$$
\begin{equation*}
k_{1}=\frac{r_{n}}{a} \quad \text { or } \quad \frac{a}{\lambda_{1}}=\frac{r_{n}}{2 \pi} \tag{7.78}
\end{equation*}
$$



Figure 7.3: (a) Dispersion curves of phase velocity ( $\rho_{2}=\infty$ )
(b) Functions $f_{1}\left(r_{n}\right)$ (solid lines), $f_{2}\left(r_{n}, p\right)$ (dashed lines) for different $n$ and $p$ (c) Dispersion curves of phase velocity (general case) (d) Dispersion curves of group velocity (general case)

For instance, if $n=1$, we have

$$
\frac{a}{\lambda_{1}} \approx 0.6
$$

and the wavelength is slightly smaller than the borehole diameter. Of course, with an increase of the mode order, wavelength $\lambda_{c}\left(\lambda_{c}=c_{1} / f_{c}\right)$, decreases. (The normal mode of the zero order is an exception. The carlicst "telephonc" was based on air pipes, and communication took place due to propagation of normal mode $n=0$ with constant velocity $c_{1}$, regardless of frequency.)

In accordance with eq. 7.70, the residue of function $F_{n}$ (Part II) is

$$
\begin{equation*}
\operatorname{Res} F_{n}=i \frac{\tilde{m}_{1} K_{1}\left(m_{1} a\right) J_{0}\left(\tilde{m}_{1} r\right)}{m_{n} a J_{1}^{\prime}\left(\tilde{m}_{1} a\right)} \tag{7.79}
\end{equation*}
$$

since

$$
\frac{\partial}{\partial m} J_{1}^{\prime}\left(\tilde{m}_{1} a\right)=-\frac{m_{n} a}{\tilde{m}_{1}} J_{1}^{\prime}\left(\tilde{m}_{1} a\right)
$$

Taking into account the equality

$$
J_{1}^{\prime}(x)=J_{0}(x)-\frac{J_{1}(x)}{x},
$$

in place of eq. 7.79 we obtain

$$
\begin{equation*}
\operatorname{Res} F_{n}=i \frac{\tilde{m}_{1} K_{1}\left(m_{1} a\right) J_{0}\left(\tilde{m}_{1} r\right)}{m_{n} a\left[J_{0}\left(\tilde{m}_{1} a\right)-\frac{J_{1}\left(\tilde{m}_{1} a\right)}{\tilde{m}_{1} a}\right]} \tag{7.80}
\end{equation*}
$$

Now, making use of the asymptotic behavior of the Bessel functions

$$
J_{0}(x) \rightarrow 1, \quad J_{1}(x) \rightarrow \frac{x}{2}, \quad K_{1}(x) \rightarrow \frac{1}{x}, \quad \text { if } \quad x \rightarrow 0
$$

we have for the normal mode of the zero order, when $m_{0}=k_{1}$

$$
\text { Res } F_{n}=-\frac{2}{k_{1} a^{2}}
$$

Therefore, function $G_{0}$, eq. 7.69 , is

$$
\begin{equation*}
G_{0}=-\frac{4 i C}{k_{1} a^{2}} \tag{7.81}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{\varphi}_{0 p}=-\frac{4 i C}{k_{1} a^{2}} e^{-i\left(\omega t-k_{1} z\right)} \tag{7.82}
\end{equation*}
$$

Proceeding from the equality

$$
\tilde{\tau}_{z z}=\tilde{\tau}_{r r}=-\lambda_{1} k_{1}^{2} \tilde{\varphi}_{0 p}=-\rho_{1} \omega^{2} \tilde{\varphi}_{0 p},
$$

the expression for stress caused by the mode of the zero order is

$$
\begin{equation*}
\tilde{\tau}=\frac{4 i \rho_{1} c_{1} \omega}{a^{2}} C e^{-i\left(\omega t-k_{1} z\right)} \quad \text { if } \quad m_{0}=k_{1} \tag{7.83}
\end{equation*}
$$

Thus, stress uniformly distributed over the borehole cross-section and, as we may expect, is inversely proportional to its area $\left(\pi a^{2}\right)$. Since

$$
\tilde{s}_{z}=\frac{\partial \tilde{\varphi}}{\partial z} \quad \text { and } \quad \tilde{s}_{r}=\frac{\partial \tilde{\varphi}}{\partial r}
$$

we have

$$
\begin{equation*}
\tilde{s}_{r}=\frac{4 C}{a^{2}} e^{-i\left(\omega t-k_{1} z\right)} \quad \text { and } \quad \tilde{s}_{r}=0 \quad \text { if } \quad m_{0}=k_{1} \tag{7.84}
\end{equation*}
$$

That is, displacement has only the vertical component $\tilde{s}_{z}$, which is independent of coordinate $r$.

Next let us discuss the general features of normal modes of the higher order. From eqs. 7.69 and 7.79 , we have

$$
\begin{equation*}
G_{n}=-2 C \frac{\tilde{m}_{1} K_{1}\left(m_{1} a\right) J_{0}\left(\tilde{m}_{1} a\right)}{m_{n} a J_{0}\left(\tilde{m}_{1} a\right)} \tag{7.85}
\end{equation*}
$$

because

$$
J_{1}\left(\tilde{m}_{1} a\right)=0
$$

Unlike in case $n=0$, functions $G_{n}$ depend on coordinate $r$. Since the complex amplitude of potential is

$$
\begin{equation*}
\tilde{\varphi}_{n p}=-2 C \frac{\tilde{m}_{1} K_{1}\left(m_{1} a\right) J_{0}\left(\tilde{m}_{1} r\right)}{m_{n} a J_{0}\left(\tilde{m}_{1} a\right)} e^{-i\left(\omega t-m_{n} z\right)} \tag{7.86}
\end{equation*}
$$

formulas for the stress and displacement components are

$$
\begin{gather*}
\tilde{\tau}=2 C \rho_{1} \omega^{2} \frac{\tilde{m}_{1} K_{1}\left(m_{1} a\right) J_{0}\left(\tilde{m}_{1} r\right)}{m_{n} a J_{0}\left(\tilde{m}_{1} a\right)} e^{-i\left(\omega t-m_{n} z\right)}, \\
\tilde{s}_{z}=-2 C i \frac{\tilde{m}_{1} K_{1}\left(m_{1} a\right) J_{0}\left(\tilde{m}_{1} r\right)}{a J_{0}\left(\tilde{m}_{1} a\right)} e^{-i\left(\omega t-m_{n} z\right)},  \tag{7.87}\\
\tilde{s}_{r}=2 C \frac{\tilde{m}_{1}^{2} K_{1}\left(m_{1} a\right) J_{1}\left(\tilde{m}_{1} r\right)}{m_{n} a J_{0}\left(\tilde{m}_{1} a\right)} e^{-i\left(\omega t-m_{n} z\right)}
\end{gather*}
$$

This clearly shows that with an increase of the order $n$, the wavefields vary more rapidly in the radial direction, forming standing waves and, correspondingly, a sequence of extensional and compressional zones. At each point of the borehole except its axis and the surface $r=a$, there are usually two components of displacement, and the phase shift between them is equal to $\pi / 2$. For this reason the vector s is elliptically polarized. Note that the radial component $s_{r}$ vanishes at the boundary since $J_{1}\left(\tilde{m}_{1} a\right)=0$. This is obvious, because the surrounding medium is rigid.

Case 2 Consider the second limiting case, in which $\rho_{2}=0$, i.e., a cylinder containing a fluid is surrounded by free space. As follows from cq. 7.67,

$$
\begin{equation*}
F_{n}=-\frac{K_{0}\left(m_{1} a\right)}{J_{0}\left(\tilde{m}_{1} a\right)} J_{0}\left(\tilde{m}_{1} r\right) \tag{7.88}
\end{equation*}
$$

Respectively, the dispersion equation is

$$
\begin{equation*}
J_{0}\left(r_{n}\right)=0 \tag{7.89}
\end{equation*}
$$

where $r_{n}=\tilde{m}_{1} a$. Values of $r_{n}$ for the first six modes are given below:

| $n$ | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $r_{n}$ | 2.40 | 5.52 | 8.65 | 11.79 | 14.93 | 18.07 |

As in the previous case $\left(\rho_{2} \rightarrow \infty\right)$, with an increase of the order of a mode, the difference between neighboring $r_{n}$ approaches $\pi$. The normal mode of the zero order
is absent. Also, as before $\left(\rho_{2} \rightarrow \infty\right)$, at the cut-off frequency phase velocity $c_{p n}(\omega)$ tends to an infinity, and with an increase of $\omega$ approaches $c_{1}$. In both limiting cases ( $\rho_{2} \rightarrow \infty$ and $\rho_{2} \rightarrow 0$ ), the value of $r_{n}$ is independent of frequency. Since $r_{n}$ can be represented as

$$
\begin{equation*}
r_{n}=\omega \sqrt{\frac{1}{c_{1}^{2}}-\frac{1}{c_{p n}^{2}}}, \tag{7.90}
\end{equation*}
$$

we conclude that the radical in eq. 7.90 is inversely proportional to $\omega$. In the same manner as in the first case, we find that the residue of function $F_{n}$ is

$$
\begin{equation*}
\operatorname{Res} F_{n}=-\frac{\tilde{m}_{1} K_{0}\left(m_{1} a\right)}{m_{n} a J_{1}\left(\tilde{m}_{1} a\right)} J_{0}\left(\tilde{m}_{1} r\right) \tag{7.91}
\end{equation*}
$$

Hence

$$
\begin{equation*}
G_{n}=-2 C i \frac{\tilde{m}_{1} K_{0}\left(m_{1} a\right) J_{0}\left(\tilde{m}_{1} r\right)}{m_{n} a J_{1}\left(\tilde{m}_{1} a\right)} \tag{7.92}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{\varphi}_{n p}=-2 C i \frac{\tilde{m}_{1} K_{0}\left(m_{1} a\right) J_{0}\left(\tilde{m}_{1} r\right)}{m_{n} a J_{1}\left(\tilde{m}_{1} a\right)} e^{-i\left(\omega t-m_{n} z\right)} \tag{7.93}
\end{equation*}
$$

This demonstrates that boundary conditions are satisfied at the borehole surface, i.e., the strain is equal to zero at its points. Note that component $s_{z}$ also vanishes if $r=a$. As a rule, inside the borehole the vector $s$ is elliptically polarized, and we can also observe a regular change of the pressure sign in the radial direction (standing wave). As follows from eq. 7.93 , the amplitude of the normal modes is independent of distance $z$. It also remains valid when the density of the surrounding medium has a finite nonzero value if $c_{2}>c_{1}$.

General case When both media have nonzero and finite values of density, the wavenumbers of the normal modes $m_{n}$ (poles of the integrands in eqs. 7.42) are defined from the dispersion equation 7.57

$$
\begin{equation*}
\tilde{m}_{1} J_{1}\left(\tilde{m}_{1} a\right) K_{0}\left(m_{2} a\right)=m_{2} b J_{0}\left(\tilde{m}_{1} a\right) K_{1}\left(m_{2} a\right) \tag{7.94}
\end{equation*}
$$

where

$$
b=\frac{\rho_{1}}{\rho_{2}}
$$

Introducing notation

$$
\begin{equation*}
r_{n}=\tilde{m}_{1} a \quad \text { or } \quad r_{n}=\sqrt{k_{1}^{2}-m_{n}^{2}} a \tag{7.95}
\end{equation*}
$$

we have for the wavenumber of the normal modes

$$
\begin{equation*}
m_{n}^{2}=k_{1}^{2}-\left(\frac{r_{n}}{a}\right)^{2} \tag{7.96}
\end{equation*}
$$

and, as was pointed out earlier:

$$
r_{n}=\omega a\left[\frac{1}{c_{1}^{2}}-\frac{1}{c_{p n}^{2}(\omega)}\right]^{1 / 2}
$$

Correspondingly,

$$
\begin{equation*}
m_{2} a=\sqrt{p^{2}-r_{n}^{2}} \tag{7.97}
\end{equation*}
$$

where

$$
\begin{equation*}
p=\beta k_{1} a \quad \text { and } \quad \beta=\left(1-\frac{c_{1}^{2}}{c_{2}^{2}}\right)^{1 / 2} \tag{7.98}
\end{equation*}
$$

Thus, eq. 7.94 becomes

$$
\begin{equation*}
\frac{r_{n} J_{1}\left(r_{n}\right)}{J_{0}\left(r_{n}\right)}=\frac{b \sqrt{p^{2}-r_{n}^{2}} K_{1}\left(\sqrt{p^{2}-r_{n}^{2}}\right)}{K_{0}\left(\sqrt{p^{2}-r_{n}^{2}}\right)} \tag{7.99}
\end{equation*}
$$

Unlike in the case of a medium, where $\rho_{2}=\infty$ or $\rho_{2}=0$, the value of $r_{n}$ depends on frequency. As in the presence of the plane interface, this value is defined numerically (Part II). The left, side of eq. 7.99,

$$
\begin{equation*}
f_{1}\left(r_{n}\right)=\frac{r_{n} J_{1}\left(r_{n}\right)}{J_{0}\left(r_{n}\right)} \tag{7.100}
\end{equation*}
$$

is independent of parameter $p$; its behavior is shown in Fig. 7.3b. At small values of $r_{n}$, the function $f_{1}\left(r_{n}\right)$ is positive and decreases in proportion with $r_{n}^{2}$. At greater values of $r$, its behavior is dictated by the roots of equations

$$
J_{0}\left(r_{n}\right)=0 \quad \text { and } \quad J_{1}\left(r_{n}\right)=0
$$

and in the limit we have the periodic function

$$
\begin{equation*}
f_{1}\left(r_{n}\right) \rightarrow r_{n} \tan \left(r_{n}-\frac{\pi}{4}\right) \rightarrow r_{n} \tan r_{n} \quad \text { if } \quad r_{n} \rightarrow \infty \tag{7.101}
\end{equation*}
$$

The right side of eq. 7.99

$$
\begin{equation*}
f_{2}\left(r_{n}, p, b\right)=b \sqrt{p^{2}-r_{n}^{2}} \frac{K_{1}\left(\sqrt{p^{2}-r_{n}^{2}}\right)}{K_{0}\left(\sqrt{p^{2}-r_{n}^{2}}\right)} \tag{7.102}
\end{equation*}
$$

for given $b$ depends on two variables: $p$ and $r_{n}$. Respectively, we can plot a system of curves describing this function, Fig. 7.3b. An intersection of graphs of $f_{1}\left(r_{n}\right)$ and $f_{2}(r)$ allows us to determine $r_{n}$ and, correspondingly, the root $m_{n}$ of the dispersion equation for each value of $p$ and $b$. Inasmuch as functions $K_{0}$ and $K_{1}$ have complex values, if $r_{n}>p$, eq. 7.99 does not have real roots in this range. Let us assume that

$$
\begin{equation*}
r_{n}=p \tag{7.103}
\end{equation*}
$$

Then the right side of eq. 7.99 becomes equal to zero, because

$$
K_{1}\left(\sqrt{p^{2}-r_{n}^{2}}\right) \rightarrow \frac{1}{\sqrt{p^{2}-r_{n}^{2}}} \quad \text { and } \quad K_{0}\left(\sqrt{p^{2}-r_{n}^{2}}\right) \rightarrow \infty
$$

Therefore, eq. 7.99 takes place when

$$
\begin{equation*}
J_{1}\left(r_{n}\right)=0 \tag{7.104}
\end{equation*}
$$

The latter equation defines the roots, $m_{n}$, of the dispersion equation corresponding to the cut-off frequency. As was already pointed out, at smaller values of $p_{1}$ (frequencies), the real roots of eq. 7.99 are absent. Note that unlike the in limiting case when $\rho_{2} \rightarrow \infty$, eq. 7.104 characterizes the roots for each mode only at the cut-off frequency. From eqs. 7.97 and 7.103 , we obtain

$$
\begin{equation*}
m_{n}=k_{2} \tag{7.105}
\end{equation*}
$$

Thus, at the cut-off frequency the phase velocity coincides with that of the surrounding medium

$$
\begin{equation*}
c_{p n}=c_{2} \quad \text { if } \quad f=f_{c} \tag{7.106}
\end{equation*}
$$

Now suppose that parameter $p$, i.e., the frequency, tends to infinity and that $c_{p n}(\infty) \neq$ $c_{2}$. By definition we have

$$
r_{n}=\omega a\left(\frac{1}{c_{1}^{2}}-\frac{1}{c_{p n}^{2}}\right)^{1 / 2} \quad \text { and } \quad\left(p^{2}-r_{n}^{2}\right)^{1 / 2}=\omega a\left(\frac{1}{c_{p n}^{2}}-\frac{1}{c_{2}^{2}}\right)
$$

Since

$$
K_{0}(x) \rightarrow K_{1}(x), \quad \text { if } \quad x \rightarrow \infty
$$

in place of eq. 7.99 we obtain

$$
\begin{equation*}
\frac{J_{1}\left(r_{n}\right)}{J_{0}\left(r_{n}\right)}=\frac{\left(\frac{1}{c_{p n}^{2}}-\frac{1}{c_{2}^{2}}\right)^{1 / 2}}{\left(\frac{1}{c_{1}^{2}}-\frac{1}{c_{p n}^{2}}\right)^{1 / 2}} \tag{7.107}
\end{equation*}
$$

Here $c_{p n}$ corresponds to the high-frequency limit. The solution of this equation gives some finite value of $r_{n}$, eq. 7.95 , and, since $\omega$ tends to infinity, phase velocity $c_{p n}$ should approach $c_{1}$ :

$$
\begin{equation*}
c_{p n} \rightarrow c_{1} \quad \text { if } \quad \omega \rightarrow \infty \tag{7.108}
\end{equation*}
$$

It is easy to show that eq. 7.99 does not have a solution, if $\quad c_{p n}(\infty)=c_{2}$. Thus, the range of change of the phase velocity is

$$
\begin{equation*}
c_{1}<c_{p n}(\omega) \leq c_{2} \tag{7.109}
\end{equation*}
$$

regardless of the order of the normal mode. Behavior of this function for several modes ( $n=0,1, \ldots, 4$ ) is shown in Fig. 7.3c. In this case, the fundamental mode exists for all frequencies.

From eqs. 7.98 , it follows that parameter $p$ can be written as

$$
\begin{equation*}
p=k_{1} a \cos \theta_{c} \tag{7.110}
\end{equation*}
$$

where $\theta_{c}$ is the critical angle. As we know, if $\theta_{i} \geq \theta_{c}$ total internal reflection takes place and normal modes are formed that propagate without attenuation along the borehole.

Having solved the dispersion equation, we have found the wavenumbers of the normal modes and, therefore, their phase velocities $c_{p n}(\omega)$. Then, applying the residue theorem, we can calculate mode amplitudes at any point of the borehole cross-section. From the physical point of view, as well as eq. 7.67 , it is obvious that amplitudes are independent of the $z$-coordinate. This is why at large distances from the sources, wavefields related to the normal modes play the dominant role. Also from eq. 7.67 , we see that with an increase of the order of the normal modes, more modes of the standing wave are observed between the borehole axis and its surface. In the same manner we can evaluate
the magnitude of evanescent motion in the surrounding medium that are associated with normal modes.

## Transient modes

By analogy with a horizontally layered medium (Part II), study of the dispersion curves of $c_{p n}(\omega)$ allows us to discuss the main features of waves in the borehole. Suppose that a spectrum of the wave caused by the primary source is a continuous function of frequency. In illustration, let us consider just one normal mode with index $n$. Earlier it was shown that the primary wave with frequency $f$, which is smaller than the cut-off frequency $(n \neq 0)$

$$
f<f_{c n},
$$

does not cause the normal mode. The normal mode appears when $f=f_{c n}$. With an increase of frequency, the phase velocity $c_{p n}$ decreases, varying between $c_{1}$ and $c_{2}$, eq. 7.109. Since each frequency component in this mode propagates at a different phase velocity, interference with this system of waves gives rise to different wave groups. Each group is characterized by a certain value of the dominant frequency and the group velocity $c_{g n}$. As is well known (Part II), phase and group velocities are related to each other in the following way:

$$
\begin{equation*}
\frac{1}{c_{g n}}=\frac{1}{c_{p n}}-\frac{\omega^{2}}{c_{p n}^{2}} \frac{d c_{p n}}{d \omega} \tag{7.111}
\end{equation*}
$$

Because the function $c_{p n}(\omega)$ is known, the group velocity $c_{g n}(\omega)$ is easily calculated and its behavior is shown in Fig. $7.3 \mathrm{~d}(n=0,1, \ldots, 4)$. At the cut-off frequency, the group velocity coincides with the physical velocity $c_{2}$ of the surrounding medium. With an increase of frequency it becomes smaller, and at some frequency $f_{n A}$ velocity $c_{g n}$ reaches minimum value $c_{g n}^{A}$. With further increase of frequency, velocity $c_{g n}$ begins to grow and asymptotically approaches $c_{1}$. Knowledge of the function $c_{g n}(\omega)$ permits us to describe qualitatively the behavior of the transient wave. Suppose that the source located at the origin is turned on at instant $t=0$, and at some distance $z$ the receiver measures the $n$th transient mode. During the time interval

$$
0<t<\frac{z}{c_{2}}
$$

the wave is absent. At instant $t=z / c_{2}$ the wave group arrives, and its dominant frequency is equal to the cut-off frequencies, $f_{c n}$. With increased time, wave groups
with higher frequencies begin to arrive. Within some frequency range

$$
f_{c n 1}<f_{1}<f_{n}
$$

the dominant frequency of the wave group gradually increases with time. At an instant slightly greater than the ratio $z / c_{1}$, two wave groups arrive simultaneously at the observation point. Their group velocities are equal to each other and almost coincide with $c_{1}$. The dominant frequency of the first group equals $f_{1}$, while the second is characterized by much higher frequency. Such superposition of two wave groups is observed within the time interval

$$
\frac{z}{c_{1}}<t<\frac{z}{c_{g n}^{A}},
$$

and with increased time the dominant frequencies of both groups approach each other. Finally, starting from instant

$$
t=\frac{z}{c_{g A}}
$$

only one wave group exists, and its dominant frequency is equal to $f_{n A}$. It is customary to treat this last stage of the transient wave as the Airy phase. All other modes behave in a similar way. Note that dispersion causes change in the waveform with distance $z$. The waveform stretches in time and, in accordance with law of energy conservation, the amplitudes of the transient modes, unlike in the case of the stationary modes, decrease with $z$.

## Normal modes and interference of conical waves

Let us represent the integrand in eq. 7.61 , which describes the secondary wave inside the borehole, as

$$
\begin{equation*}
A_{m} J_{0}\left(\tilde{m}_{1} r\right) e^{i m z} \tag{7.112}
\end{equation*}
$$

Here

$$
\tilde{m}_{1}=\sqrt{k_{1}^{2}-m^{2}}>0
$$

We are interested in the high-frequency spectrum in which

$$
\tilde{m}_{1} r \gg 1
$$

In this part of the spectrum, the Bessel function $J_{0}\left(\tilde{m}_{1} r\right)$ is approximately equal to

$$
J_{0}\left(\tilde{m}_{1} r\right) \simeq\left(\frac{2}{\pi \tilde{m}_{1} r}\right)^{1 / 2} \cos \left(\tilde{m}_{1} r-\frac{\pi}{4}\right)
$$

or

$$
\begin{equation*}
J_{0}\left(\tilde{m}_{1} r\right) \simeq\left(\frac{1}{2 \pi \tilde{m}_{1} r}\right)^{1 / 2}\left(e^{-i \pi / 4} e^{i \tilde{m}_{1} r}+e^{i \pi / 4} e^{-i \tilde{m}_{1} r}\right) \quad \text { if } \quad \mathrm{r} \neq 0 \tag{7.113}
\end{equation*}
$$

This shows that the integrand, eq. 7.112 , can be represented as a sum of two conical waves. One of them is proportional to

$$
\begin{equation*}
\frac{1}{\sqrt{r}} \exp \left(-i \tilde{m}_{1} r+i m z\right) \tag{7.114}
\end{equation*}
$$

and it moves toward the borehole axis. The other is

$$
\begin{equation*}
\frac{1}{\sqrt{r}} \exp \left(i \tilde{m}_{1} r+i m z\right) \tag{7.115}
\end{equation*}
$$

and it diverges from this axis. The wave front, i.e., the surface of the equal phase, coincides with the lateral surface of the cone. Its apex is located at the borehole axis, Fig. 7.4a, where

$$
\begin{equation*}
\tan \theta=\frac{m}{\widetilde{m}_{1}} \tag{7.116}
\end{equation*}
$$

It is obvious that at each cross-section of the borehole, superposition of conical waves produces a standing wave.

In order to determine the relationship of borehole radius $a$, frequency $\omega$, and angle $\theta$, when the normal mode can be formed, consider the ray passing through point $A$ of wave front $N^{\prime} O N$, Fig. 7.4b. This ray intersects the borehole axis at point $B$ and, after reflection at point $C$ of the boundary, it moves toward the axis. It is essential that the ray remain normal to the phase surface of the convergent wave. At point $D$, it intersects the same wave front $N^{\prime} O N$. The condition for the existence of a normal mode requires that the difference between the phase at point $A$ and a change of phase along the ray must be equal $2 \pi n$. In evaluating this difference, we assume that $\rho_{2}=\infty$ and take into account three factors:
a. In accordance with eqs. 7.114 and 7.115 , the conical waves propagate with the velocity of the borehole fluid, $c_{1}$.
b. The phase shift between the reflected and incident waves at points of the rigid boundary is equal to zero.
(a)
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Figure 7.4: a) Conical wave fronts (b) Illustration of constructive interference, eq. 7.118
c. At each point of the borehole axis, the rays converge, and these points may be treated as foci. This means that the difference between phases of convergent and divergent waves in the vicinity of the axis is equal to $-\pi / 2$.

Thus, the condition for constructive interference is

$$
k_{1}|A B E C D|-\frac{\pi}{2}=2 \pi n
$$

To find the ray length, we introduce point $A^{\prime}$, which is the mirror reflection of point $A$ with respect to the borehole axis and which is located at the same wave front. It is clear that

$$
A B=A^{\prime} B
$$

and hence

$$
|A B E C D|=\left|A^{\prime} B E C D\right|
$$

or

$$
\left|A^{\prime} B E C D\right|=A^{\prime} B+B E+E C+C D
$$

where

$$
\begin{equation*}
A^{\prime} B=B E \cos 2 \theta, \quad C D=E C \cos 2 \theta, \quad \text { and } \quad B E+E C=\frac{a}{\cos \theta} \tag{7.117}
\end{equation*}
$$

Note that points $E$ and $D$ are located at different wave fronts. In particular, point $E$ belongs to the converging wave. Therefore

$$
\begin{equation*}
A B E C D=a(1+\cos 2 \theta) \frac{1}{\cos \theta} \tag{7.118}
\end{equation*}
$$

and, in place of eq. 7.117, we have

$$
2 k_{1} a \cos \theta=\frac{\pi}{2}+2 \pi n
$$

or

$$
\begin{equation*}
k_{1} a \cos \theta=\frac{\pi}{2}(2 n+1) \tag{7.119}
\end{equation*}
$$

Thus, permissible values of angle $\theta$, when the normal mode is formed, are defined from eq. 7.119. The latter also shows that the minimal (cut-off) frequency of the mode occurs when $\theta=0$, and it is equal to

$$
f_{n c}=\frac{c_{1}(2 n+1 / 2)}{4 a}
$$

or

$$
\begin{equation*}
\left(k_{1} a\right)_{\min }=\frac{\pi}{2}(2 n+1 / 2) \tag{7.120}
\end{equation*}
$$

Regardless of the order of the normal mode $(n \neq 0)$, with an increase of frequency angle $\theta$ also increases; otherwise, constructive interference would not take place. Comparison of $r_{n}$ (eq. 7.72 ) with values of $\left(k_{1} a\right)_{\text {min }}$ follows

| $n$ | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $r_{n}$ | 3.83 | 7.02 | 10.17 | 13.32 | 16.47 | 19.64 |
| $\left(k_{1} a\right)_{\min }$ | 3.92 | 7.06 | 10.20 | 13.34 | 16.49 | 19.62 |

Next assume that the surrounding medium is free space ( $\rho_{2}=0$ ). Then the phase shift at the boundary between incident and reflected waves is equal to $\pi$, and in place of cq. 7.119 we obtain

$$
\begin{equation*}
k_{1} a \cos \theta=\frac{\pi}{2}\left(2 n-\frac{1}{2}\right) \tag{7.121}
\end{equation*}
$$

Comparison of $\left(k_{1} a\right)_{\min }$ with values of $r_{n}$ (eq. 7.89) follows:

| $n$ | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $r_{n}$ | 2.40 | 5.52 | 8.65 | 11.79 | 14.93 | 18.07 |
| $\left(k_{1} a\right)_{\min }$ | 2.35 | 2.49 | 8.63 | 11.80 | 14.91 | 18.05 |

The right sides in eqs. 7.121 and 7.122 define asymptotic values of roots of Bessel functions $J_{1}\left(r_{n}\right)$ and $J_{0}\left(r_{n}\right)$, respectively. As follows from eq. 7.116,

$$
\begin{equation*}
\sin \theta=\frac{m_{n}}{k_{1}}=\frac{c_{1}}{c_{p n}} \tag{7.122}
\end{equation*}
$$

i.e., the phase velocity of the normal mode is the apparent velocity of the conical wave along the borehole axis. Of course, the same result directly follows from Fig. 7.4b.

Now we will focus our attention an a different part of the wavefield, namely, head waves $\left(c_{2}>c_{1}\right)$.

## Head waves in the borehole $\left(c_{2}>c_{1}\right)$

At the high-frequency spectrum, when the wavelength is smaller than the borehole radius, we can expect the appearance of the head wave, Fig. 7.5a. It arises at points of the borehole surface where the incident angle of the direct wave is close to the critical angle, $\theta_{c}$. In order to find an asymptotic expression of the potential of the head wave, we evaluate the contribution of the integration along branch lines $C_{1}$ and $C_{2}$, Fig. 7.5b. In this light, it is convenient to represent the potential inside the borehole in the form (eq. 7.61)

$$
\begin{equation*}
\tilde{\varphi}_{1}=C \frac{e^{i k R}}{R}+\frac{C}{\pi} \int_{-\infty}^{\infty} A_{m} I_{0}\left(m_{1} r\right) e^{i m z} d m \tag{7.123}
\end{equation*}
$$

Here

$$
R=\sqrt{r^{2}+z^{2}}
$$



Figure 7.5: (a) Rays of head waves (b) Contour of integration along branch lines (c) Intervals of integration (d) Phase velocities of surface waves (e) Group velocities of surface waves. Numbers near curves are the values of Poisson's ratio $\sigma$. [After Biot, 1952]
and

$$
\begin{equation*}
A_{m}=\frac{m_{1} K_{0}\left(m_{2} a\right) K_{1}\left(m_{1} a\right)-m_{2} b K_{0}\left(m_{1} a\right) K_{1}\left(m_{2} a\right)}{m_{1} K_{0}\left(m_{2} a\right) I_{1}\left(m_{1} a\right)+m_{2} b I_{0}\left(m_{1} a\right) K_{1}\left(m_{2} a\right)} \tag{7.124}
\end{equation*}
$$

To integrate along line $C_{1}$, we introduce a new variable,

$$
\begin{equation*}
m_{1}=i t \tag{7.125}
\end{equation*}
$$

where $t$ alters from 0 to $\infty$ on one side of the branch line and from $-\infty$ to 0 on its other side, since after passing branch point $k_{1}$, radical $m_{1}$ changes sign. The variable of integration $m$ along contour $C_{1}$ can be represented as

$$
\begin{equation*}
m=\left(m_{1}^{2}+k_{1}^{2}\right)^{1 / 2}=\left(-t^{2}+k_{1}^{2}\right)^{1 / 2}=i\left(t^{2}-k_{1}^{2}\right)^{1 / 2} \tag{7.126}
\end{equation*}
$$

and, correspondingly,

$$
\begin{equation*}
d m=\frac{i t d t}{\left(t^{2}-k_{1}^{2}\right)^{1 / 2}} \quad \text { and } \quad m_{2}=\left(-t^{2}+k_{1}^{2}-k_{2}^{2}\right)^{1 / 2} \tag{7.127}
\end{equation*}
$$

Then the integral along branch line $C_{1}$ becomes

$$
\begin{aligned}
& \int_{0}^{\infty}\left[\frac{i t K_{0}\left(m_{2} a\right) K_{1}(i t a)-m_{2} b K_{0}(i t a) K_{1}\left(m_{2} a\right)}{i t K_{0}\left(m_{2} a\right) I_{1}(i t a)+m_{2} b I_{0}(i t a) K_{1}\left(m_{2} a\right)} I_{0}(i t r)\right. \\
- & \left.\frac{-i t K_{0}\left(m_{2} a\right) K_{1}(-i t a)-m_{2} b K_{0}(-i t a) K_{1}\left(m_{2} a\right)}{-i t K_{0}\left(m_{2} a\right) I_{1}(-i t a)+m_{2} b I_{0}(-i t a) K_{1}\left(m_{2} a\right)} I_{0}(-i t r)\right] \\
\times & \frac{i t}{\left(t^{2}-k_{1}^{2}\right)^{1 / 2}} e^{-\sqrt{t^{2}-k_{1}^{2}} z} d t
\end{aligned}
$$

Making use of relations

$$
\begin{equation*}
I_{0}(-i t a)=I_{0}(i t a), \quad I_{1}(-i t a)=-I_{1}(i t a) \tag{7.129}
\end{equation*}
$$

and

$$
K_{0}(-i t a)=K_{0}(i t a)+i \pi I_{0}(i t a), \quad K_{1}(-i t a)=-K_{1}(i t a)+i \pi I_{1}(i t a)
$$

we perform a transformation in eq. 7.128 and write the second fraction in parentheses in this equation as

$$
\begin{equation*}
\frac{-i t K_{0}\left(m_{2} a\right)\left[-K_{1}(i t a)+i \pi I_{1}(i t a)\right]-m_{2} b K_{1}\left(m_{2} a\right)\left[K_{0}(i t a)+i \pi I_{0}(i t a)\right]}{i t K_{0}\left(m_{2} a\right) I_{1}(i t a)+m_{2} b K_{1}(i t a) I_{0}(i t a)} \tag{7.130}
\end{equation*}
$$

$$
=\frac{i t K_{0}\left(m_{2} a\right) K_{1}(i t a)-m_{2} b K_{0}(i t a) K_{1}\left(m_{2} a\right)}{i t K_{0}\left(m_{2} a\right) I_{1}(i t a)+m_{2} b K_{1}(i t a) I_{0}(i t a)}-i \pi
$$

The first term on the right side of eq. 7.130 coincides with the first term in parentheses in eq. 7.128. Therefore, the integral along branch line $C_{1}$ is equal to

$$
-\pi \int_{0}^{\infty} \frac{t e^{-\sqrt{t^{2}-k_{1}^{2}}} z}{\sqrt{t^{2}-k_{1}^{2}}} I_{0}(i t r) d t
$$

or

$$
\begin{equation*}
-\pi \int_{0}^{\infty} \frac{t e^{-\sqrt{t^{2}-k_{1}^{2}}} z}{\sqrt{t^{2}-k_{1}^{2}}} J_{0}(t r) d t \tag{7.131}
\end{equation*}
$$

since

$$
I_{0}(i t r)=J_{0}(t r)
$$

Taking into account that

$$
\begin{equation*}
\frac{e^{i k_{1} R}}{R}=\int_{0}^{\infty} \frac{t}{\sqrt{t^{2}-k_{1}^{2}}} e^{-\sqrt{t^{2}-k_{1}^{2}} z} J_{0}(m r) d m \tag{7.132}
\end{equation*}
$$

we conclude that

$$
\begin{equation*}
\tilde{\varphi}_{s}\left(k_{1}\right)=-C \frac{e^{i k_{1} R}}{R} \tag{7.133}
\end{equation*}
$$

In other words, inside the borehole the sum of potentials due to the direct wave and to integration along branch line $C_{1}$ is equal to zero. Thus, the field in the borehole caused by the head wave is expressed only through the integral along branch line $C_{2}$

$$
\tilde{\varphi}_{1 b}(\omega, r, z)=\frac{C}{\pi} \int_{C_{2}} A_{m} I_{0}\left(m_{1} r\right) e^{i m z} d t
$$

or

$$
\begin{equation*}
\tilde{\varphi}_{1 b}\left(\omega, r_{1} z\right)=\frac{C}{\pi} \int_{k_{2}}^{i \infty}\left[A_{m}\left(m_{1}, m_{2}\right)-A_{m}\left(m_{1},-m_{2}\right)\right] I_{0}\left(m_{1} r\right) e^{i m z} d t \tag{7.134}
\end{equation*}
$$

and the integral can be written as

$$
\begin{align*}
& \int_{k_{2}}^{i \infty}\left[\frac{m_{1} K_{0}\left(m_{2} a\right) K_{1}\left(m_{1} a\right)-m_{2} b K_{0}\left(m_{1} a\right) K_{1}\left(m_{2} a\right)}{m_{1} K_{0}\left(m_{2} a\right) I_{1}\left(m_{1} a\right)+m_{2} b I_{0}\left(m_{1} a\right) K_{1}\left(m_{2} a\right)}\right.  \tag{7.135}\\
- & \left.\frac{m_{1} K_{0}\left(-m_{2} a\right) K_{1}\left(m_{1} a\right)+m_{2} b K_{0}\left(m_{1} a\right) K_{1}\left(m_{2} a\right)}{m_{1} K_{0}\left(-m_{2} a\right) I_{1}\left(m_{1} a\right)-m_{2} b I_{0}\left(m_{1} a\right) K_{1}\left(-m_{2} a\right)}\right] I_{0}\left(m_{1} r\right) e^{i m z} d t
\end{align*}
$$

First, consider the numerator of the expression in parentheses, which is equal to

$$
\begin{gathered}
{\left[m_{1} K_{0}\left(m_{2} a\right) K_{1}\left(m_{1} a\right)-m_{2} b K_{0}\left(m_{1} a\right) K_{1}\left(m_{2} a\right)\right]} \\
\times\left[m_{1} K_{0}\left(-m_{2} a\right) I_{1}\left(m_{1} a\right)-m_{2} b I_{0}\left(m_{1} a\right) K_{1}\left(-m_{2} a\right)\right] \\
-\left[m_{1} K_{0}\left(m_{2} a\right) I_{1}\left(m_{1} a\right)+m_{2} b I_{0}\left(m_{1} a\right) K_{1}\left(m_{2} a\right)\right] \\
=\left[m_{1} K_{0}\left(-m_{2} a\right) K_{1}\left(m_{1} a\right)+m_{2} b K_{0}\left(m_{1} a\right) K_{1}\left(-m_{2} a\right)\right]
\end{gathered}
$$

The use of eqs. 7.129 greatly simplifies the numerator, which becomes

$$
\begin{equation*}
\frac{-b \pi i}{a^{2}} \tag{7.136}
\end{equation*}
$$

Respectively, in place of eq. 7.134 we obtain

$$
\begin{equation*}
\tilde{\varphi}_{1 b}(r, z, \omega)=-\frac{C i b}{a^{2}} \int_{k_{2}}^{i \infty} F\left(m_{1}, m_{2}\right) I_{0}\left(m_{1} r\right) e^{i m z} d t \tag{7.137}
\end{equation*}
$$

Here

$$
\begin{gather*}
F\left(m_{1}, m_{2}\right)=\left[m_{1} K_{0}\left(m_{2} a\right) I_{1}\left(m_{1} a\right)+m_{2} b I_{0}\left(m_{1} a\right) K_{1}\left(m_{2} a\right)\right]^{-1}  \tag{7.138}\\
\times\left[m_{1} K_{0}\left(-m_{2} a\right) I_{1}\left(m_{1} a\right)-m_{2} b I_{0}\left(m_{1} a\right) K_{1}\left(-m_{2} a\right)\right]^{-1}
\end{gather*}
$$

To evaluate this integral, it is useful to introduce variable $q$, whic is related to $m$ in the following way:

$$
\begin{equation*}
m=k_{2}+i \frac{q}{z} \tag{7.139}
\end{equation*}
$$

It is clear that $q$ varies within the range

$$
\begin{equation*}
0 \leq q<\infty \quad \text { and } \quad e^{i m z}=e^{i k_{2} z} e^{-q} \tag{7.140}
\end{equation*}
$$

This means that the asymptotic value of the integral is determined by the interval of integration, where $q<1$. For such values of $q$ we have

$$
\begin{equation*}
m_{1} \approx\left(k_{2}^{2}-k_{1}^{2}+2 i k_{2} \frac{q}{z}\right)^{1 / 2} \text { and } \quad m_{2}=\left(2 i k_{2} \frac{q}{z}\right)^{1 / 2}, \quad d m=\frac{i}{z} d q \tag{7.141}
\end{equation*}
$$

Taking into account the behavior of functions $K_{0}$ and $K_{1}$ for small arguments:

$$
K_{0}(x) \rightarrow \gamma_{0}-\ln \frac{x}{2}, \quad K_{1}(x) \rightarrow \frac{1}{x}
$$

we have

$$
\begin{align*}
& F\left(m_{1}, m_{2}\right) \approx a^{2}\left[m_{1} a I_{1}\left(m_{1} a\right)\left(\gamma_{0}+\ln \frac{m_{2} a}{2}\right)+b I_{0}\left(m_{1} a\right)\right]^{-1}  \tag{7.142}\\
& \times\left[m_{1} a I_{1}\left(m_{1} a\right)\left(\gamma+\ln \frac{-m_{2} a}{2}\right)+b I_{0}\left(m_{1} a\right)\right]^{-1},
\end{align*}
$$

where $\gamma_{0}=0.57722$ is Euler's constant. Because for small values of $q$ $m_{1} a \approx \sqrt{k_{2}^{2}-k_{1}^{2}} a=\sqrt{k_{1}^{2}-k_{2}^{2}} a e^{i \pi / 2}, \quad \quad m_{2} a \approx \sqrt{2 k_{2} \frac{a^{2}}{z}} e^{i \pi / 4}$,

$$
\ln \frac{m_{2} a}{2} \approx \frac{1}{2} \ln \frac{k_{2} a^{2} q}{z}-\frac{1}{2} \ln 2+i \frac{\pi}{4}, \quad \ln \frac{-m_{2} a}{2} \approx \frac{1}{2} \ln \frac{k_{2} a^{2} q}{z}-\frac{1}{2} \ln 2+i \frac{3 \pi}{4},
$$

and

$$
\begin{align*}
& I_{0}\left(i \sqrt{k_{1}^{2}-k_{2}^{2}} a\right)=J_{0}\left(\sqrt{k_{1}^{2}-k_{2}^{2}} a\right)  \tag{7.143}\\
& \quad I_{1}\left(i \sqrt{k_{1}^{2}-k_{2}^{2}} a\right)=i J_{1}\left(\sqrt{k_{1}^{2}-k_{2}^{2}} a\right)
\end{align*}
$$

instead of eq. 7.137 we have

$$
\begin{equation*}
\tilde{\varphi}_{1 b}(r, z, \omega)=\frac{C b}{z} e^{i k_{2} z} J_{0}\left(\sqrt{k_{1}^{2}-k_{2}^{2}} r\right) \tag{7.144}
\end{equation*}
$$

$$
\times \int_{0}^{\infty} \frac{e^{-q} d q}{\left(\alpha_{1}+\beta_{1} \ln \frac{k_{2} q a^{2}}{z}\right)\left(\alpha_{2}+\beta_{2} \ln \frac{k_{2} q a^{2}}{z}\right)}
$$

where $\alpha_{1}, \beta_{1}$ and $\alpha_{2}, \beta_{2}$ are constants. At large values of $z$, when

$$
\frac{k_{2} a^{2}}{z} \ll 1,
$$

the denominator rapidly varies with $q$. This fact does not allow us to take function $F$ out of the integral. To overcome this difficulty we introduce a new variable, $\gamma$ :

$$
\begin{equation*}
q=k_{2} z e^{\gamma} \tag{7.145}
\end{equation*}
$$

whence

$$
\begin{equation*}
d q=k_{2} z e^{\gamma} d \gamma \quad \text { and } \quad \ln q=\ln k_{2} z+\gamma \tag{7.146}
\end{equation*}
$$

Then the integral in eq. 7.144 becomes

$$
\begin{equation*}
k_{2} z \int_{-\infty}^{\infty} \frac{\exp \left(\gamma-k_{2} z e^{\gamma}\right) d \gamma}{\left(\alpha_{1}+2 \beta_{1} \ln k_{2} a+\beta_{1} \gamma\right)\left(\alpha_{2}+2 \beta_{2} \ln k_{2} a+\beta_{2} \gamma\right)} \tag{7.147}
\end{equation*}
$$

It is clear that the integrand rapidly decreases when $\gamma$ tends to either the upper or lower limit. In order to evaluate the integral, we use the stationary phase method. Taking the first derivative from the function

$$
\gamma-k_{2} z e^{\gamma}
$$

we find that stationary point $\gamma_{s}$ satisfies the equation

$$
\begin{equation*}
1+k_{2} z e^{\gamma_{s}}=0 \quad \text { or } \quad \gamma_{s}=-\ln k_{2} z \tag{7.148}
\end{equation*}
$$

The main contribution to the integral comes from the vicinity of stationary point $\gamma_{s}$. Since $\gamma_{s}<0$ and $\left|\gamma_{s}\right| \gg 1$, the denominator of the integrand is a slowly varying function that can be taken out of the integral. This gives

$$
\begin{equation*}
\frac{k_{2} z}{\left(\alpha_{1}+2 \beta_{1} \ln k_{2} a+\beta_{1} \gamma_{s}\right)\left(\alpha_{2}+2 \beta_{2} \ln k_{2} a+\beta_{2} \gamma_{s}\right)} \int_{-\infty}^{\infty} \exp \left(\gamma-k_{2} z e^{\gamma}\right) d \gamma \tag{7.149}
\end{equation*}
$$

Again introducing variable $q$, eq. 7.145 , we find that the last integral is equal to $1 / k_{2} z$. Thus, eq. 7.144 becomes

$$
\begin{align*}
& \tilde{\varphi}_{1 b}=\frac{C b}{z} e^{i k_{2} z} J_{0}\left(\sqrt{k_{1}^{2}-k_{2}^{2}} r\right)  \tag{7.150}\\
& \quad \times \frac{1}{\left(\alpha_{1}+2 \beta_{1} \ln k_{2} a+\beta_{1} \gamma_{s}\right)\left(\alpha_{2}+2 \beta_{2} \ln k_{2} a+\beta_{2} \gamma_{s}\right)}
\end{align*}
$$

The latter represents the leading term of the scalar potential of the head wave. As a function of $z, \tilde{\varphi}_{1 b}$, it is inversely proportional to $k_{2} z \ln ^{2} k_{2} z$ unless $J_{1}\left(\sqrt{k_{1}^{2}-k_{2}^{2}} a\right)=0$, and to $k_{2} z$ when $J_{1}\left(\sqrt{k_{1}^{2}-k_{2}^{2}} a\right)=0$. The dependence on $r$ is given by Bessel function $J_{0}\left(\sqrt{k_{1}^{2}-k_{2}^{2}} r\right)$. It is worthy to note that the product

$$
e^{i k_{2} z} J_{0}\left(\sqrt{k_{1}^{2}-k_{2}^{2}} r\right)
$$

at the right side of eq. 7.150 indicates that if $\sqrt{k_{1}^{2}-k_{2}^{2}} r \gg 1$, the angle between the rays of the head wave and the borehole radius is equal to the critical angle, $\theta_{c}$.

In our study of the wavefield inside the borehole at large distances from the source, we have found out that the wavefield consists of normal modes and head waves. The amplitude of normal modes is dominant, and the influence of the primary wave and of leaking modes is negligible. Besides, we have noted that normal modes behave as inhomogeneous waves in the surrounding medium. Also, outside the borehole, the transmitted wave propagates away from the boundary with velocity $c_{2}$. This wave arises at points of the interface $r=a$, where the incident angle is smaller than the critical angle. The interval of integration $0 \leq m \leq k_{2}$ defines the behavior of this wave.

### 7.3 Propagation of surface waves along a borehole

Next we will consider a more general model, when a medium surrounding a borehole is an elastic medium, $\left(\mu_{2} \neq 0\right)$. In this case wave behavior usually becomes more complicated. In particular, as in the case with the planar boundary, it is natural to expect the appearance of surface waves. By definition, surface waves have two main features, namely
a. Propagation along the boundary occurs without the support of other waves, and
b. The amplitude of potentials describing these waves exponentially decreases with increase of distance from the boundary.

Our first goal is to demonstrate the existence of such waves. To do this, we will use results obtained in section 7.1. In accordance with eqs. 7.25, scalar and vector potentials can be written in the form

$$
\begin{equation*}
\tilde{\varphi}_{1}=\int_{0}^{\infty} A_{m} I_{0}\left(m_{1} r\right) \cos m z d m \quad \text { if } \quad r<a \tag{7.151}
\end{equation*}
$$

and

$$
\begin{align*}
& \tilde{\varphi}_{2}=\int_{0}^{\infty} B_{m} K_{0}\left(m_{t} r\right) \cos m z d m  \tag{7.152}\\
& \tilde{\psi}_{2}=\int_{0}^{\infty} C_{m} K_{1}\left(m_{s} r\right) \sin m z d m \quad \text { if } \quad r>a
\end{align*}
$$

Here

$$
\begin{aligned}
m_{1} & =\sqrt{m^{2}-k_{1}^{2}}, & m_{l}=\sqrt{m^{2}-k_{l}^{2}}, & m_{s}=\sqrt{m^{2}-k_{s}^{2}}, \\
k_{1} & =\frac{\omega}{c_{1}}, & k_{l}=\frac{\omega}{c_{l}}, & k_{s}=\frac{\omega}{c_{s}},
\end{aligned}
$$

and $c_{1}, c_{l}, c_{s}$ are velocities in the borehole and in an elastic medium. As is well known, wavefields are such that at the boundary $(r=a)$, the normal components of displacement and stresses are continuous functions. Since shear stress in fluid vanishes, we have (eq. 7.5)

$$
\begin{equation*}
\tilde{\sim}_{r}^{(1)}=\tilde{\sim}_{r}^{(2)}, \quad \tilde{\tau}_{r r}^{(1)}=\tilde{\tau}_{r r}^{(2)}, \quad \tilde{\tau}_{z r}^{(2)}=0 \quad \text { if } \quad r=a \tag{7.153}
\end{equation*}
$$

or, in terms of potentials (eq. 7.27),

$$
\begin{align*}
& \frac{\partial \tilde{\varphi}_{1}}{\partial r}=\frac{\partial \tilde{\varphi}_{2}}{\partial r}-\frac{\partial \tilde{\psi}_{2}}{\partial z}  \tag{7.154}\\
& -\lambda_{1} k_{1}^{2} \tilde{\varphi}_{1}=-\lambda_{2} k_{2}^{2} \tilde{\varphi}_{2}+2 \mu_{2}\left(\frac{\partial^{2} \tilde{\varphi}_{2}}{\partial r^{2}}-\frac{\partial^{2} \tilde{\psi_{2}}}{\partial r \partial z}\right)
\end{align*}
$$

$$
\text { and } \quad 2 \frac{\partial^{2} \tilde{\varphi}_{2}}{\partial r \partial z}-\frac{\partial^{2} \tilde{\psi}_{2}}{\partial z^{2}}+\frac{\partial}{\partial r}\left(\frac{1}{r} \frac{\partial}{\partial r} r \tilde{\psi}_{2}\right)=0
$$

Substituting eqs. 7.151 and 7.152 into eqs. 7.154 and performing simple algebra with Bessel functions, we arrive at homogeneous system of equations with respect to $A_{m}, B_{m}$, and $C_{m}$ :

$$
\begin{align*}
& \quad m_{1} I_{1}\left(m_{1} a\right) A_{m}+m_{l} K_{1}\left(m_{l} a\right) B_{m}+m K_{1}\left(m_{s} a\right) C_{m}=0 \\
& -\lambda_{1} k_{1}^{2} I_{0}\left(m_{1} a\right) A_{m}+\left[\lambda_{2} k_{l}^{2} K_{0}\left(m_{l} a\right)+2 \mu_{2} m_{l}^{2} K_{1}^{\prime}\left(m_{l} a\right)\right] B_{m}  \tag{7.155}\\
& +2 \mu_{2} m m_{s} K_{1}^{\prime}\left(m_{s} a\right) C_{m}=0, \\
& \quad 2 m m_{l} K_{1}\left(m_{l} a\right) B_{m}+\left(2 m^{2}-k_{s}^{2}\right) K_{1}\left(m_{s} a\right) C_{m}=0
\end{align*}
$$

Taking into account that the right side of this set is equal to zero, the solution of eqs. 7.155 exists only if the determinant of the system, $D_{m}$, obeys the equality

$$
\begin{equation*}
D_{m}=0 \tag{7.156}
\end{equation*}
$$

However, the condition 7.156 is not sufficient for existence of surface wave. As was pointed out earlier, the potentials of these waves must decay exponentially with increased distance from the borehole surface. Taking into account the asymptotic behavior of the modified Bessel functions

$$
\begin{equation*}
I_{0}(x) \sim \frac{e^{x}}{\sqrt{x}} \quad \text { and } \quad K_{0}(x) \sim \frac{e^{-x}}{\sqrt{x}}, \quad \text { if } \quad x \gg 1 \tag{7.157}
\end{equation*}
$$

we conclude that the solution of eq. 7.156 must obey the additional requirement

$$
\begin{equation*}
m>\max (k) \tag{7.158}
\end{equation*}
$$

It is necessary to distinguish two cases: $c_{1}<c_{s}<c_{l}$ and $c_{s}<c_{1}<c_{l}$. In place of eq. 7.158 we have, respectively,

$$
\begin{equation*}
m>k_{1}, \quad m>k_{s} \tag{7.159}
\end{equation*}
$$

Our main attention will be paid to the existence of surface waves and their phase velocity. Wave amplitudes will be briefly discussed later.

## The empty borehole

We will begin this study with the simplest case, in which the source of elastic waves has axial symmetry and is located in an elastic medium in the vicinity of the borehole. Along with the direct wave radiated by the source reflected $P$ and $S$ waves appear at points of the boundary when the corresponding incident angles do not exceed the critical angle. As these waves propagate along the interface, we may observe a conical shear wave caused by a longitudinal wave. The $P$ evanescent wave appears at points of the boundary and is generated by the shear wave. By analogy with the plane interface, we observe a surface wave that causes deformation and rotation of elementary volumes of a medium. Its behavior is the subject of our study. Since waves are absent inside the borehole, i.e., the boundary is free, conditions 7.153 are simplified. They require only that both stresses vanish at points of the borehole surface. Correspondingly, letting $A_{m}=0$, the last two equations of system 7.155 give

$$
\begin{equation*}
\left[\lambda_{2} k_{l}^{2} K_{0}\left(m_{l} a\right)+2 \mu_{2} m_{l}^{2} K_{1}^{\prime}\left(m_{l} a\right)\right] B_{m}+2 \mu_{2} m m_{s} K_{1}^{\prime}\left(m_{s} a\right) C_{m}=0 \tag{7.160}
\end{equation*}
$$

and

$$
2 m m_{l} K_{1}\left(m_{l} a\right) B_{m}+\left(2 m^{2}-k_{s}^{2}\right) K_{1}\left(m_{s} a\right) C_{m}=0
$$

Eliminating unknowns $B_{m}$ and $C_{m}$ and taking into account that the determinant of the system must be equal to zero, we obtain

$$
\begin{aligned}
& -\left[\lambda_{2} k_{l}^{2} K_{0}\left(m_{l} a\right)+2 \mu_{2} m_{l}^{2} K_{1}^{\prime}\left(m_{l} a\right)\right]\left(2 m^{2}-k_{s}^{2}\right) \frac{K_{1}\left(m_{s} a\right)}{2 m m_{l} K_{1}\left(m_{l} a\right)} \\
& \quad+2 \mu_{2} m m_{s} K_{1}^{\prime}\left(m_{s} a\right)=0
\end{aligned}
$$

where

$$
K_{1}^{\prime}(x)=-K_{0}(x)-\frac{1}{x} K_{1}(x)
$$

Thus, we have derived an equation with respect to the unknown wavenumber $m$. As numerical analysis shows, eq. 7.161 has the root $m_{n}(\omega)$, which obeys the condition

$$
\begin{equation*}
m_{n}(\omega)>k_{s} \tag{7.162}
\end{equation*}
$$

First of all, if the frequency is sufficiently high, we can expect the dispersion equation 7.161 to coincide with the Rayleigh equation. This happens because the wavelength
becomes smaller than the borehole radius $(\lambda<a)$. To demonstrate this transition, we use eq. 7.157 and equality

$$
K_{1}^{\prime}(x) \sim-K_{0}(x) \quad \text { if } \quad x \gg 1
$$

Replacing the modified Bessel functions by their asymptotic expressions, when

$$
m_{l} a \gg 1 \quad \text { and } \quad m_{s} a \gg 1
$$

in place of eq. 7.161 we obtain the Rayleigh equation

$$
\left(2 m^{2}-k_{s}^{2}\right)^{2}-4 m^{2} m_{l} m_{s}=0
$$

Therefore, at the high-frequency spectrum, the phase velocity of the surface wave approaches that of the Rayleigh wave, $c_{R}$, when the free boundary is planar.

Now we will discuss the behavior of phase velocity $c_{p}(\omega)$ at the low-frequency range. As is seen from Fig. 7.jc, in the first interval of integration, wavenumbers obey the condition

$$
\begin{equation*}
m \geq k_{s}=\frac{\omega}{c_{s}} \tag{7.163}
\end{equation*}
$$

If the wavenumber is beyond this range ( $m<k_{s}$ ), the radical $m_{s}$ becomes imaginary and, correspondingly, the integrand of the vector potential, $\tilde{\psi}_{2}$, does not demonstrate exponential decay. This suggests that there is a minimal (cut-off) frequency when the surface wave is still observed. Its phase velocity at this frequency coincides with that of the shear wave. In this case $\left(m_{s} \rightarrow 0\right)$, cq. 7.161 becomes a relationship between the cut-off frequency $f_{c}$ or wavelength $\lambda_{c}\left(\lambda_{c}=c_{l} / f_{c}\right)$ and parameters of the medium. In fact, since

$$
K_{0}(x) \rightarrow-\ln x, \quad K_{1}(x) \rightarrow \frac{1}{x},
$$

for the dispersion equation we have

$$
\begin{equation*}
\left[\lambda_{2} k_{l}^{2} K_{0}\left(m_{l} a\right)+2 \mu_{2} m_{l}^{2} K_{1}^{\prime}\left(m_{l} a\right)\right] \frac{1}{2 m_{l}}+\frac{2 \mu_{2}}{a} K_{1}\left(m_{l} a\right)=0 \tag{7.164}
\end{equation*}
$$

Here

$$
k_{l}=\frac{\omega_{c}}{c_{l}} ; \quad m_{l}=\omega_{c}\left(\frac{1}{c_{p}^{2}}-\frac{1}{c_{l}^{2}}\right)^{1 / 2}
$$

A graph of the ratio $c_{p}(\omega) / c_{s}$ as a function of $\lambda_{l} / 2 a$ is shown in Fig. 7.5 d for different values of Poisson's ratio, $\sigma$. Here $\lambda_{l}=c_{l} / f$ is the wavelength of the longitudinal waves. We see that with an increase of the wavelength, phase velocity of the surface wave also gradually increases, and it tends to the same limit $c_{s}$ regardless of the value of Poisson's ratio, $\sigma$. For example, when $\sigma=1 / 4$, this asymptotic value is almost reached when the wavelength exceeds the borehole radius by about three. Note that unlike with Rayleigh waves, the phase velocity of the surface wave along the empty borehole depends on frequency, and its range of change is

$$
\begin{equation*}
c_{R}<c_{p}(\omega)<c_{s} \tag{7.165}
\end{equation*}
$$

Finally, Fig. 7.5e illustrates the behavior of group velocity $c_{g}(\omega) / c_{s}$ as a function of parameter $2 \pi a / \lambda_{l}$.

As follows from eqs. 7.152, with increased distance from the borehole, as well as increased frequency, both potentials display exponential decay. Also, because $c_{p}(\omega)<$ $c_{s}$ and $c_{l}>c_{s}$, vector potential decreases more slowly than scalar potential. Since displacement $s$ is related to the potentials as

$$
\mathbf{s}=\operatorname{grad} \varphi+\operatorname{curl} \psi
$$

we again conclude that propagation of the surface wave is characterized by elliptical polarization of particle motion.

Next we will consider the behavior of surface waves in a more general case, when the borchole is filled by a fluid.

## Stoneley waves

In Chapter 5, we discussed the behavior of surface waves propagating along the plane boundary between a fluid and an clastic medium. In fluid this wave is dilatational, whereas in an elastic medium it is accompanied by deformation and rotation of elementary volumes. In other words, this wave combines characteristics of dilatational and shear waves. It is essential that scalar and vector potentials describing the surface wave decrease with distance from the boundary. The velocity of propagation of this wave, which is usually called the Stoneley or Scholte wave, is independent of frequency. It is also natural to expect the appearance of a surface wave propagating along the cylindrical surface of the borehole. In order to prove the existence of this wave and to outline its main features, we proceed from the system of homogeneous equations 7.155. Our goal is to find such wavenumbers $m$ that the determinant of set 7.155 becomes equal to zero. Besides, it is
assumed that $m$ obeys the inequality

$$
m>\max \left(k_{1}, k_{s}\right)
$$

Then it is clear that all three radicals $-m_{1}, m_{s}$, and $m_{l}$ - are positive. Correspondingly, elementary cylindrical waves

$$
A_{m} I_{0}\left(m_{1} r\right) \cos m z, \quad B_{m} K_{0}\left(m_{l} r\right) \cos m z, \quad \text { and } \quad C_{m} K_{0}\left(m_{s} r\right) \cos m z
$$

become smaller with an increase of distance from the boundary $(r=a)$. To begin, we will consider two limiting cases, $\omega \rightarrow \infty$ and $\omega \rightarrow 0$.

## The high-frequency spectrum

Suppose that frequencies are so high that the wavelength of longitudinal waves in an elastic medium is smaller than the borehole radius: $\lambda_{l}<a$. Correspondingly, this inequality takes place for the shear wave as well as well as in a fluid. Letting $c(\omega)$ be the velocity of propagation of the surface wave, we have

$$
m_{1}=\omega\left(\frac{1}{c^{2}}-\frac{1}{c_{1}^{2}}\right)^{1 / 2}, \quad m_{l}=\omega\left(\frac{1}{c^{2}}-\frac{1}{c_{l}^{2}}\right)^{1 / 2}, \quad m_{s}=\omega\left(\frac{1}{c^{2}}-\frac{1}{c_{s}^{2}}\right)^{1 / 2}
$$

At the high-frequency spectrum, these radicals are large, and the modified Bessel functions are described by their asymptotic formulas:

$$
\begin{equation*}
I_{0}(x)=I_{1}(x)=\left(\frac{1}{2 \pi x}\right)^{1 / 2} e^{x}, \quad K_{0}(x)=K_{1}(x)=\left(\frac{\pi}{2 x}\right)^{1 / 2} e^{-x} \tag{7.166}
\end{equation*}
$$

and $\quad K_{0}^{\prime}(x) \rightarrow-K_{1}(x) \quad$ if $\quad x \gg 1$

Substitution of eqs. 7.166 into set 7.155 yields

$$
\begin{align*}
& \left(\frac{m_{1}}{\pi}\right)^{1 / 2} e^{m_{1} a} A_{m}+\left(m_{l} \pi\right)^{1 / 2} e^{-m_{l} a} B_{m}+m\left(\frac{\pi}{m_{s}}\right)^{1 / 2} e^{-m_{s} a} C_{m}=0 \\
& \lambda_{1} k_{1}^{2}\left(\frac{1}{\pi m_{1}}\right)^{1 / 2} e^{m_{1} a} A_{m}+\mu_{2}\left[\left(2 m^{2}-k_{s}^{2}\right)+\frac{2 m_{l}}{a}\right]\left(\frac{\pi}{m_{l}}\right)^{1 / 2} e^{-m_{l} a^{2}} B_{m}  \tag{7.167}\\
& +2 \mu_{2} m m_{s}\left(1+\frac{1}{m_{s} a}\right)\left(\frac{\pi}{m_{s}}\right)^{1 / 2} e^{-m_{s} a} C_{m}=0
\end{align*}
$$

$$
2 m m_{l}^{1 / 2} e^{-m_{l} a^{2}} B_{m}+\frac{2 m^{2}-k_{s}^{2}}{m_{s}^{1 / 2}} e^{-m_{s} a^{1}} C_{m}=0
$$

The determinant of this system coincides with that for the case in which the boundary is a planar boundary. Thus, at sufficiently high frequencies $\left(\lambda_{l} \ll a\right)$, the surface wave arises and advances along the boundary of the borehole with a velocity close to that of the Stoneley wave at the plane interface. For instance, if

$$
\frac{c_{s}}{c_{1}}=1.5, \quad \frac{\rho_{2}}{\rho_{1}}=1, \quad \sigma=\frac{1}{4}
$$

we have

$$
\frac{c(\infty)}{c_{s}} \approx 0.92
$$

i.c., this velocity is slightly smaller than the velocity of the shear wave. It is obvious that with an increase of the frequency, the wavefields, such as displacement or stress, are mainly concentrated in the vicinity of the borehole surface. At the same time, at sufficiently large distances $r$ away from the borehole surface, wave propagation causes virtually no motion in the medium. Now consider the second limiting case, the lowfrequency spectrum.

## The low-frequency spectrum

Assuming that arguments of the Bessel functions are small, we can use the following approximations:

$$
\begin{aligned}
& \quad I_{0}(x) \rightarrow 1, \quad I_{1}(x) \rightarrow \frac{x}{2}, \quad K_{0}(x) \rightarrow-\ln x, K_{1}(x) \rightarrow \frac{1}{x}, \\
& \text { and } \quad K_{1}^{\prime} \rightarrow-\frac{1}{x^{2}} \quad \text { if } \quad x \ll 1
\end{aligned}
$$

After their substitution into set 7.155 , we obtain

$$
\begin{align*}
& \frac{m_{1}^{2} a^{2}}{2} A_{m}+B_{m}+\frac{m}{m_{s}} C_{m}=0 \\
& \lambda_{1} k_{1}^{2} a^{2} A_{m}+2 \mu_{2} B_{m}+2 \mu_{2} \frac{m}{m_{s}} C_{m}=0  \tag{7.168}\\
& 0+2 m B_{m}+\frac{2 m^{2}-k_{s}^{2}}{m_{s}} C_{m}=0 \quad \text { if } \quad \omega \rightarrow 0
\end{align*}
$$

The dispersion equation in this case is

$$
\left|\begin{array}{ccc}
\frac{m_{1}^{2} a^{2}}{2} & 1 & \frac{m}{m_{s}}  \tag{7.169}\\
\lambda_{1} k_{1}^{2} a^{2} & 2 \mu_{2} & \frac{2 \mu_{2} m}{m_{s}} \\
0 & 2 m & \frac{2 m^{2}-k_{s}^{2}}{m_{s}}
\end{array}\right|=0
$$

After doing simple algebra, we obtain

$$
-m_{1}^{2} \mu_{2}+k_{1}^{2} \lambda_{1}=0
$$

Therefore, wavenumbers $m$ of the Stoneley wave at the low-frequency spectrum are defined as

$$
\begin{equation*}
m=\frac{\omega}{c(\omega)}=k_{1}\left(\frac{\lambda_{1}+\mu_{2}}{\mu_{2}}\right)^{1 / 2} \tag{7.170}
\end{equation*}
$$

Respectively, for phase velocity we have

$$
\begin{equation*}
c(\omega) \rightarrow \frac{c_{1}}{\left(1+\frac{\lambda_{1}}{\mu_{2}}\right)^{1 / 2}} \quad \text { if } \quad \omega \rightarrow 0 \tag{7.171}
\end{equation*}
$$

Eq. 7.171 shows that the asymptotic value of $c(\omega)$ depends on the velocity in a fluid and on the parameter

$$
\begin{equation*}
\frac{\lambda_{1}}{\mu_{2}}=\frac{\rho_{1} c_{1}^{2}}{\mu_{2}} \tag{7.172}
\end{equation*}
$$

which is the ratio of fluid compressibility $\lambda_{1}$ to shear modulus $\mu_{2}$. Thus, measurements of the velocity of the Stoneley's wave inside the borehole, if $\omega \rightarrow 0$, allow us to evaluate the rigidity $\mu_{2}$ of the elastic medium. Note that solution of system 7.155 shows that the Stoneley's wave does not have a cut-off frequency $\left(c_{s}>c_{1}\right)$. In other words, this wave can be observed at any frequency. As follows from eq. 7.151, the axial and radial components of displacement corresponding to elementary cylindrical harmonics are

$$
\begin{equation*}
\tilde{s}_{z}(m)=-m A_{m} I_{0}\left(m_{1} r\right) \sin m z \quad \text { and } \quad \tilde{s}_{r}(m)=m_{1} A_{m} I_{1}\left(m_{1} r\right) \cos m z \tag{7.173}
\end{equation*}
$$

At the low-frequency range, when the wave is defined by small values of $m$, we have

$$
\begin{equation*}
\tilde{s}_{z}(m)=-m A_{m} \sin m z \quad \text { and } \quad \tilde{s}_{r}(m)=\frac{r}{2} m_{1}^{2} A_{m} \cos m z \tag{7.174}
\end{equation*}
$$

(a)

(b)
(c)



Figure 7.6: (a) Portion of borehole between two cross-sections $S_{1}$ and $S_{2}$ (b) Phase and group velocities when $c_{s}>c_{1}\left(a=0.1 \mathrm{~m}, c_{l}=4.51 \mathrm{~km} / \mathrm{s}, c_{s}=2.41 \mathrm{~km} / \mathrm{s}, \rho_{1}=1.2\right.$ $\mathrm{g} / \mathrm{cm}^{3}, \rho_{2}=2.3 \mathrm{~g} / \mathrm{cm}^{3}$ ) (c) Phase and group velocitics when $c_{s}<c_{1} \quad(a=0.1 \mathrm{~m}$, $c_{l}=2.70 \mathrm{~km} / \mathrm{s}, c_{s}=1.20 \mathrm{~km} / \mathrm{s}, \quad \rho_{1}=1.2 \mathrm{~g} / \mathrm{cm}^{3}, \quad \rho_{2}=2.1 \mathrm{~g} / \mathrm{cm}^{3}$ ). [After Paillet \& Cheng, 1991]
i.e., the radial component of displacement linearly increases with $r$. At the same time, component $\tilde{s}_{z}$ remains constant at any cross-section of the borchole, although it varies with time and with coordinate $z$.

It is instructive to obtain eq. 7.171 in a completely different way. Let us consider a portion of the borehole bounded by its lateral surface, $r=a$, and by two cross-sections $S_{1}$ and $S_{2}$, located at distance $\Delta z$ from each other, Fig. 7.6a. Note that

$$
S=S_{1}=S_{2}=\pi a^{2}
$$

The volume of this part

$$
V_{1}=\pi a^{2} \Delta z
$$

is not elementary in the axial direction, since it is characterized by a finite length $a$. Propagation of a surface wave along the borehole causes vibration of particles in a fluid and in the surrounding elastic medium. Because of symmetry, this motion is described by the axial, $s_{z}$, and radial, $s_{r}$, components of displacement. The azimuthal component, $s_{\varphi}$, is absent:

$$
\mathbf{s}=s_{r} \mathbf{i}_{r}+s_{z} \mathbf{i}_{z}
$$

Our main goal is to derive an equation of motion of volume $V_{1}$ and demonstrate that under certain conditions the motion equation coincides with the wave equation. Its solution describes a wave advancing along the borehole with the velocity given by eq. 7.171. In order to solve this task we make several assumptions that are obvious given that the fields slowly varying in the radial direction. For instance, in the frequency domain this means that the wavelength is much greater than the borehole radius. First, in agreement with eqs. 7.174 , suppose that the axial component $s_{z}$ and the additional pressure $p$ are independent of coordinate $r$ inside volume $V_{1}$, i.e.,

$$
\begin{equation*}
s_{z}=s_{z}(z, t) \quad \text { and } \quad p=p(z, t) \tag{7.175}
\end{equation*}
$$

This volume moves along the borehole axis due to the external forces

$$
F_{z}(z+\Delta z, t) \quad \text { and } \quad F_{z}(z, t)
$$

which are caused by fluid located above and beneath volume $V_{1}$ and, correspondingly, have opposite directions. For instance, if force $F_{z}(z, t)$ produces compression and the additional pressure $p(z, t)$ becomes positive, we have for the resultant force

$$
[-p(z+\Delta z, t)+p(z, t)] S
$$

Therefore, in accordance with Newton's second law, the equation of motion of the volume is

$$
\rho \frac{\partial^{2} s_{z}}{\partial t^{2}} \pi a^{2} \Delta z=-\frac{\partial p}{\partial z} \pi a^{2}
$$

or

$$
\begin{equation*}
\rho \frac{\partial^{2} s_{z}}{\partial t^{2}}=-\frac{\partial p}{\partial z} \tag{7.176}
\end{equation*}
$$

since it is assumed that the pressure varies linearly within $\Delta z$ and that

$$
-p(z+\Delta z, t)+p(z, t)=-\frac{\partial p(t)}{\partial z} \Delta z
$$

whereas $s_{z}$ is the axial component of displacement of the middle point of $V_{1}$. The equation of motion contains two unknowns, $s_{z}$ and $p$, and we therefore must find another relation between them. Since a wave causes very small changes of any elementary volume $V\left(V<V_{1}\right)$, the principle of mass conservation gives (Part I)

$$
\begin{equation*}
\frac{\rho}{\rho_{1}}=-\frac{\Delta V}{V} \tag{7.177}
\end{equation*}
$$

Here $\rho$ and $\Delta V$ are variations of the original density $\rho_{1}$ and volume $V$. Inasmuch as deformation is also accompanied by small changes of pressure, we have

$$
\begin{equation*}
p=\alpha \rho \tag{7.178}
\end{equation*}
$$

and eq. 7.177 gives

$$
\begin{equation*}
p=-\lambda_{1} \frac{\Delta V}{V} \tag{7.179}
\end{equation*}
$$

Here $\lambda_{1}$ is the bulk modulus of the fluid

$$
\begin{equation*}
\lambda_{1}=\alpha \rho_{1}=c_{1}^{2} \rho_{1} \tag{7.180}
\end{equation*}
$$

and pressure is constant inside volume $V$. By definition

$$
\frac{\Delta V}{V}=\operatorname{div} \mathrm{s}
$$

and eq. 7.179 , written as

$$
\begin{equation*}
p=-\lambda_{1} \operatorname{div} \mathbf{s}, \tag{7.181}
\end{equation*}
$$

describes the relationship between pressure and displacement in equilibrium. For instance, in the cylindrical system of coordinates we have

$$
\begin{equation*}
p=-\lambda_{1}\left(\frac{\partial s_{z}}{\partial z}+\frac{\partial s_{r}}{\partial r}+\frac{s_{r}}{r}\right), \tag{7.182}
\end{equation*}
$$

since $\quad s_{\varphi}=0$.
Next consider a change of volume $V_{1}$, which occurs for two reasons. One reason is axial motion, which is equal to

$$
\pi a^{2} \frac{\partial s_{z}}{\partial z} \Delta z
$$

because $s_{z}(z)$ and $s_{z}(z+\Delta z)$ are displacements at the opposite faces of volume $V_{1}$. The other reason is radial expansion (compression), which is

$$
2 \pi a s_{\tau} \Delta z
$$

Thus

$$
\begin{equation*}
\frac{\Delta V_{1}}{V_{1}}=\frac{\pi a^{2} \frac{\partial s_{z}}{\partial z} \Delta z+2 \pi a s_{r}(a) \Delta z}{\pi a^{2} \Delta z}=\frac{\partial s_{z}}{\partial z}+\frac{2}{a} s_{r}(a) \tag{7.183}
\end{equation*}
$$

In accordance with the second equation of set 7.174 , the radial component of displacement is the linear function of $r$, and it can be represented as

$$
\begin{equation*}
s_{r}(r)=\frac{s_{r}(a)}{a} r \tag{7.184}
\end{equation*}
$$

Its substitution into eq. 7.181 shows again that

$$
\frac{\Delta V_{1}}{V_{1}}=\operatorname{div} \mathrm{s}
$$

and, therefore,

$$
\begin{equation*}
p=-\lambda_{1}\left[\frac{\partial s_{z}}{\partial z}+\frac{2}{a} s_{r}(a)\right], \tag{7.185}
\end{equation*}
$$

where $p$ is pressure at the middle point. Note that eq. 7.185 can be also derived from the Gauss formula:

$$
\int_{V_{1}} \operatorname{div} \mathbf{s} d V_{1}=\oint_{S} \mathbf{s} \cdot d \mathbf{S}
$$

In fact, making use of eq. 7.180 and assuming that $p=$ const, $\frac{\partial s_{r}(a)}{\partial z}=0$, we obtain

$$
-\lambda_{1} p V=\left[s_{z}(z+\Delta z)-s_{z}(z)\right] \pi a^{2}+s_{r}(a) 2 \pi a \Delta z
$$

which coincides with eq. 7.185. Note that eqs. 7.176 and 7.185 , derived for volumes that have different extensions $\Delta z$, contain three unknowns:

$$
\begin{array}{lll}
p, \quad s_{z}, & s_{r}
\end{array}
$$

For this reason we need one more relationship, for instance, a relationship between $p$ and $s_{r}$. Before solving this problem, let us consider a special case when $s_{r}$ inside the
borehole is equal to zero. In other words, fluid moves only along the $z$-axis. Then the system of eqs. 7.176 and 7.185 gives the wave cquation

$$
\frac{\partial^{2} s_{z}}{\partial z^{2}}=\frac{1}{c_{1}^{2}} \frac{\partial^{2} s_{z}}{\partial t^{2}}
$$

which describes a wave moving with the velocity of the longitudinal wave, $c_{1}=\left(\lambda_{1} / \rho_{1}\right)^{1 / 2}$. In reality, because the radial component $s_{r}$ differs from zero, the elastic medium around the borehole influences wave velocity in the fluid. In establishing the linkage between $s_{r}$ and $p$, we take into account the relatively slow change of these functions with time. This implies that both pressure and the radial component of displacement change almost synchronously at different points, even at large distances $r$ from the borehole. With this limiting case in mind, we can expect the same relationship between $p$ and $s_{r}$ as we would expect in equilibrium. Let us consider now this subject of the static elasticity in detail.

## Thick cylindrical shell

Suppose that a cylindrical shell of an arbitrary thickness is oriented along the $z$-axis. Its length is sufficiently large and we can ignore effects near the cylindrical ends. It is also assumed that the shell is under the action of fluid pressure $p$, which is uniformly distributed over the shell's internal surface. At the same time, at the external surface the pressure vanishes. Thus, we suppose that deformation is symmetrical about the $z$-axis and uniform along each generating line. Correspondingly, a cross-section remains plane after deformation, so that displacement along the $z$-axis is constant and can be zero. We can evaluate deformation inside the elastic cylinder as a two-dimensional boundary problem. It is related to the fact that pressure is distributed uniformly on the lateral surface of the shell. First of all, as was demonstrated in Chapter 1, the displacement s has to satisfy the equation

$$
\begin{equation*}
\left(\lambda_{2}+\mu_{2}\right) \text { grad div } \mathbf{s}+\mu_{2} \nabla^{2} \mathbf{s}=0 \tag{7.186}
\end{equation*}
$$

This is the condition of equilibrium when volume forces are ignored. Because the normal component of stress is a continuous function at the borehole surface between a fluid and an elastic medium, the first boundary condition is

$$
\begin{equation*}
\tau_{r r}(a)=-p, \tag{7.187}
\end{equation*}
$$

where $p$ is pressure caused by a fluid. Also, we have at the external surface of the cylinder

$$
\begin{equation*}
\tau_{r r}(b)=0 \tag{7.188}
\end{equation*}
$$

In solving eq. 7.186, it is natural to assume that displacement $s$ has only the radial component

$$
\begin{equation*}
\mathbf{s}=s_{r}(r) \mathbf{i}_{r} \tag{7.189}
\end{equation*}
$$

which is a function of the single coordinate $r$. By definition,

$$
\operatorname{curl} \mathbf{s}=\frac{1}{r}\left|\begin{array}{ccc}
\mathbf{i}_{r} & r \mathbf{i}_{\varphi} & \mathbf{i}_{z} \\
\frac{\partial}{\partial r} & \frac{\partial}{\partial \varphi} & \frac{\partial}{\partial z} \\
s_{r} & 0 & 0
\end{array}\right|
$$

i.e.,

$$
\begin{equation*}
\operatorname{curl} \mathrm{s}=0 \tag{7.190}
\end{equation*}
$$

Inasmuch as

$$
\text { curlcurl } \mathbf{s}=\operatorname{graddiv} \mathbf{s}-\nabla^{2} \mathbf{s}
$$

eq. 7.186 can be written as

$$
\left(\lambda_{2}+2 \mu_{2}\right) \nabla^{2} \mathbf{s}+\mu_{2} \text { curlcurl } \mathbf{s}=0
$$

Making use of eq. 7.190, we obtain the Laplace equation for displacement $s$ :

$$
\begin{equation*}
\nabla^{2} \mathbf{s}=0 \quad \text { or } \quad \mathbf{i}_{r} \nabla^{2} s_{r}+s_{r} \nabla^{2} \mathbf{i}_{r}=0 \tag{7.191}
\end{equation*}
$$

The laplacian in the cylindrical system of coordinates is

$$
\begin{equation*}
\nabla^{2}=\frac{1}{r} \frac{d}{d r}\left(r \frac{d}{d r}\right)+\frac{1}{r^{2}} \frac{d^{2}}{d \varphi^{2}} \tag{7.192}
\end{equation*}
$$

because the fields are independent of $z$. It is clear that

$$
\mathbf{i}_{r}=\cos \varphi \mathbf{i}+\sin \varphi \mathbf{j}
$$

Substituting the latter into eq. 7.192 and taking into account that $\mathbf{i}$ and $\mathbf{j}$ are constants, we obtain

$$
\begin{equation*}
\nabla^{2} \mathbf{i}_{r}=-\frac{1}{r^{2}} \mathbf{i}_{r} \tag{7.193}
\end{equation*}
$$

Correspondingly, eq. 7.191 becomes

$$
\begin{equation*}
\frac{1}{r} \frac{d}{d r}\left(r \frac{d s_{r}}{d r}\right)-\frac{s_{r}}{r^{2}}=0 \tag{7.194}
\end{equation*}
$$

Thus, eq. 7.186 is greatly simplified. To determine displacement component $s_{r}$, we have to solve an ordinary differential equation. Suppose that its solution has the form

$$
\begin{equation*}
s_{r}(r)=C r^{m} \tag{7.195}
\end{equation*}
$$

where $C$ and $m$ are unknowns. Substitution of eq. 7.195 into eq. 7.194 gives

$$
m^{2}-1=0
$$

i.c., $m_{1}=1$ and $m_{2}=-1$, and the general solution of eq. 7.194 is

$$
\begin{equation*}
s_{r}(r)=A r+\frac{B}{r} \tag{7.196}
\end{equation*}
$$

Here $A$ and $B$ are unknown constants that are determined from boundary conditions. As was shown earlier (Chapter 1), the diagonal elements of the strain tensor in the cylindrical system of coordinates are

$$
\begin{equation*}
e_{r r}=\frac{d s_{r}}{d r} \quad \text { and } \quad e_{\varphi \varphi}=\frac{s_{r}}{r} \tag{7.197}
\end{equation*}
$$

while

$$
e_{z z}=0,
$$

since displacement $s_{z}$ is independent of the $z$-coordinate. From eq. 7.196 we have

$$
\begin{equation*}
e_{r r}=A-\frac{B}{r^{2}} \quad \text { and } \quad e_{\varphi \varphi}=A+\frac{B}{r^{2}} \tag{7.198}
\end{equation*}
$$

By definition, in the cylindrical system of coordinates

$$
\begin{equation*}
\operatorname{div} \mathbf{s}=\frac{1}{r} \frac{d}{d r}\left(r s_{r}\right)=2 A \tag{7.199}
\end{equation*}
$$

which shows that at each point of any plane $z=$ const, the relative change in elementary area is the same. This deformation causes the normal component of stress along the cylinder axis, and

$$
\begin{equation*}
\tau_{z z}=\text { const } \tag{7.200}
\end{equation*}
$$

In accordance with Hooke's law (Chapter 1),

$$
\begin{equation*}
\tau_{r r}(r)=\lambda_{2} \operatorname{div} \mathbf{s}+2 \mu_{2} e_{r r}, \tag{7.201}
\end{equation*}
$$

and using eq. 7.198 we have

$$
\begin{equation*}
\tau_{r r}(r)=2\left[\left(\lambda_{2}+\mu_{2}\right) A-\mu_{2} \frac{B}{r^{2}}\right] \tag{7.202}
\end{equation*}
$$

The boundary conditions give

$$
\begin{equation*}
-p=2\left[\left(\lambda_{2}+\mu_{2}\right) A-\mu_{2} \frac{B}{a^{2}}\right], \quad 0=2\left[\left(\lambda_{2}+\mu_{2}\right) A-\mu_{2} \frac{B}{b^{2}}\right] \tag{7.203}
\end{equation*}
$$

Solution of this system is

$$
\begin{equation*}
A=\frac{a^{2} p}{2\left(\lambda_{2}+\mu_{2}\right)\left(b^{2}-a^{2}\right)} \tag{7.204}
\end{equation*}
$$

and

$$
\begin{equation*}
B=\frac{a^{2} b^{2} p}{2 \mu_{2}\left(b^{2}-a^{2}\right)} \tag{7.205}
\end{equation*}
$$

Correspondingly,

$$
\begin{equation*}
\tau_{r r}(r)=\frac{p a^{2}\left(r^{2}-b^{2}\right)}{r^{2}\left(b^{2}-a^{2}\right)} \tag{7.206}
\end{equation*}
$$

which gradually changes with an increase of $r$. Now in eq. 7.196, letting $r=a$ we obtain

$$
\frac{s_{r}(a)}{a}=\frac{a^{2} p}{2\left(\lambda_{2}+\mu_{2}\right)\left(b^{2}-a^{2}\right)}+\frac{b^{2} p}{2 \mu_{2}\left(b^{2}-a^{2}\right)}
$$

or

$$
\begin{equation*}
\frac{s_{r}(a)}{a}=\frac{p}{2 M} \tag{7.207}
\end{equation*}
$$

where

$$
\begin{equation*}
M=\frac{\mu_{2}\left(\lambda_{2}+\mu_{2}\right)\left(b^{2}-a^{2}\right)}{\mu_{2} a^{2}+\left(\lambda_{2}+\mu_{2}\right) b^{2}} \tag{7.208}
\end{equation*}
$$

Thus we have solved our task and established the relationship between radial displacement of an elastic medium at the borehole surface and fluid pressure. Before we continue, let us note the following. The azimuthal component of stress is defined as

$$
\begin{equation*}
\tau_{\varphi \varphi}(r)=\lambda_{2} \operatorname{div} \mathrm{~s}+2 \mu_{2} e_{\varphi \varphi} \tag{7.209}
\end{equation*}
$$

Taking into account eqs. 7.198 and 7.199 , we have

$$
\tau_{\varphi \varphi}(r)=2 \lambda_{2} A+2 \mu_{2}\left(A+\frac{B}{r^{2}}\right)
$$

or

$$
\begin{equation*}
\tau_{\varphi \varphi}(r)=\frac{a^{2}\left(r^{2}+b^{2}\right)}{r^{2}\left(b^{2}-a^{2}\right)} p \tag{7.210}
\end{equation*}
$$

By definition (Chapter 1),

$$
E e_{z z}=\tau_{z z}-\sigma\left(\tau_{r r}+\tau_{\varphi \varphi}\right)
$$

Here $E$ is the Young modulus and $\sigma$ is Poisson' ratio. Inasmuch as strain is absent along the $z$-axis, we have

$$
\begin{equation*}
\tau_{z z}=\sigma\left(\tau_{r r}+\tau_{\varphi \varphi}\right) \tag{7.211}
\end{equation*}
$$

and the use of eqs. 7.206-7.210 gives

$$
\begin{equation*}
\tau_{z z}=\frac{2 \sigma a^{2}}{b^{2}-a^{2}} p=\mathrm{const} \tag{7.212}
\end{equation*}
$$

Of course, this independence of coordinate $r$ is expected. Also, it is interesting to mention that with an increase of the external radius $r$, the stress component $\tau_{z z}$ becomes smaller, and in the limit $(r \rightarrow \infty)$, it vanishes. Taking into account continuity of the normal component of displacement $s_{r}$ and substituting eq. 7.207 into eq. 7.185, we obtain

$$
p=-\lambda_{1}\left(\frac{\partial s_{z}}{\partial z}+\frac{p}{M}\right)
$$

or

$$
\begin{equation*}
p=-\frac{1}{\left(\frac{1}{\lambda_{1}}+\frac{1}{M}\right)} \frac{\partial s_{z}}{\partial z} \tag{7.213}
\end{equation*}
$$

Then from eq. 7.213 and 7.176 we have

$$
\begin{equation*}
\rho \frac{\partial^{2} s_{z}}{\partial t^{2}}=\frac{1}{\left(\frac{1}{\lambda_{1}}+\frac{1}{M}\right)} \frac{\partial^{2} s_{z}}{\partial z^{2}} \tag{7.214}
\end{equation*}
$$

This is the wave equation with respect to the vertical component of fluid displacement:

$$
\frac{\partial^{2} s_{z}}{\partial z^{2}}=\frac{1}{c^{2}} \frac{\partial^{2} s_{z}}{\partial t^{2}}
$$

Here

$$
\begin{equation*}
c=\frac{1}{\sqrt{\rho\left(\frac{1}{\lambda_{1}}+\frac{1}{M}\right)}} \tag{7.215}
\end{equation*}
$$

or

$$
\begin{equation*}
c=c_{1} \frac{1}{\left(1+\frac{\lambda_{1}}{M}\right)^{1 / 2}} \tag{7.216}
\end{equation*}
$$

In accordance with eq. 7.208 , with an increase of external radius $b$, parameter $M$ tends to the shear modulus

$$
\begin{equation*}
M \rightarrow \mu_{2} \tag{7.217}
\end{equation*}
$$

Respectively, eq. 7.216 coincides with eq. 7.171 , which describes the velocity of Stoneley waves in the low-frequency spectrum.

It is also useful to consider the case in which radii $a$ and $b$ are close to each other, that is, the borehole is surrounded by a thin tube with thickness $h$ :

$$
b-a=h, \quad b+a \approx 2 a
$$

Then, in place of eq. 7.208, we have

$$
M \approx \frac{2 \mu_{2}\left(\lambda_{2}+\mu_{2}\right) h}{\left(\lambda_{2}+2 \mu_{2}\right) a}
$$

or

$$
\begin{equation*}
M \approx \frac{2 \mu_{2} h}{\left(1+\frac{\mu_{2}}{\lambda_{2}+\mu_{2}}\right) a} \tag{7.218}
\end{equation*}
$$

and the velocity of propagation differs from that in the previous example ( $M \sim \mu_{2}$ ).
Phase and group velocities
We have studied phase velocity of the Stoneley wave in the low- and high-frequency spectrums. Next let us consider velocity dispersion, i.c., its dependence on frequency. Earlier it was demonstrated that the wavenumber of the Stoneley wave

$$
m(\omega)=\frac{\omega}{c(\omega)}
$$

is defined as the root of the characteristic equation $7.156 \quad D_{m}=0$, provided that $m>\max \left(k_{1}, k_{s}\right)$.

As usual, it is convenient to consider the numerical solutions of this equation separatcly for two models of a medium, where cither $c_{s}>c_{1}$ or $c_{s}<c_{1}$. In the first case, Fig. 7.6b, there is small dispersion of the phase and group velocities, and $c_{g}$ is slightly higher than $c_{p}$. With an increase of frequency, values of both functions become larger and in the limit they approach the asymptote, which is a little smaller than wave velocity $c_{1}$ in the borehole fluid.

Before we discuss velocity dispersion in the second model $\left(c_{s}<c_{1}\right)$, let us use eq. 7.171,

$$
c=\frac{c_{1}}{\left(1+\frac{\lambda_{1}}{\mu_{2}}\right)^{1 / 2}}, \quad \text { if } \quad \omega \rightarrow 0
$$

which can also be represented in the form

$$
\begin{equation*}
\frac{c}{c_{s}}=\left(\frac{c_{s}^{2}}{c_{1}^{2}}+\frac{\rho_{1}}{\rho_{2}}\right)^{-1 / 2} \quad \text { or } \quad \frac{c_{s}^{2}}{c^{2}}=\frac{\rho_{1}}{\rho_{2}}+\frac{c_{s}^{2}}{c_{1}^{2}} \quad \text { if } \quad \omega \rightarrow 0 \tag{7.219}
\end{equation*}
$$

Inasmuch as existence of the Stoneley wave implies that $c<c_{s}$, it is natural to distinguish two cases in the second model $\left(c_{s}<c_{1}\right)$ :

$$
\frac{\rho_{1}}{\rho_{2}}+\frac{c_{s}^{2}}{c_{1}^{2}}>1 \quad \text { and } \quad \frac{\rho_{1}}{\rho_{2}}+\frac{c_{s}^{2}}{c_{1}^{2}}<1
$$

An example of functions $c(\omega)$ and $c_{g}(\omega)$ in the first case is shown in Fig. 7.6c. Again there is small dispersion of phase and group velocities, and the latter is slightly smaller $\left(c_{g}<c\right)$. At the low-frequency limit we have, approximately,

$$
\frac{c}{c_{1}}=\frac{c_{g}}{c_{1}} \simeq 0.72
$$

With an increase of frequency phase and group velocities decrease a little and approach their corresponding asymptotic values. Note that the phase velocity of the Stoneley wave remains smaller than the shear velocity. In the second case, Fig. 7.7, the ratio $c_{s} / c_{1}$ is even smaller, which causes peculiar behavior of the Stoneley wave in the low-frequency spectrum. In accordance with eq. 7.219 , we have

$$
c_{p}(\omega)>c_{s}, \quad \text { if } \quad \omega \rightarrow 0
$$

which means that a wave propagates in both the axial and radial directions. Because of this, its movement along the borehole axis is accompanied by attenuation. As is seen


Figure 7.7: Dispersion curves of phase and group velocitics ( $a=0.1 \mathrm{~m}, c_{l}=2.40 \mathrm{~km} / \mathrm{s}$, $c_{s}=0.90 \mathrm{~km} / \mathrm{s}, \quad \rho_{1}=5.10 \mathrm{~g} / \mathrm{cm}^{3}, \quad \rho_{2}=2.1 \mathrm{~g} / \mathrm{cm}^{3}$. [After Cheng \& Toksöz, 1981]
from Fig. 7.7, when wavelength $\lambda_{1}$ is sufficiently large, the phase velocity of the surface wave exceeds the shear velocity. In this range the wave rapidly decays along the $z$-axis. However, with an increase of frequency, velocity $c_{p}(\omega)$ becomes smaller than $c_{s}$, and a Stoneley wave is observed. In other words, in the second case,

$$
\frac{\rho_{1}}{\rho_{2}}+\frac{c_{s}^{2}}{c_{1}^{2}}>1
$$

there is a cut-off frequency at which

$$
c_{p}\left(f_{c}\right)=c_{s}
$$

In addition, note the following:

1. The Stoneley wave propagates without attenuation along the borehole, whereas its wave amplitudes decay monotonically with increased distance $r$ from the boundary, $r=a$.
2. At the beginning, this decrease is relatively slow. However, at large distances from the borehole surface, the amplitudes of displacement, strain, and stress decrease exponentially.
3. At the low-frequency spectrum, $a / \lambda_{1}<1$, the axial component of displacement $s_{z}$ is almost constant inside the borehole, but the radial component $s_{r}$ linearly increases as a function of $r$. At the borehole axis the latter is equal to zero, regardless of frequency.
4. As follows from boundary conditions, the component $s_{r}$ is a continuous function at the borehole surface, but the axial component $s_{z}$ has a discontinuity.
$\overline{5}$. Propagation of the sinusoidal Stoneley wave is accompanied by elliptical partical motion in a fluid and in an elastic medium (elliptical polarization).
5. Wave amplitudes are defined by integration around the corresponding pole $m(\omega)$, where $m>\max \left(k_{1}, k_{s}\right)$.

### 7.4 Normal modes, head and transient waves

In the previous section, we studied the behavior of surface (Stoneley) waves propagating along the borehole. Certainly, this is a very important element of the wavefields that are caused by the source on the borehole axis.

As we know, scalar and vector potentials describing all of the waves inside and outside the borchole can be represented in the form:

$$
\begin{gathered}
\tilde{\varphi}_{1}=C \frac{e^{i k_{1} R}}{R}+\int_{0}^{\infty} A_{m} I_{0}\left(m_{1} r\right) \cos m z d m \quad \text { if } \quad r<a \\
\text { and } \tilde{\varphi}_{2}=\int_{0}^{\infty} B_{m} K_{0}\left(m_{l} r\right) \cos m z d m, \\
\tilde{\psi_{2}}=\int_{0}^{\infty} C_{m} K_{1}\left(m_{s} r\right) \sin m z d m \quad \text { if } r>a
\end{gathered}
$$

It is essential that all three functions, $A_{m}, B_{m}$, and $C_{m}$, have the same poles, which are roots of eq. 7.156:

$$
\begin{equation*}
D_{m}=0 \tag{7.221}
\end{equation*}
$$

In order to characterize the main features of waves, it is useful, as before, to separately consider two models of a medium, namely $c_{1}<c_{s}<c_{l}$ (case 1) and $c_{s}<c_{1}<c_{l}$ (case $2)$.

Case 1 Suppose that the ratio of the wavelength to the borehole radius is small $\left(\lambda_{l} \ll a\right)$. Correspondingly, the wave behaves nearly in accordance with geometrical seismic postulates. In other words, we can use the concept of rays for $P$ and $S$ waves,
as well as Snell's law. Earlier it was demonstrated that surface waves are absent when the borehole is surrounded by an acoustic medium, but the head wave and normal modes are present $\left(c_{1}<c_{2}\right)$. It is natural to expect the appearance of these waves in the presence of an elastic medium. In describing wave behavior at the high-frequency approximation, we proceed from eqs. 7.220 and 7.221 and Fig. 7.8a,b. Energy of the direct wave caused by the primary source advances along the elementary ray tubes. In the tube oriented along the $z$-axis, scalar potential of the primary wave

$$
\tilde{\varphi}_{0}=C \frac{e^{i k_{1} z}}{z}
$$

decays inversely proportionally to distance $z$, and it might be observed alone at rather large distances from the origin.

Next let us consider the reflection and transmission of waves at the borehole surface using critical angles

$$
\begin{equation*}
\sin \theta_{c}^{l}=\frac{c_{1}}{c_{l}} \quad \text { and } \quad \sin \theta_{c}^{s}=\frac{c_{1}}{c_{s}} \tag{7.222}
\end{equation*}
$$

Inasmuch as $c_{l}>c_{s}$, we have

$$
\begin{equation*}
\theta_{c}^{l}<\theta_{c}^{s} \tag{7.223}
\end{equation*}
$$

and the critical angle for longitudinal waves occurs at points of the borehole surface located relatively closer to the source. The coordinate $z_{l}$ of these points is defined from the equality

$$
\begin{equation*}
\sin \theta_{c}^{l}=\frac{z_{l}}{\sqrt{a^{2}+z_{l}^{2}}}=\frac{c_{1}}{c_{l}} \tag{7.224}
\end{equation*}
$$

In the same manner, the place where we observe the critical angle for the shear wave is

$$
\begin{equation*}
\sin \theta_{c}^{s}=\frac{z_{s}}{\sqrt{z_{s}^{2}+a^{2}}}=\frac{c_{1}}{c_{s}} \tag{7.225}
\end{equation*}
$$

and

$$
\begin{equation*}
z_{s}>z_{l} \tag{7.226}
\end{equation*}
$$

It is convenient to distinguish three intervals at the borehole surface:
they are $z<z_{l}, \quad z_{l}<z<z_{s}, \quad z>z_{s}$.
In the first range, $z<z_{l}$, the incident wave gives rise to the longitudinal reflected wave in the borehole fluid. The reflection angle obeys Snell's law and varies as

$$
0 \leq \theta_{r}<\theta_{c}^{l}
$$

(a)

(b)


Figure 7.8: (a) Rays of reflected, transmitted, and head waves (b) Intervals of integration

At the same time, $P$ and $S$ transmitted waves appear in the elastic medium and move away from the boundary, $r=a$. As follows from Snell's law, transmission angles $\theta_{2}^{l}$ and $\theta_{2}^{s}$ obey the equality

$$
\begin{equation*}
\frac{\sin \theta_{2}^{l}}{c_{l}}=\frac{\sin \theta_{2}^{s}}{c_{s}} \tag{7.227}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
\theta_{2}^{l}>\theta_{2}^{s} \tag{7.228}
\end{equation*}
$$

Certainly, the wavefields possess the same axial symmetry. In accordance with eq. 7.224,

$$
\frac{z_{l}}{a}=\frac{c_{1}}{c_{l}}\left(1-\frac{c_{1}^{2}}{c_{l}^{2}}\right)^{-1 / 2}
$$

and $z_{l}$ is usually smaller than the borehole radius. The longitudinal wave inside the borehole experiences reflections that may occur within the first interval as well as beyond it. In the case of constructive interference between reflections, modes are formed that propagate along the borehole. At any cross-section $z<z_{l}$, these modes are the standing waves. However, they rapidly attenuate with distance $z$, since after each reflection some part of the energy leaves the borehole and moves into elastic medium. This is why such waves are often called leaking modes, and with an increase of distance their role diminishes.

From eqs. 7.220 , it follows that the initial interval of integration

$$
m<k_{l}
$$

entirely defines the $P$ transmitted wave and makes a significant contribution to the $S$ transmitted and reflected waves. In fact, the radicals

$$
\sqrt{m^{2}-k_{1}^{2}}, \quad \sqrt{m^{2}-k_{s}^{2}}, \quad \text { and } \quad \sqrt{m^{2}-k_{l}^{2}}
$$

are imaginary, and we are dealing with waves that propagate along rays (Snell's law). Note that in this interval the wavenumber of elementary cylindrical waves varies from zero to $k_{l}$. Therefore, phase velocity changes as $c_{l}<c<\infty$. When the angle of incidence $\theta_{i}$ of the direct wave approaches the critical angle, $\theta_{c}^{l}$, the $P$ transmitted wave starts to move in the vicinity of the borchole along its surface and gencrates a head wave in the fluid. This is a conical wave, and angle $\theta_{c}^{l}$ defines the orientation of the phase surface. At relatively large distances $z$ from the source, the longest path of this
wave is located outside the borehole, where it moves with velocity $c_{l}$. Correspondingly, the $P$ head wave appears as the first arrival.

In the second range, $z_{l}<z<z_{s}$, we observe total internal reflection for the $P$ wave. This means that the $P$ evanescent wave appears in an elastic medium, and during each period energy flux of this wave in the radial direction is equal to zero. At the same time, the $S$ transmitted wave propagates through the surrounding medium with velocity $c_{s}$, and it arises at each point of the second interval. Because of this, the amplitude of the reflected wave is still smaller than that of the incident wave, and it decreases after each reflection. Therefore, as with the first range, constructive interference of the reflected waves can produce only leaking modes. Of course, destructive interference is a second factor that also results in a decrease of wavefields.

Superposition of elementary cylindrical waves with wavenumbers $k_{l}<m<k_{s}$, i.e., the second interval of integration in eqs. 7.220, form leaking modes. At points of the borchole surface where $z_{l}<z<z_{s}$, the following waves appear:
a. The reflected wave inside the borehole,
b. The $S$ transmitted wave in an elastic medium,
c. The $P$ inhomogeneous wave, which rapidly decays with increased distance from the borehole, and
d. The $P$ head wave, which originates near points of interference with coordinate $z l$.

At the end of the second interval, $z \sim z_{s}$, the incident angle approaches $\theta_{c}^{s}$, and the $S$ transmitted wave begins to move along the boundary with the velocity of the shear wave, $c_{s}$. This creates the $S$ head wave, which in the far zone comes after the $P$ head wave, representing the second arrival of the transient wave. Note that the velocity of propagation of the evanescent wave associated with total internal reflection varies as

$$
c_{s} \leq c \leq c_{l}
$$

Since $m>k_{l}$ in the second interval of integration, Fig. 7.8b, corresponding harmonics (elementary cylindrical waves) make some contribution to the inhomogeneous wave. Finally, at points of the borehole surface where $z>z_{s}$, total internal reflection takes place for both $P$ and $S$ waves. This suggests that a reflected wave inside the borehole is accompanied by dilatational and rotational wavefields in an elastic medium. Besides, two head waves are propagating along the boundary with velocities $c_{l}$ and $c_{s}$, respectively. Inasmuch as at these points of the boundary $\left(z>z_{s}\right)$ a reflection does not cause leakage of energy into the surrounding medium, normal modes are formed, and they propagate
along the borehole without attenuation. As we know, the same phenomenon takes place when the surrounding medium is acoustic and $c_{2}>c_{1}$.

The harmonics of the third interval (eqs. 7.220),

$$
k_{s}<m<k_{1}
$$

form normal modes and the corresponding evanescent wavefields. Fortunately, determination of the wavenumbers of these modes does not require integration of eqs. 7.220, because the former are roots of the characteristic equation 7.221. In this light, it is proper to note that wavenumbers of Stoneley's wave are also roots of eq. 7.221 , but they correspond to the fourth interval of integration $\left(m>k_{1}\right)$, provided that $k_{s}<k_{1}$. This range of wavenumbers, primarily its initial part, contains information about surface waves. Thus, the roots of the characteristic equation describing the normal modes are within the third interval of integration. Correspondingly, their phase velocity changes as

$$
c_{1}<c<c_{s}
$$

It may be useful to explain this fact in a different way. Consider the rays of the direct wave, which reach the borehole surface at points $z=z_{s}$. By definition, their incident angle coincides with the critical angle, $\theta_{c}^{s}$ :

$$
\sin \theta_{c}^{s}=\frac{c_{1}}{c_{s}}
$$

As follows from Snell's law, the reflected waves arising at these points are characterized by the same angle, $\theta_{c}^{s}$, so that they form a conical wave. The latter causes the other reflected waves, which are still conical, and their reflection angle is still equal to $\theta_{c}^{s}$. If frequency is such that their interference is constructive, they form a normal mode that propagates along the borehole axis. As in the case of the acoustic medium, the phase velocity of the normal mode is defined from elementary geometry and is equal to

$$
c=\frac{c_{1}}{\sin \theta_{c}^{s}}=c_{s}
$$

Next suppose that rays of the direct wave reach the interface at greater distances from the source, $z>z_{s}$. It is clear that their incident angle is also greater:

$$
\theta_{i}(z)>\theta_{c}^{s}
$$

As before, this wave gives rise to a new family of conical reflected waves with the same angle $\theta_{i}(z)$. Assuming that their superposition is constructive, we again observe wave
propagation in the axial direction. Phase velocity becomes smaller, since $\theta_{i}(z)>\theta_{c}^{s}$, and

$$
c=\frac{c_{1}}{\sin \theta(z)}
$$

Thus, with an increase in the angle of incidence of the direct wave, phase velocity of the mode approaches that of the fluid

$$
c \rightarrow c_{1} \quad \text { if } \quad \theta_{i} \rightarrow \pi / 2
$$

Now let us discuss the relationship between wave velocities and frequency.

## Dispersion curves of phase and group velocities

The dependencies of velocities $c_{p}(\omega)$ and $c_{g}(\omega)$ on frequency for the first two normal modes are shown in Fig. 7.9. Velocities are obtained by numerical solution of the characteristic equation 7.221 . As we may expect, the behavior of these functions is similar to that in the case of an acoustic surrounding medium. First of all, the phase velocity for each normal mode has the same low-frequency asymptote, which is equal to the shear velocity, $c_{s}$. This occurs at the cut-off frequency that becomes higher with an increase of the mode order. Below these frequencies the normal mode cannot exist. As is seen from Fig. 7.9, with an increase of frequency phase velocity monotonically becomes smaller and asymptotically tends to the wave velocity in the fluid, regardless of the mode order. The behavior of group velocity is different, but its low-frequency asymptote is also equal to $c_{s}$. With an increase of frequency, it rapidly decreases and comes to the Airy phase, where $c_{g}(\omega)<c_{1}$. After passing the Airy phase group velocity approaches the high-frequency asymptote from below.

$$
c_{g}(\omega) \rightarrow c_{1} \quad \text { if } \quad \omega \rightarrow \infty
$$

Thus, the normal modes are highly dispersive, which is a clear indication that they arise due to the constructive interference of reflected waves. For comparison, phase and group velocities of Stoneley waves are also shown in Fig. 7.9. These velocities are characterized by very minimal dispersion and do not have the cut-off frequency $\left(c_{s}>c_{1}\right)$. In this case, both velocities vary within the range

$$
0.90<\frac{c}{c_{1}}<0.96
$$

Thus, as in the case of the acoustic surrounding medium, there is an interval of relatively low frequencies in which normal modes are absent. Within this range only Stoneley and


Figure 7.9: Phase and group velocities for the first two normal modes ( $a=0.1 \mathrm{~m}$, $c_{l}=4.5 \mathrm{~km} / \mathrm{s}, \quad c_{s}=2.2 \mathrm{~km} / \mathrm{s}, \quad \rho_{1}=1.2 \mathrm{~g} / \mathrm{cm}^{3}, \quad \rho_{2}=2.1 \mathrm{~g} / \mathrm{cm}^{3}, \quad c_{1}=1.5 \mathrm{~km} / \mathrm{s}$ ). [After Cheng \& Toksöz, 1981]
head waves are present in the borehole $(z \gg a)$. With an increase of frequency, the first normal mode appears, then the second one, and so on. Thus, with an increase of frequency, the number of normal modes also increases. We can say that at each frequency, this part of the wavefield is the superposition of a finite number of normal modes moving with different phase velocities along the borehole. As is well known, each normal mode behaves like a standing wave at any cross-section of the borehole. With an increase of the mode order, the number of nodes, characterizing wave oscillations along the radius also increases. Applying the residual theorem, the amplitudes of Stoneley waves and normal modes can be found. One such evaluation is presented in Fig. 7.10. Near the cut-off frequency of the first normal mode there is a small range of frequencies, at which the amplitude of the Stoneley wave is greater. With a further increase of frequency, the field related to the normal modes prevails. Note that the normal modes are often called pseudo-Rayleigh waves as well as reflected conical waves.

## Head waves

The procedure for deriving asymptotic formulas for $P$ and $S$ head waves is similar to that used in the case of the acoustic surrounding medium (section 7.2). The algebra related to this task is rather cumbersome, because function $A_{m}$ in eqs. 7.220 is much more complicated. First of all, we represent the complex amplitude of scalar potential


Figure 7.10: Amplitudes of normal modes and Stoneley wave
inside the borehole as

$$
\tilde{\varphi}_{s}=\frac{1}{2} \int_{-\infty}^{\infty} A_{m} I_{0}\left(m_{1} r\right) e^{i m z} d m
$$

In the presence of an elastic medium around the borehole, there are three branch points of the integrand $A_{m}$,

$$
k_{1}+i \xi, \quad k_{s}+i \xi, \quad k_{l}+i \xi
$$

where $\xi$ is a very small and positive number. Integration along branch cuts related to point $k_{1}+i \xi$, as in the acoustic case, gives an expression of scalar potential that differs by sign only from that of the primary source in a uniform medium. This means that the influence of the primary wave is canceled, and we have to focus on the contribution of intervals around two other branch points. The asymptotic formulas for $S$ and $P$ head waves in the far zone are obtained by integration near branch points $k_{s}$ and $k_{l}$,


Figure 7.11: Transient wave at the borehole axis (a) Lowest-frequency part of normal mode (b) Stoneley wave (c) Airy phase. Here $L=2.44 \mathrm{~m}, c_{l}=5.94 \mathrm{~km} / \mathrm{s}, \rho_{1}=1.2$ $\mathrm{g} / \mathrm{cm}^{3}, \quad \rho_{2}=2.3 \mathrm{~g} / \mathrm{cm}^{3}, \quad a=10.2 \mathrm{~cm}$. [After Cheng \& Toksöz, 1981]
respectively. In both cases, integration along opposite sides of the branch lines gives an integral with logarithmic singularity, and it has the known form

$$
\int_{-\infty}^{\infty} \frac{e^{-m z} d m}{\left(a_{1}+b_{1} \ln m\right)\left(a_{2}+b_{2} \ln m\right)}
$$

discussed in section 7.2. Correspondingly, both head waves usually decay either as $\left(k_{s} z\right) \ln k_{s} z$ or $\left(k_{l} z\right) \ln k_{l} z$. For this reason they are smaller in the far zone than the normal modes and Stoneley waves.

## Transient waves

As an illustration of the transient wave at an observation point located at the borehole axis, consider the example shown in Fig. 7.11. Note that this theoretical response takes into account the first normal mode, while the influence of others is discarded. As we already know, the first arrival is due to the $P$ head wave. The second arrival is caused by the $S$ head wave. Inasmuch as both of these waves decrease with distance $z$, their magnitudes are sufficiently small. Then we observe portion " $a$ " of the transient wave,
which corresponds to the low-frequency range of the normal mode. As follows from Fig. 7.9 the group velocity in this range is higher than that of the Stoneley wave. Next is portion " $b$ ", which corresponds to Stoneley wave, and after that there is interval " $c$ ", which is formed by higher frequency normal modes and is called the Airy phase.

## Chapter 8

## Plane waves in a transversely isotropic medium

The conventional theory of clasticity assumes that a medium is continuous, that is an atomic structure of matter is not taken into account. This implies that any elementary volume contains practically unlimited number of atoms or molecules. From the macroscopic point of view this volume of a rock includes crystals, fluid, gas, as well as different amorphous solids. Crystals always demonstrate some kind of an anisotropy. In other words, their elastic parameters may vary with a direction. In general, an elementary volume may contain different kinds of crystals with more or less random orientation. If they are distributed evenly in a medium and their orientation is completely random, we may consider formation isotropic. In contrast, if there exists a preferable orientation along some metamorphic rocks, for instance, display a relatively significant anisotropy. Also, it can be caused by fracturing. There is another reason for such a behavior. Some sedimentary formations, and, first of all shales, have cleavage planes that are observed even inside small volumes, $\left(\sim 1 \mathrm{~cm}^{3}\right)$. At the same time this feature may characterize a layer of a great thickness and large horizontal extent. Correspondingly, the layer can be treated as a homogeneous but anisotropic solid.

Finally, the elastic properties of a system of horizontal layers often show symmetry with respect to a vertical axis, since all horizontal directions are equivalent. If the thicknesses of all layers are much smaller than the wavelength, then such a medium can be considered also as a homogeneous anisotropic one, called transversely isotropic. Its elastic properties are independent of direction in horizontal plane but differ from those in the vertical direction. Our goal is to investigate the behavior of plane waves in such a relatively simple medium. With this purpose in mind let us consider its elastic constants.

### 8.1 Stress-strain relations in a transversely isotropic medium

In general, Hooke's law relates the six independent stress components to six independent strain component and has form (Appendix E)

$$
\begin{align*}
& \tau_{x x}=c_{11} e_{x x}+c_{12} e_{y y}+c_{13} e_{z z}+c_{14} e_{y z}+c_{15} e_{x z}+c_{16} e_{x y} \\
& \tau_{y y}=c_{21} e_{x x}+c_{22} e_{y y}+c_{23} e_{z z}+c_{24} e_{y z}+c_{25} e_{x z}+c_{26} e_{x y} \\
& \tau_{z z}=c_{31} e_{x x}+c_{32} e_{y y}+c_{33} e_{z z}+c_{34} e_{y z}+c_{35} e_{x z}+c_{36} e_{x y} \\
& \tau_{y z}=c_{41} e_{x x}+c_{42} e_{y y}+c_{43} e_{z z}+c_{44} e_{y z}+c_{45} e_{x z}+c_{46} e_{x y},  \tag{8.1}\\
& \tau_{x z}=c_{51} e_{x x}+c_{52} e_{y y}+c_{53} e_{z z}+c_{54} e_{y z}+c_{55} e_{x z}+c_{56} e_{x y}, \\
& \tau_{x y}=c_{61} e_{x x}+c_{62} e_{y y}+c_{63} e_{z z}+c_{64} e_{y z}+c_{65} e_{x z}+c_{66} e_{x y},
\end{align*}
$$

where $c_{i j}=c_{j i}$.
As was demonstrated in the Appendix E only five coefficients $c_{i j}$ differ from zero in the transversely isotropic medium and the matrix of elastic constants is

$$
\left|\begin{array}{cccccc}
c_{11} & c_{12} & c_{13} & 0 & 0 & 0  \tag{8.2}\\
c_{12} & c_{11} & c_{13} & 0 & 0 & 0 \\
c_{13} & c_{13} & c_{33} & 0 & 0 & 0 \\
0 & 0 & 0 & c_{44} & 0 & 0 \\
0 & 0 & 0 & 0 & c_{44} & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{c_{11}-c_{12}}{2}
\end{array}\right|
$$

Thus, unlike isotropic media, which are defined by just two parameters:

$$
c_{12}=c_{13}=\lambda \quad \text { and } \quad c_{44}=\mu
$$

with

$$
c_{11}=c_{33}=\lambda+2 \mu
$$

for transversely isotropic media, the five independent coefficients:

$$
c_{11}, c_{12}, c_{13}, c_{33}, c_{44}
$$

describe the Hooke's law. Correspondingly, eqs. 8.1 reduce to

$$
\tau_{x x}=c_{11} e_{x x}+c_{12} e_{y y}+c_{13} e_{z z}
$$

(a)

(b)


Figure 8.1: (a) Model of laminated medium (b) Orientation of of plane wavefront. [After Postma, 1952]

$$
\begin{gather*}
\tau_{y y}=c_{12} e_{x x}+c_{11} e_{y y}+c_{13} e_{z z} \\
\tau_{z z}=c_{13} e_{x x}+c_{13} e_{y y}+c_{33} e_{z z}  \tag{8.3}\\
\tau_{y z}=c_{44} e_{y z}, \quad \tau_{z x}=c_{44} e_{z x}, \quad \tau_{x y}=\frac{c_{11}-c_{12}}{2} e_{x y}
\end{gather*}
$$

## Laminated solids

As an example of the transversely isotropic medium consider a periodic system of thin horizontal layers. Each of its element consists of two homogeneous isotropic layers with elastic parameters $\lambda_{1}, \mu_{1}$ and $\lambda_{2}, \mu_{2}$, respectively. Their thicknesses are $d_{1}$ and $d_{2}$. As is seen in Fig. 8.1a, the $x-$ and $y$-axes are parallel to the layer boundaries. Consider a parallelepiped with faces parallel to the coordinate planes and vertical and horizontal dimensions $n\left(d_{1}+d_{2}\right), a$, and $b$, where $n$ is some large integer number. We assume that the wave length is much greater than the thickness of the elementary layers and by averaging replace this medium by a transversely isotropic one. First, suppose that the volume is subjected to normal stresses only. For instance, stress $\tau_{z z}$ acts on the faces perpendicular to the $z$-axis. At the same time, the normal stresses $\tau_{x x 1}$ and $\tau_{x x 2}$ are applied to the faces of elementary layers normal to the $x$-axis. By analogy, stresses $\tau_{y y 1}$ and $\tau_{y y 2}$ act on the faces perpendicular to the $y$-axis. Under the action of these stresses each elementary layer, with the thickness $d_{1}$ or $d_{1}$, experiences deformation.

Inasmuch as equilibrium is considered, normal stress $\tau_{z z}$ has the same value throughout the medium, that is,

$$
\begin{equation*}
\tau_{z z 1}=\tau_{z z 2}=\tau_{z z} \tag{8.4}
\end{equation*}
$$

It is essential that a change of the length in any horizontal direction also has to be the same in both layers. Otherwise, we would observe a discontinuity of the corresponding components of the displacement. This means that strain elements $e_{x x}$ and $e_{y y}$ have to satisfy the condition

$$
\begin{equation*}
e_{x x 1}=e_{x x 2}=e_{x x}, \quad e_{y y 1}=e_{e y y 2}=e_{y y} \tag{8.5}
\end{equation*}
$$

Strains $e_{z z 1}$ and $e_{z z 2}$ however, may differ. Applying Hooke's law to the first isotropic layer we have:

$$
\begin{align*}
& \tau_{x x 1}=\left(\lambda_{1}+2 \mu_{1}\right) e_{x x}+\lambda_{1} e_{y y}+\lambda_{1} e_{z z 1} \\
& \tau_{y y 1}=\lambda_{1} e_{x x}+\left(\lambda_{1}+2 \mu_{1}\right) e_{y y}+\lambda_{1} e_{z z 1}  \tag{8.6}\\
& \tau_{z z}=\lambda_{1} e_{x x}+\lambda_{1} e_{y y}+\left(\lambda_{1}+2 \mu_{1}\right) e_{z z 1}
\end{align*}
$$

In the same manner the use of the Hooke's law for the second layer gives

$$
\begin{align*}
& \tau_{x x 2}=\left(\lambda_{2}+2 \mu_{2}\right) e_{x x}+\lambda_{2} e_{y y}+\lambda_{2} e_{z z 2} \\
& \tau_{y y 2}=\lambda_{2} e_{x x}+\left(\lambda_{2}+2 \mu_{2}\right) e_{y y}+\lambda_{2} e_{z z 2}  \tag{8.7}\\
& \tau_{z z}=\lambda_{2} e_{x x}+\lambda_{2} e_{y y}+\left(\lambda_{2}+2 \mu_{2}\right) e_{z z 2}
\end{align*}
$$

Now we perform an averaging of stresses weighted by the relative thickness of two types of layer. The mean stresses, acting on the faces perpendicular to the $x$ - and $y$-axes, are

$$
\begin{equation*}
\tau_{x x}=\frac{d_{1} \tau_{x x 1}+d_{2} \tau_{x x 2}}{d_{1}+d_{2}} \quad \text { and } \quad \tau_{y y}=\frac{d_{1} \tau_{y y 1}+d_{2} \tau_{y y 2}}{d_{1}+d_{2}} \tag{8.8}
\end{equation*}
$$

In fact, the latter describe a replacement of two parallel forces by the resultant one. At the same time, as was pointed out earlier, the stress $\tau_{z z}$ has the same value at each
layer and, therefore, its average value is equal to $\tau_{z z}$. Making use of Hooke's law, eqs. 8.6 and 8.7 , we find the relationship between the mean values of stresses and strains:

$$
\begin{align*}
& \left(d_{1}+d_{2}\right) \tau_{x x}=e_{x x}\left[d_{1}\left(\lambda_{1}+2 \mu_{1}\right)+d_{2}\left(\lambda_{2}+2 \mu_{2}\right)\right] \\
& +e_{y y}\left(\lambda_{1} d_{1}+\lambda_{2} d_{2}\right)+e_{z z 1} \lambda_{1} d_{1}+e_{z z 2} \lambda_{2} d_{2} \\
& \left(d_{1}+d_{2}\right) \tau_{y y}=e_{x x}\left(\lambda_{1} d_{1}+\lambda_{2} d_{2}\right)  \tag{8.9}\\
& +e_{y y}\left[d_{1}\left(\lambda_{1}+2 \mu_{1}\right)+d_{2}\left(\lambda_{2}+2 \mu_{2}\right)\right]+e_{z z 1} \lambda_{1} d_{1}+e_{z z 2} \lambda_{2} d_{2}, \\
& \quad\left(d_{1}+d_{2}\right) \tau_{z z}=e_{x x}\left(\lambda_{1} d_{1}+\lambda_{2} d_{2}\right)+e_{y y}\left(\lambda_{1} d_{1}+\lambda_{2} d_{2}\right) \\
& +e_{z z 1} d_{1}\left(\lambda_{1}+2 \mu_{1}\right)+e_{z z 2} d_{2}\left(\lambda_{2}+2 \mu_{2}\right)
\end{align*}
$$

In order to accomplish this process of averaging we introduce the mean strain $e_{z z}$ as

$$
\begin{equation*}
\left(d_{1}+d_{2}\right) e_{z z}=d_{1} e_{z z 1}+d_{2} e_{z z 2} \tag{8.10}
\end{equation*}
$$

Here $e_{z z}$ is the average strain of the volume, which contains equal and large number of elementary layers with thicknesses $d_{1}$ and $d_{2}$. From the last equations of sets 8.6 and 8.7, we can express $e_{z z 1}$ and $e_{z z 2}$ in terms of the mean strains, giving

$$
\begin{equation*}
e_{z z 1}=\frac{\left(d_{1}+d_{2}\right)\left(\lambda_{2}+2 \mu_{2}\right) e_{z z}-\left(\lambda_{1}-\lambda_{2}\right)\left(e_{x x}+e_{y y}\right) d_{2}}{d_{1}\left(\lambda_{2}+2 \mu_{2}\right)+d_{2}\left(\lambda_{1}+2 \mu_{1}\right)} \tag{8.11}
\end{equation*}
$$

and $\quad e_{z z 2}=\frac{\left(d_{1}+d_{2}\right)\left(\lambda_{1}+2 \mu_{1}\right) e_{z z}+\left(\lambda_{1}-\lambda_{2}\right)\left(e_{x x}+e_{y y}\right) d_{1}}{d_{1}\left(\lambda_{2}+2 \mu_{2}\right)+d_{2}\left(\lambda_{1}+2 \mu_{1}\right)}$
Finally, substitution of eqs. 8.11 into the set 8.9 establishes the relationship between the mean normal stresses and strains:
$\tau_{x x}=e_{x x} \frac{\left(d_{1}+d_{2}\right)^{2}\left(\lambda_{1}+2 \mu_{1}\right)\left(\lambda_{2}+2 \mu_{2}\right)+d_{1} d_{2}\left\{\left[\left(\lambda_{1}+2 \mu_{1}\right)-\left(\lambda_{2}+2 \mu_{2}\right)\right]^{2}-\left(\lambda_{1}-\lambda_{2}\right)^{2}\right\}}{D}$

$$
+e_{y y} \frac{\lambda_{1} \lambda_{2}\left(d_{1}+d_{2}\right)^{2}+2\left(\lambda_{1} d_{1}+\lambda_{2} d_{2}\right)\left(\mu_{2} d_{1}+\mu_{1} d_{2}\right)}{D}
$$

$$
\begin{gather*}
+e_{z z} \frac{\left(d_{1}+d_{2}\right)\left[\lambda_{1} d_{1}\left(\lambda_{2}+2 \mu_{2}\right)+\lambda_{2} d_{2}\left(\lambda_{1}+2 \mu_{1}\right)\right]}{D} \\
\tau_{y y}=e_{x x} \frac{\lambda_{1} \lambda_{2}\left(d_{1}+d_{2}\right)^{2}+2\left(\lambda_{1} d_{1}+\lambda_{2} d_{2}\right)\left(\mu_{2} d_{1}+\mu_{1} d_{2}\right)}{D}  \tag{8.12}\\
+e_{y y} \frac{\left(d_{1}+d_{2}\right)^{2}\left(\lambda_{1}+2 \mu_{1}\right)\left(\lambda_{2}+2 \mu_{2}\right)+d_{1} d_{2}\left\{\left[\left(\lambda_{1}+2 \mu_{1}\right)-\left(\lambda_{2}+2 \mu_{2}\right)\right]^{2}-\left(\lambda_{1}-\lambda_{2}\right)^{2}\right\}}{D} \\
+e_{z z} \frac{\left(d_{1}+d_{2}\right)^{2}\left[\lambda_{1} d_{1}\left(\lambda_{2}+2 \mu_{2}\right)+\lambda_{2} d_{2}\left(\lambda_{1}+2 \mu_{1}\right)\right]}{D} \\
\tau_{z z}=\left(e_{x x}+e_{y y}\right) \frac{\left(d_{1}+d_{2}\right)\left[\lambda_{1} d_{1}\left(\lambda_{2}+2 \mu_{2}\right)+\lambda_{2} d_{2}\left(\lambda_{1}+2 \mu_{1}\right)\right]}{D} \\
+e_{z z} \frac{\left(d_{1}+d_{2}\right)^{2}\left(\lambda_{1}+2 \mu_{1}\right)\left(\lambda_{2}+2 \mu_{2}\right)}{D},
\end{gather*}
$$

where

$$
\begin{equation*}
D=\left(d_{1}+d_{2}\right)\left[d_{1}\left(\lambda_{2}+2 \mu_{2}\right)+d_{2}\left(\lambda_{1}+2 \mu_{1}\right)\right] \tag{8.13}
\end{equation*}
$$

Next assume that the volume is subjected to the action of shear stresses. First, consider the stress $\tau_{y z}$ acting on the faces perpendicular to the $z$-axis. Correspondingly, the deformation is characterized by the strains $e_{y z 1}$ and $e_{y z 2}$, with their average value

$$
\begin{equation*}
\left(d_{1}+d_{2}\right) e_{y z}=d_{1} e_{y z 1}+d_{2} e_{y z 2} \tag{8.14}
\end{equation*}
$$

Here

$$
\begin{equation*}
\mu_{1} e_{y z 1}=\tau_{y z}=\mu_{2} e_{y z 2} \tag{8.15}
\end{equation*}
$$

The last two equations give

$$
\begin{equation*}
\left(d_{1}+d_{2}\right) e_{y z}=\left(\frac{d_{1}}{\mu_{1}}+\frac{d_{2}}{\mu_{2}}\right) \tau_{y z}, \quad \text { or } \quad \tau_{y z}=\frac{\left(d_{1}+d_{2}\right) \mu_{1} \mu_{2}}{d_{1} \mu_{2}+d_{2} \mu_{1}} e_{y z} \tag{8.16}
\end{equation*}
$$

In the same manner we find the relation between $\tau_{x z}$ and $e_{x z}$ :

$$
\begin{equation*}
\tau_{x z}=\frac{\left(d_{1}+d_{2}\right) \mu_{1} \mu_{2}}{d_{1} \mu_{2}+d_{2} \mu_{1}} e_{x z} \tag{8.17}
\end{equation*}
$$

Suppose that the shear forces $\tau_{x 1} a d_{1}$ and $\tau_{x 2} a d_{1}$ are applied to the faces normal to the $y$-axis of the layers with the thickness $d_{1}$ and $d_{2}$, respectively. Continuity of the displacement requires

$$
\begin{equation*}
e_{x y 1}=e_{x y 2}=e_{x y} \tag{8.18}
\end{equation*}
$$

Therefore,

$$
\begin{equation*}
\tau_{x y 1}=\mu_{1} e_{x y} \quad \text { and } \quad \tau_{x y 2}=\mu_{2} e_{x y} \tag{8.19}
\end{equation*}
$$

and, for the average shear stress $\tau_{x y}$, we have

$$
\tau_{x y}\left(d_{1}+d_{2}\right)=\tau_{x y 1} d_{1}+\tau_{x y 2} d_{2}
$$

or

$$
\begin{equation*}
\tau_{x y}\left(d_{1}+d_{2}\right)=e_{x y}\left(\mu_{1} d_{1}+\mu_{2} d_{2}\right) \tag{8.20}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\tau_{x y}=\frac{\mu_{1} d_{1}+\mu_{2} d_{2}}{d_{1}+d_{2}} e_{x y} \tag{8.21}
\end{equation*}
$$

We have thus established the relationships between the average values of the stresses and strains (Hooke's law).

Comparison of eqs. $8.12,8.17$, and 8.21 with eqs. 8.3 gives

$$
\begin{gather*}
c_{11}=\frac{1}{D}\left\{\left(d_{1}+d_{2}\right)^{2}\left(\lambda_{1}+2 \mu_{1}\right)\left(\lambda_{2}+2 \mu_{2}\right)+4 d_{1} d_{2}\left(\mu_{1}-\mu_{2}\right)\left[\left(\lambda_{1}+\mu_{1}\right)-\left(\lambda_{2}+\mu_{2}\right)\right]\right\} \\
c_{12}=\frac{1}{D}\left\{\left(d_{1}+d_{2}\right)^{2} \lambda_{1} \lambda_{2}+2\left(\lambda_{1} d_{1}+\lambda_{2} d_{2}\right)\left(\mu_{2} d_{1}+\mu_{1} d_{2}\right)\right\} \\
c_{13}=\frac{1}{D}\left\{\left(d_{1}+d_{2}\right)\left[\lambda_{1} d_{1}\left(\lambda_{2}+2 \mu_{2}\right)+\lambda_{2} d_{2}\left(\lambda_{1}+2 \mu_{1}\right)\right]\right\}  \tag{8.22}\\
c_{33}=\frac{1}{D}\left(d_{1}+d_{2}\right)^{2}\left(\lambda_{1}+2 \mu_{1}\right)\left(\lambda_{2}+2 \mu_{2}\right) \\
c_{44}=\frac{\left(d_{1}+d_{2}\right) \mu_{1} \mu_{2}}{d_{1} \mu_{2}+d_{2} \mu_{1}} \quad c_{66}=\frac{\mu_{1} d_{1}+d_{2} \mu_{2}}{d_{1}+d_{2}}
\end{gather*}
$$

Here

$$
\begin{equation*}
c_{66}=\frac{c_{11}-c_{12}}{2} \tag{8.23}
\end{equation*}
$$

These formulas give the linkage between the five parameters of the transversely isotropic medium and the Lame constants of two elementary isotropic layers: $\lambda_{1}, \mu_{1}$ and $\lambda_{2}, \mu_{2}$, and their thicknesses $d_{1}$ and $d_{2}$. Applying algebra, we find that the elastic constants obey some inequalities. First, they are positive if $\lambda>0$ and $\mu>0$. Also,

$$
\begin{equation*}
c_{11}>c_{44}, \quad c_{11}>c_{66}, \quad c_{33}>c_{44} \tag{8.24}
\end{equation*}
$$

In conclusion note that any laminated medium can be represented by a much more complicated periodic system of layers with different Lame constants and thicknesses.

## Equations of a motion

As in an isotropic medium suppose that an elementary volume

$$
d V=d x d y d z
$$

is subjected to an action of the surface forces. Then, in accordance with the second Newton's law its motion is described by the following system (Chapter 1):

$$
\begin{align*}
& \frac{\partial \tau_{x x}}{\partial x}+\frac{\partial \tau_{x y}}{\partial y}+\frac{\partial \tau_{x z}}{\partial z}=\rho \frac{\partial^{2} u}{\partial t^{2}} \\
& \frac{\partial \tau_{y x}}{\partial x}+\frac{\partial \tau_{y y}}{\partial y}+\frac{\partial \tau_{y z}}{\partial z}=\rho \frac{\partial^{2} v}{\partial t^{2}}  \tag{8.25}\\
& \frac{\partial \tau_{z x}}{\partial x}+\frac{\partial \tau_{z y}}{\partial y}+\frac{\partial \tau_{z z}}{\partial z}=\rho \frac{\partial^{2} w}{\partial t^{2}}
\end{align*}
$$

Here

$$
\begin{equation*}
\mathbf{s}=u \mathbf{i}+v \mathbf{j}+w \mathbf{k} \tag{8.26}
\end{equation*}
$$

is the displacement of the center of mass of an elementary volume, and, for the laminated medium, 8.1a,

$$
\begin{equation*}
\rho=\frac{\rho_{1} d_{1}+\rho_{2} d_{2}}{d_{1}+d_{2}} \tag{8.27}
\end{equation*}
$$

Next, substitution of eqs. 8.3 into the set 8.25 and taking into account that

$$
\begin{aligned}
& e_{x x}=\frac{\partial u}{\partial x}, \quad e_{y y}=\frac{\partial v}{\partial y}, \quad e_{z z}=\frac{\partial w}{\partial z} \\
& e_{x y}=\frac{\partial u}{\partial y}+\frac{\partial v}{\partial x}, \quad e_{x z}=\frac{\partial u}{\partial z}+\frac{\partial w}{\partial x}, \quad e_{y z}=\frac{\partial v}{\partial z}+\frac{\partial w}{\partial y}
\end{aligned}
$$

gives a system of equations with respect to the displacement components:

$$
\begin{align*}
& c_{11} \frac{\partial^{2} u}{\partial x^{2}}+c_{66} \frac{\partial^{2} u}{\partial y^{2}}+c_{44} \frac{\partial^{2} u}{\partial z^{2}}+\left(c_{11}-c_{66}\right) \frac{\partial^{2} v}{\partial x \partial y}+\left(c_{13}+c_{41}\right) \frac{\partial^{2} w}{\partial x \partial z}=\rho \frac{\partial^{2} u}{\partial t^{2}} \\
& \left(c_{11}-c_{66}\right) \frac{\partial^{2} u}{\partial x \partial y}+c_{66} \frac{\partial^{2} v}{\partial x^{2}}+c_{11} \frac{\partial^{2} v}{\partial y^{2}}+c_{44} \frac{\partial^{2} v}{\partial z^{2}}+\left(c_{13}+c_{44}\right) \frac{\partial^{2} w}{\partial y \partial z}=\rho \frac{\partial^{2} v}{\partial t^{2}}  \tag{8.28}\\
& \left(c_{13}+c_{44}\right) \frac{\partial^{2} u}{\partial x \partial z}+\left(c_{13}+c_{44}\right) \frac{\partial^{2} v}{\partial y \partial z}+c_{44} \frac{\partial^{2} w}{\partial x^{2}}+c_{44} \frac{\partial^{2} w}{\partial y^{2}}+c_{33} \frac{\partial^{2} w}{\partial z^{2}}=\rho \frac{\partial^{2} w}{\partial t^{2}}
\end{align*}
$$

The counterpart for the equation in the isotropic medium is

$$
\mu \nabla^{2} \mathbf{s}+(\lambda+\mu) \operatorname{grad} \operatorname{div} \mathbf{s}=\rho \frac{\partial^{2} \mathbf{s}}{\partial t^{2}}
$$

### 8.2 Propagation of plane waves in a transversely isotropic medium

Now we demonstrate that the plane waves propagating through the transversely isotropic medium have velocities that relate in a certain manner to elastic constants and orientation of the phase surfaces. Let the axis of symmetry for the transversely isotropic medium be the $z$-axis. Suppose, with no loss of generality, that the Cartesian system of coordinates is such that the phase surfaces of these waves are parallel to the $y$-axis, that is the particle displacement is independent on the $y$-coordinate. Assuming that a plane wave exists, we can represent the components of the particle displacement as

$$
\begin{align*}
& u=u_{0} f(x \cos \theta+z \sin \theta-c t) \\
& v=v_{0} f(x \cos \theta+z \sin \theta-c t)  \tag{8.29}\\
& w=w_{0} f(x \cos \theta+z \sin \theta-c t)
\end{align*}
$$

with the angle $\theta$ is shown in Fig. 8.1b. Inasmuch as the derivatives with respect to $y$ are equal to zero, the system of equations 8.28 simply to

$$
\begin{align*}
& c_{11} \frac{\partial^{2} u}{\partial x^{2}}+c_{44} \frac{\partial^{2} u}{\partial z^{2}}+\left(c_{13}+c_{44}\right) \frac{\partial^{2} w}{\partial x \partial z}=\rho \frac{\partial^{2} u}{\partial t^{2}} \\
& c_{66} \frac{\partial^{2} v}{\partial x^{2}}+c_{44} \frac{\partial^{2} v}{\partial z^{2}}=\rho \frac{\partial^{2} v}{\partial t^{2}}  \tag{8.30}\\
& \left(c_{13}+c_{44}\right) \frac{\partial^{2} u}{\partial x \partial z}+c_{44} \frac{\partial^{2} w}{\partial x^{2}}+c_{33} \frac{\partial^{2} w}{\partial z^{2}}=\rho \frac{\partial^{2} w}{\partial t^{2}}
\end{align*}
$$

Substitution of eq. 8.29 for the displacement into eqs. 8.30 gives:

$$
\begin{align*}
& \left(c_{11} \cos ^{2} \theta+c_{44} \sin ^{2} \theta\right) u_{0}+\left(c_{13}+c_{44}\right) \sin \theta \cos \theta w_{0}=\rho c^{2} u_{0} \\
& \left(c_{66} \cos ^{2} \theta+c_{44} \sin ^{2} \theta\right) v_{0}=\rho c^{2} v_{0}  \tag{8.31}\\
& \left(c_{13}+c_{44}\right) \sin \theta \cos \theta u_{0}+\left(c_{44} \cos ^{2} \theta+c_{33} \sin ^{2} \theta\right) w_{0}=\rho c^{2} w_{0}
\end{align*}
$$

Note that the system 8.31 does not contain the function

$$
f(x \cos \theta+z \sin \theta-c t)
$$

so our results can be applied to any function of time; that is, independent of a frequency. Also, coefficients $u_{0}$ and $w_{0}$, characterizing motion in the plane $y$-const, are present in only the first and third equations of set 8.31. We thus have simple system of the homogeneous linear equations with respect to unknowns $u_{0}, v_{0}, w_{0}$, and $c$. Therefore, these parameters of the plane waves, $\left(u_{0}, v_{0}\right.$, and $\left.w_{0}\right)$, cannot be uniquely determined. From the physical point of view this follows, because the primary source of the plane wave is not specificd. However, existence of a plane wave in such a medium implics that these unknowns differ from zero. This is possible when the determinant of the system of homogeneous equations, 8.31 , is equal to zero. This condition allows us, as with Rayleigh and Stoneley waves, to determine the velocity of propagation of the plane waves. This procedure is greatly simplified because the second equation of the set contains only the unknown $v_{0}$, and the first and third equations contain only $u_{0}$ and $w_{0}$. Thus, in place of this system we obtain two groups of equations, namely

$$
\begin{equation*}
\left(c_{66} \cos ^{2} \theta+c_{44} \sin ^{2} \theta-\rho c^{2}\right) v_{0}=0 \tag{8.32}
\end{equation*}
$$

and

$$
\begin{align*}
& \left(c_{11} \cos ^{2} \theta+c_{44} \sin ^{2} \theta-\rho c^{2}\right) u_{0}+\left(c_{13}+c_{44}\right) \sin \theta \cos \theta w_{0}=0  \tag{8.33}\\
& \left(c_{11}+c_{44}\right) \sin \theta \cos \theta u_{0}+\left(c_{44} \cos ^{2} \theta+c_{33} \sin ^{2} \theta-\rho c^{2}\right) w_{0}=0
\end{align*}
$$

These sets describe different types of the plane waves and we begin their study from the simplest case.

## 1. Propagation along the $z$-axis (symmetry-axis direction)

Letting $\theta=\pi / 2$, eqs. 8.32-8.33 become

$$
\begin{equation*}
\left(c_{44}-p c^{2}\right) v_{0}=0, \quad\left(c_{44}-p c^{2}\right) u_{0}=0, \quad \text { and } \quad\left(c_{33}-p c^{2}\right) w_{0}=0 \tag{8.34}
\end{equation*}
$$

Their solutions are the wave speeds

$$
\begin{equation*}
c_{l}=\sqrt{\frac{c_{33}}{\rho}} \quad \text { and } \quad c_{s}=\sqrt{\frac{c_{44}}{\rho}} \tag{8.35}
\end{equation*}
$$

Therefore, in this direction we may observe the pure dilatational wave,

$$
\begin{equation*}
w(z, t)=w_{0} f\left(z-c_{i} t\right) \tag{8.36}
\end{equation*}
$$

and pure shear waves,

$$
\begin{equation*}
u(z, t)=u_{0} f\left(z-c_{s} t\right) \quad \text { and } \quad v(z, t)=v_{0} f\left(z-c_{s} t\right) \tag{8.37}
\end{equation*}
$$

From the last inequality of set 8.24 it follows that

$$
\begin{equation*}
c_{l}>c_{s} \tag{8.38}
\end{equation*}
$$

Moreover, the particle displacement associated with each wave, is either normal or tangential to the phase surface which is defined as

$$
\begin{equation*}
z-c_{t} t=\text { const } \quad \text { or } \quad z-c_{s} t=\text { const } \tag{8.39}
\end{equation*}
$$

Inasmuch as

$$
\frac{\partial w}{\partial z}=w_{0} f^{\prime}\left(z-c_{l} t\right), \quad \frac{\partial w}{\partial x}=\frac{\partial w}{\partial y}=0
$$

this wave causes compression (extension) only; for this reason it is called the pure dilatational wave. In contrast,

$$
\frac{\partial v}{\partial y}=\frac{\partial v}{\partial x}=0
$$

while

$$
\frac{\partial v}{\partial z}=v_{0} f^{\prime}\left(z-c_{s} t\right)
$$

Correspondingly, the wave $v(z, t)$ produces simple shear, which includes rotation, but no compression (extension). Thus,

$$
v(z, t)=v_{0} f^{\prime}\left(z-c_{s} t\right)
$$

is a pure shear wave, and likewise for $u(z, t)$. Because of the axial symmetry, both shear waves, $u(z, t)$ and $v(z, t)$ move with the same velocity.

## 2. Propagation along the $x$-axis

Suppose that plane waves may advance in the $x$-direction, orthogonal to the symmetryaxis direction. Then, taking into account that $\theta=0$, eqs. 8.32 and 8.33 give

$$
\begin{equation*}
\left(c_{66}-\rho c^{2}\right) v_{0}=0, \quad\left(c_{11}-\rho c^{2}\right) u_{0}=0 \tag{8.40}
\end{equation*}
$$

$$
\text { and } \quad\left(c_{44}-\rho c^{2}\right) w_{0}=0
$$

Three plane waves, with velocities

$$
\begin{equation*}
c_{S H}=\sqrt{\frac{c_{66}}{\rho}}, \quad c_{S V}=\sqrt{\frac{c_{44}}{\rho}}, \quad c_{l}=\sqrt{\frac{c_{11}}{\rho}} \tag{8.41}
\end{equation*}
$$

can propagate along the $x$-axis. They are

$$
\begin{align*}
& u(x, t)=u_{0} f\left(x-c_{l} t\right), \quad v(x, t)=v_{0} f\left(x-c_{S H} t\right)  \tag{8.42}\\
& w(x, t)=w_{0} f\left(x-c_{S V} t\right)
\end{align*}
$$

Certainly, the same waves can be observed in any plane containing the $z$-axis. System 8.42 includes one pure dilatational and two pure shear waves. Since

$$
c_{11}>c_{66} \quad \text { and } \quad c_{11}>c_{44},
$$

the velocity of the dilatational wave exceeds those of the shear ones:

$$
\begin{equation*}
c_{l}>c_{S H} \quad \text { and } \quad c_{l}>c_{S V} \tag{8.43}
\end{equation*}
$$

Comparison of eqs. 8.35 and 8.41 shows that

$$
\begin{equation*}
c_{s}=c_{S V} \tag{8.44}
\end{equation*}
$$

## 3. Propagation of the shear wave $S H$

Now we assume that $\theta$ is an arbitrary angle between the $x$-axis and the normal to the phase surface of the plane wave, Fig. 8.1b, and the wave has the single component $v$ :

$$
\begin{equation*}
v(x, z, t)=v_{0} f\left(x \cos \theta+z \sin \theta-c_{S H} t\right) \tag{8.45}
\end{equation*}
$$

In accordance with eq. 8.32 , such a wave exists only if

$$
\begin{equation*}
c_{66} \cos ^{2} \theta+c_{44} \sin ^{2} \theta-\rho c_{S H}^{2}=0 \tag{8.46}
\end{equation*}
$$

or which gives the expression for the velocity of propagation:

$$
\begin{equation*}
c_{S H}=\left(\frac{c_{66} \cos ^{2} \theta+c_{44} \sin ^{2} \theta}{\rho}\right)^{1 / 2} \tag{8.47}
\end{equation*}
$$

Thus, the wave speed $c_{S H}$ is a function of the angle $\theta$, and varies within the range

$$
\begin{equation*}
c_{S H}\left(\frac{\pi}{2}\right) \leq c_{S H}(\theta) \leq c_{S H}(0), \quad \text { for } \quad c_{44} \leq c_{66} \tag{8.48}
\end{equation*}
$$

As follows from eq. 8.45,

$$
\frac{\partial v}{\partial y}=0
$$

but

$$
\begin{aligned}
\frac{\partial v}{\partial x} & =v_{0} \cos \theta f^{\prime}\left(x \cos \theta+z \sin \theta-c_{S I I} t\right) \\
\text { and } \quad \frac{\partial v}{\partial z} & =v_{0} \sin \theta f^{\prime}\left(x \cos \theta+z \sin \theta-c_{S I I} t\right)
\end{aligned}
$$

Therefore, for the displacement field

$$
\mathbf{s}=v \mathbf{j}
$$

we have

$$
\begin{aligned}
\operatorname{curl}_{x} \mathbf{s} & =-\frac{\partial v}{\partial z}=-v_{0} \sin \theta f^{\prime}\left(x \cos \theta+z \sin \theta-c_{S I I} t\right) \\
\operatorname{curl}_{y} \mathbf{s} & =0, \\
\operatorname{curl}_{z} \mathbf{s} & =\frac{\partial v}{\partial x}=v_{0} \cos \theta f^{\prime}\left(x \cos \theta+z \sin \theta-c_{S H} t\right)
\end{aligned}
$$

This means that the plane $S H$ wave, regardless of the angle $\theta$, is a pure shear wave, causing only the simple shear of an elementary volume around the $y$-axis.

## 4. Propagation of quasi- $P$ and quasi- $S$ waves

Next assume that the plane waves in general have particle displacement with two components:

$$
\begin{equation*}
\mathbf{s}=u \mathbf{i}+w \mathbf{k} \tag{8.49}
\end{equation*}
$$

while dispacements along the $y$-axis are absent. In accordance with system 8.33 such waves can exist only if the determinant of this system is equal to zero; that is,

$$
\left|\begin{array}{ll}
c_{11} \cos ^{2} \theta+c_{44} \sin ^{2} \theta-\rho c^{2} & \left(c_{13}+c_{44}\right) \sin \theta \cos \theta \\
\left(c_{13}+c_{44}\right) \sin \theta \cos \theta & c_{44} \cos ^{2} \theta+c_{33} \sin ^{2} \theta-\rho c^{2}
\end{array}\right|=0
$$

Performing some algebra and introducing the notation

$$
r=\rho c^{2}
$$

we have

$$
\begin{align*}
& r^{2}-r\left(c_{44}+\frac{c_{11}+c_{33}}{2}+\frac{c_{11}-c_{33}}{2} \cos 2 \theta\right)+  \tag{8.50}\\
& c_{44}\left(\frac{c_{11}+c_{33}}{2}+\frac{c_{11}-c_{33}}{2} \cos 2 \theta\right)+\frac{1}{4}\left[\left(c_{11}-c_{44}\right)\left(c_{33}-c_{44}\right)-\left(c_{13}+c_{44}\right)^{2}\right] \sin ^{2} \theta=0
\end{align*}
$$

Making use of eq, 8.22 it is possible to show that

$$
c_{44}<\frac{c_{11}+c_{33}}{2}+\frac{c_{11}-c_{33}}{2} \cos 2 \theta
$$

the roots vary within the following limits:

$$
c_{44} \leq r_{2}<r_{1} \leq \frac{c_{11}+c_{33}}{2}+\frac{c_{11}-c_{33}}{2} \cos 2 \theta
$$

and they are distinct. Correspondingly, there can be two plane waves, propagating with the velocities $c_{1}$ and $c_{2},\left(c_{1}>c_{2}\right)$. We can write in the form,

$$
\begin{array}{ll}
u_{1}=u_{01} f\left(x \cos \theta+z \sin \theta-c_{1} t\right), & w_{1}=w_{01} f\left(x \cos \theta+z \sin \theta-c_{1} t\right) \\
u_{2}=u_{02} f\left(x \cos \theta+z \sin \theta-c_{2} t\right), & w_{2}=w_{02} f\left(x \cos \theta+z \sin \theta-c_{2} t\right) \tag{8.52}
\end{array}
$$

For both waves, the two displacement components change synchronously and, therefore, vibrations of particles occur along a line (linear polarization). To illustrate the behavior of velocities $c_{1}$ and $c_{2}$ as functions of angle $\theta$, consider an example of a laminated medium with parameters:

$$
\begin{array}{ll}
\rho_{1}=2.7 \cdot 10^{3} \mathrm{~kg} / \mathrm{m}^{3}, & \mu_{1}=2.5 \cdot 10^{10} \mathrm{~N} / \mathrm{m}^{2},
\end{array} \quad \lambda_{1}=3.0 \cdot 10^{10} \mathrm{~N} / \mathrm{m}^{2}, ~ 子 2.30^{3} \mathrm{~kg} / \mathrm{m}^{3}, \quad \mu_{2}=0.6 \cdot 10^{10} \mathrm{~N} / \mathrm{m}^{2}, \quad \lambda_{2}=0.8 \cdot 10^{10} \mathrm{~N} / \mathrm{m}^{2} .
$$

Correspondingly,

$$
\begin{array}{ll}
c_{l 1}=5.40 \mathrm{~km} / \mathrm{sec}, & c_{s 1}=3.04 \mathrm{~km} / \mathrm{sec} \\
c_{l 2}=2.95 \mathrm{~km} / \mathrm{sec}, & c_{s 2}=1.62 \mathrm{~km} / \mathrm{sec}
\end{array}
$$

Also assume that

$$
\frac{d_{2}}{d_{1}}=3
$$

Then the elastic constants, $c_{i j}$, in units of $\mathcal{N} / \mathrm{m}^{2}$ are

$$
\begin{array}{ll}
c_{11}=3.36 \cdot 10^{10}, & c_{33}=2.46 \cdot 10^{10} \\
c_{12}=1.21 \cdot 10^{10}, & c_{44}=0.74 \cdot 10^{10} \\
c_{13}=0.97 \cdot 10^{10}, & c_{66}=1.08 \cdot 10^{10}
\end{array}
$$

and the average value of the density is $\rho=2.4 \cdot 10^{3} \mathrm{~kg} / \mathrm{m}^{3}$. Dependence of the wave speeds $c_{1}, c_{2}$, and $c_{S H}$, as functions of the angle $\theta$ is shown in Fig. 8.2. Note, that both plane waves, $\left(u_{1}, w_{1}\right)$ and $\left(u_{2}, w_{2}\right)$, become pure longitudinal and pure shear waves, respectively, when the angle $\theta$ is equal to $\pi / 2$. Since $c_{1}(\pi / 2)>c_{2}(\pi / 2)$, these waves are often called the quasi- $P$ and quasi- $S$ waves. Because of axial symmetry,

$$
c_{S H}(\pi / 2)=c_{2}(\pi / 2)
$$

As seen from Fig. 8.2, for $\theta=0$ at the beginning with an increase of the angle $\theta$ $c_{S H}>c_{2}$. Then they become equal and, after that, $c_{2}>c_{S H}$. Finally, for propagation along the $z$-axis these velocities coincide. The values of the longitudinal and shear velocities in each of the two elementary layers define a range of variation for $c_{1}, c_{2}$ and $c_{S H}$. We have:

$$
c_{l 2}<c_{1}(\theta)<c_{l 1}, \quad c_{s 2}<c_{2}(\theta), \quad c_{S H}(\theta)<c_{s 1}, \quad \text { for all values of } \theta .
$$



Figure 8.2: Velocities of propagation as functions of the angle $\theta$

The variation of wave speed with angle $\theta$ for each wave type is an important feature of a wave propagation in an anisotropic medium.

## Direction of particle motion

In general, the line of the particle vibrations for both waves, $\left(u_{1}, w_{1}\right.$ and $\left.u_{2}, w_{2}\right)$, do not coincide with the normal to the phase surface. To demonstrate this, we make use of eqs. 8.33, which give

$$
\begin{equation*}
\frac{w_{0}}{u_{0}}=\frac{\rho c_{j}-c_{11} \cos ^{2} \theta-c_{44} \sin ^{2} \theta}{\left(c_{13}+c_{44}\right) \sin \theta \cos \theta} \tag{8.53}
\end{equation*}
$$

or

$$
\begin{equation*}
\frac{w_{0}}{u_{0}}=\frac{\left(c_{13}+c_{44}\right) \sin \theta \cos \theta}{\rho c_{2}-c_{44} \cos ^{2} \theta-c_{33} \sin ^{2} \theta} \tag{8.54}
\end{equation*}
$$

Inasmuch as the determinant of this system is equal to zero, eqs. $8.53-8.54$ give the same result. From eqs. 8.51-8.52 it follows that

$$
\begin{equation*}
\tan \alpha=\frac{w}{u}=\frac{1}{2} \frac{\left(c_{13}+c_{44}\right) \sin 2 \theta}{\left(c_{44} \cos ^{2} \theta+c_{33} \sin ^{2} \theta-\rho c^{2}\right)} \tag{8.55}
\end{equation*}
$$

where $\alpha$ is the angle between the $z$-axis and the line of vibrations. It is different for the quasi- $P$ and $S$ waves and varies with the angle $\theta$. A propagation of these waves is accompanied by a compression, (expansion) and a rotation of elementary volumes of a medium. In other words, the quasi- $P$ or $S$ waves are neither the dilatational or shear ones. In the case of quasi- $P$ wave the vector of displacement is usually oriented close to the normal of the phase surface, whereas for the quasi-SV wave the vector of displacement is almost tangential to the phase surface. When quasi- $S V$ wave propagates along the $z$-axis these waves become, respectively, pure dilatational and pure shear waves. To study this behavior in some detail let us compute the divergence and curl of the displacement. Since

$$
\begin{aligned}
u & =u_{0} f(x \cos \theta+z \sin \theta-c t) \\
w & =w_{0} f(x \cos \theta+z \sin \theta-c t)
\end{aligned}
$$

we have

$$
\operatorname{div} \mathbf{s}=\left(u_{0} \cos \theta+w_{0} \sin \theta\right) f^{\prime}(x \cos \theta+z \sin \theta-c t)
$$

or

$$
\begin{equation*}
\operatorname{div} \mathrm{s}=s_{n} f^{\prime}(x \cos \theta+z \sin \theta-c t) \tag{8.56}
\end{equation*}
$$

Here

$$
\begin{equation*}
s_{n}=u_{0} \cos \theta+w_{0} \sin \theta \tag{8.57}
\end{equation*}
$$

characterizes the displacement component, normal to the phase surface.
Again only the $y$-component of the curl s differs from zero:

$$
\operatorname{curl}_{y} \mathbf{s}=\frac{\partial u}{\partial z}-\frac{\partial w}{\partial x}
$$

and rotation takes place about the $y$-axis. Therefore we have:

$$
\begin{equation*}
\operatorname{curl}_{y} \mathbf{s}=s_{t} f^{\prime}(x \cos \theta+z \sin \theta-c t), \tag{8.58}
\end{equation*}
$$

where

$$
\begin{equation*}
s_{t}=u_{0} \sin \theta-w_{0} \cos \theta \tag{8.59}
\end{equation*}
$$

defines the displacement component, tangential to the phase surface of the plane wave. The ratio

$$
\begin{equation*}
\frac{\nabla \mathrm{s}}{\left|\nabla_{y} \times \mathrm{s}\right|}=\frac{\frac{u_{0}}{w_{0}}+\tan \theta}{\frac{u_{0}}{w_{0}} \tan \theta-1}, \tag{8.60}
\end{equation*}
$$

which show the relative roles of compression (extension) and rotation, depends on the angle $\theta$, as well as on the type of the plane wave.

### 8.3 Rays and an energy flow

A ray may be considered to represent an elementary tube along which elastic energy flows. Correspondingly, in order to describe ray gcometry, it is natural to procced from the Poynting vector (Part I), the vector of flux density (Appendix E):

$$
\begin{equation*}
\mathbf{Y}=-\tau \cdot \dot{\mathbf{s}}, \tag{8.61}
\end{equation*}
$$

tangential to the ray. Here $\tau$ is the stress tensor:

$$
\tau=\left(\begin{array}{ccc}
\tau_{x x} & \tau_{x y} & \tau_{x z} \\
\tau_{y x} & \tau_{y y} & \tau_{y z} \\
\tau_{z x} & \tau_{z y} & \tau_{z z}
\end{array}\right)
$$

and

$$
\dot{\mathbf{s}}=\dot{u} \mathbf{i}+\dot{v} \mathbf{j}+\dot{w} \mathbf{k}
$$

is the particle velocity. In matrix notation, eq. 8.61 becomes

$$
\mathbf{Y}=-\left(\begin{array}{ccc}
\tau_{x x} & \tau_{x y} & \tau_{x z} \\
\tau_{y x} & \tau_{y y} & \tau_{y z} \\
\tau_{z x} & \tau_{z y} & \tau_{z z}
\end{array}\right)\left(\begin{array}{c}
\dot{u} \\
\dot{v} \\
\dot{w}
\end{array}\right)
$$

or

$$
\begin{align*}
& Y_{x}=-\tau_{x x} \dot{u}-\tau_{x y} \dot{v}-\tau_{x z} \dot{w} \\
& Y_{y}=-\tau_{x y} \dot{u}-\tau_{y y} \dot{v}-\tau_{y z} \dot{w}  \tag{8.62}\\
& Y_{z}=-\tau_{x z} \dot{u}-\tau_{y z} \dot{v}-\tau_{z z} \dot{w}
\end{align*}
$$

since

$$
\tau_{x y}=\tau_{y x}, \quad \tau_{x z}=\tau_{z x}, \quad \tau_{y z}=\tau_{z y}
$$

Taking into account that any element of the ray,

$$
d \mathbf{l}=d x \mathbf{i}+d y \mathbf{j}+d z \mathbf{k}
$$

and the vector $\mathbf{Y}$ have the same directional cosines

$$
\frac{d x}{d l}=\frac{Y_{x}}{Y}, \quad \frac{d y}{d l}=\frac{Y_{y}}{Y}, \quad \frac{d z}{d l}=\frac{Y_{z}}{Y}
$$

the equation of a ray in the Cartesian system of coordinates is

$$
\begin{equation*}
\frac{d x}{Y_{x}}=\frac{d y}{Y_{y}}=\frac{d z}{Y_{z}} \tag{8.63}
\end{equation*}
$$

Making use of the Hooke's law and eqs. 8.62 and 8.63 , we consider several cases that illustrate ray behavior.

Case one. Plane $S H$ wave in an isotropic medium Suppose that the plane wave moves away from the origin, with its phase surfaces are parallel to the $y$-axis. Then, the displacement

$$
\mathbf{s}=v \mathbf{j}
$$

is tangential to these surfaces, and for the single scalar component $v$ we have

$$
\begin{equation*}
v=v_{0} f\left(x \cos \theta+z \sin \theta-c_{s} t\right) \tag{8.64}
\end{equation*}
$$

Thus, the strains are

$$
\begin{equation*}
e_{x x}=e_{y y}=e_{z z}=0, \tag{8.65}
\end{equation*}
$$

and $\quad e_{x y}=\frac{\partial v}{\partial x}=v_{0} \cos \theta f^{\prime}\left(x \cos \theta+z \sin \theta-c_{s} t\right)$,

$$
\begin{equation*}
e_{y z}=\frac{\partial v}{\partial z}=v_{0} \sin \theta f^{\prime}\left(x \cos \theta+z \sin \theta-c_{s} t\right), \quad e_{x z}=0 \tag{8.66}
\end{equation*}
$$

This means that the normal stresses:

$$
\begin{equation*}
\tau_{x x}=\lambda \operatorname{div} \mathrm{s}+2 \mu e_{x x}, \quad \tau_{y y}=\lambda \operatorname{div} \mathrm{s}+2 \mu e_{y y}, \quad \tau_{z z}=\lambda \operatorname{div} \mathrm{s}+2 \mu e_{z z} \tag{8.67}
\end{equation*}
$$

vanish, but the shear stresses are

$$
\begin{equation*}
\tau_{x y}=\mu e_{x y}=\mu v_{0} \cos \theta f^{\prime}, \quad \tau_{y z}=\mu e_{y z}=\mu v_{0} \sin \theta f^{\prime}, \quad \tau_{x z}=0 \tag{8.68}
\end{equation*}
$$

Before we continue, note that any phase surface of a wavefront of the plane wave is defined by the equation

$$
\begin{equation*}
x \cos \theta+z \sin \theta-c_{s} t=\text { const } ; \tag{8.69}
\end{equation*}
$$

i.e., the phase is the same at all points where the wave arrives simultaneously. In accordance with eqs. 8.62

$$
\begin{equation*}
Y_{x}=-\tau_{x y} \dot{v}, \quad Y_{y}=0, \quad Y_{z}=-\tau_{y z} \dot{v} \tag{8.70}
\end{equation*}
$$

or

$$
\begin{equation*}
Y_{x}=\mu v_{0} c_{s} \cos \theta\left(f^{\prime}\right)^{2}, \quad Y_{z}=\mu v_{0} c_{s} \sin \theta\left(f^{\prime}\right)^{2} \tag{8.71}
\end{equation*}
$$

Substitution of eqs. 8.71 into eq. 8.63 gives:

$$
\begin{equation*}
\frac{d x}{\cos \theta}=\frac{d z}{\sin \theta} \quad \text { or } \quad \frac{d z}{d x}=\tan \theta \tag{8.72}
\end{equation*}
$$

This demonstrates the known fact that rays are normal to the phase surface in an isotropic medium.

Case two. Plane $P$ wave in an isotropic medium Next consider propagation of a longitudinal wave with displacement

$$
\mathbf{s}=s_{0} f\left(x \cos \theta+z \sin \theta-c_{l} t\right) \mathbf{n}
$$

perpendicular to the phase surface. Correspondingly, components of the vector $s$ along the coordinate axes are

$$
\begin{equation*}
u=s_{0} \cos \theta f\left(x \cos \theta+z \sin \theta-c_{l} t\right) \tag{8.73}
\end{equation*}
$$

$$
w=s_{0} \sin \theta f\left(x \cos \theta+z \sin \theta-c_{l} t\right)
$$

Hence

$$
\begin{align*}
& e_{x x}=s_{0} \cos ^{2} \theta f^{\prime}, \quad e_{y y}=0, \quad e_{z z}=s_{0} \sin ^{2} \theta f^{\prime}  \tag{8.74}\\
& e_{x y}=0, \quad e_{y z}=0 \quad \text { and } \quad e_{x z}=\frac{\partial u}{\partial z}+\frac{\partial w}{\partial x}=2 s_{0} \sin \theta \cos \theta f^{\prime},
\end{align*}
$$

while

$$
\operatorname{div} \mathbf{s}=s_{0} f^{\prime}
$$

The stresses are equal to

$$
\begin{equation*}
\tau_{x x}=\left(\lambda+2 \mu \cos ^{2} \theta\right) s_{0} f^{\prime}, \quad \tau_{y y}=\lambda s_{0} f^{\prime}, \quad \tau_{z z}=\left(\lambda+2 \mu \sin ^{2} \theta\right) s_{0} f^{\prime} \tag{8.75}
\end{equation*}
$$

and

$$
\begin{equation*}
\tau_{x y}=0, \quad \tau_{y z}=0, \quad \tau_{x z}=\mu \sin ^{2} \theta s_{0} f^{\prime} \tag{8.76}
\end{equation*}
$$

From cq. 8.62 we obtain

$$
\begin{equation*}
Y_{x}=-\tau_{x x} \dot{u}-\tau_{x z} \dot{w}, \quad Y_{y}=0, \quad Y_{z}=-\tau_{x z} \dot{u}-\tau_{z z} \dot{w} \tag{8.77}
\end{equation*}
$$

Inasmuch as

$$
\dot{u}=-c_{l} s_{0} \cos \theta f^{\prime}, \quad \dot{w}=-c_{l} s_{0} \sin \theta f^{\prime}
$$

eqs. 8.77 give

$$
\begin{equation*}
Y_{x}=c_{l} s_{0}^{2} \cos \theta(\lambda+2 \mu)\left(f^{\prime}\right)^{2}, \quad Y_{z}=c_{l} s_{0}^{2} \sin \theta(\lambda+2 \mu)\left(f^{\prime}\right)^{2} \tag{8.78}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\mathbf{Y}=c_{l}^{3} \rho s_{0}^{2}\left(f^{\prime}\right)^{2} \mathbf{n} \tag{8.79}
\end{equation*}
$$

because

$$
\mathbf{n}=\cos \theta \mathbf{i}+\sin \theta \mathbf{k}, \quad(\lambda+2 \mu)=\rho c_{l}^{2}
$$

and the ray is normal to the phase surface.

Case three. The plane $S H$ wave in a transversely isotropic medium Again, as in the first case, the displacement has only the single component

$$
\begin{equation*}
v=v_{0} f\left(x \cos \theta+z \sin \theta-c_{S H} t\right) \tag{8.80}
\end{equation*}
$$

Therefore

$$
e_{x x}=e_{y y}=e_{z z}=0
$$

and

$$
\begin{gather*}
e_{x y}=v_{0} \cos \theta f^{\prime}\left(x \cos \theta+z \sin \theta-c_{S H} t\right), \\
e_{y z}=v_{0} \sin \theta f^{\prime}\left(x \cos \theta+z \sin \theta-c_{S H} t\right)  \tag{8.81}\\
e_{x z}=0
\end{gather*}
$$

Taking into account Hooke's law, eqs. 8.3:

$$
\begin{align*}
& \tau_{x x}=0, \quad \tau_{y y}=0, \quad \tau_{z z}=0,  \tag{8.82}\\
& \tau_{y z}=c_{44} v_{0} \sin \theta f^{\prime}, \quad \tau_{x z}=0, \quad \tau_{x y}=c_{66} v_{0} \cos \theta f^{\prime},
\end{align*}
$$

and eqs. 8.62 become

$$
\begin{array}{ll}
Y_{x}=c_{66} v_{0}^{2} c_{S H} \cos \theta\left(x f^{\prime}\right)^{2} & Y_{y}=0, \\
Y_{z}=c_{14} v_{0}^{2} c_{S H} \sin \theta\left(f^{\prime}\right)^{2} &
\end{array}
$$

Correspondingly, the ray cquation is

$$
\begin{equation*}
\frac{d x}{c_{66} \cos \theta}=\frac{d z}{c_{44} \sin \theta}, \tag{8.84}
\end{equation*}
$$

showing that the rays of the $S H$ wave are still the straight lines in transversely isotropic media, but they are no longer normal to the phase surface, except when $\theta=0$ and $\theta=\pi / 2$. The angle formed by the ray and the $x$-axis is equal to

$$
\tan \varphi=\frac{d z}{d x}=\frac{c_{44}}{c_{66}} \tan \theta
$$

For instance, in the example considered above:

$$
c_{44}=0.74 \cdot 10^{10} \mathrm{~N} / \mathrm{m}^{2}, \quad c_{66}=1.08 \cdot 10^{10} \mathrm{~N} / \mathrm{m}^{2}
$$

and we have

$$
\tan \varphi=0.69 \tan \theta,
$$

that is the angle $\varphi$ between the ray and the $x$-axis is smaller than $\theta$.
Case four. Ray orientation for quasi- $P$ and quasi- $S$ waves These waves cause particle displacement that has two components:

$$
\begin{equation*}
u=u_{0} f(x \cos \theta+z \sin \theta-c t), \quad w=w_{0} f(x \cos \theta+z \sin \theta-c t) \tag{8.85}
\end{equation*}
$$

Here $c$ is the either $c_{1}$ or $c_{2}$. Correspondingly, the strains are

$$
\begin{align*}
& e_{x x}=u_{0} \cos \theta f^{\prime}, \quad e_{y y}=0, \quad e_{z z}=w_{0} \sin \theta f^{\prime}, \quad e_{x y}=0, \quad e_{y z}=0 \\
& e_{x z}=\left(u_{0} \sin \theta+w_{0} \cos \theta\right) f^{\prime}  \tag{8.86}\\
& \text { and } \quad \operatorname{div} \mathbf{s}=\left(u_{0} \cos \theta+w_{0} \sin \theta\right) f^{\prime}
\end{align*}
$$

This gives for stresses

$$
\begin{align*}
\tau_{x x} & =\left(c_{11} u_{0} \cos \theta+c_{13} w_{0} \sin \theta\right) f^{\prime}, \\
\tau_{y y} & =\left(c_{12} u_{0} \cos \theta+c_{13} w_{0} \sin \theta\right) f^{\prime},  \tag{8.87}\\
\tau_{z z} & =\left(c_{13} u_{0} \cos \theta+c_{33} w_{0} \sin \theta\right) f^{\prime}, \\
\text { and } \quad \tau_{y z} & =0, \quad \tau_{x y}=0, \quad \tau_{x z}=c_{44}\left(u_{0} \cos \theta+w_{0} \sin \theta\right) f^{\prime}
\end{align*}
$$

Then, in accordance with eqs. 8.62, components of the Poynting vector are:

$$
\begin{gather*}
Y_{x}=\left[\left(c_{11} u_{0} \cos \theta+c_{13} w_{0} \sin \theta\right) u_{0}+c_{44}\left(u_{0} \sin \theta+w_{0} \cos \theta\right) w_{0}\right] c\left(f^{\prime}\right)^{2}, \\
Y_{y}=0 \tag{8.88}
\end{gather*}
$$

and $\quad Y_{z}=\left[c_{44}\left(u_{0} \sin \theta+w_{0} \cos \theta\right) u_{0}+\left(c_{13} u_{0} \cos \theta+c_{33} w_{0} \sin \theta\right) w_{0}\right] c\left(f^{\prime}\right)^{2}$

Clearly the angle between the normal $\mathbf{n}$ to the phase surface and the ray direction is nonzero. Since the ratio $u_{0} / w_{0}$ depends on the velocity of propagation, the rays of the quasi- $P$ and quasi- $S$ waves are oriented differently.

### 8.4 Phase and ray surfaces

By definition, the phase surface of the plane wave moves along its normal $\mathbf{n}$ with the velocity $c_{p}$, which differs for $S H$ and quasi- $P$ and $S$ waves. At the same time an elastic energy propagates along rays. Because their orientation is characterized by the unit vector $\mathbf{r}_{0}$, which generally does not coincide with $\mathbf{n}$, it can be expected that the energy (ray) velocity $c_{r}$ differs from $c_{p}$. In order to determine the former consider an elementary volume oriented along the ray, as shown in Fig. 8.3a. It has cross-section $d S$ and length

$$
\begin{equation*}
d l=c_{r} d t \tag{8.89}
\end{equation*}
$$

Here $d t$ is a small time interval, and $c_{r}$ is the energy velocity along the ray. Correspondingly, the amount of this energy inside the volume is

$$
\begin{equation*}
d W=e d S c_{r} d t \tag{8.90}
\end{equation*}
$$

where $e$ is the density of the elastic energy. During the time interval $d t$ all energy of the volume crosses $d S$, so it can be represented as

$$
\begin{equation*}
d W=Y d S d t \tag{8.91}
\end{equation*}
$$

Here $Y$ is the magnitude of the Poynting vector. Thus, we have:

$$
\begin{equation*}
e d S c_{r} d t=Y d S d t, \quad \text { or } \quad c_{r}=\frac{Y}{e} \tag{8.92}
\end{equation*}
$$

i.e., the ray velocity is equal to a relative change of the density per unit time. Consider quasi- $P$ and $S$ waves: As was shown earlier,

$$
Y_{x}=-\tau_{x x} \dot{u}-\tau_{x z} \dot{w} \quad \text { and } \quad Y_{z}=-\tau_{x z} \dot{u}-\tau_{z z} \dot{w}
$$

Also,

$$
\begin{equation*}
Y=\sqrt{Y_{x}^{2}+Y_{z}^{2}} \tag{8.93}
\end{equation*}
$$

Inasmuch as the densities of the potential and kinetic energies are equal to each other in the plane wave, and the latter is

$$
\frac{1}{2} \rho\left(\dot{u}^{2}+\dot{u}^{2}\right)
$$



Figure 8.3: (a) Illustration of eq. 8.92 (b) Phase and ray surfaces (c) Interference of elementary waves in an isotropic medium (d) Interference of two plane waves in an anisotropic medium (c) Formation of ray surface by a system of plane waves in an anisotropic medium
the density of the elastic energy is equal to

$$
\begin{equation*}
e=\rho\left(\dot{u}^{2}+\dot{w}^{2}\right) \tag{8.94}
\end{equation*}
$$

where

$$
\dot{u}=\frac{\partial u}{\partial t} \quad \text { and } \quad \dot{w}=\frac{\partial w}{\partial t}
$$

are scalar components of the particle velocity. Thus

$$
\begin{equation*}
c_{r}=\frac{\sqrt{Y_{x}^{2}+Y_{z}^{2}}}{\rho\left(\dot{u}^{2}+\dot{w}^{2}\right)} \tag{8.95}
\end{equation*}
$$

The unit vector $\mathbf{r}_{0}$, which defines a ray orientation, forms with the $z$-axis the angle $\varphi$

$$
\begin{equation*}
\tan \varphi=\frac{Y_{x}}{Y_{z}}=\frac{\tau_{x x}+\tau_{x z} \frac{\dot{w}}{\dot{u}}}{\tau_{x z}+\tau_{z z} \frac{\dot{u}}{\dot{w}}} \tag{8.96}
\end{equation*}
$$

In transversely isotropic medium, as well as in more general cases, it is proper to distinguish the particle, phase, and ray velocities because they usually differ from each other by magnitude and direction.

In order to emphasize the difference between the phase and ray velocities we introduce, along with the phase (normal) surface, the concept of the wave or ray surface. Suppose that a source of an elastic wave is located at some point $O$ of the transversely isotropic medium, and it starts to generate the wave at the instant $t=0$. Let us plot along any straight line, drawn from $O$, a segment that is proportional to the phase velocity $c_{p}(\theta)$ in this direction:

$$
l_{p}(\theta)=c_{p}(\theta) t
$$

where $\theta$ is the angle between the line and the $x$-axis. Connecting terminal points of the linear element, we obtain a position of the normal surface at the instant $t$. The shape of phase surfaces formed in this way is non-spherical and is independent of time; it is defined by parameters of the anisotropic medium. Similarly, we plot the segment along the same line that s proportional to the ray velocity

$$
l_{r}(\theta)=c_{r}(\theta) t
$$

Its terminal points generate the wave (ray) surface, as seen in Fig. 8.3b. From the physical point of view, such a surface at the moment $t$ is the boundary between the portion of a medium distorted by a wave and the portion that is still at rest. In other words, this surface is formed by points, where an energy arrives at the instant $t$, and, correspondingly, it plays the role of the wavefront. In an isotropic medium the ray and phase surfaces coincide and are spherical. There is a relationship between these surfaces. In order to describe this relationship, consider a wave that is a sinusoidal function of time. As is known, it is possible to represent a wave caused by a point source, as a superposition of an infinite number of plane harmonic waves, each of them with infinitely small amplitude. These elementary waves depend on time and distance from the source as

$$
\begin{equation*}
\sin \left[\omega t-\frac{\omega}{c_{p}}(x \cos \theta+z \sin \theta)\right] \quad \text { or } \quad \sin \left(\omega t-\frac{\omega}{c_{p}} \mathbf{r} \cdot \mathbf{n}\right) \tag{8.97}
\end{equation*}
$$

where $\mathbf{r}$ is the radius-vector of any point, located on the plane phase surface:

$$
\mathbf{r}=x \mathbf{i}_{\mathbf{1}}+z \mathbf{i}_{\mathbf{2}}, \quad \text { while } \quad \mathbf{n}=\cos \theta \mathbf{i}_{\mathbf{1}}+\sin \theta \mathbf{i}_{2}
$$

is the unit normal to this plane, such that $|\mathbf{n}|=1$. In place of expression 8.97 we can write

$$
\begin{equation*}
\sin (\omega t-\mathbf{k} \cdot \mathbf{r}) \tag{8.98}
\end{equation*}
$$

Here the wavenumber vector

$$
\begin{equation*}
\mathbf{k}=\frac{\omega}{c_{p}} \mathbf{n} \tag{8.99}
\end{equation*}
$$

has a direction of the normal to the phase plane, with components

$$
\begin{equation*}
k_{x}=\frac{\omega}{c_{p}} \cos \theta, \quad k_{z}=\frac{\omega}{c_{p}} \sin \theta \tag{8.100}
\end{equation*}
$$

The vector

$$
\begin{equation*}
\mathrm{s}=\frac{\mathbf{n}}{c_{p}} \tag{8.101}
\end{equation*}
$$

is called the slowness vector, and, correspondingly

$$
\begin{equation*}
\mathbf{k}=\omega \mathbf{s} \tag{8.102}
\end{equation*}
$$

Now, consider a group of plane waves of the same frequency, with slightly different directions of propagation. One can imagine that unit normals $n$ of these waves are inside a small conc with the apex $O$, characterized by a "mean wave vector $\mathbf{n}_{0}$ ", as depicted in Fig. 8.3c. Assume that constructive interference takes place between only those elementary waves whose normals are close to $\mathbf{n}_{0}$. By definition, at the instant $t=0$ all these waves are in the phase in the vicinity of the source; i.e., the wave disturbance is maximal at the point $O$. Now we trace propagation of this maximum motion through the medium and focus on those wavefronts whose normals differs only slightly from $\mathbf{n}_{0}$. First, consider a simple case.

## Isotropic medium

Since the velocity of propagation is independent of direction, at the instant $t$ these plane waves advance at the same distance $c_{p} t$, as in Fig. 8.3c:

$$
O Q_{1}=O Q_{2}=O Q_{3}=O Q_{4}
$$

The wavefronts of elementary plane waves are perpendicular to the corresponding directions of propagation. The phase of each wave at points of its the wavefront is the same as that at the initial instant $t=0$ at the origin $O$. In other words, all wavefronts, $N_{1}, N_{2}, N_{3}$ and $N_{4}$, shown in Fig. 8.3c, have the same phase. A summation of wavefields at those points of the space where these wavefronts intersect each other thus has a constructive character. With a decrease of the angle between directions of propagation such points belong the envelope of the wavefronts, as illustrated in Fig. 8.3c. In isotropic media, for which $\partial c_{p} / \partial \theta=0$, the latter is the arc of the circle, or a spherical segment in three dimensions. In this light let us make two comments:

1. In the presence of the dispersion, the radii of the wavefronts are functions of frequency, and are equal to $c_{p}(\omega) t$. The constructive interference between them leads to the formation of the wave groups, propagating with the group velocity $c_{g}$. The locus of points, where this interference occurs at time $t$ is the arc of the circle, with radius $c_{g} t$.
2. The direction of propagation of each plane wave coincides with the direction of propagation of the energy of the wave group and is defined by the normal of the wavefront.

## Anisotropic medium

First, consider only two plane waves with the same frequency, propagating in directions $\mathbf{n}_{1}$ and $\mathbf{n}_{2}$, as shown in Fig. 8.3d. Correspondingly, their phase velocities are equal to

$$
c_{p}(\theta) \quad \text { and } \quad c_{p}(\theta+d \theta)
$$

As before, at the initial moment $t=0$, their phases are equal at the origin $O$ and constructive interference is observed. During the time interval $t$, the wavefronts of the two waves advance in the directions of their normals at distances

$$
l_{1 p}=c_{p}(\theta) t \quad \text { and } \quad l_{2 p}=c_{p}(\theta+d \theta) t
$$

respectively. The phases of these waves are the same at points $A$ and $B$. Since these points are situated at different places, a superposition of waves with the same phase occurs at the point $P$, where wavefronts intersect, Fig. 8.3d. Thus, the interference maximum of the wave field, located at $O$ when $t=0$, moves to the point $P$ during the time interval $t$. The distance $O P$ is equal to $c_{r} t$, where $c_{r}$ is the ray velocity along $O P$, and its direction is characterized by the unit vector $\mathbf{r}_{0}$. Along this ray energy propagates with its maximum at the point $P$, at time $t$. By analogy with the previous case consider a superposition of an infinite number of plane waves, moving in different directions. All of them have the same phase at the instant $t=0$ at point $O$. Let us focus of those waves, whose normals are close to $\mathbf{n}_{0}$, as depicted in Fig. 8.3e. After the time interval $t$, the wavefront $N$, propagating in the direction $\mathbf{n}$, reaches a position $N_{1}$, so that the perpendicular, drawn from $O$ to this plane wavefront is equal to $c_{p} t$. The amplitude of the group of these neighboring waves is largest provided that they reinforce each other (constructive interference). This happens where the wavefronts of the plane waves intersect; this defines a region in the vicinity of the envelope of these planes. Its position is characterized by the point $P$, where the energy arrives. The straight line between the points $O$ and $P$ is the ray along which energy travels with the velocity $c_{r}$. Different groups of elementary plane waves give rise to different points of the wave (ray) surface. A relationship exists between the point of the normal surface with the radius-vector $c_{p} t \mathbf{n}$ and the point of the wave surface characterized by the radius-vector $c_{r} t \mathrm{n}_{0}$. Because intersection of the phase planes, having almost the same orientation, defines the position of the point $P$ of the wave surface where the constructive interference occurs, the coordinates of the point $P$ can be derived from the condition that the first derivative of the phase of the plane waves with respect to the wavenumber $\mathbf{k}$ is zero. 'that is, any point of the wave surface is a stationary one. 'laking into account that propagation of energy along the ray is accompanied by constructive interference of plane waves, the velocity $c_{r}$ must coincide with the group velocity

$$
\begin{equation*}
c_{g}=\frac{\partial \omega}{\partial k} \tag{8.103}
\end{equation*}
$$

This important result can be proved by different ways. For example, we can make use of
eq. 8.103 , which can be represented in the form

$$
\begin{equation*}
c_{g}=\frac{\partial}{\partial k}\left(k c_{p}\right) \tag{8.104}
\end{equation*}
$$

Correspondingly, its components along the $x$ and $z$ coordinate axes are

$$
\begin{equation*}
c_{g x}=\frac{\partial}{\partial k_{x}}\left(k c_{p}\right), \quad c_{g z}=\frac{\partial}{\partial k_{z}}\left(k c_{p}\right) \tag{8.105}
\end{equation*}
$$

Since the phase velocity $c_{p}(\theta)$, as well as components of the wavenumber, are known, one can determine the group velocity and confirm that it coincides with $c_{r}$. By definition:

$$
\mathbf{c}_{g}=c_{g x} \mathbf{i}_{1}+c_{g z} \mathbf{i}_{2}
$$

or

$$
\begin{equation*}
\mathbf{c}_{g}=\operatorname{grad}\left(k c_{p}\right) \tag{8.106}
\end{equation*}
$$

where derivatives are taken with respect to $k_{x}$ and $k_{z}$. The gradient is perpendicular to the level surface

$$
\begin{equation*}
k c_{p}=\text { const } \quad \text { or } \quad k=\frac{\text { const }}{c_{p}} \tag{8.107}
\end{equation*}
$$

At the same time the plane slowness surface is defined from the condition

$$
\begin{equation*}
\frac{1}{c_{p}}=\text { const } \tag{8.108}
\end{equation*}
$$

Thus, assuming that $c_{p}(\theta)$ is known, determination of values $k$, corresponding to the level surface, is equivalent to finding points of the slowness surface. This means that the vector of the group (ray) velocity is perpendicular to this surface. Taking into account that the wave surface is an envelope of the wavefronts of the plane waves, we can derive an equation of the ray surface. This task can be performed applying the conventional method of calculus (Part II). For instance, in the meridian section $X O Z$ the wavefronts are straight lines and described by the equation

$$
\begin{equation*}
x \cos \theta+z \sin \theta=c_{p}(\theta) t \quad \text { for constant } t \tag{8.109}
\end{equation*}
$$

Here $x$ and $z$ are coordinates of any point of the line perpendicular to $O Q$ in Fig. 8.3 b , and $\theta$ is the angle between $O Q$ and the $x$-axis. Taking the derivative with respect to $\theta$ we have

$$
\begin{equation*}
-x \sin \theta+z \cos \theta=\frac{\partial c_{p}(\theta)}{\partial \theta} t \tag{8.110}
\end{equation*}
$$

Combining eqs. 8.109 and 8.110 to eliminate $\theta$ we obtain the equation of the envelope that describes the wave surface, which is tangential to $P Q$ at the point $P$. Squaring and then adding eqs. 8.109 and 8.110 gives

$$
\begin{equation*}
l_{r}^{2}=x^{2}+z^{2}=\left[c_{p}^{2}+\left(\frac{\partial c_{p}}{\partial \theta}\right)^{2}\right] t^{2} \tag{8.111}
\end{equation*}
$$

Here $l_{r}$ is the ray length, which is numerically equal to $l_{r}=c_{r} t$. In this light, note also that, from the triangle $O P Q$ in Fig. 8.3b that

$$
\begin{equation*}
c_{p}(\theta)=c_{r}(x, z) \cos \varphi \tag{8.112}
\end{equation*}
$$

This shows that the ray velocity along $O P$ exceeds the phase velocity along the corresponding line $O Q$. Combining eqs. . 8.111 and 8.112 shows that

$$
\begin{equation*}
\tan \varphi=\frac{1}{c_{p}} \frac{\partial c_{p}}{\partial \theta} \tag{8.113}
\end{equation*}
$$

where the $\varphi$ characterizes the angle between the ray $O P$ and the line $O Q$ normal to the corresponding plane. Thus, knowledge of the angle $\varphi$ and the distance $l_{r}$ allows us to determine a position of a point $P$ of the wave surface. Usually with an increase of the angle $\theta$ the ray $O P$ approaches to the $z$-axis; i.e.,

$$
\frac{d}{d \theta}(\theta+\varphi)>0
$$

However, it may happen that this derivative changes a sign, i.e. the angle $\theta+\varphi$ begins to decrease. In such a case the wave surface has a cusp. The condition for its appearance is

$$
\frac{d}{d \theta}(\theta+\varphi)=0
$$

or, taking into account eq. 8.113,

$$
\begin{equation*}
\frac{d}{d \theta}\left(\frac{1}{c_{p}} \frac{\partial c_{p}}{\partial \theta}\right)=-1-\left(\frac{1}{c_{p}} \frac{\partial c_{p}}{\partial \theta}\right)^{2} \tag{8.114}
\end{equation*}
$$

The wave surface of the quasi- $P$ wave has no such cusps.
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## Appendix A

## Equations of motion of a rigid body

## Resultant force and resultant torque

In order to find relationships between the motion of a rigid body and forces acting on it, we have to perform some transformations with forces. First, suppose that the external force $\mathbf{F}_{e}$ is applied to the body at some point $p$, Fig. A.1a. Then, imagine that two forces, $\mathbf{F}_{e}$ and $-\mathbf{F}_{e}$, also act at a different point $q$. It is obvious that they cancel each other and, correspondingly, the system of three forces, $\mathbf{F}_{e}(p), \mathbf{F}_{e}(q)$ and $-\mathbf{F}_{e}(q)$, is equivalent to the single force $\mathbf{F}_{e}(p)$. As is well known, a combination of forces $\mathbf{F}_{e}(p)$ and $-\mathbf{F}_{e}(q)$ represents the couple with some torque $\boldsymbol{\tau}$

$$
\begin{equation*}
\boldsymbol{\tau}=[\mathbf{r}(p)-\mathbf{r}(q)] \times \mathbf{F}_{e}(p) \tag{A-1}
\end{equation*}
$$

Since the point of application of this vector is not important, assume that it acts at the point $q$. Let us also recall that the torque $\tau$ coincides with the moment of the force $\mathbf{F}_{e}(p)$ with respect to the point $q$. Thus we described the rule, which allows us to replace the force $\mathbf{F}_{e}(p)$ by the same force $\mathbf{F}_{e}(q)$, but acting at different point, and the couple with the torque given by eq. A-1. If we have a distribution of external forces, applied at various points of the rigid body, the same procedure for each of them leads to two sums. The first one is the sum of external forces, the other is the sum of torques. It is essential that all these forces and torques act at the same point $q$, Fig. A.1b. Applying the known rule of a summation of vectors, we obtain the resultant force $\mathbf{F}_{r}(q)$ and the resultant torque $\boldsymbol{\tau}(q)$.

$$
\begin{equation*}
\mathbf{F}(q)=\sum \mathbf{F}_{n}(q), \quad \boldsymbol{\tau}=\sum \boldsymbol{\tau}_{n}(q) \tag{A-2}
\end{equation*}
$$

(a)

(b)

(d)


Figure A.1: (a) Replacement of the single force by the couple and the same force, applied at different point. (b) Superposition of forces and torques. (c) Rotation of an elementary mass (d) Torque of the force $\mathbf{F}_{\theta}$

Of course, in the case of a continuous distribution of forces, a summation has to be replaced by an integration. Note that a choice of the point $q$ makes an influence on the resultant torque $\tau$, but the resultant force $\mathbf{F}$ remains the same. Without any doubts, eqs. A-2 are of a great importance, because they suggest that any motion of a rigid body can be represented as the sum of two different types of motion. One of them is caused by the resultant force, while the other is due to the action of the couple of forces.

Further it is assumed that the point $q$ coincided with the center of mass $o$, and, correspondingly, this motion is a superposition of a translation of the point $o$ and a rotation around it. As is well known, (Part I), the motion of the center of mass with
radius-vector $\mathbf{r}_{0}$ is described by the equation:

$$
\begin{equation*}
M \frac{d^{2} \mathbf{r}_{0}}{d t^{2}}=\mathrm{F} \tag{A-3}
\end{equation*}
$$

It clearly demonstrates that the center of mass moves as if it where a particle with mass $M$, subjected to the resultant force, F. Certainly, this is the remarkable feature of the center of mass. The last equation contains only one unknown, $\mathbf{r}_{0}(t)$, and its solution allows us to find a path of this point. Suppose that at the beginning of the motion the rigid body is at rest and then we apply the system of external forces, so that

$$
\sum \mathbf{F}_{e}=\mathbf{F}=0
$$

In accordance with eq. A-3 the center of mass does not move, while the other parts of the body can be involved in a motion.

Next we obtain an equation of a rotation due to the resultant torque $\tau$. This motion takes place about the axis of rotation and, by definition, all points do not move, including the center of mass. At the same time other particles move along circles with centers located on the axis of rotation. In general, the latter may change its orientation with time. As in the case of translation we begin from the simplest case of a rotation of an elementary mass about the fixed axis.

Example one Assume that the axis of rotation of mass $m$ coincides with the $z$-axis, Fig. A.1c, and the origin of the cylindrical system is located at the point $O$. In accordance with eq. A.3, we have

$$
\begin{equation*}
m r \frac{d^{2} \theta}{d t^{2}}=F_{\theta} \tag{A-4}
\end{equation*}
$$

For our purpose it is convenient to imagine that the mass and the axis are connected with a help of a massless rod. Bearing in mind that a rotation is caused by the torque, it is proper to transform eq. A-4 in such a way that instead of the force $F_{\theta}$ we would have its moment. After a multiplication of both sides of this equation by $r$ we obtain

$$
\begin{equation*}
m r^{2} \frac{d^{2} \theta}{d t^{2}}=r F_{\theta} \tag{A-5}
\end{equation*}
$$

Its right hand side is the magnitude of the moment of the force $\boldsymbol{\tau}$ with respect to the origin $O$, defined by

$$
\boldsymbol{\tau}=\mathbf{r} \times \mathbf{F}
$$

The force $\mathbf{F}$ has usually two components:

$$
\mathrm{F}=F_{r} \mathbf{i}_{r}+F_{\theta} \mathbf{i}_{\theta}, \quad \text { and } \quad \mathbf{r}=r \mathbf{i}_{r}
$$

By definition

$$
\begin{equation*}
|\mathbf{r} \times \mathbf{F}|=r F_{\theta} \tag{A-6}
\end{equation*}
$$

It is obvious that $\boldsymbol{\tau}$ is directed along the axis of rotation, that is

$$
\begin{equation*}
\boldsymbol{\tau}=r F_{\theta} \mathbf{i}_{z} \tag{A-7}
\end{equation*}
$$

The left hand side of eq. A-5 can be written in the form

$$
\begin{equation*}
m r^{2} \frac{d^{2} \theta}{d t^{2}}=\frac{d}{d t}(I \omega) \tag{A-8}
\end{equation*}
$$

Here

$$
\begin{equation*}
I=m r^{2} \tag{A-9}
\end{equation*}
$$

is called the moment of inertia of mass with respect to the axis of rotation and

$$
\begin{equation*}
\omega=\frac{d \theta}{d t} \tag{A-10}
\end{equation*}
$$

is the magnitude of the angular velocity, which characterizes a rate of a change of the angle $\theta$, that is a turn of the mass $m$. The angular velocity, as the torque, is a vector, and it shows an orientation of the axis of rotation:

$$
\begin{equation*}
\boldsymbol{\omega}=\omega \mathbf{i}_{z} \tag{A-11}
\end{equation*}
$$

Note that all particles of a rotating rigid body have the same angular velocity $\boldsymbol{\omega}$, that emphasizes an importance of this vector quantity. From Fig. A.1c we see that magnitudes of the linear and angular velocities are related as

$$
v_{\theta}=r \omega
$$

and in the vector form

$$
\begin{equation*}
\mathbf{v}=\boldsymbol{\omega} \times \mathbf{r} \tag{A-12}
\end{equation*}
$$

This is the definition of the angular velocity. Also the product

$$
\begin{equation*}
\mathbf{L}=I \omega \tag{A-13}
\end{equation*}
$$

is called the angular momentum of a motion, and in this example vector $\mathbf{L}$ and $\boldsymbol{\omega}$ have the same direction.

Since each side of eq. A-5 represents the $z$-component of vectors $d \mathbf{L} / d t$ and $\boldsymbol{\tau}$, respectively, it can be rewritten as

$$
\begin{equation*}
\frac{d \mathbf{L}}{d t}=\boldsymbol{\tau} \tag{A-14}
\end{equation*}
$$

Thus, the torque is equal to the rate of change with time of the angular momentum, $\mathbf{L}$. In this simplest case only its magnitude varies. In other words, the torque results in a change of the angular momentum. In particular, if $\boldsymbol{\tau}=0$, the vector $\mathbf{L}$ remains constant. It is useful to note that eq. A-14 is also valid in the general case of a rigid body.

Let us compare eq. A-14 with Newton's second law:

$$
\begin{equation*}
m \mathbf{a}=\mathbf{F} \quad \text { and } \quad I \boldsymbol{\alpha}=\boldsymbol{\tau} \tag{A-15}
\end{equation*}
$$

We took into account that the axis of rotation is fixed (the moment of inertia does not change with time), and

$$
\begin{equation*}
\frac{d \omega}{d t}=\boldsymbol{\alpha} \tag{A-16}
\end{equation*}
$$

is the angular acceleration. The analogy between these two equations of motion is obvious. The moment of inertia plays the same role as mass, while the linear and angular accelerations define a rate of a change of corresponding velocities. Both the force and torque cause a motion. Also there is some essential difference between $m$ and $I$. The first one is independent of a position of the particle, while the moment of inertia rapidly varies with $r$. For instance, with an increase of the distance from the axis, it is more difficult to change the angular velocity $\omega$.

Here it may be appropriate to make several comments:

1. In the Cartesian system of coordinates the moment of inertia, given by eq. A-9, has the form

$$
\begin{equation*}
I=m\left(x^{2}+y^{2}\right) \tag{A-17}
\end{equation*}
$$

2. Rotation of mass around point $O$, Fig. A.1c, is always accompanied by the presence of the radial component of force $\mathbf{F}_{r}$, and its physical meaning depends on the problem. For instance, it can be the gravitational, electrical or magnetic force. Also it may arise due to a deformation of the elastic rod, connecting the mass with the axis of rotation.
3. Since this centripetal force, $\mathbf{F}_{r}$, and the radius-vector $\mathbf{r}$ are opposite to each other, its torque is equal to zero:

$$
\mathbf{r} \times \mathbf{F}_{r}=\mathbf{0}
$$

4. As was mentioned above, we may treat the particle with mass $m$ and massless rod, connecting it with the axis, as the rigid body. Then, forces $\mathbf{F}_{r}$ and $\mathbf{F}_{\theta}$, acting on the mass $m$, can be replaced by the resultant force, $\mathbf{F}$, applied at the point $O$, and the torque of the couple of forces, shown in Fig. A.1d. The action of the force $\mathbf{F}_{r}$ is compensated by the axis of rotation. Therefore, the motion occurs due to the couple of forces $\mathbf{F}_{\theta}$ and $-\mathbf{F}_{\theta}$ with the level $r$.

Example two Again consider a motion of an elementary mass in the plane around the $z$-axis, but, unlike the previous case, assume that the origin $O$ is not located at the same plane, Fig. A.2a. This generalization is desirable, because it will help to take into account the fact that particles of the rotating rigid body move in different planes. We will proceed from Newton's second law

$$
m \frac{d^{2} \mathbf{r}}{d t^{2}}=\mathbf{F}
$$

Its vector multiplication by $\mathbf{r}$ gives

$$
\begin{equation*}
\mathbf{r} \times m \frac{d^{2} \mathbf{r}}{d t^{2}}=\mathbf{r} \times \mathbf{F}=\boldsymbol{\tau} \tag{A-18}
\end{equation*}
$$

The right hand side is the torque about the point $O$, and it has both normal and tangential components with respect to the plane of motion. In approaching the point $O$ to this plane the tangential component of $\tau$ tends to zero, provided that $\mathbf{F}_{z}=0$.

Now we demonstrate that eq. A-18 has the same form as A-14. With this purpose in mind consider the left hand side of eq. A-18, which can be written as:

$$
\begin{equation*}
\mathbf{r} \times m \frac{d^{2} \mathbf{r}}{d t^{2}}=\frac{d}{d t}\left(\mathbf{r} \times m \frac{d \mathbf{r}}{d t}\right) \tag{A-19}
\end{equation*}
$$

In fact, performing a differentiation, we obtain

$$
\begin{equation*}
\frac{d}{d t}\left(\mathbf{r} \times m \frac{d \mathbf{r}}{d t}\right)=\frac{d \mathbf{r}}{d t} \times m \frac{d \mathbf{r}}{d t}+\mathbf{r} \times m \frac{d^{2} \mathbf{r}}{d t^{2}}=\mathbf{r} \times m \frac{d^{2} \mathbf{r}}{d t^{2}} \tag{A-20}
\end{equation*}
$$

since vectors $d \mathbf{r} / d t$ and $m(d \mathbf{r} / d t)$ have the same direction. Thus, eq. A-18 becomes

$$
\begin{equation*}
\frac{d}{d t}\left(\mathbf{r} \times m \frac{d \mathbf{r}}{d t}\right)=\frac{d \mathbf{L}}{d t}=\boldsymbol{\tau} \tag{A-21}
\end{equation*}
$$



Figure A.2: (a) Illustration of eq. A-19. (b) Orientation of $\boldsymbol{\tau}$ and $d \mathrm{~L} / d t$, when $F_{\theta}=0$. (c) Illustration of eq. A-27 (d,e,f) Calculations of $I_{z z}$ of the bar, rectangular, parallelepiped and the ring.

The expression in brackets is called the angular momentum $\mathbf{L}$, and it has several equivalent forms:

$$
\begin{equation*}
\mathbf{L}=\mathbf{r} \times m \frac{d \mathbf{r}}{d t} \tag{A-22}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathrm{L}=\mathbf{r} \times m \mathbf{v} \tag{A-23}
\end{equation*}
$$

where $\mathbf{v}$ is the particle velocity.
Taking into account eq. A-12, we also have

$$
\begin{equation*}
\mathbf{L}=\mathbf{r} \times m(\boldsymbol{\omega} \times \mathbf{r}) \tag{A-24}
\end{equation*}
$$

It is useful to express the angular momentum in terms of the momentum $\mathbf{P}=m \mathbf{v}$, and it gives

$$
\begin{equation*}
\mathbf{L}=\mathbf{r} \times \mathbf{P} \tag{A-25}
\end{equation*}
$$

Suppose that the origin $O$ is situated at the plane of motion. Then both vectors $\mathbf{r}$ and $d \mathbf{r} / d t$ are located in this plane, and they are perpendicular to each other. As follows from eq. A-24 the magnitude of the angular momentum is equal to

$$
m r v=m r^{2} \omega=I \omega
$$

and $\mathbf{L}$ is directed along the $z$-axis. In the same manner we see that the torque $\boldsymbol{\tau}$ has the component $\tau_{z}$ only and equals $r F_{0}$. Correspondingly, eq. A-21 is greatly simplified, and it is transformed into eq. A-5. Returning to the general case we see from eq. A-22, that the angular momentum $L$ is perpendicular to the plane, formed by vectors $\mathbf{r}$ and $\mathbf{v}$. Therefore, as the torque $\boldsymbol{\tau}$, the vector $\mathbf{L}$ has normal and tangential components with respect to the plane of motion. During a rotation of the mass this vector forms the conical surface. Let us first assume that the component $F_{\theta}$ is equal to zero and, correspondingly, the mass moves with the constant velocity. In this case the centripetal force gives rise to the torque:

$$
\boldsymbol{\tau}=\mathrm{r} \times \mathrm{F}_{r}
$$

which is located in the horizontal plane. At the same time the end of the vector $\mathbf{L}$ moves along the circle, located in the horizontal plane too, Fig. A. 2 b , since the magnitude of L remains the same. For this reason the rate of a change of the angular momentum,
$d \mathbf{L} / d t$, as well as the torque, does not have a normal component, and it is tangential to the circle, shown in Fig. A.2b. From the geometry it is a simple matter to see that

$$
\begin{equation*}
\frac{d \mathbf{L}}{d t}=\boldsymbol{\omega} \times \mathbf{L} \tag{A-26}
\end{equation*}
$$

In approaching the point $O$ to the plane of motion the torque $\boldsymbol{\tau}$ becomes smaller and in the limit it disappears. In the presence of the component $\mathbf{F}_{\theta}$ the normal component of $\boldsymbol{\tau}$ differs from zero, and the velocity of the particle varies. Because of this the magnitude of $\mathbf{L}$ also changes, and the end of vector moves along a more complicated path. It is not located in the horizontal plane, so that both $\mathbf{L}$ and $\boldsymbol{\tau}$ have the normal and tangential components. In particular, eq. A-21 can be separatcly written for each component.

Example three Suppose that two masses, $m_{1}$ and $m_{2}$, move around the $z$-axis, and the distance between them does not change, Fig. A.2c. Applying eq. A-21 for each mass we have

$$
\begin{equation*}
\frac{d}{d t}\left(\mathbf{r}_{1} \times m \mathbf{r}_{1}\right)=\mathbf{r}_{1} \times \mathbf{F}_{1} \quad \text { and } \quad \frac{d}{d t}\left(\mathbf{r}_{2} \times m \mathbf{r}_{2}\right)=\mathbf{r}_{2} \times \mathbf{F}_{2} \tag{A-27}
\end{equation*}
$$

Forces $\mathbf{F}_{1}$ and $\mathbf{F}_{2}$, acting on the masses, in general, consist of external and internal forces:

$$
\begin{equation*}
\mathbf{F}_{1}=\mathbf{F}_{1 e}+\mathbf{F}_{12}, \quad \quad \mathbf{F}_{2}=\mathbf{F}_{2 e}+\mathbf{F}_{21} \tag{A-28}
\end{equation*}
$$

Since internal forces, $\mathbf{F}_{12}$ and $\mathbf{F}_{21}$, are unknown, eqs. A-27 cannot be solved with respect to $\mathbf{r}_{1}(t)$ and $\mathbf{r}_{2}(t)$. By analogy with a translation (Part I), we make use of Newton's third law:

$$
\begin{equation*}
\mathbf{F}_{12}=-\mathbf{F}_{21} \tag{A-29}
\end{equation*}
$$

In fact, $\mathbf{F}_{12}$ is the force, caused by mass $m_{2}$ and it acts on $m_{1}$, while $\mathbf{F}_{21}$ is applied to $m_{2}$, and it is generated by $m_{1}$. Now performing summation of eqs. A- 27 we obtain

$$
\begin{equation*}
\frac{d}{d t}\left(\mathbf{L}_{1}+\mathbf{L}_{2}\right)=\sum_{n=1}^{2} \mathbf{r}_{n} \times \mathbf{F}_{n e}+\left(\mathbf{r}_{1} \times \mathbf{F}_{12}-\mathbf{r}_{2} \times \mathbf{F}_{12}\right)=\sum_{n=1}^{2} \boldsymbol{\tau}_{n e}+\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right) \times \mathbf{F}_{12} \tag{A-30}
\end{equation*}
$$

As is seen from Fig. A.2c, vectors

$$
\mathbf{r}_{1}-\mathbf{r}_{2} \quad \text { and } \quad \mathbf{F}_{12}
$$

have the same direction and therefore

$$
\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right) \times \mathbf{F}_{12}=\mathbf{0}
$$

Hence,

$$
\begin{equation*}
\frac{d \mathrm{~L}}{d t}=\boldsymbol{\tau}_{e} \tag{A-31}
\end{equation*}
$$

where

$$
\mathbf{L}=\mathbf{L}_{1}+\mathbf{L}_{2}
$$

is the sum of angular moments of this system of masses and

$$
\begin{equation*}
\boldsymbol{\tau}_{e}=\boldsymbol{\tau}_{1 e}+\boldsymbol{\tau}_{2 e} \tag{A-32}
\end{equation*}
$$

is the sum of torques, caused by external forces only. An importance of eq. A-31 is obvious, since it does not contain the unknown internal forces. We are now ready to discuss a gencral case.

## Equation of rotation of a rigid body

To slightly simplify a derivation, we choose the center of mass as the origin of coordinates and assume that the resultant external force equals zero. In other words, this point is at rest and, therefore, it belongs to the axis of rotation. Let us represent the rigid body as a system of $N$ elementary masses, and for each of them we have

$$
\begin{equation*}
\frac{d \mathbf{L}_{n}}{d t}=\boldsymbol{\tau}_{n}=\mathbf{r}_{n} \times \mathbf{F}_{e n}+\mathbf{r}_{n} \times \sum_{k=1}^{N} \mathbf{F}_{k n} \quad k \neq n \tag{A-33}
\end{equation*}
$$

Here $\mathbf{L}_{n}$ is the angular momentum of mass $m_{n}, \mathbf{r}_{n}$ is the radius-vector of this particle, $\mathbf{F}_{e n}$ is the external force acting on $m_{n}$, and finally

$$
\sum_{k=1} \mathbf{F}_{k n} \quad k \neq n
$$

is the total internal force at this point. Similarly, for an arbitrary mass $m_{m}$

$$
\begin{equation*}
\frac{d \mathbf{L}_{m}}{d t}=\mathbf{r}_{m} \times \mathbf{F}_{e m}+\left(\mathbf{r}_{m} \times \sum_{k=1}^{N} \mathbf{F}_{k m}\right) \quad k \neq m \tag{A-34}
\end{equation*}
$$

Sums in these equations contain terms

$$
\mathbf{r}_{n} \times \mathbf{F}_{n m} \quad \text { and } \quad \mathbf{r}_{m} \times \mathbf{F}_{m n}
$$

respectively.

By analogy with the previous example consider the sum of these terms. The use of the Newton's third law gives

$$
\mathbf{r}_{n} \times \mathbf{F}_{n m}+\mathbf{r}_{m} \times \mathbf{F}_{m n}=\left(\mathbf{r}_{n}-\mathbf{r}_{m}\right) \times \mathbf{F}_{n m}=\mathbf{0}
$$

since both vectors have the same direction. Performing a summation of eqs. A.60, written for all elementary masses, we eliminate an influence of internal forces on the torque, and this procedure gives again:

$$
\begin{equation*}
\frac{d \mathbf{L}}{d t}=\boldsymbol{\tau}_{e} \tag{A-35}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{L}=\sum_{k=1}^{N} \mathbf{r}_{k} \times m_{k} \mathbf{v}_{k}=\sum \mathbf{r}_{k} \times m_{k}\left(\boldsymbol{\omega} \times \mathbf{r}_{k}\right) \tag{A-36}
\end{equation*}
$$

is the total angular momentum of the rigid body and

$$
\begin{equation*}
\boldsymbol{\tau}_{e}=\sum \boldsymbol{\tau}_{e k} \tag{A-37}
\end{equation*}
$$

is the resultant torque due to the external forces only. Of course, in the limit, when elementary masses tend to zero, a summation is replaced by an integration and it yields

$$
\begin{equation*}
\mathbf{L}=\int_{V} \mathbf{r} \times \rho \mathbf{v} d V \tag{A-38}
\end{equation*}
$$

Here $\rho$ is the density of the rigid body, and, in general, it may vary.

## Moment of inertia

Inasmuch as the angular momentum L is defined as the double-cross-product, eq. A-36, it is natural to represent this vector in terms of components in the Cartesian system of coordinates. First, by definition:

$$
\mathbf{v}=\boldsymbol{\omega} \times \mathbf{r}=\left|\begin{array}{ccc}
\mathbf{i} & \mathbf{j} & \mathbf{k} \\
\omega_{x} & \omega_{y} & \omega_{z} \\
x & y & z
\end{array}\right|
$$

or

$$
v_{x}=\omega_{y} z-\omega_{z} y, \quad v_{y}=\omega_{z} x-\omega_{x} z, \quad v_{z}=\omega_{x} y-\omega_{y} x
$$

Correspondingly

$$
\mathbf{r}_{k} \times m_{k} \mathbf{v}_{k}=m_{k}\left|\begin{array}{ccc}
\mathbf{i} & \mathbf{j} & \mathbf{k} \\
x_{k} & y_{k} & z_{k} \\
v_{x k} & v_{y k} & v_{z k}
\end{array}\right|
$$

whence

$$
\begin{aligned}
& L_{x}=\sum_{k=1}^{N} m_{k}\left(y_{k} v_{z k}-z_{k} v_{y k}\right)=\sum_{k=1}^{N} m_{k}\left[y_{k}\left(\omega_{x} y_{k}-\omega_{y} x_{k}\right)-z_{k}\left(\omega_{z} x_{k}-\omega_{x} z_{k}\right)\right] \\
& \\
& =\sum_{k=1}^{N} m_{k}\left(y_{k}^{2}+z_{k}^{2}\right) \omega_{x}-\sum_{k=1}^{N} m_{k} x_{k} y_{k} \omega_{y}-\sum_{k=1}^{N} m_{k} x_{k} z_{k} \omega_{z}
\end{aligned}
$$

or

$$
\begin{equation*}
L_{x}=I_{x x} \omega_{x}+I_{x y} \omega_{y}+I_{x z} \omega_{z} \tag{A-39}
\end{equation*}
$$

In the same manner we obtain

$$
\begin{align*}
& L_{y}=I_{y x} \omega_{x}+I_{y y} \omega_{y}+I_{y z} \omega_{z}  \tag{A-40}\\
& L_{z}=I_{z x} \omega_{x}+I_{z y} \omega_{y}+I_{z z} \omega_{z} \tag{A-41}
\end{align*}
$$

where

$$
\begin{equation*}
I_{x x}=\sum m_{k}\left(y_{k}^{2}+z_{k}^{2}\right), \quad I_{x y}=-\sum m_{k} x_{k} y_{k}, \quad I_{x z}=-\sum m_{k} x_{k} z_{k} \tag{A-42}
\end{equation*}
$$

and

$$
\begin{array}{ll}
I_{y x}=-\sum m_{k} y_{k} x_{k}, & I_{y y}=\sum m_{k}\left(x_{k}^{2}+z_{k}^{2}\right), \\
I_{y z}=-\sum m_{k} y_{k} z_{k} \\
I_{z x}=-\sum m_{k} z_{k} x_{k}, & I_{z y}=-\sum m_{k} z_{k} y_{k},
\end{array} \quad I_{z z}=\sum m_{k}\left(x_{k}^{2}+y_{k}^{2}\right), ~ l
$$

The set of these nine quantities is called the moment of inertia and it represent the symmetrical tensor, (Appendix B):

$$
I=\left(\begin{array}{lll}
I_{x x} & I_{x y} & I_{x z}  \tag{A-43}\\
I_{y x} & I_{y y} & I_{y z} \\
I_{z x} & I_{z y} & I_{z z}
\end{array}\right)
$$

where

$$
\begin{equation*}
I_{\alpha \beta}=I_{\beta \alpha} \tag{A-44}
\end{equation*}
$$

and $\alpha, \beta$ are any two indices $x, y, z$. Taking into account the rule of multiplication of a tensor by a vector (Appendix B), eqs. A-38-A-40 can be written as

$$
\begin{equation*}
L_{\alpha}=\sum_{\beta} I_{\alpha \beta} \omega_{\beta} \tag{A-45}
\end{equation*}
$$

where $\alpha, \beta=x, y, z$.
The right hand side is called a "tensor product" of the tensor $I$ and the vector $\boldsymbol{\omega}$, and this operation gives the vector L . The diagonal components, $I_{x x}, I_{y y}, I_{z z}$ of the tensor are often called the "moments of inertia", while nondiagonal components: $I_{x y}=I_{y x}, I_{y z}=I_{z y}, I_{z x}=I_{x z}$ are "products of inertia". It is clear that $I$ depends on the dimensions and shape of the rigid body, as well as its density. Moreover, $I$ varies with a change of the axis of rotation. It is also useful to represent eq. A-45 in the form

$$
\left(\begin{array}{c}
L_{x}  \tag{A-46}\\
L_{y} \\
L_{z}
\end{array}\right)=\left(\begin{array}{ccc}
I_{x x} & I_{x y} & I_{x z} \\
I_{y x} & I_{y y} & I_{y z} \\
I_{z x} & I_{z y} & I_{z z}
\end{array}\right)\left(\begin{array}{c}
\omega_{x} \\
\omega_{y} \\
\omega_{z}
\end{array}\right)
$$

As an example suppose that the axis of rotation coincides with the $z$-axis, that is

$$
\omega_{x}=\omega_{y}=0 \quad \text { and } \quad \boldsymbol{\omega}=\omega_{z} \mathbf{k}
$$

Then, in place of eqs. A-39-A-41, we obtain

$$
\begin{equation*}
L_{x}=I_{x z} \omega_{z}, \quad L_{y}=I_{y z} \omega_{z}, \quad L_{z}=I_{z z} \omega_{z} \tag{A-47}
\end{equation*}
$$

and, as we already know, this indicates that the vector of the angular momentum is not usually directed along the axis of rotation.

In accordance with eq. A. 42 the diagonal term of the tensor $I_{z z}$ is positive

$$
\begin{equation*}
I_{z z}=\int_{V} \rho\left(x^{2}+y^{2}\right) d x d y d z \tag{A-48}
\end{equation*}
$$

Correspondingly, the vector $\mathbf{L}$ has the component $L_{z}$ along the axis of rotation. However, nondiagonal terms, that is "products of inertia" may be equal to zero. For example, it
happens in the case of a homogeneous rigid body, which is symmetrical with respect to the axis of rotation, $\left(\boldsymbol{\omega}=\omega_{z} \mathbf{k}\right)$. In fact, the "products of inertia"

$$
I_{x z}=-\rho \int_{V} x z d x d y d z, \quad I_{y z}=-\rho \int_{V} y z d x d y d z
$$

vanish, because there are always pairs of masses with the same coordinate $z$, while the other coordinate, $x$ or $y$, differ by sign only. Then, instead of eq. A-47, we have

$$
L_{z}=I_{z z} \omega_{z} \quad \text { or } \quad L=I \omega
$$

For illustration let us derive an expression for $I_{z z}$ in several simple cases. As follows from eq. A-48, we have to perform an integration of masses, which are multiplied by the square of their distance, $x^{2}+y^{2}$, from the axis of rotation.

Example one Consider the rod with a very small cross-section, which rotates around the $z$-axis through one end, Fig. A.2d. Then we have

$$
I_{z z}=\rho \int x^{2} d x d y d z=\rho d y d z \int_{0}^{l} x^{2} d x=\frac{\rho d y d z l^{3}}{3}
$$

Thus

$$
\begin{equation*}
I_{z z}=\frac{M l^{2}}{3} \tag{A-49}
\end{equation*}
$$

The moment of inertia is directly proportional to the rod mass $M$, and the square of its length, $l$. If the axis of rotation passes through the center of mass, we obtain

$$
\begin{equation*}
I_{z z}=\rho d y d z \int_{-l / 2}^{l / 2} x^{2} d x=\frac{M l^{2}}{12} \tag{A-50}
\end{equation*}
$$

Correspondingly, the moment of inertia becomes four times smaller.
Example two Next, we take the rectangular parallelepiped with sides, $a, b, c$, which rotates about the $z$-axis, Fig. A.2e. From eq. A- 48 we have

$$
\begin{gather*}
I_{z z}=\rho \int_{-c / 2}^{c / 2} d z \int_{-a / 2}^{a / 2} d x \int_{-b / 2}^{b / 2}\left(x^{2}+y^{2}\right) d y  \tag{A-51}\\
=\rho c \int_{-a / 2}^{a / 2} d x\left(x^{2} b+\frac{b^{3}}{12}\right)=\rho c b \frac{a^{3}}{12}+\rho c a \frac{b^{3}}{12}=\frac{M}{12}\left(a^{2}+b^{2}\right)
\end{gather*}
$$

In particular, when $a=b$

$$
\begin{equation*}
I_{z z}=\frac{M a^{2}}{6} \tag{A-52}
\end{equation*}
$$

Example three Consider a ring with radii $r_{1}$ and $r_{2}$, which rotates around the $z$-axis, Fig. A.2f. Introducing the angle $\phi$

$$
x=r \cos \phi, \quad y=r \sin \phi
$$

we have for the elementary volume in the cylindrical system of coordinates

$$
d V=r d r d z d \phi
$$

Therefore

$$
I_{z z}=\rho \int_{-h / 2}^{h / 2} d z \int_{0}^{2 \pi} d \phi \int_{r_{1}}^{r_{2}} r^{3} d r=2 \pi \rho h \frac{r_{2}^{4}-r_{1}^{4}}{4}=\frac{2 \pi \rho h}{4}\left(r_{2}^{2}-r_{1}^{2}\right)\left(r_{2}^{2}+r_{1}^{2}\right)
$$

Inasmuch as the volume of this body is equal to

$$
V=h \int_{0}^{2 \pi} d \phi \int_{r_{1}}^{r_{2}} r d r=2 \pi h \frac{r_{2}^{2}-r_{1}^{2}}{2}
$$

we obtain

$$
\begin{equation*}
I_{z z}=\frac{M\left(r_{1}^{2}+r_{2}^{2}\right)}{2} \tag{A-53}
\end{equation*}
$$

For instance if $r_{2} \approx r_{1}$ :

$$
\begin{equation*}
I_{z z}=M r^{2} \tag{A-54}
\end{equation*}
$$

where

$$
r=\frac{r_{1}+r_{2}}{2}
$$

Some of these expressions of the moment of inertia will be used in deriving the wave equation for several special cases.

## Equations of motion of a rigid body

Now we return to eq. A-35, which can be written as

$$
\begin{equation*}
\frac{d}{d t}(I \boldsymbol{\omega})=\boldsymbol{\tau}_{e} \tag{A-55}
\end{equation*}
$$

If the axis of rotation does not change its orientation, then the tensor of inertia $I$ remains constant, and, therefore, eq. A- 55 becomes

$$
\begin{equation*}
I \boldsymbol{\alpha}=\boldsymbol{\tau}_{\mathrm{e}} \tag{A-56}
\end{equation*}
$$

As was pointed out earlier, there is a complete analogy with the equation, describing a translation of the rigid body:

$$
\begin{equation*}
M \frac{d^{2} \mathbf{r}_{0}}{d t^{2}}=\mathbf{F}_{e} \tag{A-57}
\end{equation*}
$$

where $\mathbf{r}_{0}$ is the radius-vector of the center of mass with respect to the origin of the fixed system of coordinates. For instance, knowing the total mass and the resultant force, we can determine a position of the center mass as a function of time, provided that the initial location and velocity at this point are given. In the same manner we can solve eq. A-55, when the direction of the rotation axis is fixed. In such a case, the tensor of inertia is defined by integration, and it allows us to determine components of the angular acceleration, as well as other kinematic parameters of motion. On the other hand, if the axis of rotation changes its orientation with time, an analogy with eq. A-55 ceases, since the moment of inertia varies with time too. Then, eq. A- 55 can be written as

$$
\begin{equation*}
\frac{d}{d t}(I \boldsymbol{\omega})=\frac{d I}{d t} \boldsymbol{\omega}+I \boldsymbol{\alpha}=\boldsymbol{\tau}_{\mathrm{e}} \tag{A-58}
\end{equation*}
$$

where both coefficients $I$ and $d I / d t$ are unknowns. Thus, we have shown a motion of the rigid body consists of a translation of the center of mass and a rotation around it. Respectively, there are two equations

$$
\begin{equation*}
M \frac{d^{2} \mathbf{r}_{0}}{d t^{2}}=\mathbf{F}_{e}, \quad \frac{d}{d t}(I \omega)=\boldsymbol{\tau}_{e}, \tag{A-59}
\end{equation*}
$$

or, in the Cartesian system of coordinates:

$$
M \frac{d^{2} \mathbf{x}_{0}}{d t^{2}}=\mathbf{F}_{e x}, \quad M \frac{d^{2} \mathbf{y}_{0}}{d t^{2}}=\mathbf{F}_{e y}, \quad M \frac{d^{2} \mathbf{z}_{0}}{d t^{2}}=\mathbf{F}_{e z}
$$

and

$$
\frac{d}{d t}\left(I_{x x} \omega_{x}+I_{x y} \omega_{y}+I_{x z} \omega_{z}\right)=\tau_{e x}
$$

$$
\begin{align*}
& \frac{d}{d t}\left(I_{y x} \omega_{x}+I_{y y} \omega_{y}+I_{y z} \omega_{z}\right)=\tau_{e y}  \tag{A-60}\\
& \frac{d}{d t}\left(I_{z x} \omega_{x}+I_{z y} \omega_{y}+I_{z z} \omega_{z}\right)=\tau_{e z}
\end{align*}
$$

As the special case, assume that both the resultant force and torque are equal to zero. Then we have

$$
\begin{equation*}
M \frac{d^{2} \mathbf{r}_{0}}{d t^{2}}=0, \quad I \boldsymbol{\omega}=\mathrm{const} \tag{A-61}
\end{equation*}
$$

They are conditions of equilibrium of the rigid body, when it is either at rest or moves with a constant velocity.
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## Appendix B

## Matrix Algebra and Tensors

## B. 1 Matrix Algebra

Before we introduce the concept of matrices, it may be useful to discuss transformation of vectors in the simplest case when they are situated on a plane. Further, it is assumed that operations with determinants and methods of solving systems of linear equations are known.

## Transformation of two-dimensional vectors

Suppose that $\boldsymbol{\alpha}$ is an operator which transforms a two-dimensional vector $\mathbf{u}$ into another vector $\mathbf{v}$. This transformation can be written as

$$
\begin{equation*}
\alpha \mathbf{u}=\mathbf{v} \tag{B-1}
\end{equation*}
$$

It is called unique if such operation produces only one vector $\mathbf{v}$. The operator $\boldsymbol{\alpha}$ is called regular when it transforms different vectors $\mathbf{u}$ into different $\mathbf{v}$, that is if

$$
\mathbf{u}_{1} \neq \mathbf{u}_{2},
$$

then

$$
\alpha \mathbf{u}_{1} \neq \alpha \mathbf{u}_{2}
$$

If the equalities

$$
\begin{equation*}
\boldsymbol{\alpha}(c \mathbf{u})=c(\boldsymbol{\alpha} \mathbf{u}) \quad \text { and } \quad \boldsymbol{\alpha}(\mathbf{u}+\mathbf{v})=\boldsymbol{\alpha} \mathbf{u}+\boldsymbol{\alpha} \mathbf{v} \tag{B-2}
\end{equation*}
$$

take place, the transformation $\boldsymbol{\alpha}$ is called linear. Here $c$ is an arbitrary constant. We restrict ourselves to linear transformations only. In general, the operator $\alpha$ acting on
vector $\mathbf{u}$ produces a change of both its magnitude and direction. Consider one special case when the resulting vector $\mathbf{v}$ has the same direction as that of $\mathbf{u}$. In other words, the transformation $\boldsymbol{\alpha}$ changes only the magnitude of the vector $\boldsymbol{u}$. This property can be written in the form

$$
\begin{equation*}
\alpha \mathbf{u}=\lambda \mathbf{u} \tag{B-3}
\end{equation*}
$$

Here $\lambda$ is a number which characterizes the change in the vector length. Usually, $\lambda$ is called a eigenvalue of the transformation $\boldsymbol{\alpha}$.

## Summation of two operators

Suppose that two operators $\boldsymbol{\alpha}$ and $\boldsymbol{\beta}$ are applied to the same vector $\mathbf{u}$. By definition, each of them produces new vector

$$
\begin{equation*}
\alpha \mathbf{u}=\mathbf{v}_{1} \quad \text { and } \quad \boldsymbol{\beta} \mathbf{u}=\mathbf{v}_{2} \tag{B-4}
\end{equation*}
$$

Then, the sum

$$
\alpha \mathbf{u}+\boldsymbol{\beta} \mathbf{u}=\mathbf{v}_{1}+\mathbf{v}_{2}=\mathbf{v}_{3}
$$

is denoted as

$$
\begin{equation*}
(\boldsymbol{\alpha}+\boldsymbol{\beta}) \mathbf{u} \tag{B-5}
\end{equation*}
$$

The operator $\boldsymbol{\alpha}+\boldsymbol{\beta}$, that transforms the vector $\mathbf{u}$ into $\mathbf{v}_{3}$, is called the sum of operators $\alpha$ and $\boldsymbol{\beta}$.

## Product of two operators

Consider vector $\mathbf{u}$ and assume that it is subjected to two transformations, $\boldsymbol{\alpha}$ and $\boldsymbol{\beta}$, which follow one another. The one operator gives the vector $\mathbf{v}_{1}$ :

$$
\begin{equation*}
\boldsymbol{\beta} \mathbf{u}=\mathbf{v}_{1} \tag{B-6}
\end{equation*}
$$

Then, the second transformation, applied to $\mathbf{v}_{1}$, produces the vector $\mathbf{v}_{2}$ :

$$
\begin{equation*}
\boldsymbol{\alpha} \mathbf{v}_{1}=\boldsymbol{\alpha}(\boldsymbol{\beta} \mathbf{u})=\mathbf{v}_{2} \tag{B-7}
\end{equation*}
$$

If it is possible to obtain the vector $\mathbf{v}_{2}$ directly from $\mathbf{u}$ using a single operator $\gamma$, the latter is called the product of operators $\boldsymbol{\alpha}$ and $\boldsymbol{\beta}$ :

$$
\begin{equation*}
\gamma \mathbf{u}=\boldsymbol{\alpha}(\boldsymbol{\beta} \mathbf{u}) \tag{B-8}
\end{equation*}
$$

Respectively, we have

$$
\begin{equation*}
\gamma=\boldsymbol{\alpha} \boldsymbol{\beta} \quad \text { and } \quad \gamma \mathbf{u}=\mathbf{v}_{2} \tag{B-9}
\end{equation*}
$$

It is essential to notice that usually the operators $\boldsymbol{\alpha} \boldsymbol{\beta}$ and $\boldsymbol{\beta} \boldsymbol{\alpha}$ are different, because the order in which the transformations are performed is important. The difference

$$
\alpha \beta-\beta \alpha
$$

is often called the commutator of operators $\boldsymbol{\alpha}$ and $\boldsymbol{\beta}$. If the commutator of two operators is equal to zero, such transformations are commutative, that is,

$$
\begin{equation*}
\alpha \beta=\beta \alpha \tag{B-10}
\end{equation*}
$$

## Representation of transformations in terms of matrices

The operator $\boldsymbol{\alpha}$ in eq. B-1 plays a rather symbolic role because it does not show explicitly the operations with $\mathbf{u}$ that produce the vector $\mathbf{v}$. In order to overcome this problem, we introduce the rectangular coordinate system with the unit vectors $\mathbf{i}_{1}, \mathbf{i}_{2}$ and consider the components of both vectors $\mathbf{u}$ and $\mathbf{v}$ :

$$
\begin{equation*}
\mathbf{u}=u_{1} \mathbf{i}_{1}+u_{2} \mathbf{i}_{2}, \quad \mathbf{v}=v_{1} \mathbf{i}_{1}+v_{2} \mathbf{i}_{2} \tag{B-11}
\end{equation*}
$$

Let us express the components of the vector $\mathbf{v}$ as a linear combinations of components of the vector $u$. Then we arrive at two equalities

$$
\begin{align*}
& v_{1}=\alpha_{11} u_{1}+\alpha_{12} u_{2} \\
& v_{2}=\alpha_{21} u_{1}+\alpha_{22} u_{2} \tag{B-12}
\end{align*}
$$

Here $\alpha_{i k}$ are some numbers. Thus, the operator of transformation $\boldsymbol{\alpha}$, eq. B-1, is characterized by a table of coefficients

$$
\boldsymbol{\alpha}=\left[\begin{array}{ll}
\alpha_{11} & \alpha_{12}  \tag{B-13}\\
\alpha_{21} & \alpha_{22}
\end{array}\right]
$$

which is called the matrix of transformation $\boldsymbol{\alpha}$. It is clear that knowing the matrix and using eqs. B-12 allows us to determine the vector $\mathbf{v}$. For illustration, consider three matrices.

Case one Suppose that the matrix $\boldsymbol{\alpha}$ is

$$
\boldsymbol{\alpha}=\left[\begin{array}{cc}
\alpha_{11} & 0 \\
0 & \alpha_{22}
\end{array}\right]
$$



Figure B.1: Transformations of vectors.
Then, eqs. B-12 are greatly simplified and become

$$
v_{1}=\alpha_{11} u_{1} \quad \text { and } \quad v_{2}=\alpha_{22} u_{2}
$$

In particular, when

$$
\begin{equation*}
\alpha_{11}=\alpha_{22}=a, \tag{B-14}
\end{equation*}
$$

the matrix has the form

$$
\boldsymbol{\alpha}=\left[\begin{array}{ll}
a & 0 \\
0 & a
\end{array}\right]
$$

and both vectors $\mathbf{u}$ and $\mathbf{v}$ have the same direction, Fig. B.1a.
Case two Consider the matrix

$$
\boldsymbol{\alpha}=\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right]
$$

As follows from eqs. B-12, the relationships between components of both vectors are

$$
\begin{equation*}
v_{1}=u_{1} \quad \text { and } \quad v_{2}=-u_{2} \tag{B-15}
\end{equation*}
$$

Therefore, the matrix $\boldsymbol{\alpha}$ produces the vector $\mathbf{v}$ which is a mirror reflection of $\mathbf{u}$ with respect to the horizontal coordinate axis, Fig. B.1b.

Case three Now we assume that due to the transformation the unit vector $\mathbf{u}$ was rotated counter-clockwise by the angle $\phi$, so the vector $\mathbf{v}$ is also the unit vector, Fig. B.1c. From the definition of the directional cosines we have

$$
\begin{equation*}
\mathbf{u}=\cos \alpha \mathbf{i}_{1}+\cos \beta \mathbf{i}_{2} \tag{B-16}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{v}=\cos (\alpha+\phi) \mathbf{i}_{1}+\cos (\beta+\phi) \mathbf{i}_{2} \tag{B-17}
\end{equation*}
$$

Therefore,

$$
\begin{array}{ll}
u_{1}=\cos \alpha, & u_{2}=\cos \beta  \tag{B-18}\\
v_{1}=\cos (\alpha+\phi), & v_{2}=\cos (\beta+\phi),
\end{array}
$$

whence

$$
v_{1}=\cos \phi \cos \alpha-\sin \phi \sin \alpha
$$

and

$$
v_{2}=\cos \phi \cos \beta-\sin \phi \sin \beta
$$

Since

$$
\beta=\frac{\pi}{2}-\alpha
$$

and taking into account eqs. B-18, we obtain

$$
v_{1}=\cos \phi u_{1}-\sin \phi u_{2}
$$

and

$$
v_{2}=\sin \phi u_{1}+\cos \phi u_{2}
$$

Comparison with eqs. B-12 shows that the transformation matrix is

$$
\boldsymbol{\alpha}=\left[\begin{array}{rr}
\cos \phi & -\sin \phi \\
\sin \phi & \cos \phi
\end{array}\right]
$$

Now we discuss some operations with matrices.

## Summation of two matrices

Consider two transformations $\boldsymbol{\alpha}$ and $\boldsymbol{\beta}$, which are applied to the same vector $\mathbf{u}$. As a result, they give the vectors $\mathbf{v}$ and $\mathbf{w}$, respectively. The relationships between the vectors are

$$
\begin{equation*}
v_{1}=\alpha_{11} u_{1}+\alpha_{12} u_{2} \tag{B-19}
\end{equation*}
$$

$$
v_{2}=\alpha_{21} u_{1}+\alpha_{22} u_{2}
$$

and

$$
\begin{align*}
& w_{1}=\beta_{11} u_{1}+\beta_{12} u_{2},  \tag{B-20}\\
& w_{2}=\beta_{21} u_{1}+\beta_{22} u_{2}
\end{align*}
$$

Summation of the corresponding components yields

$$
\begin{align*}
& v_{1}+w_{1}=\left(\alpha_{11}+\beta_{11}\right) u_{1}+\left(\alpha_{12}+\beta_{12}\right) u_{2}  \tag{B-21}\\
& v_{2}+w_{2}=\left(\alpha_{21}+\beta_{21}\right) u_{1}+\left(\alpha_{22}+\beta_{22}\right) u_{2}
\end{align*}
$$

Therefore, in order to obtain the sum

$$
\mathbf{v}+\mathbf{w},
$$

we can apply a single transformation, represented by the matrix $\gamma$, with elements that are the sums of the corresponding elements in the matrices $\boldsymbol{\alpha}$ and $\boldsymbol{\beta}$.

The matrix $\boldsymbol{\gamma}$ is called the sum of matrices $\boldsymbol{\alpha}$ and $\boldsymbol{\beta}$ :

$$
\begin{equation*}
\boldsymbol{\gamma}=\boldsymbol{\alpha}+\boldsymbol{\beta} \quad \text { and } \quad \mathbf{v}+\mathbf{w}=\boldsymbol{\gamma} \mathbf{u} \tag{B-22}
\end{equation*}
$$

For example,

$$
\left[\begin{array}{ll}
1 & 2 \\
4 & 5
\end{array}\right]+\left[\begin{array}{ll}
1 & -2 \\
3 & -6
\end{array}\right]=\left[\begin{array}{rr}
2 & 0 \\
7 & -1
\end{array}\right]
$$

Note that the rule of summation of matrices is the same as that for vectors, and this relation remains valid for several other operations.

## Summation of matrices and multiplications by a number

Until now, we have considered a summation of two matrices. It is obvious that the same approach is applicable in the general case, when the number of matrices is arbitrary. Then, any $j k$ th element of the matrix

$$
\begin{equation*}
\gamma=\boldsymbol{\alpha}_{1}+\boldsymbol{\alpha}_{2}+\boldsymbol{\alpha}_{3}+\ldots+\boldsymbol{\alpha}_{n} \tag{B-23}
\end{equation*}
$$

is also a sum of the $j k$ th elements of the matrices $\boldsymbol{\alpha}_{i}$. In particular, if all the matrices are equal, $\boldsymbol{\alpha}_{i}=\boldsymbol{\alpha}$, we have

$$
\begin{equation*}
\gamma=n \boldsymbol{\alpha} \tag{B-24}
\end{equation*}
$$

For instance,

$$
7\left[\begin{array}{rr}
1 & -1 \\
2 & 0
\end{array}\right]=\left[\begin{array}{rr}
7 & -7 \\
14 & 0
\end{array}\right]
$$

## Multiplication of two matrices

Suppose we perform two transformations characterized by the matrices

$$
\boldsymbol{\alpha}=\left[\begin{array}{ll}
\alpha_{11} & \alpha_{12} \\
\alpha_{21} & \alpha_{22}
\end{array}\right] \quad \text { and } \quad \boldsymbol{\beta}=\left[\begin{array}{ll}
\beta_{11} & \beta_{12} \\
\beta_{21} & \beta_{22}
\end{array}\right]
$$

Applying the transformation $\boldsymbol{\beta}$ to the vector $\mathbf{u}$, we obtain the vector $\mathbf{v}$ :

$$
\begin{equation*}
\mathbf{v}=\boldsymbol{\beta} \mathbf{u} \tag{B-25}
\end{equation*}
$$

Then, making use of the second transformation, we arrive at the vector $\mathbf{w}$ :

$$
\begin{equation*}
\mathbf{w}=\boldsymbol{\alpha} \mathbf{v}=\boldsymbol{\alpha}(\boldsymbol{\beta} \mathbf{u}) \tag{B-26}
\end{equation*}
$$

Now, let us determine the matrix $\gamma$, which transforms the vector $\mathbf{u}$ into $\mathbf{w}$ directly.
By definition,

$$
\begin{gather*}
v_{1}=\beta_{11} u_{1}+\beta_{12} u_{2},  \tag{B-27}\\
v_{2}=\beta_{21} u_{1}+\beta_{22} u_{2}
\end{gather*}
$$

and

$$
\begin{gather*}
w_{1}=\alpha_{11} v_{1}+\alpha_{12} v_{2},  \tag{B-28}\\
w_{2}=\alpha_{21} v_{1}+\alpha_{22} v_{2}
\end{gather*}
$$

Substitution of eqs. B-27 into eqs. B-28 yields

$$
\begin{align*}
& w_{1}=\left(\alpha_{11} \beta_{11}+\alpha_{12} \beta_{21}\right) u_{1}+\left(\alpha_{11} \beta_{12}+\alpha_{12} \beta_{22}\right) u_{2}  \tag{B-29}\\
& w_{2}=\left(\alpha_{21} \beta_{11}+\alpha_{22} \beta_{21}\right) u_{1}+\left(\alpha_{21} \beta_{12}+\alpha_{22} \beta_{22}\right) u_{2}
\end{align*}
$$

Thus, the matrix of the transformation

$$
\begin{equation*}
\mathbf{w}=\gamma \mathbf{u} \tag{B-30}
\end{equation*}
$$

is defined as

$$
\left[\begin{array}{ll}
\gamma_{11} & \gamma_{12}  \tag{B-31}\\
\gamma_{21} & \gamma_{22}
\end{array}\right]=\left[\begin{array}{ll}
\alpha_{11} \beta_{11}+\alpha_{12} \beta_{21} & \alpha_{11} \beta_{12}+\alpha_{12} \beta_{22} \\
\alpha_{21} \beta_{11}+\alpha_{22} \beta_{21} & \alpha_{21} \beta_{12}+\alpha_{22} \beta_{22}
\end{array}\right]
$$

The matrix $\gamma$ is called the product of two matrices $\boldsymbol{\alpha}$ and $\boldsymbol{\beta}$.
It is easy to recognize here the rule of formation of elements of the product of two determinants. To illustrate this operation, consider the following example:

$$
\alpha=\left[\begin{array}{rr}
1 & 0 \\
0 & -1
\end{array}\right] \quad \text { and } \quad \boldsymbol{\beta}=\left[\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right]
$$

The product $\boldsymbol{\gamma}=\boldsymbol{\alpha} \boldsymbol{\beta}$ is

$$
\gamma=\left[\begin{array}{cc}
1 \cdot 0+0 \cdot(-1) & 1 \cdot 1+0 \cdot 0 \\
0 \cdot 0+(-1) \cdot(-1) & 0 \cdot 1+(-1) \cdot 0
\end{array}\right]=\left[\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right]
$$

but

$$
\boldsymbol{\beta} \boldsymbol{\alpha}=\left[\begin{array}{cc}
0 \cdot 1+1 \cdot 0 & 0 \cdot 0+1 \cdot(-1) \\
(-1) \cdot 1+0 \cdot 0 & (-1) \cdot 0+0 \cdot(-1)
\end{array}\right]=\left[\begin{array}{rr}
0 & -1 \\
-1 & 0
\end{array}\right]
$$

that is, the operators $\boldsymbol{\alpha} \boldsymbol{\beta}$ and $\boldsymbol{\beta} \boldsymbol{\alpha}$ are not equal to each other.
From eq. B-31 it is a simple matter to derive a rule for obtaining the product $\boldsymbol{\alpha} \boldsymbol{\beta}$. Every element of the row of the matrix $\boldsymbol{\alpha}$ is multiplied by the element of the column of the matrix $\boldsymbol{\beta}$, and those products are summed together. For instance, the element $\gamma_{12}$ of the product is located on the intersection of the first row and the second column. It is the sum of products of the first element of the first row of the matrix $\boldsymbol{\alpha}$ times the first element of the second column of $\boldsymbol{\beta}$, and the second element of the same row of $\boldsymbol{\alpha}$ times the second element of the second column of $\boldsymbol{\beta}$, eq. B-31. We have considered the summation or subtraction and the multiplication of matrices, describing linear transformations of a planc.

## Equality of two matrices

Two matrices $\boldsymbol{\alpha}$ and $\boldsymbol{\beta}$ are equal to each other if the transformation, defined by them and applied to an arbitrary vector $\mathbf{u}$, gives the same result. By definition, we have

$$
\alpha_{11} u_{1}+\alpha_{12} u_{2}=\beta_{11} u_{1}+\beta_{12} u_{2}
$$

and

$$
\alpha_{21} u_{1}+\alpha_{22} u_{2}=\beta_{21} u_{1}+\beta_{22} u_{2}
$$

Since the vector $\mathbf{u}$ is arbitrary, it is natural to conclude that two matrices coincide if their corresponding elements are equal.

## Matrix representation for a vector

It is convenient to write the vector $\mathbf{u}$ in the form of matrix

$$
\left[\begin{array}{l}
u_{1}  \tag{B-32}\\
u_{2}
\end{array}\right]
$$

Certainly, the latter can be now treated as an operator. For instance, the summation of two vectors can be represented as

$$
\left[\begin{array}{l}
u_{1}  \tag{B-33}\\
u_{2}
\end{array}\right]+\left[\begin{array}{l}
v_{1} \\
v_{2}
\end{array}\right]=\left[\begin{array}{l}
u_{1}+v_{1} \\
u_{2}+v_{2}
\end{array}\right],
$$

that is, the components of the total vector are sums of the corresponding components of $\mathbf{u}$ and $\mathbf{v}$.

Also a transformation of the vector $\mathbf{u}$ by the matrix $\boldsymbol{\alpha}$ can be written as the product of two matrices

$$
\left[\begin{array}{ll}
\alpha_{11} & \alpha_{12}  \tag{B-34}\\
\alpha_{21} & \alpha_{22}
\end{array}\right]\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right]=\left[\begin{array}{l}
v_{1} \\
v_{2}
\end{array}\right]
$$

Applying the rule of multiplication of matrices, we obtain again

$$
v_{1}=\alpha_{11} u_{1}+\alpha_{12} u_{2}
$$

$$
v_{2}=\alpha_{21} u_{1}+\alpha_{22} u_{2}
$$

## Matrices in $n$-dimensional space

Our study of operations with matrices in the two-dimensional case is easily generalized to $n$-dimensional space. Suppose there is a vector $\mathbf{u}$ with components

$$
u_{1}, u_{2}, \ldots, u_{n}
$$

Then, a group of linear relationships

$$
\begin{equation*}
v_{i}=\sum_{k} \alpha_{i k} u_{k} \tag{B-35}
\end{equation*}
$$

where $i=1,2, \ldots, n$, describes the transformation from vector $\mathbf{u}$ to the new vector $\mathbf{v}$. The matrix of transformation has the form

$$
\left[\begin{array}{ccc}
\alpha_{11} & \cdots & \alpha_{1 n}  \tag{B-36}\\
\vdots & & \vdots \\
\alpha_{n 1} & \cdots & \alpha_{n n}
\end{array}\right]
$$

For instance, the vector $\mathbf{u}$ can be also written as the matrix which consists of one column

$$
\left[\begin{array}{c}
u_{1} \\
u_{2} \\
\vdots \\
u_{n-1} \\
u_{n}
\end{array}\right]
$$

We denote the matrix with elements $\alpha_{i k}$ as

$$
\left[\alpha_{i k}\right]
$$

and also use a simplified notation $\boldsymbol{\alpha}$.

## Equality of two matrices

As before, from the equality

$$
\begin{equation*}
v_{i}=w_{i} \quad \text { or } \quad \sum_{k} \alpha_{i k} u_{k}=\sum_{k} \beta_{i k} u_{k} \tag{B-37}
\end{equation*}
$$

it follows that

$$
\alpha_{i k}=\beta_{i k}
$$

In other words, two matrices are equal,

$$
\begin{equation*}
\left[\alpha_{i k}\right]=\left[\beta_{i k}\right], \tag{B-38}
\end{equation*}
$$

if they define the transformations that produce the same vector.

## Summation of two matrices

Now we assume that the $n$-component vector $\mathbf{u}$ is independently subjected to two transformations. Correspondingly, the components of new vectors $\mathbf{v}$ and $\mathbf{w}$ are

$$
\begin{equation*}
v_{i}=\sum_{k} \alpha_{i k} u_{k} \quad \text { or } \quad \mathbf{v}=\boldsymbol{\alpha} \mathbf{u} \tag{B-39}
\end{equation*}
$$

and

$$
\begin{equation*}
w_{i}=\sum_{k} \beta_{i k} u_{k} \quad \text { or } \quad \mathbf{w}=\boldsymbol{\beta} \mathbf{u} \tag{B-40}
\end{equation*}
$$

Their summation gives

$$
v_{i}+w_{i}=\sum_{k}\left(\alpha_{i k}+\beta_{i k}\right) u_{k}=\sum_{k} \gamma_{i k} u_{k},
$$

where

$$
\begin{equation*}
\gamma_{i k}=\alpha_{i k}+\beta_{i k} \tag{B-41}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathbf{v}+\mathbf{w}=\gamma \mathbf{u} \tag{B-42}
\end{equation*}
$$

Thus, the sum of vectors $\mathbf{v}$ and $\mathbf{w}$ can be obtained by one transformation, which is characterized by the matrix $\left[\gamma_{i k}\right]$, and its elements are the sums of proper elements of the matrices $\boldsymbol{\alpha}$ and $\boldsymbol{\beta}$, eq. B-41. This procedure is defined only for matrices that have the same number of rows and columns. For example,

$$
\left[\begin{array}{lll}
1 & 2 & 3 \\
4 & 5 & 6
\end{array}\right]+\left[\begin{array}{rrr}
1 & -2 & 0 \\
3 & -6 & -10
\end{array}\right]=\left[\begin{array}{rrr}
2 & 0 & 3 \\
7 & -1 & -4
\end{array}\right]
$$

Summation of an arbitrary number of matrices is performed in the same manner. In particular, if there are $\ell$ equal matrices $\boldsymbol{\alpha}$, then, the result of their summation is the matrix $\gamma$ such that

$$
\begin{equation*}
\gamma_{i k}=\ell \alpha_{i k} \quad \text { or } \quad \gamma=\ell \boldsymbol{\alpha} \tag{B-43}
\end{equation*}
$$

## Multiplication of two matrices

Consider two sequential transformations of the vector $\mathbf{u}$. By definition, we have

$$
\begin{equation*}
v_{l}=\sum_{k} \beta_{l k} u_{k} \quad \text { and } \quad w_{j}=\sum_{l} \alpha_{j l} v_{l} \tag{B-44}
\end{equation*}
$$

Now with the help of the transformation, defined by the matrix $\boldsymbol{\gamma}$, we obtain the vector $\mathbf{w}$ directly from $\mathbf{u}$.

Combining equations of the set B-44 yields

$$
\begin{equation*}
w_{j}=\sum_{k}\left(\sum_{l} \alpha_{j l} \beta_{l k}\right) u_{k} \tag{B-45}
\end{equation*}
$$

Comparison with the relationship

$$
\begin{equation*}
w_{j}=\sum_{k} \gamma_{j k} u_{k} \tag{B-46}
\end{equation*}
$$

allows us to establish the rule of multiplication of two matrices:

$$
\begin{equation*}
\gamma_{j k}=\sum_{l} \alpha_{j l} \beta_{l k} \tag{B-47}
\end{equation*}
$$

or, in the shortened form,

$$
\begin{equation*}
\boldsymbol{\gamma}=\boldsymbol{\alpha} \boldsymbol{\beta} \tag{B-48}
\end{equation*}
$$

Therefore, the elements of the matrix $\gamma$ located at the intersection of the row $j$ and the column $k$ is obtained in the following way. We multiply the first term of the row $j$ of the matrix $\boldsymbol{\alpha}$ by the first term of the column $k$ of matrix $\boldsymbol{\beta}$, add the similar products of the second terms, then, the third ones and so on, as schematically shown in Fig. B.2. We see that the rule of multiplication of matrices describing linear transformations has a general character.

It may be proper to notice that applying the rule of multiplication of matrices, the transformation

$$
\mathbf{v}=\alpha \mathbf{u}
$$

can be written as

$$
\left[\begin{array}{c}
v_{1}  \tag{B-49}\\
v_{2} \\
\vdots \\
v_{n}
\end{array}\right]=\left[\begin{array}{cccc}
\alpha_{11} & \alpha_{12} & \cdots & \alpha_{1 n} \\
\vdots & & & \vdots \\
\vdots & & & \vdots \\
\alpha_{n 1} & \alpha_{n 2} & \cdots & \alpha_{n n}
\end{array}\right]\left[\begin{array}{c}
u_{1} \\
u_{2} \\
\vdots \\
u_{n}
\end{array}\right]
$$



Figure B.2: Multiplication of matrices.

As follows from eq. B-48 the determinant of the matrix product is equal to the product of determinants, that is, if

$$
\alpha \beta=\gamma
$$

then,

$$
\begin{equation*}
|\alpha||\boldsymbol{\beta}|=|\gamma| \tag{B-50}
\end{equation*}
$$

Of course, the latter has meaning only in the case of square matrices.
It is obvious that one can form a product of two matrices if they are square or have just one row and one column. Also, this operation is possible for rectangular matrices, provided that the number of columns of the first matrix is equal to the number of rows of the second one.

Consider several types of matrices.

## Symmetric and antisymmetric matrices

Suppose that the matrix $\boldsymbol{\alpha}$ is square:

$$
\boldsymbol{\alpha}=\left[\begin{array}{cccccc}
\alpha_{11} & \alpha_{12} & \ldots & \alpha_{1 k} & \cdots & \alpha_{1 n} \\
\vdots & \vdots & & \vdots & & \vdots \\
\alpha_{i 1} & \alpha_{i 2} & \cdots & \alpha_{i k} & \cdots & \alpha_{i n} \\
\vdots & \vdots & & \vdots & & \vdots \\
\alpha_{n 1} & \alpha_{n 2} & \cdots & \alpha_{n k} & \cdots & \alpha_{n n}
\end{array}\right]
$$

Its element $\alpha_{i k}$ is situated on the intersection of the row $i$ and the column $k$. The elements $\alpha_{11}, \alpha_{22}, \ldots, \alpha_{n n}$, located along the downgoing diagonal from the left to right, form the
main diagonal of the matrix $\boldsymbol{\alpha}$. If the elements, situated symmetrically with respect to the main diagonal, are equal to each other,

$$
\begin{equation*}
\alpha_{i k}=\alpha_{k i} \tag{B-51}
\end{equation*}
$$

the matrix is called symmetric. When such elements have the same magnitudes but the opposite signs,

$$
\begin{equation*}
\alpha_{i k}=-\alpha_{k i} \tag{B-52}
\end{equation*}
$$

the matrix is antisymmetric. All its diagonal elements then are equal to zero.

## Diagonal matrices

A matrix with all off-diagonal elements equal to zero

$$
\begin{equation*}
\alpha_{i k}=0 \quad \text { if } \quad i \neq k \tag{B-53}
\end{equation*}
$$

is called diagonal. It is easy to see that the product of two diagonal matrices is also a diagonal matrix.

## Identity and zero matrices

The identity matrix [1] is a special case of diagonal matrices whose diagonal elements are all equal to one. It plays the same role in matrix algebra as the number 1 in algebra of numbers. The identity matrix transforms any vector into itself

$$
\begin{equation*}
[1] \mathbf{u}=\mathbf{u} \tag{B-54}
\end{equation*}
$$

The zero matrix [0] is such that all its elements are zeros. It is equivalent to the number 0 in algebra.

## Order and rank of matrix

Suppose a square matrix has $n$ rows and columns. Then, $n$ is called the order of this matrix. A minor is a determinant obtained by removing from the matrix the same number of rows and columns. Consider the case, when all minors of the order higher than $r$, which can be formed from the matrix, are equal to zero. At the same time, there is at least one minor of the order $r$ which differs from zero. Then the number $r$ is called
the rank of this matrix. In other words, the rank of the matrix is equal to the highest order of its minors (determinants) which are not equal to zero.

Let us notice that the matrix is called singular when its determinant is zero. For instance, the matrix

$$
\left[\begin{array}{rrrr}
3 & 2 & 1 & -1 \\
9 & 6 & 3 & -3 \\
-6 & -4 & -2 & 2 \\
0 & 0 & 0 & 0
\end{array}\right]
$$

is singular. Its order is 4 but the rank is equal to 1 .

## Transposed matrix

Let us replace the rows of the matrix $\boldsymbol{\alpha}$ with its columns. Then, the new matrix $\tilde{\boldsymbol{\alpha}}$, where

$$
\begin{equation*}
\tilde{\alpha}_{i k}=\alpha_{k i} \tag{B-55}
\end{equation*}
$$

is called the transposed of $\boldsymbol{\alpha}$. For example, the matrix

$$
\tilde{\boldsymbol{\alpha}}=\left[\begin{array}{lll}
2 & 3 & 7 \\
4 & 2 & 4 \\
5 & 8 & 1
\end{array}\right]
$$

is the transpos of the matrix

$$
\boldsymbol{\alpha}=\left[\begin{array}{lll}
2 & 4 & 5 \\
3 & 2 & 8 \\
7 & 4 & 1
\end{array}\right]
$$

It is easy to see that the matrix, transposed to the product $\boldsymbol{\alpha} \boldsymbol{\beta}$, is equal to the product of the transposed matrices $\tilde{\boldsymbol{\alpha}}$ and $\tilde{\boldsymbol{\beta}}$ taken in the opposite order

$$
\begin{equation*}
(\widehat{\alpha \boldsymbol{\beta}})=\tilde{\beta} \tilde{\alpha} \tag{B-56}
\end{equation*}
$$

In fact, the matrix $(\widetilde{\boldsymbol{\alpha} \boldsymbol{\beta}})$ is obtained first by multiplication of row elements of $\boldsymbol{\alpha}$ by column elements of $\boldsymbol{\beta}$ and then by replacement of its rows by columns. The same result follows if we multiply the column elements of $\boldsymbol{\beta}$, that is, the rows of $\tilde{\boldsymbol{\beta}}$ by the row elements of $\boldsymbol{\alpha}$, that is, the columns of $\tilde{\boldsymbol{\alpha}}$. The same rule is also applied to a product of any number of matrices

$$
\begin{equation*}
(\alpha \widehat{\alpha \beta} \omega)=\tilde{\omega} \ldots \tilde{\beta} \tilde{\alpha} \tag{B-57}
\end{equation*}
$$

## Dot product of two vectors

Consider two vectors

$$
\mathbf{u}=u_{1} \mathbf{i}_{1}+u_{2} \mathbf{i}_{2}+\ldots+u_{n} \mathbf{i}_{n}
$$

and

$$
\mathbf{v}=v_{1} \mathbf{i}_{1}+v_{2} \mathbf{i}_{2}+\ldots+v_{n} \mathbf{i}_{n}
$$

Then, by definition of the dot product, we have

$$
\begin{equation*}
\mathbf{u} \cdot \mathbf{v}=u_{1} v_{1}+u_{2} v_{2}+\ldots+u_{n} v_{n} \tag{B-58}
\end{equation*}
$$

If these vectors are given in the form of matrices

$$
\left[\begin{array}{c}
u_{1} \\
u_{2} \\
\vdots \\
u_{n}
\end{array}\right] \quad \text { and } \quad\left[\begin{array}{c}
v_{1} \\
v_{2} \\
\vdots \\
v_{n}
\end{array}\right]
$$

the dot product can be written as

$$
\mathbf{u} \cdot \mathbf{v}=\left[\begin{array}{llll}
u_{1} & u_{2} & \ldots & u_{n}
\end{array}\right]\left[\begin{array}{c}
v_{1} \\
v_{2} \\
\vdots \\
v_{n}
\end{array}\right]
$$

or

$$
\begin{equation*}
\mathbf{u} \cdot \mathbf{v}=\tilde{\mathbf{u}} \mathbf{v} \tag{B-59}
\end{equation*}
$$

In particular, the square of the magnitude of the vector $\mathbf{u}$ is equal to

$$
\begin{equation*}
u_{1}^{2}+u_{2}^{2}+\ldots+u_{n}^{2}=\tilde{\mathbf{u}} \mathbf{u} \tag{B-60}
\end{equation*}
$$

## Inverse matrix

Suppose that the matrix $\boldsymbol{\alpha}$ transforms the vector u into vector $\mathbf{v}$

$$
\mathbf{v}=\alpha \mathbf{u}
$$

This means that there are $n$ linear relationships

$$
\begin{equation*}
v_{i}=\sum_{k} \alpha_{i k} u_{k} \tag{B-61}
\end{equation*}
$$

Here $i=1,2, \ldots, n$.
Let us find the matrix $\boldsymbol{\beta}$ that determines the inverse transformation from the vector $\mathbf{v}$ to the original one

$$
\begin{equation*}
\mathbf{u}=\boldsymbol{\beta} \mathbf{v} \tag{B-62}
\end{equation*}
$$

In other words, we want to find the table of coefficients $\beta_{j l}$ for the linear relationships

$$
\begin{equation*}
u_{j}=\sum_{k} \beta_{j l} v_{l} \tag{B-63}
\end{equation*}
$$

and $j=1,2, \ldots, n$. The matrix $\boldsymbol{\beta}$ is called the inverse of $\boldsymbol{\alpha}$ and is denoted as $\boldsymbol{\alpha}^{-1}$. The coefficients $\beta_{j l}$ can be obtained from the system B-61, solving it with respect to $u_{1}, u_{2}$, $\ldots, u_{n}$. For instance, they can be found using the formula

$$
\begin{equation*}
\beta_{j l}=\frac{A_{l j}}{\Delta} \tag{B-64}
\end{equation*}
$$

known as the Cramer rule. Here $\Delta$ is the determinant of the matrix $\alpha$ and $A_{l j}$ is the algebraic addition of the element $\alpha_{l j}$. In other words, $A_{l j}$ is the determinant obtained by removing the row $l$ and the column $j$ from the matrix $\boldsymbol{\alpha}$. Besides, this determinant is multiplied by the term $(-1)^{l+j}$. Calculation of the matrix $\boldsymbol{\alpha}^{-1}$ usually may consist of the following steps.

1. Matrix $\tilde{\boldsymbol{\alpha}}$, transposed to $\boldsymbol{\alpha}$, is written down.
2. Every element of $\tilde{\boldsymbol{\alpha}}$ is replaced by the determinant, which is obtained by removing the row and column where the given element is situated.
3. The sign of this determinant is changed to the opposite if the sum of indexes $j+l$ is odd.
4. The last matrix is divided by $\Delta$.

As an example, consider the matrix

$$
\boldsymbol{\alpha}=\left[\begin{array}{lll}
1 & 2 & 3 \\
4 & 5 & 6 \\
2 & 8 & 9
\end{array}\right]
$$

The transposed matrix is

$$
\tilde{\boldsymbol{\alpha}}=\left[\begin{array}{lll}
1 & 4 & 2 \\
2 & 5 & 8 \\
3 & 6 & 9
\end{array}\right]
$$

Next we replace each element with the determinant obtained by removing the corresponding row and column. This gives

$$
\left[\begin{array}{rrr}
-3 & -6 & -3 \\
24 & 3 & -6 \\
22 & 4 & -3
\end{array}\right]
$$

Then we change the signs of the elements with the odd sums of indexes and obtain

$$
\left[\begin{array}{rrr}
-3 & 6 & -3 \\
-24 & 3 & 6 \\
22 & -4 & -3
\end{array}\right]
$$

Finally, the division of the last matrix by $\Delta=15$ produces the inverse matrix

$$
\tilde{\boldsymbol{\alpha}}^{-1}=\left[\begin{array}{rrr}
-1 / 5 & 2 / 5 & -1 / 5 \\
-8 / 5 & 1 / 5 & 2 / 5 \\
22 / 15 & -4 / 15 & -1 / 5
\end{array}\right]
$$

Calculating the inverse matrix, we assume the original matrix is not singular and, correspondingly, the determinant $\Delta$ differs from zero. In the opposite case the inverse matrix does not exist. For instance, this happens if the matrix $\tilde{\boldsymbol{\alpha}}$ is not square. In fact, such a matrix can be made square by adding a certain number of zeros but then its determinant also becomes zero.

As follows from the Cramer rule, the inverse of a diagonal matrix is also diagonal with the elements which are reciprocal to the elements of the given matrix. For instance, the inverse of

$$
\boldsymbol{\alpha}=\left[\begin{array}{llll}
a & 0 & 0 & 0 \\
0 & b & 0 & 0 \\
0 & 0 & c & 0 \\
0 & 0 & 0 & d
\end{array}\right]
$$

is

$$
\boldsymbol{\alpha}^{-1}=\left[\begin{array}{cccc}
1 / a & 0 & 0 & 0 \\
0 & 1 / b & 0 & 0 \\
0 & 0 & 1 / c & 0 \\
0 & 0 & 0 & 1 / d
\end{array}\right]
$$

By definition, we have

$$
\mathbf{v}=\boldsymbol{\alpha} \mathbf{u} \quad \text { and } \quad \mathbf{u}=\boldsymbol{\alpha}^{-1} \mathbf{v}
$$

whence

$$
\begin{equation*}
\mathbf{v}=\left(\alpha \alpha^{-1}\right) \mathbf{v} \tag{B-65}
\end{equation*}
$$

that is, the product of a matrix and its inverse is always equal to the identity matrix

$$
\begin{equation*}
\alpha \alpha^{-1}=[\mathbf{1}] \tag{B-66}
\end{equation*}
$$

## Comparison of operations with matrices and determinants

As was shown earlier, the rule of multiplication of matrices is the same as that for the determinants. However, this is the only case when the rules coincide. In particular, the rules of multiplication by a number and summation of matrices and determinants are different. In fact,

$$
\ell\left[\begin{array}{lll}
a_{1} & b_{1} & c_{1} \\
a_{2} & b_{2} & c_{2} \\
a_{3} & b_{3} & c_{3}
\end{array}\right]=\left[\begin{array}{lll}
\ell a_{1} & \ell b_{1} & \ell c_{1} \\
\ell a_{2} & \ell b_{2} & \ell c_{2} \\
\ell a_{3} & \ell b_{3} & \ell c_{3}
\end{array}\right]
$$

whereas

$$
\ell\left|\begin{array}{lll}
a_{1} & b_{1} & c_{1} \\
a_{2} & b_{2} & c_{2} \\
a_{3} & b_{3} & c_{3}
\end{array}\right|=\left|\begin{array}{lll}
\ell a_{1} & b_{1} & c_{1} \\
\ell a_{2} & b_{2} & c_{2} \\
\ell a_{3} & b_{3} & c_{3}
\end{array}\right|
$$

Also

$$
\left[\begin{array}{lll}
a_{1} & b_{1} & c_{1} \\
a_{2} & b_{2} & c_{2} \\
a_{3} & b_{3} & c_{3}
\end{array}\right]+\left[\begin{array}{lll}
a_{1}^{\prime} & b_{1} & c_{1} \\
a_{2}^{\prime} & b_{2} & c_{2} \\
a_{3}^{\prime} & b_{3} & c_{3}
\end{array}\right]=\left[\begin{array}{lll}
a_{1}+a_{1}^{\prime} & 2 b_{1} & 2 c_{1} \\
a_{2}+a_{2}^{\prime} & 2 b_{2} & 2 c_{2} \\
a_{3}+a_{3}^{\prime} & 2 b_{3} & 2 c_{3}
\end{array}\right]
$$

but

$$
\left|\begin{array}{lll}
a_{1} & b_{1} & c_{1} \\
a_{2} & b_{2} & c_{2} \\
a_{3} & b_{3} & c_{3}
\end{array}\right|+\left|\begin{array}{lll}
a_{1}^{\prime} & b_{1} & c_{1} \\
a_{2}^{\prime} & b_{2} & c_{2} \\
a_{3}^{\prime} & b_{3} & c_{3}
\end{array}\right|=\left|\begin{array}{lll}
a_{1}+a_{1}^{\prime} & b_{1} & c_{1} \\
a_{2}+a_{2}^{\prime} & b_{2} & c_{2} \\
a_{3}+a_{3}^{\prime} & b_{3} & c_{3}
\end{array}\right|
$$

## Application of matrices for solving the systems of linear equations

We mentioned earlier that systems of linear equations can be solved by applying the Cramer rule. It turns out that the matrix notation allows us to write the system in compact form and, correspondingly, it becomes more convenient to deal with the set
of equations. For instance, this approach facilitates determination of some group of unknowns, while calculation of others can be avoided. Consider a system of equations

$$
\begin{array}{r}
y_{1}=\alpha_{11} x_{1}+\ldots+\alpha_{1 n} x_{n} \\
\vdots  \tag{B-67}\\
y_{n}=\alpha_{n 1} x_{1}+\ldots+\alpha_{n n} x_{n}
\end{array}
$$

Introducing the notation

$$
\mathbf{y}=\left[\begin{array}{c}
y_{1} \\
\vdots \\
y_{n}
\end{array}\right] \quad \text { and } \quad \mathbf{x}=\left[\begin{array}{c}
x_{1} \\
\vdots \\
x_{n}
\end{array}\right]
$$

in place of the set B-67 we have

$$
\begin{equation*}
\mathrm{y}=\boldsymbol{\alpha} \mathrm{x}, \tag{B-68}
\end{equation*}
$$

where $\boldsymbol{\alpha}$ is the matrix of coefficients. Suppose that we want to solve this system only with respect to the first $k$ unknowns $x_{1}, x_{2}, \ldots, x_{k}$. The matrix $\boldsymbol{\alpha}$ can be written as

$$
\begin{align*}
& =\left[\left.\frac{A_{1}}{A_{3}} \right\rvert\, \frac{A_{2}}{A_{4}}\right] \tag{B-69}
\end{align*}
$$

The latter represents the combination of four block matrices $A_{1}, A_{2}, A_{3}$ and $A_{4}$. Similar approach is applied to matrices $\mathbf{y}$ and $\mathbf{x}$ :

$$
\mathbf{y}=\left[\begin{array}{c}
y_{1} \\
y_{2} \\
\vdots \\
\frac{y_{k}}{y_{k+1}} \\
y_{k+2} \\
\vdots \\
y_{n}
\end{array}\right]=\left[\frac{Y_{1}}{Y_{2}}\right] \quad \text { and } \quad \mathbf{x}=\left[\begin{array}{c}
x_{1} \\
x_{2} \\
\vdots \\
\frac{x_{k}}{x_{k+1}} \\
x_{k+2} \\
\vdots \\
x_{n}
\end{array}\right]=\left[\frac{X_{1}}{X_{2}}\right]
$$

Therefore, the system B-67 is written in the form

$$
\left[\begin{array}{l}
Y_{1}  \tag{B-70}\\
Y_{2}
\end{array}\right]=\left[\begin{array}{ll}
A_{1} & A_{2} \\
A_{3} & A_{4}
\end{array}\right]\left[\begin{array}{l}
X_{1} \\
X_{2}
\end{array}\right]
$$

Formulae of matrix multiplication show that the matrices $A_{1}, A_{2}, A_{3}, A_{4}, X_{1}, X_{2}, Y_{1}$ and $Y_{2}$ can be considered as the elements of matrices in eq. B-70 and, therefore, the last system consists of two equations

$$
\begin{align*}
& Y_{1}=A_{1} X_{1}+A_{2} X_{2} \\
& Y_{2}=A_{3} X_{1}+A_{4} X_{2} \tag{B-71}
\end{align*}
$$

Let us eliminate one group of unknowns, $X_{2}$, from this system. The second equation gives

$$
A_{4} X_{2}=Y_{2}-A_{3} X_{1}
$$

whence

$$
\begin{equation*}
X_{2}=A_{4}^{-1}\left(Y_{2}-A_{3} X_{1}\right) \tag{B-72}
\end{equation*}
$$

Substitution of the latter into the first equation of the set $B-71$ yields

$$
Y_{1}=A_{1} X_{1}+A_{2} A_{4}^{-1}\left(Y_{2}-A_{3} X_{1}\right)
$$

Finally,

$$
\begin{equation*}
Y_{1}-A_{2} A_{4}^{-1} Y_{2}=\left(A_{1}-A_{2} A_{4}^{-1} A_{3}\right) X_{1} \tag{B-73}
\end{equation*}
$$

This is a group of linear equations

$$
\mathbf{Y}=\alpha \mathbf{X}
$$

which does not contain $x_{k+1}, x_{k+21}, \ldots, x_{n}$.
Also it may be proper to notice that formally the system B-67 can be solved very quickly. In matrix notation, $\mathbf{Y}=\boldsymbol{\alpha} \mathbf{X}$, therefore,

$$
\mathrm{X}=\alpha^{-1} \mathrm{Y}
$$

and the calculations are reduced to the determination of the inverse matrix $\boldsymbol{\alpha}^{-1}$, which can be found using Cramer rule.

Until now we have studied matrices with real elements. Next generalization is related to the case when the matrix elements are complex numbers. In other words, the vectors are considered in the $n$-dimensional complex space, where their components are complex. This space essentially differs from the complex plane, used in the theory of complex numbers, where the real numbers, representing a complex number were plotted along the $x$ - and $y$-axes.

It is useful to define two new types of matrices.

## Hermitian matrices

The matrix $\boldsymbol{\alpha}$ is called Hermitian if its elements, located symmetrically with respect to the main diagonal are complex conjugate numbers:

$$
\begin{equation*}
\alpha_{k j}=\alpha_{j k}^{*} \tag{B-74}
\end{equation*}
$$

For instance, the matrix

$$
\left[\begin{array}{ccc}
2 & 2+3 i & i \\
2-3 i & 4 & 3 \\
-i & 3 & 1
\end{array}\right]
$$

is the Hermitian. The elements on the main diagonal of such a matrix are always real. In particular, a real Hermitian matrix is symmetric.

## Hermitian conjugate matrices

This new matrix is obtained from the Hermitian one in two steps. First, the transposed matrix $\tilde{\boldsymbol{\alpha}}$ is constructed. Then, its elements are replaced with their complex conjugate. This matrix is denoted as $\boldsymbol{\alpha}^{+}$, and by definition we have

$$
\begin{equation*}
\alpha_{i k}^{+}=\alpha_{j k}^{*} \tag{B-75}
\end{equation*}
$$

## Eigenvalues, eigenvectors and characteristic equation

Suppose that the matrix $\boldsymbol{\alpha}=\left[\alpha_{i k}\right]$ and the nonzero vector $\mathbf{u}$ are given. The latter can be also described by the matrix $\left[u_{i}\right]$. If the vector $\mathbf{u}$ is such that the transformation produced by $\boldsymbol{\alpha}$ causes only a change of its length, $|\mathbf{u}|$, it is called an eigenvector. The coefficient $\lambda$, characterizing the change of its length, is named the eigenvalue. Considering transformations in two dimensions, we already mentioned those concepts. By definition, we have

$$
\alpha \mathbf{u}=\lambda \mathbf{u}
$$

or

$$
\begin{equation*}
\sum_{i} \alpha_{k i} u_{i}=\lambda u_{k} \tag{B-76}
\end{equation*}
$$

Here $k=1,2, \ldots, n$. The set of equations B-76 can be also written as

$$
\begin{array}{r}
\left(\alpha_{11}-\lambda\right) u_{1}+\alpha_{12} u_{2}+\ldots+\alpha_{1 n} u_{n}=0 \\
\alpha_{21} u_{1}+\left(\alpha_{22}-\lambda\right) u_{2}+\ldots+\alpha_{2 n} u_{n}=0 \\
\vdots  \tag{B-77}\\
\alpha_{n 1} u_{1}+\alpha_{n 2} u_{2}+\ldots+\left(\alpha_{n n}-\lambda\right) u_{n}=0
\end{array}
$$

Inasmuch as at least one component of the vector $\mathbf{u}$ differs from zero, the determinant of this system of linear equations is equal to zero:

$$
\Delta(\lambda)=\left|\begin{array}{cccc}
\alpha_{11}-\lambda & \alpha_{12} & \ldots & \alpha_{1 n}  \tag{B-78}\\
\vdots & & & \vdots \\
\alpha_{n 1} & \alpha_{n 2} & \ldots & \left(\alpha_{n n}-\lambda\right)
\end{array}\right|=0
$$

This gives the so-called characteristic equation of the matrix $\boldsymbol{\alpha}$ for calculating the eigenvalues $\lambda$. The root $\lambda$, substituted into the system of equations B-76, allows us to determine the direction of eigenvector, which corresponds to this particular root.

Example Consider the matrix

$$
\left[\begin{array}{rrr}
11 & -6 & 2 \\
-6 & 10 & -4 \\
2 & -4 & 6
\end{array}\right]
$$

Its characteristic equation is

$$
\left|\begin{array}{rrr}
11-\lambda & -6 & 2 \\
-6 & 10-\lambda & -4 \\
2 & -4 & 6-\lambda
\end{array}\right|=-\lambda^{3}+27 \lambda^{2}-180 \lambda+324=0
$$

The solution of this equation gives three roots

$$
\lambda_{1}=18, \quad \lambda_{2}=6, \quad \lambda_{3}=3
$$

First, we determine the eigenvector corresponding to $\lambda_{3}$. Substitution of $\lambda_{3}$ into the system B-76 gives

$$
\begin{array}{r}
8 u_{1}-6 u_{2}+2 u_{3}=0, \\
-6 u_{1}+7 u_{2}-4 u_{3}=0, \\
2 u_{1}-4 u_{2}+3 u_{3}=0
\end{array}
$$

The determinant of this system is zero. This means that the equations are lincarly dependent. For this reason, we can, for example, discard the last equation and solve the first two equations with respect to two unknowns. Letting $u_{1}=c_{3}$, we have

$$
\left\{\begin{array}{r}
-6 u_{2}+2 u_{3}=-8 c_{3} \\
7 u_{2}-4 u_{3}=6 c_{3}
\end{array}\right.
$$

The latter gives the vector

$$
\mathbf{u}^{(3)}=c_{3}\left[\begin{array}{l}
1 \\
2 \\
2
\end{array}\right] \quad \text { or } \quad \mathbf{u}^{(3)}=c_{3} \mathbf{i}_{1}+2 c_{3} \mathbf{i}_{2}+2 c_{3} \mathbf{i}_{3}
$$

which defines the direction of the eigenvector. In the same manner we find the eigenvectors for $\lambda_{2}=6$ and $\lambda_{1}=18$ :

$$
\mathbf{u}^{(2)}=c_{2}\left[\begin{array}{r}
2 \\
1 \\
-2
\end{array}\right] \quad \text { and } \quad \mathbf{u}^{(1)}=c_{1}\left[\begin{array}{r}
2 \\
-2 \\
1
\end{array}\right]
$$

## B. 2 Tensors

At the beginning we introduced the matrix $\boldsymbol{\alpha}$ as the operator, which transforms one vector into another, and this transformation is linear one. For instance, if the matrix $\alpha$ is applied to the vector $\mathbf{u}$ with components $u_{1}, u_{2}, u_{3}$, then we arrive at the new vector $\mathbf{v}$ with components $v_{1}, v_{2}$ and $v_{3}$ in the same system of coordinates. It is essential that each component of $\mathbf{v}$ is a linear function of $\mathbf{u}$. Now consider a behavior of the matrix $\alpha$, when the system of coordinates is changed. First, suppose that there are two vectors: $\mathbf{u}$ and $\mathbf{v}$ and the relationship between them is

$$
\begin{equation*}
\alpha \mathbf{u}=\mathbf{v}, \tag{B-79}
\end{equation*}
$$

where components of vectors are given in the Cartesian system of coordinates $x, y, z$ and $\alpha$ is the matrix with elements:

$$
\alpha=\left(\begin{array}{lll}
\alpha_{11} & \alpha_{12} & \alpha_{13}  \tag{B-80}\\
\alpha_{21} & \alpha_{22} & \alpha_{23} \\
\alpha_{31} & \alpha_{32} & \alpha_{33}
\end{array}\right)
$$

Applying the rule of multiplication of the matrix by the vector, in place of eq. B-79 we can write

$$
\begin{align*}
& \alpha_{11} u_{1}+\alpha_{12} u_{2}+\alpha_{13} u_{3}=v_{1} \\
& \alpha_{21} u_{1}+\alpha_{22} u_{2}+\alpha_{23} u_{3}=v_{2}  \tag{B-81}\\
& \alpha_{31} u_{1}+\alpha_{32} u_{2}+\alpha_{33} u_{3}=v_{3}
\end{align*}
$$

This clearly shows that $\alpha$ performs the linear transformation of $\mathbf{u}$ into $\mathbf{v}$.
Next assume that there is another system of coordinates, $x^{\prime}, y^{\prime}, z^{\prime}$ with the same origin. Certainly, in this system the magnitude and direction of vectors $\mathbf{u}$ and $\mathbf{v}$ remain the same, but their components vary. By definition, if in the new system of coordinates, obtained by a rotation of the old one, we arrive at the system, like eq. B-81, then the matrix $\alpha$ is called the tensor. In other words, in such the case the linearity of transformation is preserved. Let us notice that often the physical considerations allow us to conclude that the matrix represents the tensor.

Since components of vectors $\mathbf{u}$ and $\mathbf{v}$ are different in the new system we can expect that elements of the tensor $\alpha$ also change. Our goal is to find the relationship between its elements in both system, and preliminary it is useful to consider two topics.


Figure B.3: Transformation of coordinates

## Transformation of scalars and vectors

As is well known, there are two groups of scalars. One of them consists of scalars, which change with a rotation of the Cartesian system of coordinates, and they are called the variant scalars. Components of vector and coordinates of the point are examples of such scalars. At the same time scalars, like temperature, pressure and density of sources are independent of the orientation of coordinate axis, and they represent invariant scalars. Naturally, we are interested in variant quantities and, first, study the simplest case, when scalars are coordinates of a point. Consider the Cartesian system of coordinates, $X$ with unit vectors $\mathbf{i}_{1}, \mathbf{i}_{2}$ and $\mathbf{i}_{3}$, and the origin at the point $O$, Fig. B.3. The radius-vector $\mathbf{r}$, characterizing a position of some point $p$ is

$$
\begin{equation*}
\mathbf{r}=x_{1} \mathbf{i}_{1}+x_{2} \mathbf{i}_{2}+x_{3} \mathbf{i}_{3} \tag{B-82}
\end{equation*}
$$

Here $x_{1}, x_{2}$ and $x_{3}$ are coordinates of the point $p$. It is convenient to introduce the notation

$$
\begin{align*}
& \delta_{j k}=1 \quad \text { if } \quad j=k  \tag{B-83}\\
& \delta_{j k}=0 \quad \text { if } \quad j \neq k
\end{align*}
$$

Since

$$
\begin{equation*}
\mathbf{i}_{j} \cdot \mathbf{i}_{k}=\delta_{j k}, \tag{B-84}
\end{equation*}
$$

the coordinate of the point in the system $x$ is

$$
\begin{equation*}
x_{k}=\mathbf{r} \cdot \mathbf{i}_{k} \tag{B-85}
\end{equation*}
$$

Next assume that we also have the new Cartesian system $X^{\prime}$, which is obtained from the old one by a rotation of $i t s$ coordinate axis about the origin, and $i_{1}^{\prime}, i_{2}^{\prime}, \mathbf{i}_{3}^{\prime}$ are unit vectors of the system $X^{\prime}$. It is clear that the vector $\mathbf{r}$ remains the same in both systems, that is

$$
\begin{equation*}
x_{1} \mathbf{i}_{1}+x_{2} \mathbf{i}_{2}+x_{3} \mathbf{i}_{3}=x_{1}^{\prime} \mathbf{i}_{1}^{\prime}+x_{2}^{\prime} \mathbf{i}_{2}^{\prime}+x_{3}^{\prime} \mathbf{i}_{3}^{\prime} \tag{B-86}
\end{equation*}
$$

The latter allows us to find a relationship between coordinates in system $X$ and $X^{\prime}$. Multiplying both sides of eq. B-86 by unit vector $\mathbf{i}_{j}^{\prime}$ and taking into account eq. B-85 we obtain

$$
\begin{equation*}
x_{j}^{\prime}=\mathbf{r} \cdot \mathbf{i}_{j}^{\prime}=x_{1} \mathbf{i}_{1} \cdot \mathbf{i}_{j}^{\prime}+x_{2} \mathbf{i}_{2} \cdot \mathbf{i}_{j}^{\prime}+x_{3} \mathbf{i}_{3} \cdot \mathbf{i}_{j}^{\prime} \tag{B-87}
\end{equation*}
$$

Here $j=1,2,3$. Thus, every coordinate of the system $X^{\prime}$ is the linear function of coordinates of the system $X$. Coefficients

$$
\begin{equation*}
\gamma_{j k}=\mathbf{i}_{j}^{\prime} \cdot \mathbf{i}_{k} \tag{B-88}
\end{equation*}
$$

are directional cosines of the angles, formed by the axis $\mathbf{i}_{j}^{\prime}$ and $\mathbf{i}_{k}$. For example, $\gamma_{12}$ is the directional cosine of the angle between the coordinate axis $x^{\prime}$ and $y$.

We see that a rotation of the Cartesian system leads to a change of coordinates of the point, and it is described by the linear transformation

$$
\begin{equation*}
x_{j}^{\prime}=\sum_{k=1}^{3} \gamma_{j k} x_{k}, \tag{B-89}
\end{equation*}
$$

or

$$
\begin{align*}
& x_{1}^{\prime}=\gamma_{11} x_{1}+\gamma_{12} x_{2}+\gamma_{13} x_{3} \\
& x_{2}^{\prime}=\gamma_{21} x_{1}+\gamma_{22} x_{2}+\gamma_{23} x_{3}  \tag{B-90}\\
& x_{3}^{\prime}=\gamma_{31} x_{1}+\gamma_{32} x_{2}+\gamma_{33} x_{3}
\end{align*}
$$

The matrix

$$
\boldsymbol{\gamma}=\left(\begin{array}{lll}
\gamma_{11} & \gamma_{12} & \gamma_{13}  \tag{B-91}\\
\gamma_{22} & \gamma_{23} & \gamma_{23} \\
\gamma_{31} & \gamma_{32} & \gamma_{33}
\end{array}\right)
$$

consists of nine elements and each of them is the directional cosine of the angle, formed by axis of systems $X$ and $X^{\prime}$. It is a simple matter to see that these elements are related to each other. In other words, they obey the certain condition, which follows from the fact that the distance from the origin $O$ to the point $p$, that is $|\mathbf{r}|$, is independent on the direction of coordinate axis:

$$
\begin{equation*}
\sum_{j=1}^{3}\left(x_{j}\right)^{2}=\sum_{j=1}^{3}\left(x_{j}^{\prime}\right)^{2} \tag{B-92}
\end{equation*}
$$

Before we use this equality, let us determine the relationship between $\gamma_{i k}$.
First, suppose that the vector $\mathbf{r}$ coincides with the unit vector $\mathbf{i}_{1}$. Then its components in the old system are

$$
x_{1}=1, \quad x_{2}=0, \quad x_{3}=0,
$$

where

$$
x_{1}=x, \quad x_{2}=y, \quad x_{3}=z
$$

In accordance with eqs. B-90 components of the unit vector $\mathbf{i}$ in the new system of coordinates are

$$
\begin{equation*}
x_{1}^{\prime}=\gamma_{11}, \quad x_{2}^{\prime}=\gamma_{21}, \quad x_{3}^{\prime}=\gamma_{31} \tag{B-93}
\end{equation*}
$$

Therefore, in this system the vector $\mathbf{i}_{1}$ can be expressed as

$$
\begin{equation*}
\mathbf{i}_{1}=\gamma_{11} \mathbf{i}_{1}^{\prime}+\gamma_{21} \mathbf{i}_{2}^{\prime}+\gamma_{31} \mathbf{i}_{3}^{\prime} \tag{B-94}
\end{equation*}
$$

Now suppose that the vector $\mathbf{r}$ coincides with the second unit vector $\mathbf{i}_{2}$ and after it with $\mathbf{i}_{3}$. By analogy we have

$$
\begin{equation*}
\mathbf{i}_{2}=\gamma_{12} \mathbf{i}_{1}^{\prime}+\gamma_{22} \mathbf{i}_{2}^{\prime}+\gamma_{32} \mathbf{i}_{3}^{\prime}, \quad \mathbf{i}_{3}=\gamma_{13} \mathbf{i}_{1}^{\prime}+\gamma_{23} \mathbf{i}_{2}^{\prime}+\gamma_{33} \mathbf{i}_{3}^{\prime} \tag{B-95}
\end{equation*}
$$

From eqs. B-94-B-95 we see that columns of the matrix $\gamma$ is composed of components of the unit vectors $\mathbf{i}_{1}, \quad \mathbf{i}_{2}$ and $\mathbf{i}_{3}$ in the new system of coordinates. Inasmuch as
these vectors, as well as $\mathbf{i}_{1}^{\prime}, \quad \mathbf{i}_{2}^{\prime}, \quad \mathbf{i}_{3}^{\prime}$, are orthogonal to each other, the matrix $\gamma$ has several important features. First, forming the dot product of eqs. B.94-95 we find that

$$
\begin{align*}
& \gamma_{11} \gamma_{12}+\gamma_{21} \gamma_{22}+\gamma_{31} \gamma_{32}=0 \\
& \gamma_{12} \gamma_{13}+\gamma_{22} \gamma_{23}+\gamma_{32} \gamma_{33}=0  \tag{B-96}\\
& \gamma_{13} \gamma_{11}+\gamma_{23} \gamma_{21}+\gamma_{33} \gamma_{31}=0
\end{align*}
$$

This indicates that columns of $\gamma$ are orthogonal to each other. Next, forming the dot product of $\mathbf{i}_{1} \cdot \mathbf{i}_{1}, \quad \mathbf{i}_{2} \cdot \mathbf{i}_{2}$ and $\mathbf{i}_{3} \cdot \mathbf{i}_{3}$ we obtain

$$
\begin{align*}
& \gamma_{11}^{2}+\gamma_{21}^{2}+\gamma_{31}^{2}=1 \\
& \gamma_{12}^{2}+\gamma_{22}^{2}+\gamma_{32}^{2}=1  \tag{B-97}\\
& \gamma_{13}^{2}+\gamma_{23}^{2}+\gamma_{33}^{2}=1
\end{align*}
$$

It turns out that rows of the matrix are also orthogonal and their magnitude is equal to unit. Such matrixes are called orthogonal ones. To illustrate last properties consider the two dimensional case. As it seen from Fig. B.3.

$$
\gamma_{11}=\cos \theta \quad \gamma_{21}=-\sin \theta \quad \gamma_{12}=\sin \theta \quad \gamma_{22}=\cos \theta
$$

Correspondingly, the matrix $\gamma$ has the form

$$
\gamma=\left(\begin{array}{cc}
\cos \theta & \sin \theta  \tag{B-98}\\
-\sin \theta & \cos \theta
\end{array}\right)
$$

and the orthogonality of its columns and rows is obvious. Of course, the determinant is equal to unity. Also this figure shows that rows of the matrix are formed by components of unit vectors $\mathbf{i}_{1}^{\prime}$ and $\mathbf{i}_{2}^{\prime}$ in the old system of coordinates:

$$
\begin{aligned}
& \mathbf{i}_{1}^{\prime}=\cos \theta \mathbf{i}_{1}+\sin \theta \mathbf{i}_{2} \quad \text { and } \\
& \mathbf{i}_{2}^{\prime}=-\sin \theta \mathbf{i}_{1}+\cos \theta \mathbf{i}_{2}
\end{aligned}
$$

The latter clearly demonstrates that rows of the matrix are also orthogonal. It is useful to replace six equations, given by eqs. B-96-B-97, by one. As an example, consider the equality

$$
\gamma_{11} \gamma_{12}+\gamma_{21} \gamma_{22}+\gamma_{31} \gamma_{32}=0
$$

which can be represented as

$$
\begin{equation*}
\sum_{j=1}^{3} \gamma_{j i} \gamma_{j k}=0 \quad \text { if } \quad i \neq k \tag{B-99}
\end{equation*}
$$

Here $i$ and $k$ are either 1 or 2 , or 3 . It is obvious that eq. B-99 describes two other equations of the set B-96. Moreover, in place of eq. B-97 we have

$$
\begin{equation*}
\sum_{j=1}^{3} \gamma_{j i} \gamma_{j k}=1 \quad \text { if } \quad i=k \tag{B-100}
\end{equation*}
$$

Thus, combining the last two equations and making use of notations of eq. B-83, we obtain

$$
\sum_{j=1}^{3} \gamma_{j i} \gamma_{j k}=\delta_{i k}= \begin{cases}1, & i=k  \tag{B-101}\\ 0 & i \neq k\end{cases}
$$

which expresses the condition of orthogonality in the compact form. The same result follows from eq. B-92. In fact, we have

$$
\sum_{j=1}^{3}\left(x_{j}^{\prime}\right)^{2}=\sum_{j=1}^{3}\left(\sum_{i=1}^{3} \gamma_{j i} x_{i}\right)\left(\sum_{k=1}^{3} \gamma_{j k} x_{k}\right)=\sum_{i=1}^{3} \sum_{k=1}^{3} x_{i} x_{k} \sum_{j=1}^{3} \gamma_{j i} \gamma_{j k}
$$

Since the latter is equal to $\mathbf{r}^{2}$ we again arrive at eq. B-101.
Bearing in mind that the determinant of the matrix $\boldsymbol{\alpha}$ is not equal to zero, the coordinates $x_{k}$ can be expressed in term of $x_{k}^{\prime}$, and, by analogy with eq. B-89, we have

$$
\begin{equation*}
x_{k}=\sum_{j=1}^{3} \gamma_{j k} x_{j}^{\prime} \tag{B-102}
\end{equation*}
$$

Next suppose that $\mathbf{M}$ is an arbitrary vector

$$
\begin{equation*}
\mathbf{M}=\sum_{k=1}^{3} M_{k} \mathbf{i}_{k}=\sum_{k=1}^{3} M_{k}^{\prime} \mathbf{i}_{k}^{\prime} \tag{B-103}
\end{equation*}
$$

Any component $\mathbf{M}_{j}^{\prime}$ of this vector in the system $X^{\prime}$ is given by the equation

$$
\begin{equation*}
M_{j}^{\prime}=\mathbf{M} \cdot \mathbf{i}_{j}^{\prime}=\sum_{k=1}^{3} M_{k} \mathbf{i}_{k} \cdot \mathbf{i}_{j}^{\prime}=\sum_{k=1}^{3} \gamma_{j k} M_{k} \tag{B-104}
\end{equation*}
$$

Thus, components of the vector are transformed as coordinates of the point, when the Cartesian system of coordinates is rotated. As we know, every vector is characterized by three scalar components. However, it does not mean that any three scalars, $M_{1}, M_{2}$ and $M_{3}$ can be treated as the vector components. It happens, if they are transformed as coordinates of the point.

Finally, let us represent eqs. B-81 in the compact form:

$$
\begin{equation*}
v_{j}=\sum_{k=1}^{3} \alpha_{j k} u_{k} \tag{B-105}
\end{equation*}
$$

Assuming that the transformation is invariant with respect to the rotation, i.e. $\alpha$ is the tensor, we have to obtain:

$$
\begin{equation*}
v_{i}^{\prime}=\sum_{l=1}^{3} \alpha_{i l}^{\prime} u_{l}^{\prime} \tag{B-106}
\end{equation*}
$$

Here $i=1,2,3$. Multiplication of eq. B-105 by $\gamma_{i j}$ and a summation by the index $j$ gives

$$
\begin{equation*}
\sum_{l=1}^{3} \gamma_{i j} v_{j}=\sum_{j=1}^{3} \sum_{k=1}^{3} \gamma_{i j} \alpha_{j k} u_{k} \tag{B-107}
\end{equation*}
$$

On the other hand

$$
\begin{equation*}
v_{i}^{\prime}=\sum_{j=1}^{3} \gamma_{i j}^{\prime} v_{j}, \quad u_{k}=\sum_{l=1}^{3} \gamma_{l k}^{\prime} u_{l}^{\prime} \tag{B-108}
\end{equation*}
$$

Therefore, eq. B-106 is written as

$$
\begin{equation*}
v_{i}^{\prime}=\sum_{l=1}^{3}\left(\sum_{j=1}^{3} \sum_{k=1}^{3} \gamma_{i j} \gamma_{l k} \alpha_{j k}\right) u_{l}^{\prime}=\sum_{l=1}^{3} \alpha_{i l}^{\prime} u_{l}^{\prime} \tag{B-109}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{i l}^{\prime}=\sum_{j=1}^{3} \sum_{k=1}^{3} \gamma_{i j} \gamma_{l k} \alpha_{i l} \tag{B-110}
\end{equation*}
$$

and we found the relationship between tensor elements in both system of coordinates.
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## Appendix C

## Stress tensor

## Volume and surface forces in an ideal fluid

In studying propagation of acoustic waves in an ideal fluid, it was shown that there are two types of forces: volume forces and surface forces. The classical cxample of the former is the gravitational force. For instance, in the case of an elementary volume $\Delta V$ this force is equal to

$$
\begin{equation*}
\mathbf{F}(p)=\mathbf{f}(p) \Delta V=\rho(p) \mathbf{g}(p) \Delta V \tag{C-1}
\end{equation*}
$$

where $\mathrm{f}(p)$ is the vector, characterizing the density of volume forces,

$$
\begin{equation*}
\mathbf{f}(p)=\rho(p) \mathbf{g}(p) \tag{C-2}
\end{equation*}
$$

Here $\rho(p)$ is the mass density and $\mathbf{g}(p)$ is the gravitational field, caused by all masses, except $\Delta m(p)$ :

$$
\begin{equation*}
\Delta m(p)=\rho(p) \Delta V \tag{C-3}
\end{equation*}
$$

Of course, masses of the Earth are main sources of the gravitational field.
The surface forces may arise differently. Consider an elementary plane surface, $d a(p)$, inside an ideal fluid, Fig. C.1a. A medium, situated at the right side of $d a(p)$ and at its vicinity, acts on the medium, located at the left side of this elements, with the force

$$
\begin{equation*}
\mathbf{F}(p)=\mathbf{t}(p) d a \tag{C-4}
\end{equation*}
$$

The vector $t$ is the density of surface forces, and in an ideal fluid it is normal to the surface $d a$ :

$$
\begin{equation*}
\mathrm{t}=P \mathrm{n} \tag{C-5}
\end{equation*}
$$

## (a)


(c)

(e)


Figure C.1: (a) Orientation of surface forces inside an idcal fluid (b) Orientation of surface forces inside an elastic medium (c) Traction vector $\mathbf{t}$ (d) Arbitrary volume of elastic medium (e) Tractions at opposite sides of a disk
where $\mathbf{n}$ is the unit vector, normal to the surface, and $P$ is the pressure. The first remarkable feature of surface forces is the fact that they act only in the direction perpendicular to the surface. In other words, the tangential components of these forces are absent. This means that an action (pull or push) in the direction, tangential to the element $d a$, does not have any influence on the ideal fluid, located on the other side of this surface. In accordance with Newton's third law a medium, situated at the left side of $d a$, also exerts a force across this element, and it is equal to

$$
\begin{equation*}
\mathbf{F}=-\mathbf{t}(p) d a \tag{C-6}
\end{equation*}
$$

Thus, in the vicinity of any point $p$ of the surface element there are two surface forces
with equal magnitude and opposite directions. They are applied at two points, located at different sides of the surface and infinitely close to each other. The second outstanding feature of these forces is independence of their magnitude on an orientation of the surface $d a$. A change of the direction of the unit vector $\mathbf{n}$ does not make an influence on $|\mathbf{F}|$. As is well known, this allows us to characterize a force distribution in the ideal fluid by the single scalar function only, which is called the pressure.

## Surface forces inside an elastic medium

Completely different behavior of surface forces is observed in an elastic medium. First of all, both the normal and tangential components of the force are transmitted through the surface. This means that, in general, the force $\mathbf{F}$, acting on some element $d a$, can be arbitrary oriented with respect to the normal n, Fig. C.1b. As in the case of an ideal fluid, media located at both sides of the surface act on each other with forces $\mathbf{F}(p)$ and $-\mathbf{F}(p)$, respectively. The second feature of these forces in an elastic medium is the fact that a change of an orientation of the element $d a$ results in a change of the force, exerted across it. We can imagine infinite number of orientations of the element $d a$ and, correspondingly, an unlimited number of different forces, acting at the same point of an elastic medium. Because of this the following question arises. How can we characterize such a distribution of forces? We attempt to find one quantity, which will allow us to determine the force density, $\mathbf{t}$, acting on the element $d a$, regardless of its orientation. We have already performed a similar task then we studied studying scalar fields, (Part I). In principle, at each point there is always an infinite number of the directional derivatives of such field, and, in order to calculate them, the gradient of the scalar field was introduced. It turns out that a behavior of forces $\mathbf{t}$ as a function of an orientation of the elementary surface at the same point is also described by single quantity, which is called the stress tensor. Before we demonstrate this fact, let us make some comments about volume and surface forces.
a. In the absence of external forces a body is not deformed and its atoms are in a stable equilibrium. Correspondingly, forces of interaction are equal to zero. Because of a deformation a relative position of atoms changes and the internal forces arise. They try to return atoms to their original position.
b. The volume force, acting on elementary mass, $\Delta m(p)$, is caused by masses inside and outside an elastic body. Also these forces may have electric or magnetic origin.

## The traction vector $t$

Let us take a small element of the surface $d a$ inside an elastic body. We consider the force, transmitted through the element $d a$ and caused by a medium, which is situated at a certain side of $d a$. In order to specify this portion of the body, we draw the normal $\mathbf{n}$ toward it, $(\mathbf{d a}=d a \mathbf{n})$. In other words, a direction of $\mathbf{n}$ defines a medium, which produces the surface force. As in the case of an ideal fluid, the density of the surface force is defined by eq. C-4

$$
\mathbf{t}=\frac{\mathbf{F}}{d a},
$$

and it implies that the force $\mathbf{F}$ is uniformly distributed over the element da. The vector $\mathbf{t}$ is called the traction across this surface at the point $p$, Fig. C.1c. The dimension of $\mathbf{t}$ is

$$
[\mathbf{t}]=\mathrm{kg} \mathrm{~m}^{-1} \sec ^{-2}
$$

and, by definition, $\mathbf{t}$ components along the Cartesian coordinate axes are

$$
\begin{equation*}
t_{x}=\mathbf{t} \cdot \mathbf{i}=t \cos (\mathbf{t}, \mathbf{i}), \quad t_{y}=\mathbf{t} \cdot \mathbf{j}=t \cos (\mathbf{t}, \mathbf{j}), \quad t_{z}=\mathbf{t} \cdot \mathbf{k}=t \cos (\mathbf{t}, \mathbf{k}) \tag{C-7}
\end{equation*}
$$

Here $\cos (\mathbf{t}, \mathbf{i}), \cos (\mathbf{t}, \mathbf{j}), \cos (\mathbf{t}, \mathbf{k})$ are directional cosines of the vector $\mathbf{t}$.
It is a simple matter to find the normal and tangential components of the traction with respect to the plane element $d a$. For instance, the scalar component along the normal $\mathbf{n}$ is

$$
\begin{equation*}
t_{n}(p)=\mathbf{t}(p) \cdot \mathbf{n}=t(p) \cos (\mathbf{t}, \mathbf{n}), \tag{C-8}
\end{equation*}
$$

where $t$ is the traction magnitude. If $t_{n}(p)$ is negative, it is called the pressure. In the opposite case, $t_{n}>0$, this component is called the tension. For instance, when the fluid is at rest, directions of the vector $\mathbf{t}$ and the normal $\mathbf{n}$ are exactly opposite to each other. In an elastic medium the traction can be at any angle to the normal n, Fig. C.1c.

## Equations of equilibrium in integral form

In order to understand a distribution of internal forces it is very useful to consider the case when an elastic body is in a state of static equilibrium. The latter is provided by a system of external forces. This means that all particles of the body are at rest and, in
particular, wave propagation is absent. Consider an arbitrary volume $V$ of the elastic medium, surrounded by the surface $S$, Fig. C.1d. Since the body is in equilibrium the resultant external force, $\mathbf{F}$, and the resultant torque, $\mathbf{M}$, have to be equal to zero, (Appendix A):

$$
\begin{equation*}
\mathbf{F}=0 \quad \text { and } \quad \mathbf{M}=0 \tag{C-9}
\end{equation*}
$$

Earlier we pointed out that the force $F$ consists of the external surface and volume forces. For instance, the former is caused by elements of the medium, located at the external side of the surface $S$. They act on the neighboring elements near the internal side of $S$. As in the case of the ideal fluid we will use the concept of the density of volume forces, $\mathbf{f}$, and the traction, $\mathbf{t}$. Therefore, the elementary volume, $d V$, and the elementary surface, $d a$, are subjected to the action of forces:

$$
\begin{equation*}
\mathrm{dF}=\mathbf{f} d V \quad \text { and } \quad \mathrm{dF}=\mathbf{t} d a \tag{C-10}
\end{equation*}
$$

As we already know, such presentation means that the volume and surface forces are uniformly distributed over $d V$ and $d a$, respectively. Now we are prepared to write down conditions of an equilibrium when both translation and rotation are absent. Making use of eqs. C-9 and the principle of superposition we obtain

$$
\begin{equation*}
\int_{V} \mathbf{f} d V+\oint_{S} \mathrm{t} d a=0 \tag{C-11}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{V}(\mathbf{r} \times \mathbf{f}) d V+\oint_{S}(\mathbf{r} \times \mathbf{t}) d a=0 \tag{C-12}
\end{equation*}
$$

Here $\mathbf{r}$ is the radius-vector drawn from an arbitrary chosen origin to any element of the volume $V$ or the surface $S$ (Appendix A). The first equality shows that the volume $V$ does not experience translation, while the second one guarantees that this body is not involved in rotation. In both cases it is assumed that at the initial instant the body was at rest. The two equations represent conditions of equilibrium in integral form, since the volume $V$ may have arbitrary dimensions.

Because our purpose is to find out relationships between surface forces on the vicinity of any point $p$ inside an clastic body, we replace eqs. C-11-C-12 by their differential form. This task can be solved at least by two ways, related to each other. The first approach is based on an assumption that the volume $V$ is very small. Correspondingly,
points of the surface $S$ are close to the point $p$, located at the middle of the volume $V$. This allows us to expand components of the traction $t$ at points of the surface in the Taylor series around the point $p$. Also we assume that these components linearly change within the volume $V$. For this reason, terms of the series, which contain the second and higher order derivatives, are discarded. Then it turns out that after an integration over $S$, eq. C-11, it becomes possible to express the first condition of an equilibrium in terms of the traction $\mathbf{t}$ and the density of volume forces $\mathbf{f}$, at the point $p$.

The same equation of an equilibrium with respect to a translation can be obtained slightly differently, and the second approach follows from the Gauss divergence theorem, (Part I):

$$
\int_{V} \operatorname{div} \mathbf{M} d V=\oint_{S} \mathbf{M} \cdot \mathbf{d a}
$$

where $\mathrm{da}=d a \mathrm{n}$, and n is the unit vector, directed outward the volume $V$. This orientation is in agreement with a direction of the traction $t$. It emphasizes the fact that a medium, surrounding the volume, generates a force, acting on $V$. In other words, these forces are external. In the Cartesian system of coordinates we have

$$
\begin{equation*}
\mathbf{n}=n_{x} \mathbf{i}+n_{y} \mathbf{j}+n_{z} \mathbf{k} \tag{C-13}
\end{equation*}
$$

and $n_{x}, n_{y}$ and $n_{z}$ are directional cosines of the normal $\mathbf{n}$ with respect to coordinate axes.

Vectors $\mathbf{X}, \mathrm{Y}, \mathrm{Z}$
In order to obtain the differential form of eq. C-11 it is very useful to introduce three vectors: $\mathbf{X}, \mathbf{Y}$ and $\mathbf{Z}$. By definition

$$
\begin{equation*}
\mathbf{X}=X_{x} \mathbf{i}+X_{y} \mathbf{j}+X_{z} \mathbf{k}, \quad \mathbf{Y}=Y_{x} \mathbf{i}+Y_{y} \mathbf{j}+Y_{z} \mathbf{k}, \quad \mathbf{Z}=Z_{x} \mathbf{i}+Z_{y} \mathbf{j}+Z_{z} \mathbf{k} \tag{C-14}
\end{equation*}
$$

There vectors obey the following rule. The dot product of each vector and the normal $\mathbf{n}$ of the elementary surface $d a$ gives the corresponding component of the traction $\mathbf{t}$ on the coordinate axes

$$
\begin{equation*}
t_{x}=\mathbf{X} \cdot \mathbf{n}, \quad t_{y}=\mathbf{Y} \cdot \mathbf{n}, \quad t_{z}=\mathbf{Z} \cdot \mathbf{n} \tag{C-15}
\end{equation*}
$$

For instance, the dot product $\mathbf{X} \cdot \mathbf{n}$ defines the projection of the vector $\mathbf{X}$ on the normal $\mathbf{n}$, and it is equal to the $x$-component of the traction. As follows from eq. C-15

$$
\mathbf{t}=(\mathbf{X} \cdot \mathbf{n}) \mathbf{i}+(\mathbf{Y} \cdot \mathbf{n}) \mathbf{j}+(\mathbf{Z} \cdot \mathbf{n}) \mathbf{k}
$$

or

$$
\begin{equation*}
\mathbf{t}=X_{n} \mathbf{i}+Y_{n} \mathbf{j}+Z_{n} \mathbf{k} \tag{C-16}
\end{equation*}
$$

where $X_{n}, Y_{n}$ and $Z_{n}$ are projections of vectors $\mathbf{X}, \mathbf{Y}$ and $\mathbf{Z}$ on the normal $\mathbf{n}$. Respectively, the normal component of the traction can be written as

$$
t_{n}=\mathbf{t} \cdot \mathbf{n}
$$

or

$$
\begin{equation*}
t_{n}=X_{n} n_{x}+Y_{n} n_{y}+Y_{z} n_{z} \tag{C-17}
\end{equation*}
$$

Let us rewrite eqs. C-15 in the form

$$
\begin{equation*}
t_{x}=X_{x} n_{x}+X_{y} n_{y}+X_{z} n_{z}, \quad t_{y}=Y_{x} n_{x}+Y_{y} n_{y}+Y_{z} n_{z}, \quad t_{z}=Z_{x} n_{x}+Z_{y} n_{y}+Z_{z} n_{z} \tag{C-18}
\end{equation*}
$$

or in the compact form

$$
\mathbf{t}=\left(\begin{array}{ccc}
X_{x} & X_{y} & X_{z}  \tag{C-19}\\
Y_{x} & Y_{y} & Y_{z} \\
Z_{x} & Z_{y} & Z_{z}
\end{array}\right) \mathbf{n}
$$

Here $t_{x}, t_{y}$ and $t_{z}$ are the Cartesian components of the traction, acting on the plane element with the normal $\mathbf{n}$.

Equations C-18 or C-19 can be treated as a transformation of the normal $\mathbf{n}$ into the vector $t$. However, they have much more important meaning and in order to understand it we consider three special orientations of the elementary surface, $d a$, at the point $p$. First, suppose that this element is perpendicular to the $x$-axis, $(\mathbf{n}=\mathbf{i})$, that is

$$
n_{x}=1, \quad n_{y}=n_{z}=0
$$

Then, as follows from eq. C-18

$$
\begin{equation*}
t_{x}(p)=X_{x}(p), \quad t_{y}(p)=Y_{x}(p), \quad t_{z}(p)=Z_{x}(p) \tag{C-20}
\end{equation*}
$$

Comparison with eq. C-19 shows that the first column of the matrix characterizes the traction $\mathrm{t}(p)$, when the element $d a$ is normal to the $x$-axis. At the same time, $X_{x}$, $Y_{x}, Z_{x}$ are components of the vector t :

$$
\mathbf{t}=X_{x} \mathbf{i}+Y_{x} \mathbf{j}+Z_{x} \mathbf{k}
$$

In the second case the element $d a(p)$ is normal to the $y$-axis, and correspondingly

$$
n_{x}=0, \quad n_{y}=1, \quad n_{z}=0
$$

Then we have

$$
t_{x}=X_{y}, \quad t_{y}=Y_{y}, \quad t_{z}=Z_{y}
$$

and

$$
\mathbf{t}(p)=X_{y} \mathbf{i}+Y_{y} \mathbf{j}+Z_{y} \mathbf{k}
$$

We see that the second column of the matrix defines the traction $\mathbf{t}$ at the same point, when the element $d a$ is perpendicular to the $y$-axis. In a similar manner we find that the last column represents the vector $\mathbf{t}$, if the element $d a(p)$ is normal to the $z$-axis and

$$
\mathbf{t}(p)=X_{z} \mathbf{i}+Y_{z} \mathbf{j}+Z_{z} \mathbf{k}
$$

## Cauchy formulas

Thus, the matrix, (eq. C-19), contains information about the traction $t$ for three mutually perpendicular positions of the element, $d a(p)$. It is essential, that each time the normal $\mathbf{n}$ and one of the unit vectors of the Cartesian system coincide. Assume that components of vectors $\mathbf{X}, \mathbf{Y}$ and $\mathbf{Z}$ are given. In other words, we know the vector $\mathbf{t}$ for three orientations of the element $d a$, corresponding to the coordinate planes, (Part I). Then, an importance of eqs. C-15 or C-18 becomes clear. In fact, they allow us to calculate the traction $\mathbf{t}$ at the same point for any orientation of the element $d a(p)$ and these relationships are called Cauchy formulas. One can say that we have solved our main task and found out that the matrix, given by eq. $\mathrm{C}-19$, is the desired quantity, which completely describes the traction $\mathbf{t}$ for an arbitrary orientation of the surface element $d a$.

## The first condition of an equilibrium in the differential form

To understand better some properties of this matrix we should return to conditions of an equilibrium and obtain their differential form. It is natural to start from eq. C-11. First, consider this equation for the $x$-component of vectors $\mathbf{f}$ and $\mathbf{t}$. It is clear that

$$
\begin{equation*}
\int_{V} f_{x} d V+\oint_{S} t_{x} d a=0 \tag{C-21}
\end{equation*}
$$

Substitution of the first equality of the set. C-15 into eq. C-21 yields

$$
\begin{equation*}
\int_{V} f_{x} d V+\oint_{S} \mathbf{X} \cdot \mathbf{n} d a=0 \tag{C-22}
\end{equation*}
$$

The integrand of the surface integral is represented as the flux of the vector $\mathbf{X}$ through the element $d a$, and, therefore, we can make use of the Gauss theorem. As was already mentioned, this was one of the reasons for introduction of vectors $\mathbf{X}, \mathbf{Y}, \mathbf{Z}$. Correspondingly, in place of eq. C-22 we obtain

$$
\int_{V} f_{x} d V+\int_{V} \operatorname{div} \mathbf{X} d V=0
$$

or

$$
\int_{V}\left(f_{x}+\operatorname{div} \mathbf{X}\right) d V=0
$$

Since this equality takes place regardless of dimensions and shape of the volume $V$, we conclude that the integrand is also equal to zero

$$
\begin{equation*}
f_{x}+\operatorname{div} \mathbf{X}=0 \tag{C-23}
\end{equation*}
$$

By analogy, applying the same approach to components $f_{y}, t_{y}$ and $f_{z}, t_{z}$, we have

$$
\begin{equation*}
f_{y}+\operatorname{div} \mathbf{Y}=0, \quad f_{z}+\operatorname{div} \mathbf{Z}=0 \tag{C-24}
\end{equation*}
$$

Thus, eqs. C-23-C-24 represent the differential form of eq. C-11, and they show that an elementary volume around some point $p$ does not experience a translation. It is obvious that the left hand side of these equations describe the resultant force, acting on the unit volume. Also it may be proper to notice the following. By definition, the divergence is a sum of the first derivatives, for instance

$$
\operatorname{div} \mathbf{X}=\frac{\partial X_{x}}{\partial x}+\frac{\partial X_{y}}{\partial y}+\frac{\partial X_{z}}{\partial z}
$$

or

$$
\operatorname{div} \mathbf{X}=\lim \frac{\oint \mathbf{X} \cdot \mathbf{n} d a}{\Delta V} \quad \Delta V \rightarrow 0
$$

Respectively, a calculation of divergence implies that the elementary volume $\Delta V$ has to be so small that functions $\mathbf{X}, \mathbf{Y}$ and $\mathbf{Z}$ change almost linearly inside of it. At the
same time the density of volume forces remains the same. Of course, with a decrease of the volume a variation of each component of these vectors also tends to zero. As we know (Part I), an equilibrium does not take place instantly and it is always preceded by the dynamic stage. Suppose that at some instant the constant external forces are applied to the surface $S$, surrounding an elastic body. At the same moment a wave begins to propagate through the volume and ultimately it provides an equilibrium of each its portion. For illustration consider two examples of an elementary volume inside a body.

Example one Suppose that a volume is a very thin disk with elementary surfaces $d a\left(p_{1}\right)$ and $d a\left(p_{2}\right)$,

$$
d a\left(p_{1}\right)=d a\left(p_{2}\right)=d a
$$

Its lateral surface is so small that one can neglect the forces acting on it. At the same time, we assume that forces, exerted on surfaces $d a\left(p_{1}\right)$ and $d a\left(p_{2}\right)$ are distributed uniformly over them. Therefore, a distribution of these forces is characterized by the tractions $\mathbf{t}\left(p_{1}\right)$ and $\mathbf{t}\left(p_{2}\right)$. Suppose that the wave approaches to the face $d a\left(p_{1}\right)$ of the disk and produces its expansion. Then, the traction $\mathbf{t}\left(p_{1}\right)$ is directed towards the surrounding medium, as well as the normal $\mathbf{n}\left(p_{1}\right)$. In accordance with Newton's third law the traction $\mathbf{t}\left(p_{2}\right)$ has the opposite direction on this volume, Fig. C.1e. This means that vector components of $\mathbf{t}\left(p_{1}\right)$ and $\mathbf{t}\left(p_{2}\right)$ in the direction, which is either normal or tangential to the disk, are also opposite to each other.

In particular, in the state of an equilibrium

$$
\mathbf{t}\left(p_{1}\right)=-\mathbf{t}\left(p_{2}\right),
$$

provided that we can neglect the volume forces. If the wave produces a compression of an elementary disk, a direction of tractions is given in Fig. C.1f. It is essential that such an orientation of the traction at opposite faces of an elementary volume is always observed.

Example two Now consider an elementary parallelepiped, shown in Fig. C.2a. The sides of this volume are equal to $\Delta x, \Delta y$ and $\Delta z$, and the middle point $p$ has coordinates $x, y, z$. As in the first example, because of the wave, the volume, $\Delta V$, is subjected to an action of forces, caused by a deformation of the surrounding medium. These surface forces are uniformly distributed over each face of $\Delta V$, but they may have different magnitudes and directions at different faces. First assume that the wave moves along the $x$-axis and produces a compression. Therefore, the vector component of the traction

$$
\mathbf{t}_{x}\left(x-\frac{\Delta x}{2}, y, z\right)
$$



Figure C.2: (a,b) Tractions on faces of an elementary parallelepiped (c) Derivation of Cauchy formulas
is directed along the $x$-axis. When this wave reaches the opposite face, the force acts on a medium, which is in front of the volume, $\Delta V$. As follows from Newton's third law, the traction, caused by this medium,

$$
\mathbf{t}_{x}\left(x+\frac{\Delta x}{2}, y, z\right)
$$

has an opposite direction. If the wave is accompanied by tangential components of the traction, $\mathbf{t}_{y}$ and $\mathbf{t}_{z}$, then, applying the same law, we find that

$$
\mathbf{t}_{y}\left(x-\frac{\Delta x}{2}, y, z\right), \quad \quad \mathbf{t}_{y}\left(x+\frac{\Delta x}{2}, y, z\right)
$$

and

$$
\mathbf{t}_{z}\left(x-\frac{\Delta x}{2}, y, z\right) \quad \text { and } \quad \mathbf{t}_{z}\left(x+\frac{\Delta x}{2}, y, z\right)
$$

also have opposite directions. The same behavior of vector components of the traction is observed at other faces of the volume $V$, Fig. C.2a. At the same time each scalar component of vectors $\mathbf{X}, \mathbf{Y}$ and $\mathbf{Z}$ has the same sign at the opposite faces. In fact, by definition, we have

$$
\begin{equation*}
t_{x}\left(x-\frac{\Delta x}{2}, y, z\right)=\mathbf{X} \cdot \mathbf{n}=-\mathbf{i} \cdot \mathbf{X}\left(x-\frac{\Delta x}{2}, y, z\right)=-X_{x}\left(x-\frac{\Delta x}{2}, y, z\right) \tag{C-25}
\end{equation*}
$$

For instance, in the case of the compressional wave, the scalar component $t_{x}\left(x-\frac{\Delta x}{2}, y\right.$, $z$ ) is positive. Therefore, we conclude that

$$
X_{x}\left(x-\frac{\Delta x}{2}, y, z\right)<0
$$

In the opposite face we have

$$
\begin{equation*}
t_{x}\left(x+\frac{\Delta x}{2}, y, z\right)=\mathbf{i} \cdot \mathbf{X}\left(x+\frac{\Delta x}{2}, y, z\right)=X_{x}\left(x+\frac{\Delta x}{2}, y, z\right) \tag{C-26}
\end{equation*}
$$

In accordance with Newton's third law, the component $t_{x}$ is negative. Correspondingly, as on the back face:

$$
X_{x}\left(x+\frac{\Delta x}{2}, y, z\right)<0
$$

It is a simple matter to demonstrate that all other scalar components of vectors $\mathbf{X}, \mathbf{Y}$ and $\mathbf{Z}$ do not change sign at opposite faces of the elementary volume.

## Flux of the vector $X$

Next we derive again eq. C-23 in more explicit way. With this purpose let us calculate the flux of the vector $\mathbf{X}$ through the closed surface, surrounding the volume $\Delta V$, Fig. C.2a. Our goal is to simplify eq. C-22, when this volume is very small. It is clear that the flux through both faces, perpendicular to the $x$-axis, is

$$
\left[X_{x}\left(x+\frac{\Delta x}{2}, y, z\right)-X_{x}\left(x-\frac{\Delta x}{2}, y, z\right)\right] \Delta y \Delta z
$$

or

$$
\frac{\partial X_{x}(x, y, z)}{\partial x} \Delta x \Delta y \Delta z=\frac{\partial X_{x}}{\partial x} \Delta V
$$

The pair of faces, normal to the $y$-axis, gives

$$
\left[X_{y}\left(x, y+\frac{\Delta y}{2}, z\right)-X_{y}\left(x, y-\frac{\Delta y}{2}, z\right)\right] \Delta x \Delta z
$$

or

$$
\frac{\partial X_{y}}{\partial y} \Delta x \Delta y \Delta z=\frac{\partial X_{y}}{\partial y} \Delta V
$$

Finally the flux through opposite faces, normal to the $z$-axis, is equal to

$$
X_{z}\left[X_{x}\left(x, y, z+\frac{\Delta z}{2}\right)-X_{z}\left(x, y, z-\frac{\Delta z}{2}\right)\right] \Delta x \Delta y
$$

or

$$
\frac{\partial X_{z}}{\partial z} \Delta V
$$

Thus, the total flux is

$$
\oint \mathbf{X} \cdot \mathbf{n} d a=\left(\frac{\partial X_{x}}{\partial x}+\frac{\partial X_{y}}{\partial y}+\frac{\partial X_{z}}{\partial z}\right) \Delta V
$$

As before, assuming that the density of volume forces is constant inside $\Delta V$, we again obtain eq. C-23. The same approach gives the flux of vectors $\mathbf{Y}$ and $\mathbf{Z}$ :

$$
\oint \mathbf{Y} \cdot \mathbf{n} d a=\left(\frac{\partial Y_{x}}{\partial x}+\frac{\partial Y_{y}}{\partial y}+\frac{\partial Y_{z}}{\partial z}\right) \Delta V
$$

and

$$
\oint \mathbf{Z} \cdot \mathbf{n} d a=\left(\frac{\partial Z_{x}}{\partial x}+\frac{\partial Z_{y}}{\partial y}+\frac{\partial Z_{z}}{\partial z}\right) \Delta V
$$

and, correspondingly, eqs. C-24. Now it is appropriate to make several comments.

1. The last three equations allow us to express the flux through a surface, surrounding an elementary volume, in terms of the first derivatives of scalar components of $\mathbf{X}, \mathbf{Y}$ and $Z$ at the middle point $p$. In other words, eqs. C-23-C-24 establish relationships between these components and the density of the volume force around the same point $p$.
2. We use values of functions at all faces of an elementary volume, but in the limit obtain formulas, which characterize a behavior of vectors $\mathbf{X}, \mathbf{Y}, \mathbf{Z}$ and $\mathbf{f}$ at one point, $p$.
3. As was mentioned earlier we assume that each component of these vectors linearly changes between opposite faces. This implies that a difference between values of any component at the middle point and at a face is directly proportional to the distance, ( $\Delta x / 2, \Delta y / 2$ or $\Delta z / 2$ ), i.e., values of each scalar component, for instance, $X_{y}$, differ only slightly at the opposite faces. However, corresponding vector components have opposite directions.

## The second condition of an equilibrium

We continue a study of vectors $\mathbf{X}, \mathbf{Y}$ and $\mathbf{Z}$, and with this purpose in mind consider eq. C-12. Its left hand side describes the resultant moment, and in order to provide an equilibrium, it has to be equal to zero. Respectively, each its component also vanishes. For instance, in the case of the $x$-component we have

$$
\begin{equation*}
\int_{V}\left(y f_{z}-z f_{y}\right) d V+\oint_{S}\left(y t_{z}-z t_{y}\right) d a=0 \tag{C-27}
\end{equation*}
$$

To obtain its differential form we make use of eqs. C-15, and it gives

$$
\begin{equation*}
\int_{V}\left(y f_{z}-z f_{y}\right) d V+\oint_{S}(y \mathbf{Z}-z \mathbf{Y}) \cdot \mathbf{n} d a=0 \tag{C-28}
\end{equation*}
$$

Applying again the Gauss's theorem we replace the surface integral by a volume integral, and eq. C-28 becomes

$$
\begin{equation*}
\int_{V}\left[y f_{z}-z f_{y}+\operatorname{div}(y \mathbf{Z}-z \mathbf{Y})\right] d V=0 \tag{C-29}
\end{equation*}
$$

By analogy with the first condition of an equilibrium, we take into account that eq. C-29 is valid for an arbitrary volume. This means that integrand is equal to zero, too:

$$
\begin{equation*}
y f_{z}-z f_{y}+\operatorname{div}(y \mathbf{Z}-z \mathbf{Y})=0 \tag{C-30}
\end{equation*}
$$

This is the differential form of eq. C-28, and it shows that the $x$-component of the torque is zero. It is a relationship between components $f_{y}, f_{z}$ and vectors $\mathbf{Y}$ and Z in the vicinity of any point. This equality contains extremely important information about scalar components of vectors $\mathbf{Y}$ and $\mathbf{Z}$. To describe these new features we perform some simplifications in eq. C-30 As is well known from vector analysis,

$$
\begin{equation*}
\operatorname{div}(y \mathbf{Z})=\mathbf{Z} \operatorname{grad} y+y \operatorname{div} \mathbf{Z} \quad \text { and } \quad \operatorname{div}(z \mathbf{Y})=\mathbf{Y} \operatorname{grad} z+z \operatorname{div} \mathbf{Y} \tag{C-31}
\end{equation*}
$$

Since $\operatorname{grad} y=\mathbf{j}$ and $\operatorname{grad} z=\mathbf{k}$, instead of eq. C-30 we have

$$
y f_{z}-z f_{y}+\mathbf{Z} \cdot \mathbf{j}+y \operatorname{div} \mathbf{Z}-\mathbf{Y} \mathbf{k}-z \operatorname{div} \mathbf{Y}=0
$$

or

$$
y f_{z}-z f_{y}+Z_{y}-Y_{z}+y \operatorname{div} \mathbf{Z}-z \operatorname{div} \mathbf{Y}=0
$$

Now, making use of the first condition of an equilibrium, eqs. C-23-C-24, we discover that

$$
\begin{equation*}
Z_{y}=Y_{z} \tag{C-32}
\end{equation*}
$$

In the same manner, considering the $y$ and $z$ components of the resultant torque:

$$
\int_{V}\left(z f_{x}-x f_{z}\right) d V+\oint_{S}\left(z t_{x}-x t_{z}\right) d a=0
$$

and

$$
\int_{V}\left(x f_{y}-y f_{x}\right) d V+\oint_{S}\left(x t_{y}-y t_{x}\right) d a=0
$$

we see that

$$
\begin{equation*}
Z_{x}=X_{z} \quad \text { and } \quad Y_{x}=X_{y} \tag{C-33}
\end{equation*}
$$

In essence eqs. C-32-C-33 represent the second condition of an equilibrium of an clementary volume when its dimensions tend to zero. Thus, from both conditions of an equilibrium we found out that some elements of the matrix, eq. C-19, are equal to each other:

$$
\begin{equation*}
X_{y}(p)=Y_{x}(p), \quad X_{z}(p)=Z_{x}(p), \quad Y_{z}(p)=Z_{y}(p) \tag{C-34}
\end{equation*}
$$

Taking into account an importance of these equalitics, let us discuss them in some details. With this purpose consider an elementary cube, $(\Delta x=\Delta y=\Delta z)$ and its crosssection in the plane $X O Y$, Fig. C.2b. First, we pay attention to tangential components of vectors $\mathbf{X}$ and $\mathbf{Y}$, which act on faces 1-2 and 2-3. Applying again the Taylor series we have

$$
\begin{equation*}
X_{y}\left(x, y+\frac{\Delta y}{2}, z\right)=X_{y}(p)+\frac{\partial X_{y}(p)}{\partial y} \frac{\Delta y}{2}-\ldots \tag{C-35}
\end{equation*}
$$

and

$$
Y_{x}\left(x+\frac{\Delta x}{2}, y, z\right)=Y_{x}(p)+\frac{\partial Y_{x}(p)}{\partial x} \frac{\Delta x}{2}-\ldots
$$

The traction components $t_{x}$ and $t_{y}$, associated with $X_{y}$ and $Y_{x}$, try to rotate the cube in opposite directions. As follows from eqs. C-35, in the limit, when the volume
becomes infinitely small, their resultant torque vanishes, if $X_{y}(p)=Y_{x}(p)$. However, at faces 1-2 and 2-3 of the elementary volume, we may have:

$$
X_{y}\left(x, y+\frac{\Delta y}{2}, z\right) \neq Y_{x}\left(x+\frac{\Delta x}{2}, y, z\right)
$$

The same components at the opposite faces of the cube, $1-4$ and $4-3$, also form torques. As before, they have opposite directions and in the limit, when $\Delta x \rightarrow 0$ we again obtain that $X_{y}(p)$ is cqual to $Y_{x}(p)$. Similarly, studying all tangential components of vectors $\mathbf{X}, \mathbf{Y}$ and $\mathbf{Z}$, we again arrive at eqs. C-34. This consideration also shows that in a state of an equilibrium these components are not usually equal at opposite faces. For example,

$$
X_{z}\left(x, y, z+\frac{\Delta z}{2}\right) \neq X_{z}\left(x, y, z-\frac{\Delta z}{2}\right)
$$

Now it is proper to make several comments.

1. The set of equalities C-34 describes relationships between tangential components of a traction at point $p$. They act on clements of coordinate planes, which are equal to

$$
d a_{x}=d y d z, \quad d a_{y}=d x d z, \quad d a_{z}=d x d y
$$

2. As was demonstrated, eqs. C-34 remain valid, regardless of the volume force density, f.
3. If we assume at the beginning that eqs. C-34 take place, then the second condition of an equilibrium is not independent and it follows from the first one. This approach is very useful, and it will be used later in deriving equations of motion.
4. In general, an equilibrium of an elementary volume depends on both the volume and surface forces. For instance, if the former can be neglected, the first condition is greatly simplified and we obtain

$$
\begin{equation*}
\operatorname{div} \mathbf{X}=0, \quad \operatorname{div} \mathbf{Y}=0, \quad \operatorname{div} \mathbf{Z}=0 \tag{C-36}
\end{equation*}
$$

## Stress tensor

As was already pointed out the matrix

$$
\left(\begin{array}{ccc}
X_{x} & X_{y} & X_{z}  \tag{C-37}\\
Y_{x} & Y_{y} & Y_{z} \\
Z_{x} & Z_{y} & Z_{z}
\end{array}\right)
$$

transforms the unit vector $\mathbf{n}$ of an arbitrary surface element into the traction, $\mathbf{t}(p)$, eq. C-19. This matrix is the tensor, and the relationship between $t$ and $n$ remains linear in new system of Cartesian coordinates, obtained by a rotation from the old one. Correspondingly, elements of the tensor in the new system can be calculated, applying formulas, derived in the previous Appendix B. By definition, nine scalar elements of the tensor, eq. C-37, are called stresses, and they allow us to find forces, acting on any element $d a$. Its diagonal elements

$$
X_{x}, \quad Y_{y} \text { and } \quad Z_{z}
$$

are called the normal stresses, since they characterize forces, which are perpendicular to corresponding coordinate planes. The other elements are shear stresses, and it is understandable, because they define tangential components of forces, exerted on the same coordinate planes.

In accordance with eqs. C-34 the stress tensor is symmetrical, and, therefore, it is defined by six elements only. There are different notations for tensor elements and one of them is given above, eq. C-37. It clearly shows the meaning of each element. For instance, $X_{y}$ describes the force at the point $p$, directed along the $x$-axis and applied to the surface element $d a(p)$, which is perpendicular to the $y$-axis.

The second notation uses one letter only for all elements, and it has a form

$$
\begin{array}{lll}
X_{x}=T_{11} & X_{y}=T_{12} & X_{z}=T_{13} \\
Y_{x}=T_{21} & Y_{y}=T_{22} & Y_{z}=T_{23}  \tag{C-38}\\
Z_{x}=T_{31} & Z_{y}=T_{32} & Z_{z}=T_{33}
\end{array}
$$

and in place of eq. C-37 we have

$$
\left(\begin{array}{lll}
T_{11} & T_{12} & T_{13}  \tag{C-39}\\
T_{21} & T_{22} & T_{23} \\
T_{31} & T_{32} & T_{33}
\end{array}\right)
$$

Respectively, the first index defines the component of the force, while the second characterizes a direction of the normal to the surface element. For instance, $T_{32}$ describes the $z$-component of the traction, which acts on the surface element, perpendicular to the $y$-axis. It is obvious that

$$
T_{21}=T_{12}, \quad T_{13}=T_{31} \quad \text { and } \quad T_{32}=T_{23}
$$

Also the stress tensor is sometimes written as

$$
\left(\begin{array}{lll}
p_{x x} & p_{x y} & p_{x z}  \tag{C-40}\\
p_{y x} & p_{y y} & p_{y z} \\
p_{z x} & p_{z y} & p_{z z}
\end{array}\right)
$$

Comparison with eq. C-37 easily defines the meaning of each element. Finally, in order to emphasize a difference between the normal and shear stresses the following notations are used, too:

$$
\begin{array}{rlrl} 
& p_{x x} & =\sigma_{x}, \quad p_{y y}=\sigma_{y}, & \\
\text { and } & p_{z z}=\sigma_{z} \\
p_{x y} & =\tau_{x y}, \quad p_{x z}=\tau_{x z}, & p_{y z}=\tau_{y z}
\end{array}
$$

Therefore, the stress tensor is

$$
\left(\begin{array}{ccc}
\sigma_{x} & \tau_{x y} & \tau_{x z}  \tag{C-41}\\
\tau_{y x} & \sigma_{y} & \tau_{y z} \\
\tau_{z x} & \tau_{z y} & \sigma_{z}
\end{array}\right)
$$

In general, the latter is a function of a point and represents the example of a tensor field.

## Cauchy formulas and an equilibrium

Earlier we obtained Cauchy formulas by simply introducing vectors $\mathbf{X}, \mathbf{Y}$ and $\mathbf{Z}$, eqs. $\mathrm{C}-15$. It is also very fruitful to derive them, eqs. C-18, proceeding from the integral form of the first condition of an equilibrium. In other words, we again demonstrate, that the stress tensor, given at some point $p$, allows us to determine the traction, $\mathbf{t}(p)$, acting on the elementary surface, $d a(p)$, arbitrary oriented with respect to coordinate planes. Solving this task it is convenient to deal with two different elementary volumes.

Case one: two-dimensional model Consider an elementary volume inside an elastic medium, which has a shape of the wedge, Fig. C.2c. Before we use the first condition of an equilibrium it is proper to notice the following. With a decrease of the wedge volume the surface forces decrease proportional to the area of its faces, that is as a square of linear dimensions. At the same time the volume force, for instance, the gravitational one, decays more rapidly; as a cube, since it is directly proportional to mass. For this reason we can neglect this force, that is

$$
\begin{equation*}
|\mathbf{f}| d V \ll|\mathbf{t}| d a \tag{C-42}
\end{equation*}
$$

Also we assume that the volume width, $\Delta y$, is very small, and forces, acting on two faces, perpendicular to the $y$-axis, cancel each other. This simplifies the first condition of an equilibrium, too, eq. C-11, and it can be written as

$$
\begin{equation*}
\mathrm{t}\left(p_{3}\right) \Delta y \Delta l+\mathbf{t}\left(p_{2}\right) \Delta y \Delta z+\mathbf{t}\left(p_{1}\right) \Delta x \Delta y=0 \tag{C-43}
\end{equation*}
$$

where

$$
\Delta l=\sqrt{(\Delta x)^{2}+(\Delta z)^{2}}
$$

Respectively, for the $x$ and $z$-components we have

$$
\begin{equation*}
t_{x n}\left(p_{3}\right) \Delta l+t_{x}\left(p_{2}\right) \Delta z+t_{x}\left(p_{1}\right) \Delta x=0 \tag{C-44}
\end{equation*}
$$

$$
\text { and } \quad t_{z n}\left(p_{3}\right) \Delta l+t_{z}\left(p_{2}\right) \Delta z+t_{z}\left(p_{1}\right) \Delta x=0
$$

By definition,

$$
\begin{aligned}
& t_{x}\left(p_{1}\right)=-\mathbf{X}\left(p_{1}\right) \cdot \mathbf{k}=-X_{z}\left(p_{1}\right) \\
& \text { and } \quad t_{x}\left(p_{2}\right)=-\mathbf{X}\left(p_{2}\right) \cdot \mathbf{i}=-X_{x}\left(p_{2}\right),
\end{aligned}
$$

since at both faces the normal has a direction, opposite to the corresponding unit vector. Then, the first equation of the set C-44 becomes

$$
t_{x n}\left(p_{3}\right)=X_{x}\left(p_{2}\right) \frac{\Delta z}{\Delta l}+X_{z}\left(p_{2}\right) \frac{\Delta x}{\Delta l}
$$

As is seen from Fig. C.2d

$$
\frac{\Delta z}{\Delta l}=\cos \beta=n_{x}, \quad \frac{\Delta x}{\Delta l}=\cos \alpha=n_{z}
$$

are directional cosines of the normal $\mathbf{n}$. Thus, we have

$$
\begin{equation*}
t_{x n}\left(p_{3}\right)=X_{x}\left(p_{2}\right) n_{x}+X_{z}\left(p_{1}\right) n_{z} \tag{C-45}
\end{equation*}
$$

It is clear that

$$
\begin{aligned}
t_{z}\left(p_{1}\right) & =-\mathbf{Z}\left(p_{1}\right) \cdot \mathbf{k}=-Z_{z}\left(p_{1}\right) \\
\text { and } \quad t_{z}\left(p_{2}\right) & =-\mathbf{Z}\left(p_{2}\right) \cdot \mathbf{i}=-Z_{z}\left(p_{2}\right)
\end{aligned}
$$

Therefore, the second equation of the set C-44 gives

$$
\begin{equation*}
t_{z n}\left(p_{3}\right)=Z_{x}\left(p_{2}\right) n_{x}+Z_{z}\left(p_{1}\right) n_{z} \tag{C-46}
\end{equation*}
$$

Here $t_{x n}\left(p_{3}\right)$ and $t_{z n}\left(p_{3}\right)$ are the $z^{-}$and the $x$-components of the traction $\mathfrak{t}\left(p_{3}\right)$ at the elementary plane with the normal $\mathbf{n}$.

As follows from eqs. C-45-C-46, they describe relationships between stresses at different points $p_{1}, p_{2}$ and $p_{3}$. However, with a decrease of the wedge volume, all faces approach to the same point $p$. In the limit these stresses characterize forces, exerted on three elementary surfaces, which have a common point $p$. Comparison with Cauchy formulas, eqs. C-18, shows that eqs. C-45-C-46 represent their special case, when an influence of forces, acting on faces, perpendicular to the $y$-axis, can be neglected.

Until now we found the Cartesian components, $t_{x n}$ and $t_{z n}$, in terms of the stress tensor:

$$
\left(\begin{array}{cc}
X_{x} & X_{z} \\
Z_{x} & Z_{z}
\end{array}\right)
$$

It is also a simple matter to determine the normal and shear components of the traction t at the same point $p_{3}$. As is seen from Fig. C.2d

$$
t_{n n}\left(p_{3}\right)=t_{x n} \cos \beta+t_{z n} \cos \alpha, \quad t_{s n}\left(p_{3}\right)=-t_{x n} \cos \alpha+t_{z n} \cos \beta
$$

or

$$
\begin{equation*}
t_{n n}\left(p_{3}\right)=t_{x n} n_{x}+t_{z n} n_{z}, \quad t_{s n}\left(p_{3}\right)=-t_{x n} n_{z}+t_{z n} n_{x} \tag{C-47}
\end{equation*}
$$

Here $t_{n n}$ and $t_{s n}$ are the normal and shear components of the traction at the point $p_{3}$. Substitution of eqs. C-45-C-46 into the set C-47 yields

$$
t_{n n}\left(p_{3}\right)=n_{x}\left(X_{x} n_{x}+X_{z} n_{z}\right)+n_{z}\left(Z_{x} n_{x}+Z_{z} n_{z}\right)
$$

or

$$
\begin{equation*}
t_{n n}\left(p_{3}\right)=n_{x}^{2} X_{x}+n_{x} n_{z} X_{z}+n_{x} n_{z} Z_{x}+n_{z}^{2} Z_{z} \tag{C-48}
\end{equation*}
$$

Similarly, for the shear component we have

$$
t_{s n}\left(p_{3}\right)=n_{x}\left(Z_{x} n_{x}+Z_{z} n_{z}\right)-n_{z}\left(X_{x} n_{x}+X_{z} n_{z}\right)
$$

or

$$
\begin{equation*}
t_{s n}\left(p_{3}\right)=n_{x}^{2} Z_{x}+n_{x} n_{z} Z_{z}-n_{x} n_{z} X_{x}-n_{z}^{2} X_{z} \tag{C-49}
\end{equation*}
$$

As we know, from the second condition of an equilibrium it follows that $Z_{x}=X_{z}$. Assume that the system of coordinates, $x$ and $z$, is rotated about the $y$-axis, and the new axis $x^{\prime}$ is directed along the normal $\mathbf{n}$, while the $z^{\prime}$ axis is tangential to the elementary surface around $p_{3}$. Then, $t_{n n}\left(p_{3}\right)$ and $t_{s n}\left(p_{3}\right)$ represent the stress elements, $X_{x^{\prime}}\left(p_{3}\right)$ and $Z_{x^{\prime}}\left(p_{3}\right)$ in the new system of coordinates. Therefore, eqs. C-48-C-49 perform a transformation of two elements of the stress tensor, caused by a rotation of the coordinate system. Considering the surface element, normal to the old one, $(\Delta y, \Delta l)$, we can determine the stress $Z_{z^{\prime}}$. As concerns $X_{z^{\prime}}$, it is equal to $Z_{x^{\prime}}$. It is proper to notice that the same result, eqs. C-48-C-49, follows from expressions derived in the Appendix B.

Case two: three-dimensional model Next we study an cquilibrium of a tetrahedron, shown in Fig. C.3a. Three of its faces coincide with corresponding elements of the coordinate planes. The areas of all plane faces of this body are related to each other in the following way:

$$
d a_{x y}=d a \cos (\mathbf{k}, \mathbf{n}), \quad d a_{x z}=d a \cos (\mathbf{j} \mathbf{n})
$$

and

$$
d a_{y z}=d a \cos (\mathbf{i}, \mathbf{n})
$$

Here $d a$ is the area of the face with the normal $n$.
Our goal is to determine Cartesian components of the traction $\mathbf{t}$ at this oblique element of the closed surface. Applying again the first condition of an equilibrium in the integral form, we see that

$$
\begin{equation*}
\mathbf{t} d a+\mathbf{t}\left(p_{1}\right) d a_{y z}+\mathbf{t}\left(p_{2}\right) d a_{x z}+\mathbf{t}\left(p_{3}\right) d a_{x y}=0 \tag{C-50}
\end{equation*}
$$

Considering the Cartesian components of this equality and making use of the set C-15, we again arrive at the Cauchy formulas, eqs. C-18. At the same time, eq. C-50 does not relate to each other tensor elements, but it establishes a relationship between the traction $\mathbf{t}$ at an oblique surface element and the stress tensor. In addition note the following:
a. Earlier we derived Cauchy formulas without the use of the condition of an equilibrium, and, therefore, the volume forces.


Figure C.3: (a) Cauchy formula for three dimensional cases (b) Equilibrium of bar (c) Illustration of eq. C-54
b. As was demonstrated in the first case, Cauchy formulas permit us to find elements of the stress tensor in the new Cartesian system of coordinates. Certainly, the same is correct in the threc-dimensional case, (Appendix B)

## Stress behavior and an equilibrium

Next we proceed from Cauchy formulas and illustrate a behavior of the traction components in an elastic medium. With this purpose in mind consider two examples, assuming that a body is in an equilibrium.

Example one Suppose that the stress tensor at some point of a medium is

$$
\begin{equation*}
X_{x}=Y_{y}=Z_{z}=-P \quad \text { and } \quad Y_{z}=Z_{x}=X_{y}=0 \tag{a}
\end{equation*}
$$

By definition, for an arbitrary oriented element $d a$ with the normal $\mathbf{n}$ we have

$$
\begin{aligned}
& t_{x}=\mathbf{X} \cdot \mathbf{n}=-P \cos (\mathbf{i}, \mathbf{n})=-P n_{x} \\
& t_{y}=\mathbf{Y} \cdot \mathbf{n}=-P \cos (\mathbf{j}, \mathbf{n})=-P n_{y} \\
& t_{z}=\mathbf{Z} \cdot \mathbf{n}=-P \cos (\mathbf{k}, \mathbf{n})=-P n_{z}
\end{aligned}
$$

Respectively, the traction $t$, acting on this surface element, is

$$
\begin{equation*}
\mathbf{t}=-P \mathbf{n} \tag{C-52}
\end{equation*}
$$

that is the vector $\mathbf{t}$ has a direction, which is opposite to the normal $\mathbf{n}$. Its magnitude is equal to the pressure $P$. As we know, such a behavior is observed in the ideal fluid when an equilibrium takes place.

Example two Consider an elastic bar, oriented along the $x$-axis, and assume that two forces, $\mathbf{F}$ and $-\mathbf{F}$, applied at bar ends, provide an equilibrium, Fig. C.3b. Because of these forces an extension occurs and internal forces arise. In order to find their distribution we mentally draw a cross- section $S$ in any place of the bar. Its portions, $A$ and $B$, are located at both sides of this surface. Inasmuch as the bar is an equilibrium, parts $A$ and $B$ are at rest, too. Therefore, the internal force, acting on $S$ and caused by the portion $A$, is equal to $\mathbf{F}$. In other words, the resultant force, exerted on $B$, is equal to zero. Otherwise, it would be in a state of motion. Changing a position of the cross-section $S$ and bearing in mind that the force is distributed uniformly over it, we conclude that $\mathbf{F}$ is the same at all points of the bar. Besides, this force is perpendicular to the section $S$, that is the traction has only the normal component, equal to

$$
\begin{equation*}
t_{x}=X_{x}=\frac{F}{S} \tag{C-53}
\end{equation*}
$$

As was shown, this stress element provides an equilibrium, while the others are equal to zero:

$$
T=\left(\begin{array}{ccc}
\sigma_{x} & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right)
$$

Here it is proper to note that an influence of volume forces is ignored, and only surface forces are able to sustain this state of the bar. In the same manner we can consider the
internal force, acting on the boundary $S$ of the portion $A$. It is clear that this force differs from F by a sign only (Newton's third law).

Now we take an arbitrary oriented surface element inside the bar, Fig. C.3b. In accordance with Cauchy formulas, eq. C-18, the traction has only the component along the $x$-axis, and it is equal to

$$
\begin{equation*}
t_{x}=X_{x} \cos (\mathbf{n}, \mathbf{i}) \tag{C-54}
\end{equation*}
$$

while $t_{y}=t_{z}=0$ at all points of the bar. In particular, if the normal $\mathbf{n}$ is perpendicular to the $x$-axis, the traction is equal to zero. In general, there are both the normal and tangential components of the traction. Indeed, as is seen from Fig. C.3c

$$
\begin{equation*}
t_{n n}=t_{x} \cos \beta=X_{x} \cos ^{2} \beta=X_{x} n_{x}^{2} \tag{C-55}
\end{equation*}
$$

$$
\text { and } \quad t_{s n}=-t_{x} \sin \beta=-X_{x} \sin \beta \cos \beta
$$

Thus, the component $t_{n n}$ gradually decreases with an increase of the angle $\beta$, while the shear component has a maximum, when $\beta=\pi / 4$, and it is equal to

$$
\begin{equation*}
t_{s n}=\frac{X_{x}}{2} \tag{C-56}
\end{equation*}
$$

## Stress equations of motion

As is well known, a motion of an elastic body can be represented as a superposition of a translation and a rotation around its center of mass (Appendix A). Of course, there is also a deformation, and this phenomenon will be studied later. Equation describing translation is

$$
\begin{equation*}
M \mathbf{a}_{0}=\mathbf{F} \tag{C-57}
\end{equation*}
$$

Here $M$ is the total mass of the body, $\mathbf{a}_{0}$ is an acceleration of the center of mass, and $\mathbf{F}$ is the resultant of external forces. By definition, we have

$$
M \mathbf{a}_{0}=\int_{V} \rho \mathbf{a} d V \quad \text { and } \quad \mathbf{F}=\oint_{V} \mathbf{f} d V+\int_{S} \mathrm{t} d S
$$

Correspondingly, the first equation of motion in the integral form is

$$
\begin{equation*}
\int_{V} \rho \mathbf{a} d V=\int_{V} \mathbf{f} d V+\int_{S} \mathbf{t} d S \tag{C-58}
\end{equation*}
$$

where $\mathbf{a}$ is the acceleration of an elementary mass, $\rho d V$. To obtain the differential form of this equation, consider, as in the case of an equilibrium, any component of this equality. For instance, the $x$-component is equal to:

$$
\begin{equation*}
\int_{V} \rho a_{x} d V=\int_{V} f_{x} d V+\oint_{S} \mathbf{X} \cdot \mathbf{n} d S \tag{C-59}
\end{equation*}
$$

Replacing the last integral by the volume one, we have

$$
\begin{equation*}
\int_{V}\left(\rho a_{x}-f_{x}-\operatorname{div} \mathbf{X}\right) d V=0 \tag{C-60}
\end{equation*}
$$

Inasmuch as eq. C-60 is valid for any arbitrary volume, we conclude that the integrand is equal to zero, too:

$$
\begin{equation*}
\rho a_{x}=f_{x}+\operatorname{div} \mathbf{X} \tag{C-61}
\end{equation*}
$$

By analogy we obtain

$$
\begin{equation*}
\rho a_{y}=f_{y}+\operatorname{div} \mathbf{Y} \tag{C-62}
\end{equation*}
$$

and

$$
\begin{equation*}
\rho a_{z}=f_{z}+\operatorname{div} \mathbf{Z} \tag{C-63}
\end{equation*}
$$

The last three equations are the differential form of eq. C-58. For example, eq. C-62 shows that an acceleration of an elementary volume, $\Delta V$, along the $y$-axis is defined by the volume force $f_{y} d V$ and the resultant of surface forces:

$$
\operatorname{div} \mathbf{Y} d V
$$

In fact, by a definition of the divergence, this product can be replaced as

$$
\oint_{S} \mathbf{Y} \cdot \mathbf{d S}
$$

and the integral describes the total surface force caused by a surrounding medium.
In most cases, discussed in this monograph, an influence of volume forces can be neglected. Therefore, in place of eq. C-58 we have

$$
\begin{equation*}
\int_{V} \rho \mathrm{a} d V=\oint_{S} \mathbf{t} d S \tag{C-64}
\end{equation*}
$$

As follows from eqs. C-61-C-63 in the Cartesian system of coordinates

$$
\begin{gather*}
\rho a_{x}=f_{x}+\frac{\partial X_{x}}{\partial x}+\frac{\partial X_{y}}{\partial y}+\frac{\partial X_{z}}{\partial z} \\
\rho a_{y}=f_{y}+\frac{\partial Y_{x}}{\partial x}+\frac{\partial Y_{y}}{\partial y}+\frac{\partial Y_{z}}{\partial z}  \tag{C-65}\\
\rho a_{z}=f_{z}+\frac{\partial Z_{x}}{\partial x}+\frac{\partial Z_{y}}{\partial y}+\frac{\partial Z_{z}}{\partial z}
\end{gather*}
$$

Here

$$
a_{x}=\frac{\partial^{2} s_{x}}{\partial t^{2}}, \quad a_{y}=\frac{\partial^{2} s_{y}}{\partial t^{2}}, \quad a_{z}=\frac{\partial^{2} s_{z}}{\partial t^{2}}
$$

and

$$
\mathbf{s}=s_{x} \mathbf{i}+s_{y} \mathbf{j}+s_{z} \mathbf{k}
$$

is the displacement of the center of mass which in general takes place due to a translation of the volume, as a rigid body, and its deformation. Usually the set C-65 is called the stress equations. It may be proper to notice that they contain too many unknowns and this shortcoming will be removed later. Now we consider several examples, illustrating a stress behavior of a moving body.

Example one Suppose that at some instant $t=0$ the constant force is applied to one end of the bar and it is directed along the $x$-axis, Fig. C.4a. As is well known, (Part I), at the beginning we observe waves, propagating between bar ends, and its different elements move with different velocities. It is essential that within this time interval a deformation changes. Then, after some time an influence of waves becomes negligible, and it happens due to an attenuation. Correspondingly, each elementary mass starts to move with the same acceleration, and we can apply the second Newton's law to any part of the bar. It is obvious that with a decrease of its length the first time interval becomes smaller and in the limit it tends to zero. Let us mentally draw the cross-section $S$ of the bar and consider a portion A, Fig. C.4a. Since it moves with the same acceleration as the whole bar, the internal force, $F_{i}$, acting at points of $S$ is defined from the equality

$$
\begin{equation*}
\frac{F}{\rho l S}=\frac{F_{i}}{\rho l_{A} S} \quad \text { or } \quad F_{i}=\frac{l_{A}}{l} F \tag{C-66}
\end{equation*}
$$



Figure C.4: (a) Distribution of internal forces in the bar when $\mathrm{F}=$ const (b) Rotation of the bar with the constant acceleration (c) Translation of elementary volume (d) Rotation of elementary volume

Thus, the internal force linearly decreases towards the front end of bar. Applying the principle of superposition we can determine a distribution of the internal forces, when both ends of the bar are under action of forces.

Example two Consider a bar rotating around its end with the constant acceleration $\alpha$, Fig. C.4b. As follows from the second equation of motion the force, normal to the bar, is defined as

$$
\begin{equation*}
\mathrm{r} \times \mathrm{F}_{t}=I \boldsymbol{\alpha} \tag{C-67}
\end{equation*}
$$

Here $I$ is the moment of inertia and $r$ is the distance from an elementary mass, $\Delta m$, to the axis of rotation. In this case, eq. C-67 is simplified and we obtain

$$
\begin{equation*}
F_{t} r=\Delta m r^{2} \alpha \quad \text { or } \quad F_{t}=\Delta m r \alpha \tag{C-68}
\end{equation*}
$$

Thus, the shearing force linearly decreases with the distance $r$. Of course, there is also the centripetal force, directed along the bar.

Example three. Translation of an elementary volume Consider an elementary volume of an elastic medium and assume that the wave propagates along the $x$-axis, Fig. C.4c. In addition, we suppose that the force, associated with wave, has only the component $\mathbf{F}_{x}$. As soon as the wave reached the face with the coordinate: $x-\Delta x / 2$, the left portion of the volume starts to move, while the other part remains at rest. Of course, during this motion we also observe a deformation. When the wave approaches the front face, $x+\Delta x / 2$, the force $\mathbf{F}_{x}$ begins to act on a medium in front of the volume. In accordance with the third Newton's law, the force, caused by the surrounding medium and acting on this face:

$$
\mathbf{F}_{x}\left(x+\frac{\Delta x}{2}, y, z, t\right)
$$

has the same magnitude but opposite direction.
Thus, the total force, exerted on the opposite faces of the volume, is

$$
\begin{equation*}
\mathbf{F}_{x}\left(x-\frac{\Delta x}{2}, y, z, t\right)+\mathbf{F}_{x}\left(x+\frac{\Delta x}{2}, y, z, t\right) \tag{C-69}
\end{equation*}
$$

Inasmuch as the $x$-component of the traction is related to the vector $\mathbf{X}$ as

$$
t_{x}=\mathbf{X} \cdot \mathbf{n}
$$

the sum in C-69 can be represented in the form

$$
\begin{equation*}
\left[X_{x}\left(x+\frac{\Delta x}{2}, y, z, t\right)-X_{x}\left(x-\frac{\Delta x}{2}, y, z, t\right)\right] \Delta y \Delta z \mathrm{i} \tag{C-70}
\end{equation*}
$$

Here $X_{x}$ is the normal stress. Now it is appropriate to point out that at the opposite faces the forces have opposite directions but stress values differ only slightly from each other. Because of this we assume that the function $X_{x}$ changes linearly between these faces, the difference in $\mathrm{C}-70$ is written as

$$
\begin{equation*}
\frac{\partial X_{x}(x, y, z, t)}{\partial x} \Delta x \Delta y \Delta z \mathbf{i} \tag{C-71}
\end{equation*}
$$

where $X_{x}$ is the stress value at the middle point of the volume. The total force also includes the volume one

$$
\frac{\partial X_{x}}{\partial x}+f_{x}=\rho \frac{\partial^{2} s_{x}}{\partial t^{2}}
$$

Geometry of the wave, propagating along the $x$-axis, allows us to assume that vectors Y and Z are absent. At the same time stresses $X_{y}$ and $X_{z}$ at opposite faces, perpendicular to the $Y$ and $Z$-axes, are the same

$$
\frac{\partial X_{y}}{\partial y}=\frac{\partial X_{z}}{\partial z}=0
$$

In such a case the set of equations of motion, C-65, is reduced to the single equation. If at each instant of time

$$
X_{x}\left(x-\frac{\Delta x}{2}, y, z, t\right)=X_{x}\left(x+\frac{\Delta x}{2}, y, z, t\right) \quad \text { and } \quad f_{x}=0
$$

then a deformation of the volume does not change, and it experiences a translation with the constant velocity. In a more general case, when these stresses are different, the volume is involved in a more complicated motion, including a vibration around its center of mass.

Example four. Rotation of elementary volume Now we investigate rotation of an elementary volume and, for simplicity, assume that it has a shape of the cube, Fig. C.4d. Its sides are equal to $h$. Since we are interested in rotation, an influence of normal stresses are not considered. As before, assume that the wave propagates along the $x$-axis, but unlike the first example, it produces the force, perpendicular to the $x$-axis. At the beginning, consider an action of its vector component $\mathrm{F}_{y}$. At points of the back face of the cube we have

$$
\mathbf{F}_{y}\left(x-\frac{h}{2}, y, z, t\right)=t_{y} h^{2} \mathbf{j}=(\mathbf{Y} \cdot \mathbf{n}) h^{2} \mathbf{j}
$$

or

$$
\begin{equation*}
\mathbf{F}_{y}\left(x-\frac{h}{2}, y, z, t\right)=-Y_{x}\left(x-\frac{h}{2}, y, z, t\right) h^{2} \mathbf{j} \tag{C-72}
\end{equation*}
$$

As soon as the wave front passes this face, the left portion of the volume begins to move along the $y$-axis, but the other portion is at rest. Such motion causes a deformation of the volume. Besides the normal and tangential components of the force appear at faces, perpendicular to the $y$-axis. When the wave approaches the face, $x+h / 2$, the medium in front of the volume acts with the force

$$
\mathbf{F}_{y}=t_{y}\left(x+\frac{h}{2}, y, z, t\right) h^{2} \mathbf{j}
$$

or

$$
\begin{equation*}
\mathbf{F}_{y}=Y_{x}\left(x+\frac{h}{2}, y, z, t\right) h^{2} \mathbf{j} \tag{C-73}
\end{equation*}
$$

It is essential that forces, given by eqs. C-72-C-73, have opposite directions, but their magnitudes differ only slightly from each other.

Forces, acting on faces, normal to the $y$-axis, display the same behavior, and we have:

$$
\begin{align*}
& \mathbf{F}_{x}\left(x, y+\frac{h}{2}, z, t\right)=X_{y}\left(x, y+\frac{h}{2}, z, t\right) h^{2} \mathbf{i}  \tag{C-74}\\
& \text { and } \quad \mathbf{F}_{x}\left(x, y-\frac{h}{2}, z, t\right)=-X_{y}\left(x, y-\frac{h}{2}, z, t\right) h^{2} \mathrm{i}
\end{align*}
$$

It is clear that all four forces may cause a rotation of the volume about the $z$-axis, and it is described by the equation

$$
\begin{equation*}
M_{z}=I \alpha_{z} \tag{C-75}
\end{equation*}
$$

Here $M_{z}$ is the $z$-component of the torque, $I$ is moment of inertia and $\alpha_{z}$ is the component of the angular acceleration.

As is seen from Fig. C.4d, the forces, acting at opposite faces of the volume, produce the torques in the same direction. For this reason, evaluating the total torque, we have to add their magnitudes. It is important to emphasize that torques due to forces, oriented along the $x$ and $y$ axes, have opposite directions. Otherwise we would not be able to observe an equilibrium. As follows from eqs. C-72-C-73 the magnitude of the first pair of torques is equal to

$$
\begin{equation*}
M_{1}=\left[Y_{x}\left(x+\frac{h}{2}, y, z, t\right)+Y_{x}\left(x-\frac{h}{2}, y, z, t\right)\right] \frac{h^{3}}{2} \tag{C-76}
\end{equation*}
$$

since the level arm is $h / 2$.
In the same manner the torque magnitude of the second pair is

$$
\begin{equation*}
M_{2}=\left[X_{y}\left(x+\frac{h}{2}, z, t\right)+X_{y}\left(x, y-\frac{h}{2}, z, t\right)\right] \frac{h^{3}}{2} \tag{C-77}
\end{equation*}
$$

Next we expand stresses at each face of the cube in the Taylor series around the middle point of the volume, $p(x, y, z)$. Discarding terms of the order $h^{3}$ and higher, we obtain

$$
\begin{align*}
& \quad M_{1}=\left[Y_{x}(p, t)+\frac{\partial^{2} Y_{x}(p, t)}{\partial x^{2}} \frac{h^{2}}{8}\right] h^{3}  \tag{C-78}\\
& \text { and } \quad M_{2}=\left[X_{y}(p, t)+\frac{\partial^{2} X_{y}(p, t)}{\partial y^{2}} \frac{h^{2}}{8}\right] h^{3} \quad \text { if } h \rightarrow 0
\end{align*}
$$

It is proper to notice that the Taylor series of the magnitude of each torque contains the term with the first derivatives. However, fortunately they are absent in expressions for $M_{1}$ and $M_{2}$. As follows from eqs. C-78 the magnitude of the resultant torque around the $z$-axis is

$$
\begin{equation*}
M=M_{1}-M_{2}=\left[\left(Y_{x}-X_{y}\right)+\left(\frac{\partial^{2} Y_{x}}{\partial x^{2}}-\frac{\partial^{2} X_{y}}{\partial y^{2}}\right) \frac{h^{2}}{8}\right] h^{3} \tag{C-79}
\end{equation*}
$$

In accordance with eq. A-51 the moment of inertia of the cube is equal to

$$
\begin{equation*}
I=\frac{M h^{2}}{6}=\frac{\rho h^{5}}{6} \tag{C-80}
\end{equation*}
$$

that is it has the same order with respect to $h$, as the second term in eq. C-79. Substitution of eqs. C-77-C-80 into eq. C-75 yields

$$
\begin{equation*}
Y_{x}(p, t)-X_{y}(p, t)+\left(\frac{\partial^{2} Y_{x}}{\partial x^{2}}-\frac{\partial^{2} X_{y}}{\partial y^{2}}\right) \frac{h^{2}}{8}=\frac{\rho h^{2}}{6} \alpha_{z} \tag{C-81}
\end{equation*}
$$

Here $Y_{x}$ and $X_{y}$ and their derivatives are taken at the point $p$. Since the acceleration can not be infinitely large, we conclude that

$$
\begin{equation*}
X_{y}(p, t)=Y_{x}(p, t) \tag{C-82}
\end{equation*}
$$

By analogy, considering a rotation about the $x$ and $y$ axes it follows that

$$
\begin{equation*}
X_{z}=Z_{x} \quad \text { and } \quad Y_{z}=Z_{y} \tag{C-83}
\end{equation*}
$$

The set of equations C-82-C-83 is very important result, because it shows that, as in the case of an equilibrium, the stress tensor is also symmetrical in the dynamic stage.

Besides from eq. C-81 it follows that the acceleration $\alpha_{z}$ is defined by the difference of second derivatives of stress components and naturally, it is independent on $h$. In fact, we have

$$
\begin{equation*}
\alpha_{z}=\frac{3}{4 \rho}\left(\frac{\partial^{2} Y_{x}}{\partial x^{2}}-\frac{\partial^{2} X_{y}}{\partial y^{2}}\right) \tag{C-84}
\end{equation*}
$$

In the same manner, considering a rotation of the volume around two other axes, we can obtain expressions for $\alpha_{x}$ and $\alpha_{y}$.

Let us make some comments.
a. During a propagation of the wave through a given elementary volume, eq. C-75 is applied to its portion, located behind the wave front
b. If the shearing forces are such that

$$
\frac{\partial^{2} Y_{x}}{\partial x^{2}}=\frac{\partial^{2} X_{y}}{\partial y^{2}}
$$

the elementary volume rotates around the $z$-axis with the constant velocity $\omega,(h \rightarrow 0)$.

## Relationship between the second and first equations of motion

Next we pay attention to the second equation of motion, which describes rotation. As is well known, (Appendix A), this equation has the form

$$
\begin{equation*}
\frac{\partial \mathbf{L}}{\partial t}=\mathbf{M} \tag{C-85}
\end{equation*}
$$

Here $\mathbf{M}$ is the resultant torque, caused by the external forces and, by definition, it is equal to

$$
\begin{equation*}
\mathbf{M}=\int_{V}(\mathbf{r} \times \mathbf{f}) d V+\oint \mathbf{r} \times \mathbf{t} d S \tag{C-86}
\end{equation*}
$$

and $\mathbf{r}$ is the radius-vector, characterizing a position of the point of a volume with respect to the center of mass. The left hand side of eq. C-85 describes the rate of a change of the total angular momentum $\mathbf{L}$,

$$
\mathbf{L}=\int_{V} \mathbf{r} \times \rho \mathbf{v} d V
$$

Respectively

$$
\begin{equation*}
\frac{\partial \mathbf{L}}{\partial t}=\int_{V} \mathbf{r} \times \rho \mathbf{a} d V \tag{C-87}
\end{equation*}
$$

since

$$
\frac{\partial}{\partial t}(\mathbf{r} \times \rho \mathbf{v})=\mathbf{v} \times \rho \mathbf{v}+\mathbf{r} \times \rho \mathbf{a}=\mathbf{r} \times \rho \mathbf{a}
$$

Thus, the second equation of motion in the integral form is

$$
\begin{equation*}
\int_{V} \rho \mathbf{r} \times \mathbf{a} d V=\int_{V} \mathbf{r} \times \mathbf{f} d V+\oint_{S} \mathbf{r} \times \mathbf{t} d S \tag{C-88}
\end{equation*}
$$

It turns out that this equation is not independent, but it follows from the first equation of a motion. To demonstrate this very important fact, we consider at the beginning the $x$-component of eq. C-85, which is equal to

$$
\begin{equation*}
\int_{V} \rho\left(y a_{z}-z a_{y}\right) d V=\int_{V}\left(y f_{z}-z f_{y}\right) d V+\oint_{S}\left(y t_{z}-z t_{y}\right) d S \tag{C-89}
\end{equation*}
$$

It is proper to notice that the same approach was used in the case of an equilibrium. Taking into account eqs. C-61-C-63 in place of eq. C-89 we have

$$
\int_{V}\left[y\left(f_{z}+\operatorname{div} \mathbf{Z}\right)-z\left(f_{y}+\operatorname{div} \mathbf{Y}\right)\right] d V=\int_{V}\left(y f_{z}-z f_{y}\right) d V+\oint_{S} y(\mathbf{Z} \cdot \mathbf{n}) d S-\oint_{S} z(\mathbf{Y} \cdot \mathbf{n}) d S
$$

or

$$
\begin{equation*}
\int_{V}(y \operatorname{div} \mathbf{Z}-z \operatorname{div} \mathbf{Y}) d V=\int_{S} \operatorname{div}(y \mathbf{Z}) d V-\int_{S} \operatorname{div}(z \mathbf{Y}) d V \tag{C-90}
\end{equation*}
$$

As was shown earlier

$$
\operatorname{div} y \mathbf{Z}=y \operatorname{div} \mathbf{Z}+Z_{y} \quad \text { and } \quad \operatorname{div} z \mathbf{Y}=z \operatorname{div} \mathbf{Y}+Y_{z}
$$

Therefore, eq. C-89 is greatly simplified, and we obtain

$$
\begin{equation*}
\int_{V}\left(Z_{y}-Y_{z}\right) d V=0 \tag{C-91}
\end{equation*}
$$

Considering two other components of eq. C-85, we have

$$
\begin{equation*}
\int_{V}\left(X_{z}-Z_{x}\right) d V=0 \quad \text { and } \quad \int_{V}\left(X_{y}-Y_{x}\right) d V=0 \tag{C-92}
\end{equation*}
$$

These equalities can be interpreted in two different ways. First of all, we earlier proved that the stress tensor is symmetrical and, therefore, the left hand side of eqs. C-91-C-92 is equal to zero. This means that the second equation of motion follows from the first one. In other words, all information about both types of motion contains in eqs. C-61 C63. Certainly, it is important result, which greatly simplifies a study of wave fields. At the same time in some cases, when a translation is absent, the use of eq. C-85 can be more preferable. Also, eqs. C-91 C-92 may serve as another proof of the stress tensor symmetry. This follows from the fact that these equalities are valid for any volume, and, correspondingly, integrands are also equal to zero, that is

$$
Z_{y}=Y_{z}, \quad X_{z}=Z_{x}, \quad X_{y}=Y_{x}
$$
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## Appendix D

## Deformation and strain tensor

The surface and volume forces applied to an ideally rigid body cause a motion, which can be in general described as a superposition of a translation, when all particles of a body have the same displacement, and a rotation about the center of mass. In both cases a distance between any two points of the body does not change. Since in reality every medium is an elastic one, we also observe a change of a relative position of different portions of the body. As a result its shape changes, as well as distance between points, and this phenomenon is called a deformation, Fig. D.1a. For instance, a straight line (1) of an arbitrary length becomes after a deformation a rather complicated line (2), Fig. D.1b. This suggests that under an action of different forces the same straight line can be transformed in unlimited number of lines of different shapes. Certainly, such a behavior makes a study of a deformation a very difficult task. For this reason the conventional approach considers a displacement, vector of an elementary segment of a curve, which can be treated as a straight line. In other words, we are going to study a change of a relative position of terminal points of this line, located close to each other. Thus, as was first established by Helmholtz, a motion of an elementary volume, in particular, the linear segment, can be represented as a sum of three components, namely
a. translation, b. rotation, c. deformation.

Our goal is to describe main features of a displacement, caused by a deformation.

## Displacement and relative displacement

Consider some point $p$ of the body. Its position with respect to the origin $O$ is characterized by the radius-vector $r$. Under an action of forces the medium around this point is moved, and after a deformation it is located around the point $p^{\prime}$ with the


Figure D.1: (a) Deformation of an elementary volume (b) Change of a line due to deformation (c) Illustration of eqs. D-1-D-6 (d) Deformation of segment $M N$, parallel to the $x$-axis (e) Deformation of segment $M P$, parallel to the $y$-axis
radius-vector $\mathbf{r}^{\prime}$, Fig. D.1c. Write

$$
\begin{equation*}
\mathbf{r}^{\prime}=\mathbf{r}+\mathbf{s} \tag{D-1}
\end{equation*}
$$

where $s$ is the displacement of the point $p$, and, in general, it depends on coordinates of this point. Further we imply that the function $s(\mathbf{r})$ is a continuous. Next, we take a neighboring point $p_{1}$ with the radius-vector $r_{1}$. A deformation causes also a displacement of a medium around this point to the point $p_{1}^{\prime}$, and, as is seen from Fig. D.1c:

$$
\begin{equation*}
\mathbf{r}_{1}^{\prime}=\mathbf{r}_{1}+\mathbf{s}_{1} \tag{D-2}
\end{equation*}
$$

It is usually $\mathbf{s}_{1} \neq \mathbf{s}$. From eqs. D-1 and D-2 it follows that

$$
\begin{equation*}
\delta \mathbf{r}^{\prime}=\delta \mathbf{r}+\delta \mathbf{s} \tag{D-3}
\end{equation*}
$$

where

$$
\begin{equation*}
\delta \mathbf{r}=\mathbf{r}_{1}-\mathbf{r} \quad \text { and } \quad \delta \mathbf{r}^{\prime}=\mathbf{r}_{1}^{\prime}-\mathbf{r}^{\prime} \tag{D-4}
\end{equation*}
$$

characterize a relative position of two points ( $p$ and $p_{1}$ ) before and after a deformation. At the same time

$$
\delta \mathbf{s}=\mathbf{s}\left(\mathbf{r}_{1}\right)-\mathbf{s}(\mathbf{r})
$$

or

$$
\begin{equation*}
\delta \mathbf{s}=\mathbf{s}(\mathbf{r}+\delta \mathbf{r})-\mathbf{s}(\mathbf{r}) \tag{D-5}
\end{equation*}
$$

By definition, eq. D-3,

$$
\begin{equation*}
\delta \mathbf{s}=\delta \mathbf{r}^{\prime}-\delta \mathbf{r} \tag{D-6}
\end{equation*}
$$

and it describes a change of a relative position of points $p$ and $p_{1}$, Fig. D.1c. In other words, the vector $\delta \mathrm{s}$ is a measure of a deformation around some point $p$. As is seen from Fig. D.1c, vectors $\delta \mathbf{r}^{\prime}$ and $\delta \mathbf{r}$ usually differ from each other by a magnitude and a direction. In particular, it may happen that the length of both vectors, $\delta \mathbf{r}^{\prime}$ and $\delta \mathbf{r}$, remains the same, that is in such a case a displacement is not accompanied by a deformation. This indicates that the vector $\delta \mathbf{s}$ does not necessarily describe only a deformation, and this question will be studied in detail. Bearing in mind that $\delta s$ represents a difference of the vector field $\mathbf{s}(\mathbf{r})$ at two neighboring points, it is natural to express this vector, $\delta \mathbf{s}$, in terms of the partial derivatives of the field $\mathbf{s}(\mathbf{r})$. Introducing the curvilinear orthogonal system of coordinates, $x_{1}, x_{2}$ and $x_{3}$, we have

$$
\begin{equation*}
\mathbf{s}(\mathbf{r})=u(\mathbf{r}) \mathbf{i}_{1}+v(\mathbf{r}) \mathbf{i}_{2}+w(\mathbf{r}) \mathbf{i}_{3} \tag{D-7}
\end{equation*}
$$

Here $\mathbf{i}_{1}, \mathbf{i}_{2}$ and $\mathbf{i}_{3}$ are unit vectors along coordinate lines, and $u(\mathbf{r}), v(\mathbf{r})$ and $w(\mathbf{r})$ are scalar components of the vector $\mathbf{s}$. Therefore, components of the vector $\delta \mathbf{s}$ are

$$
\begin{align*}
& \delta u=u(\mathbf{r}+\delta \mathbf{r})-u(\mathbf{r}) \\
& \delta v=v(\mathbf{r}+\delta \mathbf{r})-v(\mathbf{r}) \tag{D-8}
\end{align*}
$$

$$
\delta w=w(\mathbf{r}+\delta \mathbf{r})-w(\mathbf{r})
$$

First, consider the component $u(\mathbf{r})$ of the displacement $\mathbf{s}(\mathbf{r})$, which can be treated as a scalar field. Then its directional derivative at the point $p$ is written as

$$
\begin{equation*}
\frac{\partial u}{\partial(\delta r)}=\mathbf{i} \cdot \operatorname{grad} u \tag{D-9}
\end{equation*}
$$

where $\mathbf{i}$ is the unit vector directed along $\delta \mathbf{r}$. Respectively, a change of the function $u$ between points $p$ and $p_{1}$ is equal to

$$
\begin{equation*}
\delta u=\frac{\partial u}{\partial(\delta r)} \delta \mathbf{r}=\operatorname{grad} u \cdot \delta \mathbf{r} \tag{D-10}
\end{equation*}
$$

By analogy, a change of two other components of the vector $\delta \mathbf{s}$ is

$$
\begin{equation*}
\delta v=\frac{\partial v}{\partial(\delta r)} \delta r=\operatorname{grad} v \cdot \delta \mathbf{r} \quad \text { and } \quad \delta w=\frac{\partial w}{\partial(\delta r)} \delta r=\operatorname{grad} w \cdot \delta \mathbf{r} \tag{D-11}
\end{equation*}
$$

As was demonstrated in Part I the operator of gradient has a form

$$
\begin{equation*}
\operatorname{grad}=\frac{\partial}{h_{1} \partial x_{1}} \mathbf{i}_{1}+\frac{\partial}{h_{2} \partial x_{2}} \mathbf{i}_{2}+\frac{\partial}{h_{3} \partial x_{3}} \mathbf{i}_{3} \tag{D-12}
\end{equation*}
$$

Here $h_{1}, h_{2}$ and $h_{3}$ are metric coefficients. Taking into account that

$$
\begin{equation*}
\delta \mathbf{r}=d x_{1} \mathbf{i}_{1}+d x_{2} \mathbf{i}_{2}+d x_{3} \mathbf{i}_{3} \tag{D-13}
\end{equation*}
$$

a change of scalar components of the field s, eqs. D-10-D-11, can be represented in the form:

$$
\begin{align*}
& \delta u=\frac{1}{h_{1}} \frac{\partial u}{\partial x_{1}} d x_{1}+\frac{1}{h_{2}} \frac{\partial u}{\partial x_{2}} d x_{2}+\frac{1}{h_{3}} \frac{\partial u}{\partial x_{3}} d x_{3} \\
& \delta v=\frac{1}{h_{1}} \frac{\partial v}{\partial x_{1}} d x_{1}+\frac{1}{h_{2}} \frac{\partial v}{\partial x_{2}} d x_{2}+\frac{1}{h_{3}} \frac{\partial v}{\partial x_{3}} d x_{3}  \tag{D-14}\\
& \delta w=\frac{1}{h_{1}} \frac{\partial w}{\partial x_{1}} d x_{1}+\frac{1}{h_{2}} \frac{\partial w}{\partial x_{2}} d x_{2}+\frac{1}{h_{3}} \frac{\partial w}{\partial x_{3}} d x_{3}
\end{align*}
$$

Before we study this set of equations let us perform some operations. Multiplication of eqs. D-10 D-11 by corresponding unit vectors and then a summation yields

$$
\delta \mathbf{s}=\left(\mathbf{i}_{1} \operatorname{grad} u+\mathbf{i}_{2} \operatorname{grad} v+\mathbf{i}_{3} \operatorname{grad} w\right) \cdot \delta \mathbf{r}
$$

or

$$
\begin{equation*}
\delta \mathbf{s}=(\delta \mathbf{r} \cdot \mathrm{grad}) \mathbf{s} \tag{D-15}
\end{equation*}
$$

For instance, the latter gives

$$
\begin{equation*}
\delta u=(\delta \mathbf{r} \cdot \operatorname{grad}) u \tag{D-16}
\end{equation*}
$$

or

$$
\delta u=\frac{1}{h_{1}} \frac{\partial u}{\partial x_{1}} d x_{1}+\frac{1}{h_{2}} \frac{\partial u}{\partial x_{2}} d x_{2}+\frac{1}{h_{3}} \frac{\partial u}{\partial x_{3}} d x_{3},
$$

that coincides with the first equation of the set D-14

## Tensor of deformation

It is convenient to represent eq. D-14 as

$$
\begin{equation*}
\delta \mathbf{s}=S \delta \mathbf{r} \tag{D-17}
\end{equation*}
$$

Herc

$$
S=\left(\begin{array}{cccccc}
\frac{1}{h_{1}} & \frac{\partial u}{\partial x_{1}} & \frac{1}{h_{2}} & \frac{\partial u}{\partial x_{2}} & \frac{1}{h_{3}} \frac{\partial u}{\partial x_{3}}  \tag{D-18}\\
\frac{1}{h_{1}} & \frac{\partial v}{\partial x_{1}} & \frac{1}{h_{2}} & \frac{\partial v}{\partial x_{2}} & \frac{1}{h_{3}} & \frac{\partial v}{\partial x_{3}} \\
\frac{1}{h_{1}} & \frac{\partial w}{\partial x_{1}} & \frac{1}{h_{2}} & \frac{\partial w}{\partial x_{2}} & \frac{1}{h_{3}} & \frac{\partial w}{\partial x_{3}}
\end{array}\right)
$$

is the matrix which transforms the vector $\delta \mathbf{r}$ into the vector $\delta \mathbf{s}$. As was shown in the Appendix B this means that $S$ is the tensor. Its nine elements are derivatives of scalar components of the field $s$ with respect to displacements along the coordinate lines. In accordance with eq. D-17, if the tensor $S$ is given, then we can determine a change of the relative position of two neighboring points, $\delta \mathbf{s}$, (eq. D-6), regardless of an orientation of $\delta \mathbf{r}$. It may be appropriate to notice that the tensor $S$ plays the similar role, as the stress tensor, which allows us to find the traction $\mathbf{t}$, acting on arbitrary surface element. Let us make several comments:
a. The matrix $S$ is an example of the tensor field, since its elements usually depend on coordinates of a point.
b. By definition of $S$, derivatives of the displacement $\mathbf{s}$ allow us to study a deformation, which can be caused by a motion of particles of a medium.
c. In principle, performing an integration of the tensor elements it is possible to determine the vector field $\mathbf{s}$ itself. The system of eqs. D-14 implies that we deal with very small displacements; for instance, the scalar component $u$ at the point $p_{1}$, Fig. D.1c, is

$$
u(\mathbf{r}+d \mathbf{r}) \quad \text { or } \quad u(x+d x, y+d y, z+d z)
$$

Expanding this function in the Taylor's series around the point $p$, we have

$$
\begin{equation*}
u(\mathbf{r}+\delta \mathbf{r})=u(\mathbf{r})+\frac{\partial u}{\partial x} d x+\frac{\partial u}{\partial y} d y+\frac{\partial u}{\partial z} d z+\frac{1}{2} \frac{\partial^{2} u}{\partial x^{2}}(d x)^{2}+\ldots \tag{D-19}
\end{equation*}
$$

Comparison with the first equation of the set D-8 clearly shows that eqs. D-14 are based on an assumption that terms of the series of the second and higher orders are neglected. In other words, the field $s$ changes linearly within an elementary volume, where both vectors, $\delta \mathbf{r}$ and $\delta \mathbf{r}^{\prime}$, Fig. D.1c, are situated. Because of this a study of a deformation is greatly simplified.

## Homogeneous deformation

Earlier we introduced $d x_{1}, d x_{2}$ and $d x_{3}$ as relative coordinates of one point with respect to the other, while $\delta u, \delta v$ and $\delta w$ characterize its relative displacement. To emphasize this fact let us choose the Cartesian system of coordinates and change notations in the set D-14 in the following way

$$
d x_{1} \rightarrow x, \quad d x_{2} \rightarrow y, \quad d x_{3} \rightarrow z
$$

and

$$
\delta u \rightarrow u, \quad \delta v \rightarrow v, \quad \delta w \rightarrow w
$$

Then we have

$$
\begin{align*}
& u=a_{11} x+a_{12} y+a_{13} z \\
& v=a_{21} x+a_{22} y+a_{23} z  \tag{D-20}\\
& w=a_{31} x+a_{32} y+a_{33} z
\end{align*}
$$

Here $a_{j k}$ are elements of the tensor

$$
S=\left(\begin{array}{ccc}
\frac{\partial u}{\partial x} & \frac{\partial u}{\partial y} & \frac{\partial u}{\partial z}  \tag{D-21}\\
\frac{\partial v}{\partial x} & \frac{\partial v}{\partial y} & \frac{\partial v}{\partial y} \\
\frac{\partial w}{\partial x} & \frac{\partial w}{\partial y} & \frac{\partial w}{\partial z}
\end{array}\right)
$$

since in the Cartesian system of coordinates

$$
\begin{equation*}
h_{1}=h_{2}=h_{3}=1 \tag{D-22}
\end{equation*}
$$

Thus, in our approximation the relative displacements, $(u, v, w)$, are linear functions of coordinates. Such a deformation is called the homogeneous one, and it may be observed in a volume of an arbitrary size. At the same time, a deformation of an elementary volume is always homogeneous because its dimensions are small. This follows from the fact that terms of Taylor's series, proportional to $(d x)^{k}, \quad(d y)^{k}$ and $(d z)^{k}$, are negligible, if $k>1$.

It is convenient to assume that the point $p$, Fig. D.1c, coincides with the origin of coordinates and its displacement is equal to zero. Correspondingly, $u, v$ and $w$ are scalar components of the displacement of the point $p_{1}$ with coordinates: $x, y, \quad z$. Comparison with eq. D-6 shows that in this case

$$
\begin{equation*}
\delta \mathbf{r}=x \mathbf{i}+y \mathbf{j}+z \mathbf{k} \quad \text { and } \quad \delta \mathbf{s}=\mathbf{s}\left(p_{1}\right)=u \mathbf{i}+v \mathbf{j}+w \mathbf{k} \tag{D-23}
\end{equation*}
$$

and both vectors, $\delta \mathbf{r}$ and $\delta \mathbf{s}$, have the common point $p$.
As was mentioned earlier the homogeneous deformation may take place also in a volume of finite dimensions, when components of the displacement, s, are linear functions of a point inside a volume. In other words, derivatives of these components of the second and higher order vanish, and elements of the tensor $S$ are independent of coordinates of a point. Considering an elementary volume we demonstrated that a small deformation transforms the straight segment, $\delta \mathbf{r}$, also into the straight element, $\delta \mathbf{s}$. It turns out that it is one of properties of the linear transformation, given by the set D-20. After these comments we describe the main features of the homogeneous deformation.

## Transformation of a plane

Let us imagine a plane inside a volume. As is well known, its equation can be written in the form:

$$
\begin{equation*}
A x+B y+C z+D=0 \tag{D-24}
\end{equation*}
$$

Here $x, y, z$ are coordinates of any point, situated on the plane, while $A, B, C$ are scalar components of the vector $\mathbf{N}$, perpendicular to the plane:

$$
\begin{equation*}
\mathbf{N}=A \mathbf{i}+B \mathbf{j}+C \mathbf{k} \tag{D-25}
\end{equation*}
$$

and, finally, $D$ is constant.
Under an action of external forces the volume becomes deformed. Correspondingly, each point of the plane experiences a displacement, and as a result, new surface is formed. In order to obtain its equation, we have to perform in eq. D-24 the following replacements

$$
x \rightarrow x+u, \quad y \rightarrow y+v, \quad z \rightarrow z+w
$$

Making use of the set D-20, we obtain

$$
\begin{gathered}
A\left(x+a_{11} x+a_{12} y+a_{13} z\right)+B\left(y+a_{21} x+a_{22} y+a_{23} z\right) \\
+C\left(z+a_{31} x+a_{32} y+a_{33} z\right)+D=0
\end{gathered}
$$

or

$$
\begin{gather*}
\left(A+a_{11} A+B a_{21}+C a_{31}\right) x+  \tag{D-26}\\
\left(B+a_{22} B+a_{12} A+a_{32} C\right) y+\left(C+a_{33} C+a_{13} A+a_{23} B\right) z+D=0
\end{gather*}
$$

This is the equation of a plane, and, therefore, the homogeneous deformation transforms the plane into a plane. This is the first important feature of such a deformation.

Next, consider two parallel planes. Their equations are

$$
\begin{equation*}
A_{1} x+B_{1} y+C_{1} z+D_{1}=0 \quad \text { and } \quad A_{2} x+B_{2} y+C_{2} z+D_{2}=0 \tag{D-27}
\end{equation*}
$$

Inasmuch as vectors $\mathbf{N}_{1}$ and $\mathbf{N}_{2}$, eq. D-25, are parallel to each other too we have

$$
\begin{equation*}
\frac{A_{2}}{A_{1}}=\frac{B_{2}}{B_{1}}=\frac{C_{2}}{C_{1}}=k \tag{D-28}
\end{equation*}
$$

where $k$ is a constant. Substitution of eq. D-28 into the second equation of the set D-27 yields

$$
k\left(A_{1} x+B_{1} y+C_{1} z\right)+D_{2}=0
$$

or

$$
\begin{equation*}
A_{1} x+B_{1} y+C_{1} z+D_{3}=0 \tag{D-29}
\end{equation*}
$$

Comparison with the first equation of the set D-27 shows that both planes are characterized by the same vector $\mathbf{N}_{1}$, which is perpendicular to both planes. Thus, two parallel planes remain parallel to each other and this is the second feature of the homogeneous deformation. As illustration consider a rectangular parallelepiped. It is clear that after a small deformation the opposite faces are still parallel, and a new volume has in general a shape of an oblique parallelepiped.

## Transformation of a straight line

It is convenient to treat the straight line as an intersection of two planes. As was shown, the latter remain plane after a deformation. Correspondingly, the line of their intersection is the straight one. Thus, the set D-20 transforms the straight line into the straight one too, and this is another feature of the homogeneous deformation. Applying the same approach as in the case of planes, one can show that if two straight lines are parallel to each other, then they remain parallel in the strained volume. For instance, after a small deformation opposite sides of a parallelogram are still parallel.

## Transformation of a sphere

Consider the spherical surface:

$$
x^{2}+y^{2}+z^{2}=r^{2}
$$

Because of the deformation its points are shifted and a now surface is described by the equation

$$
(x+u)^{2}+(y+v)^{2}+(z+w)^{2}=r^{2}
$$

After a substitution of displacements, eqs. D-20, we arrive at the equation

$$
\begin{equation*}
b_{11} x^{2}+b_{22} y^{2}+b_{33} z^{2}+2 b_{12} x y+2 b_{13} x z+2 b_{23} y z-b=0 \tag{D-30}
\end{equation*}
$$

which describes the surface of the second order. In general, it is ellipsoid, and this is also an important feature of such a deformation. Let us notice that there are cases when a sphere is transformed into a hyperboloid.

## Components of strain tensor

Next we study a geometrical meaning of the tensor components, eq. D-21, provided that the rate of a change of the displacement, $\mathbf{s}$, is very small. As was pointed out we deal with the small deformation only. With this purpose in mind it is convenient to rewrite eqs. D-14 in the Cartesian system of coordinates. This gives

$$
\begin{align*}
& u_{1}=u+\frac{\partial u}{\partial x} d x+\frac{\partial u}{\partial y} d y+\frac{\partial u}{\partial z} d z \\
& v_{1}=v+\frac{\partial v}{\partial x} d x+\frac{\partial v}{\partial y} d y+\frac{\partial v}{\partial z} d z  \tag{D-31}\\
& w_{1}=w+\frac{\partial w}{\partial x} d x+\frac{\partial w}{\partial y} d y+\frac{\partial w}{\partial z} d z
\end{align*}
$$

where

$$
u=u(x, y, z), \quad v=v(x, y, z), \quad w=w(x, y, z)
$$

and

$$
\begin{aligned}
& u_{1}=u(x+d x, y+d y, z+d z), \\
& v_{1}=v(x+d x, y+d y, z+d z) \\
& w_{1}=w(x+d x, y+d y, z+d z)
\end{aligned}
$$

Diagonal elements: $\frac{\partial u}{\partial x}, \frac{\partial v}{\partial y}, \frac{\partial w}{\partial z}$
First, suppose that the linear segment $M N$ is initially parallel to the $x$-axis. Due to the small deformation a medium around points $M$ and $N$ is moved, and we obtain a new straight line, $M_{1} N_{1}$. In general it differs from $M N$ by a length and an orientation, Fig. D.1d. As follows from eqs. D-13, we have

$$
M N=d x \quad \text { and } \quad d y=d z=0
$$

or
and

$$
\delta u=\frac{\partial u}{\partial x} d x, \quad \delta v=\frac{\partial v}{\partial x} d x, \quad \delta w=\frac{\partial w}{\partial x} d x
$$

or

$$
\begin{equation*}
\delta \mathbf{s}=\frac{\partial u}{\partial x} d x \mathbf{i}+\frac{\partial v}{\partial x} d x \mathbf{j}+\frac{\partial w}{\partial x} d x \mathbf{k} \tag{D-33}
\end{equation*}
$$

By definition, Fig. D.1c,

$$
\mathbf{M}_{1} \mathbf{N}_{1}=\mathbf{M N}+\boldsymbol{\delta} \mathbf{s}
$$

or

$$
\begin{equation*}
\mathbf{M}_{1} \mathbf{N}_{1}=\left(1+\frac{\partial u}{\partial x}\right) d x \mathbf{i}+\frac{\partial v}{\partial x} d x \mathbf{j}+\frac{\partial w}{\partial x} d x \mathbf{k} \tag{D-34}
\end{equation*}
$$

Unlike $\mathbf{M N}$, the vector $\mathbf{M}_{1} \mathbf{N}_{1}$ may have all three components, and its length is defined from the equality:

$$
\begin{equation*}
M_{1} N_{1}=M N\left[\left(1+\frac{\partial u}{\partial x}\right)^{2}+\left(\frac{\partial v}{\partial x}\right)^{2}+\left(\frac{\partial w}{\partial x}\right)^{2}\right]^{1 / 2} \tag{D-35}
\end{equation*}
$$

Inasmuch as we are interested by small deformation only, terms: $(\partial v / \partial x)^{2},(\partial w / \partial x)^{2}$, as well as $(\partial u / \partial x)^{2}$, can be neglected. In particular, it implies that the length of $M_{1} N_{1}$ does not change when the point $N_{1}$ slightly moves in parallel to either the $y$ or $z$-axes, Fig. D.1d. Thus, eq. D-35 gives

$$
\begin{equation*}
M_{1} N_{1}=\left(1+\frac{\partial u}{\partial x}\right) M N \tag{D-36}
\end{equation*}
$$

or

$$
\begin{equation*}
e_{x x}=\frac{\partial u}{\partial x}=\frac{M_{1} N_{1}-M N}{M N} \tag{D-37}
\end{equation*}
$$

and it describes the relative change of the length of $M N$. By analogy, two other diagonal elements:

$$
e_{y y}=\frac{\partial v}{\partial y} \quad \text { and } \quad e_{z z}=\frac{\partial w}{\partial z}
$$

characterize a relative change of the length of the straight segments, which are parallel to either the $y$ or $z$-axes. It is essential that the diagonal elements of the tensor $T$ differ from zero only in those cases when there is a change of the distance between points of a medium. In other words, they describe so called the pure deformation.

## Nondiagonal elements

Suppose that at the beginning the linear segment $M N$ is oriented along the $x$-axis, but after a deformation it is transformed into the linear segment $M_{1} N_{1}$, Fig. D.1d. They form the angle $\alpha$, which in general differ from zero and characterizes a turn of $M N$ during a deformation:

$$
\begin{equation*}
\sin \alpha=\frac{N_{1} N_{2}}{M_{1} N_{1}} \tag{D-38}
\end{equation*}
$$

By definition, $N_{1} N_{2}$ is the difference of displacements at points $M$ and $N$ along the $y$-axis. As follows from the second equation of the set D-31 we have

$$
\begin{equation*}
N_{1} N_{2}=v_{1}-v=\frac{\partial v}{\partial x} d x \tag{D-39}
\end{equation*}
$$

Substitution of eqs. D-36 and D-39 into eq. D-38 gives

$$
\sin \alpha=\frac{\frac{\partial v}{\partial x}}{1+\frac{\partial u}{\partial x}}
$$

Since $\alpha$ and $\partial u / \partial x$ are very small, the latter is greatly simplified, and we obtain

$$
\begin{equation*}
\alpha=\frac{\partial v}{\partial x} \tag{D-40}
\end{equation*}
$$

Thus, the first element in the second row of the tensor $T$ defines an orientation change of the linear segment, $M N$, which was initially parallel to the $x$-axis.

It is interesting to derive the same result differently. Making use of the dot product of vectors $\mathbf{M N}$ and $\mathrm{M}_{1} \mathbf{N}_{1}$ the same angle between them is defined as

$$
\begin{equation*}
\cos \alpha=\frac{\mathbf{M N} \cdot \mathbf{M}_{1} \mathbf{N}_{1}}{M N M_{1} N_{1}} \tag{D-41}
\end{equation*}
$$

From eqs. D-32 and D-36 it follows that

$$
\begin{equation*}
\cos \alpha=\frac{1+\frac{\partial u}{\partial x}}{\left[\left(1+\frac{\partial u}{\partial x}\right)^{2}+\left(\frac{\partial v}{\partial x}\right)^{2}\right]^{\frac{1}{2}}} \tag{D-42}
\end{equation*}
$$

because $w=0$.

In spite of the fact, that the term $(\partial v / \partial x)^{2}$ is very small, it has to be presented. Expanding the left and right hand side of eq. D-42 in a series and discarding all terms, except the first two, we have

$$
\begin{equation*}
1-\frac{\alpha^{2}}{2}=1-\frac{1}{2} \frac{\left(\frac{\partial v}{\partial x}\right)^{2}}{\left(1+\frac{\partial u}{\partial x}\right)^{2}} \tag{D-43}
\end{equation*}
$$

or

$$
\alpha=\frac{\partial v}{\partial x}
$$

that coincides with eq. D-40. Certainly the geometrical approach in deriving this angle is simple.

Next assume that the linear segment $M P$ is initially parallel to the $y$-axis, and due to a deformation it becomes $M_{1} N_{1}$. The distortion angle $\beta$ is defined from the triangle $M_{1} P_{2} P_{1}$, Fig. D.1e

$$
\begin{equation*}
\sin \beta=\frac{P_{1} P_{2}}{M_{1} P_{1}} \tag{D-44}
\end{equation*}
$$

The numerator is a difference of the displacement of points $M$ and $N$ along the $x$-axis:

$$
P_{1} P_{2}=u_{1}-u=\frac{\partial u}{\partial y} d y
$$

Whence

$$
\begin{equation*}
\beta=\frac{\partial u}{\partial y} \tag{D-45}
\end{equation*}
$$

since $\sin \beta \sim \beta$.
Therefore, the second element of the first row of the tensor $T$ characterizes a change of the direction of the vector MN, oriented at the $y$-axis. In the same manner the tensor elements

$$
\frac{\partial u}{\partial z} \text { and } \frac{\partial w}{\partial x}, \quad \text { as well as } \frac{\partial w}{\partial y} \text { and } \frac{\partial v}{\partial z}
$$

describe the distortion angles in planes $X O Z$ and $Y O Z$, respectively. It is obvious that each element of the tensor of a deformation, $T$, can be either positive or negative or equal to zero. If we introduce a notation

$$
\mathbf{s}=\sum s_{j} \mathbf{i}_{j}
$$

(a)

(b)


Figure D.2: Relationship between the distortion angles and nondiagonal elements of the strain tensor
then the nondiagonal element $\frac{\partial s_{j}}{\partial x_{k}}$ is positive when the component $s_{j}$ increases with an increase of $x_{k}$. Thus, all nondiagonal elements of $T$ characterize a change of a direction of the straight segments, oriented initially along the coordinate axes.

In general, the distortion angle may arise for two reasons, namely, a pure deformation and a rotation. In order to study the first factor consider the right angle between the linear segments $M N$ and $M P$, having the common point $M$, Fig. D.2a. Before a deformation they are parallel to the $x$ - and $y$-axes, respectively. As follows from eqs. D-40 and D-45, after a deformation this angle decreases by a sum of angles

$$
\alpha+\beta=\frac{\partial v}{\partial x}+\frac{\partial u}{\partial y}
$$

This quantity is called the shearing strain, and it is denoted as

$$
e_{x y}=\frac{\partial v}{\partial x}+\frac{\partial u}{\partial y}
$$

In the same manner we can observe a decrease of the right angle in the $X O Z$ plane:

$$
e_{x z}=\frac{\partial w}{\partial x}+\frac{\partial u}{\partial z}
$$

as well as in the $Y O Z$ plane

$$
e_{y z}=\frac{\partial w}{\partial y}+\frac{\partial v}{\partial z}
$$

Thus, we obtain six quantities, which are formed by elements of the tensor $T$, and they are
1.Three unit clongations:

$$
\begin{equation*}
e_{x x}=\frac{\partial u}{\partial x}, \quad e_{y y}=\frac{\partial v}{\partial y}, \quad e_{z z}=\frac{\partial w}{\partial z} \tag{D-46}
\end{equation*}
$$

They describe a relative change of the length of the linear segments, which were initially parallel to the coordinate axes.
2.Threc shearing strains

$$
\begin{equation*}
e_{x y}=\frac{\partial v}{\partial x}+\frac{\partial u}{\partial y}, \quad e_{x z}=\frac{\partial w}{\partial x}+\frac{\partial u}{\partial z}, \quad e_{y z}=\frac{\partial w}{\partial y}+\frac{\partial v}{\partial z} \tag{D-47}
\end{equation*}
$$

characterizing a decrease of the right angle between the linear segments, oriented along coordinate axes before a deformation. These quantities, eqs. D.46-D.47, are called components of a small deformation, and as will be shown later, they describe only the pure deformation.

## Influence of translation and rotation on tensor $T$

At the beginning we pointed out that in general the small displacement, $\mathbf{s}(x, y, z)$, can be represented as a sum of three displacements, caused by a translation, a rotation and the pure deformation. In the last case the distance between points usually varics. Of course, it is very useful to know how elements of the tensor $T$ (eq. D-21) are sensitive to every type of motion. It is natural to start from the simplest case, that is a translation, when all particles have the same displacement

$$
u(x, y, z)=C_{1}, \quad v(x, y, z)=C_{2}, \quad w(x, y, z)=C_{3}
$$

where $C_{1}, C_{2}$ and $C_{3}$ are constants. Since derivatives of these functions with respect to coordinates are equal to zero, we make an obvious conclusion: translation does not make any influence on the tensor $T$.

Next, suppose that an elementary volume of a medium is involved in a rotation only, and $M(\mathbf{r})$ and $N\left(\mathbf{r}_{1}\right)$ are two its arbitrary points. As before, $\mathbf{r}$ and $\mathbf{r}_{1}$ are radiusvectors, characterizing a position of these points with respect to the origin $O$, located inside the volume. After a rotation the linear segment $\mathbf{M N}=\delta \mathbf{r}$ is transformed into the element $\mathbf{M}_{1} \mathbf{N}_{1}=\delta \mathbf{r}_{1}$, and in accordance with eq. D-3

$$
\begin{equation*}
\mathbf{M}_{1} \mathbf{N}_{1}=\mathbf{M} \mathbf{N}+\delta \mathbf{s} \quad \text { or } \quad \delta \mathbf{r}^{\prime}=\delta \mathbf{r}+\delta \mathbf{s} \tag{D-48}
\end{equation*}
$$

Here

$$
\delta \mathbf{s}=\mathbf{s}\left(\mathbf{r}_{1}\right)-\mathbf{s}(\mathbf{r})
$$

First of all, it is useful to show that a small rotation is not accompanied by a change of the length of $M N$. To demonstrate this important fact, we recall that at each instant of time a rotation is a motion about some axis. In other words, the displacement $\mathbf{s}$ is located in the plane, perpendicular to this axis. Moreover, the magnitude of the vector $s$ is proportional to the distance from the axis of rotation, (Appendix A). Because of this it is proper to represent the vector $s$ as

$$
\begin{equation*}
\mathbf{s}\left(\mathbf{r}_{1}\right)=\mathbf{b} \times \mathbf{r}_{1} \quad \text { and } \quad \mathbf{s}(\mathbf{r})=\mathbf{b} \times \mathbf{r}, \tag{D-49}
\end{equation*}
$$

where $\mathbf{b}$ is the vector, directed along the axis of rotation. Therefore, for the vector $\delta \mathbf{s}$ we have

$$
\begin{equation*}
\delta \mathbf{s}=\mathbf{b} \times \mathbf{r}_{1}-\mathbf{b} \times \mathbf{r}=\mathbf{b} \times \delta \mathbf{r} \tag{D-50}
\end{equation*}
$$

Substituting into eq. D-48 and taking the square from both its sides we have

$$
\begin{equation*}
\left(\delta \mathbf{r}^{\prime}\right)^{2}=(\delta \mathbf{r}+\delta \mathbf{s})^{2}=(\delta \mathbf{r}+\mathbf{b} \times \delta \mathbf{r})^{2}=(\delta \mathbf{r})^{2}+2(\mathbf{b} \times \delta \mathbf{r}) \cdot \delta \mathbf{r}, \tag{D-51}
\end{equation*}
$$

since the term $(\delta s)^{2}$ is very small and it can be neglected. Because

$$
(\mathbf{b} \times \delta \mathbf{r}) \cdot \delta \mathbf{r}=\mathbf{b} \cdot(\delta \mathbf{r} \times \delta \mathbf{r})=0
$$

eq. D-ว̄1 gives

$$
\begin{equation*}
\left|\delta \mathbf{r}^{\prime}\right|=|\delta \mathbf{r}| \tag{D-52}
\end{equation*}
$$

Thus, a small rotation does not change a length of the linear segment. In particular, it can be initially oriented along coordinate axes, Fig. D.1d,e, that is

$$
\begin{equation*}
M_{1} N_{1}=M N \quad \text { and } \quad M P_{1}=M P \tag{D-53}
\end{equation*}
$$

This means that if only a rotation takes place, the diagonal elements of the deformation tensor are equal to zero:

$$
\begin{equation*}
\frac{\partial u}{\partial x}=\frac{\partial v}{\partial y}=\frac{\partial w}{\partial z}=0 \tag{D-54}
\end{equation*}
$$

Suppose again that there is only a rotation and determine a relationship between the vector $\mathbf{b}$ and nondiagonal elements of the tensor $T$. First, we rewrite eq. D-50 in the form

$$
\delta u \mathbf{i}+\delta v \mathbf{j}+\delta w \mathbf{k}=\left|\begin{array}{ccc}
\mathbf{i} & \mathbf{j} & \mathbf{k}  \tag{D-55}\\
b_{x} & b_{y} & b_{z} \\
d x & d y & d z
\end{array}\right|
$$

Making use of eqs. D-31 and eq. D-55 we have

$$
\begin{align*}
& \frac{\partial u}{\partial y} d y+\frac{\partial u}{\partial z} d z=b_{y} d z-b_{z} d y \\
& \frac{\partial v}{\partial x} d x+\frac{\partial v}{\partial z} d z=b_{z} d x-b_{x} d z  \tag{D-56}\\
& \frac{\partial w}{\partial x} d x+\frac{\partial w}{\partial y} d y=b_{x} d y-b_{y} d x
\end{align*}
$$

Inasmuch as $d x, d y$ and $d z$ are independent and arbitrary quantities, coefficients in front of each of them should be equal, that is

$$
\begin{equation*}
b_{y}=\frac{\partial u}{\partial z} \quad b_{z}=-\frac{\partial u}{\partial y}, \quad b_{z}=\frac{\partial v}{\partial x} \quad b_{x}=-\frac{\partial v}{\partial z}, \quad b_{x}=\frac{\partial w}{\partial y} \quad b_{y}=-\frac{\partial w}{\partial x} \tag{D-57}
\end{equation*}
$$

or

$$
\begin{align*}
& b_{x}=-\frac{\partial v}{\partial z}=\frac{\partial w}{\partial y}  \tag{D-58}\\
& b_{y}=\frac{\partial u}{\partial z}=-\frac{\partial w}{\partial x}  \tag{D-59}\\
& b_{z}=-\frac{\partial u}{\partial y}=\frac{\partial v}{\partial x} \tag{D-60}
\end{align*}
$$

These equalities have very simple geometrical meaning. In fact, each derivative shows a change of an orientation of the linear segment, which was initially parallel to one of coordinate axes. For illustration, consider a rotation about the $z$ axis, Fig. D.2b. As we already know the distortion angle of the segment $M P$ is equal to $\partial u / \partial y$, while the same angle of the segment $M N$ is defined as $-\partial v / \partial x$. The minus is related to the fact that the scalar component of the displacement, $v$, is negative. As is seen from

Fig. D. 2 b in the case of a rotation the distortion angles are equal to each other and, correspondingly, derivatives $\partial u / \partial y$ and $\partial v / \partial x$ have the same magnitude but differ by a sign, eq. D-60. In other words, the right angle, formed by linear segments MP and $M N$, which are parallel to the coordinate axes, remains unchanged. Certainly, this result is easily expected. In the similar manner, eqs. D-58-D-59 describe a rotation about the $x^{-}$and $y$-axes.

Bearing in mind that during a rotation the right angle between the linear segments is preserved, we conclude that in this case the shearing strains are equal to zero. Also it follows from eqs. D-58-D-60, which give

$$
e_{y z}=\frac{\partial v}{\partial z}+\frac{\partial w}{\partial y}=0, \quad e_{x z}=\frac{\partial u}{\partial z}+\frac{\partial w}{\partial x}=0, \quad e_{y x}=\frac{\partial v}{\partial x}+\frac{\partial u}{\partial y}=0
$$

Thus, we found out that neither the unit elongations, nor shearing strains are sensitive to a small rotation.

Now we present the vector of rotation, $\mathbf{b}$, in the form, which allows us to treat the tensor of deformation as a sum of two tensors, describing either the pure deformation or a rotation. In order to solve this task, let us first make use of the set D-57. Performing a summation of equalities for the same component of the vector $\mathbf{b}$, we obtain

$$
\begin{equation*}
b_{x}=\frac{1}{2}\left(\frac{\partial w}{\partial y}-\frac{\partial v}{\partial z}\right), \quad b_{y}=\frac{1}{2}\left(\frac{\partial u}{\partial z}-\frac{\partial w}{\partial x}\right), \quad b_{z}=\frac{1}{2}\left(\frac{\partial v}{\partial x}-\frac{\partial u}{\partial y}\right) \tag{D-61}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathbf{b}=\frac{1}{2} \operatorname{curl} \mathrm{~s} \tag{D-62}
\end{equation*}
$$

Correspondingly, any change of the displacement, caused by a small rotation, eq. D-50, can be written in the form

$$
\begin{equation*}
\delta \mathbf{s}=\frac{1}{2}(\operatorname{curl} \mathbf{s} \times \delta \mathbf{r}) \tag{D-63}
\end{equation*}
$$

The latter can be treated as a transformation of the vector $\delta \mathbf{r}$. By definition, it can be also done with a help of some tensor $B$ :

$$
\begin{equation*}
\delta \mathbf{s}=B \delta \mathbf{r} \tag{D-64}
\end{equation*}
$$

where

$$
B=\left(\begin{array}{lll}
b_{11} & b_{12} & b_{13}  \tag{D-65}\\
b_{21} & b_{22} & b_{23} \\
b_{31} & b_{32} & b_{33}
\end{array}\right)
$$

Since

$$
\mathbf{b} \times \delta \mathbf{r}=B \delta \mathbf{r}
$$

we have

$$
\begin{aligned}
& b_{y} d z-b_{z} d y=b_{11} d x+b_{12} d y+b_{13} d z \\
& b_{z} d x-b_{x} d z=b_{21} d x+b_{22} d y+b_{23} d z \\
& b_{x} d y-b_{y} d x=b_{31} d x+b_{32} d y+b_{33} d z
\end{aligned}
$$

Its solution is

$$
\begin{array}{lll}
b_{11}=0 & b_{12}=-b_{z} & b_{13}=b_{y} \\
b_{21}=b_{z} & b_{22}=0 & b_{23}=-b_{x}  \tag{D-66}\\
b_{31}=-b_{y} & b_{32}=-b_{x} & b_{33}=0
\end{array}
$$

Therefore, we conclude that the small rotation can be described by the antisymmetric tensor:

$$
B=\left(\begin{array}{ccc}
0 & b_{12} & b_{13}  \tag{D-67}\\
-b_{12} & 0 & b_{23} \\
-b_{13} & -b_{23} & 0
\end{array}\right)
$$

In accordance with eqs. D-61-D-66

$$
\begin{equation*}
b_{12}=\frac{1}{2}\left(\frac{\partial u}{\partial y}-\frac{\partial v}{\partial x}\right), \quad b_{13}=\frac{1}{2}\left(\frac{\partial u}{\partial z}-\frac{\partial w}{\partial x}\right), \quad b_{23}=\frac{1}{2}\left(\frac{\partial v}{\partial z}-\frac{\partial w}{\partial y}\right) \tag{D-68}
\end{equation*}
$$

Certainly, the vector $\mathbf{b}$ and tensor $B$ both allow us equally to describe a small rotation of an elementary volume.

## Tensor of pure deformation, $E$

By analogy with the tensor of rotation, $B$, we introduce the tensor $E$, which characterizes the pure deformation only:

$$
E=\left(\begin{array}{lll}
\varepsilon_{11} & \varepsilon_{12} & \varepsilon_{13}  \tag{D-69}\\
\varepsilon_{21} & \varepsilon_{22} & \varepsilon_{23} \\
\varepsilon_{31} & \varepsilon_{32} & \varepsilon_{33}
\end{array}\right)
$$

where its diagonal elements

$$
\begin{equation*}
\varepsilon_{11}=\frac{\partial u}{\partial x}, \quad \varepsilon_{22}=\frac{\partial v}{\partial y}, \quad \varepsilon_{33}=\frac{\partial w}{\partial z} \tag{D-70}
\end{equation*}
$$

are unit elongations, while the nondiagonal elements are two times smaller than the corresponding shearing strains:

$$
\begin{align*}
& \varepsilon_{12}=\varepsilon_{21}=\frac{1}{2}\left(\frac{\partial u}{\partial y}+\frac{\partial v}{\partial x}\right) \\
& \varepsilon_{13}=\varepsilon_{31}=\frac{1}{2}\left(\frac{\partial u}{\partial z}+\frac{\partial w}{\partial x}\right)  \tag{D-71}\\
& \varepsilon_{23}=\varepsilon_{32}=\frac{1}{2}\left(\frac{\partial v}{\partial z}+\frac{\partial w}{\partial y}\right)
\end{align*}
$$

As follows from eqs. D-58-D-60, this tensor is not subjected to an influence of a rotation, as well as a translation. Comparison of tensors, $T, E$ and $B$, clearly shows that $T$ can be represented as a sum of tensors:

$$
\begin{equation*}
T=E+B \tag{D-72}
\end{equation*}
$$

As was pointed out earlier, one of them, $E$, characterizes only the pure deformation, while the other, $B$, gives information about the angle of turn of an elementary volume, as a rigid body, with respect to coordinate axes

## Superposition of small deformations

By definition, a homogencous deformation is described by a linear transformation of the straight segment with terminal points, located close to each other. Because of this linearity we can expect that a sum of small deformations is also the homogeneous one. In
particular, it may suggest that an arbitrary homogeneous deformation can be represented as a superposition of simpler deformations. Certainly, this fact may greatly simplify a study of small deformations. As we know, a deformation is defined by a relative change of a position of one point, $N$, with respect to the other point $M$. It is essential that coordinates of the latter do not participate in equations, describing a deformation. This allows us to place the origin of coordinates at the point $M$, which moves during a deformation. In other words, coordinates of the point $M$ remain equal to zero. It is convenient to introduce the following notations:
a. $x, y, z$ and $x_{1}, y_{1} z_{1}$ are coordinates of the point $N$ before and after a deformation, respectively.
b. $u, v$, and $w$ are scalar components of the displacement s of the point $N$, that is

$$
x_{1}=x+u, \quad y_{1}=y+v, \quad z_{1}=z+w
$$

Therefore, eqs. D-31 can be written in the form:

$$
\begin{align*}
& u=x_{1}-x=\frac{\partial u}{\partial x} x+\frac{\partial u}{\partial y} y+\frac{\partial u}{\partial z} z \\
& v=y_{1}-y=\frac{\partial v}{\partial x} x+\frac{\partial v}{\partial y} y+\frac{\partial v}{\partial z} z  \tag{D-73}\\
& w=z_{1}-z=\frac{\partial w}{\partial x} x+\frac{\partial w}{\partial y} y+\frac{\partial w}{\partial z} z
\end{align*}
$$

Now we are ready to consider a superposition of two small deformations, following one after another. Due to the first deformation a medium around the point $N$ is moved, and it is located in the vicinity of point $N_{1}$. Its coordinates are defined by eqs. D-73

$$
\begin{align*}
& x_{1}=\left(1+\frac{\partial u}{\partial x}\right) x+\frac{\partial u}{\partial y} y+\frac{\partial u}{\partial z} z \\
& y_{1}=\frac{\partial v}{\partial x} x+\left(1+\frac{\partial v}{\partial y}\right) y+\frac{\partial v}{\partial z} z  \tag{D-74}\\
& z_{1}=\frac{\partial w}{\partial x} x+\frac{\partial w}{\partial y} y+\left(1+\frac{\partial w}{\partial z}\right) z
\end{align*}
$$

After the second deformation a particle in the vicinity of the point $N_{1}$ is situated around some point $N_{2}$ with coordinates $x_{2}, y_{2}$ and $z_{2}$ :

$$
\begin{align*}
x_{2} & =\left(1+\frac{\partial u_{1}}{\partial x_{1}}\right) x_{1}+\frac{\partial u_{1}}{\partial y_{1}} y_{1}+\frac{\partial u_{1}}{\partial z_{1}} z_{1} \\
y_{2} & =\frac{\partial v_{1}}{\partial x_{1}} x_{1}+\left(1+\frac{\partial v_{1}}{\partial y_{1}}\right) y_{1}+\frac{\partial v_{1}}{\partial z_{1}} z_{1}  \tag{D-75}\\
z_{2} & =\frac{\partial w_{1}}{\partial x_{1}} x_{1}+\frac{\partial w_{1}}{\partial y_{1}} y_{1}+\left(1+\frac{\partial w_{1}}{\partial z_{1}}\right) z_{1}
\end{align*}
$$

Substitution of $x_{1}, y_{1}, z_{1}$ from eqs. D-74 into eqs. D-75 gives us relationships between coordinates of points $N_{2}$ and $N$. First equation of this set yiclds

$$
\begin{aligned}
x_{2}=(1+ & \left.\frac{\partial u_{1}}{\partial x_{1}}\right)\left(x+\frac{\partial u}{\partial x} x+\frac{\partial u}{\partial y} y+\frac{\partial u}{\partial z} z\right) \\
& +\frac{\partial u_{1}}{\partial y_{1}}\left(\frac{\partial v}{\partial x} x+y+\frac{\partial v}{\partial y} y+\frac{\partial v}{\partial z} z\right)+\frac{\partial u_{1}}{\partial z_{1}}\left(\frac{\partial w}{\partial x} x+\frac{\partial w}{\partial y} y+\frac{\partial w}{\partial z} z+z\right)
\end{aligned}
$$

Performing a multiplication and discarding terms with a product of derivatives we obtain

$$
\begin{equation*}
x_{2}=\left(1+\frac{\partial u}{\partial x}+\frac{\partial u_{1}}{\partial x_{1}}\right) x+\left(\frac{\partial u}{\partial y}+\frac{\partial u_{1}}{\partial y_{1}}\right) y+\left(\frac{\partial u}{\partial z}+\frac{\partial u_{1}}{\partial z_{1}}\right) z \tag{D-76}
\end{equation*}
$$

In the same manner we have

$$
\begin{align*}
& y_{2}=\left(\frac{\partial v}{\partial x}+\frac{\partial v_{1}}{\partial x_{1}}\right) x+\left(1+\frac{\partial v}{\partial y}+\frac{\partial v_{1}}{\partial y_{1}}\right) y+\left(\frac{\partial v}{\partial z}+\frac{\partial v_{1}}{\partial z_{1}}\right) z  \tag{D-77}\\
& z_{2}=\left(\frac{\partial w}{\partial x}+\frac{\partial w_{1}}{\partial x_{1}}\right) x+\left(\frac{\partial w}{\partial y}+\frac{\partial w_{1}}{\partial y_{1}}\right) y+\left(1+\frac{\partial w}{\partial z}+\frac{\partial w_{1}}{\partial z_{1}}\right) z
\end{align*}
$$

Thus, a superposition of small deformations is a result of a summation of unit elongations as well as that of the distortion angles, corresponding to each small deformation. In other words, small homogeneous strains obey the principle of superposition. As was mentioned earlier this means that a complicated but a small deformation can be treated as a combination of rather simple strains, and their summation can be carried out in any order. We illustrated the principle of superposition in the case of two subsequent deformations. Of course, it is valid for any number of strains.

## Appendix E

## Relationship between stress and strain

## Hooke's law

As was demonstrated in two previous appendices a distribution of surface forces at each point of an elastic medium is characterized by six elements of the symmetrical tensor:

$$
T=\left(\begin{array}{lll}
\tau_{11} & \tau_{12} & \tau_{13}  \tag{E-1}\\
\tau_{21} & \tau_{22} & \tau_{23} \\
\tau_{31} & \tau_{32} & \tau_{33}
\end{array}\right)
$$

Also they can be written in the form:

$$
\begin{equation*}
X_{x}, \quad Y_{y}, \quad Z_{z}, \quad Y_{z}, \quad Z_{x}, \quad X_{y} \tag{E-2}
\end{equation*}
$$

where

$$
\begin{equation*}
X_{x}=\tau_{x x}, \quad Y_{y}=\tau_{y y}, \quad Z_{z}=\tau_{z z}, \quad X_{y}=\tau_{x y}, \quad X_{z}=\tau_{x z}, \quad Y_{z}=\tau_{y z} \tag{E-3}
\end{equation*}
$$

At the same time, a deformation is also defined by six elements of the symmetrical tensor

$$
E=\left(\begin{array}{lll}
\varepsilon_{11} & \varepsilon_{12} & \varepsilon_{13}  \tag{E-4}\\
\varepsilon_{21} & \varepsilon_{22} & \varepsilon_{23} \\
\varepsilon_{31} & \varepsilon_{32} & \varepsilon_{33}
\end{array}\right)
$$

Often different notations are used:

$$
\begin{equation*}
\varepsilon_{x x}=\varepsilon_{11}, \quad \varepsilon_{y y}=\varepsilon_{22}, \quad \varepsilon_{z z}=\varepsilon_{33}, \quad \varepsilon_{y z}=\varepsilon_{23}, \quad \varepsilon_{x z}=\varepsilon_{13}, \quad \varepsilon_{x y}=\varepsilon_{12} \tag{E-5}
\end{equation*}
$$

Here

$$
\begin{equation*}
\varepsilon_{x x}=\frac{\partial s_{x}}{\partial x}, \quad \varepsilon_{y y}=\frac{\partial s_{y}}{\partial y}, \quad \varepsilon_{z z}=\frac{\partial s_{z}}{\partial z} \tag{E-6}
\end{equation*}
$$

and

$$
\begin{equation*}
\varepsilon_{y z}=\frac{1}{2}\left(\frac{\partial s_{y}}{\partial z}+\frac{\partial s_{z}}{\partial y}\right), \quad \varepsilon_{x z}=\frac{1}{2}\left(\frac{\partial s_{x}}{\partial z}+\frac{\partial s_{z}}{\partial x}\right), \quad \varepsilon_{x y}=\frac{1}{2}\left(\frac{\partial s_{x}}{\partial y}+\frac{\partial s_{y}}{\partial x}\right) \tag{E-7}
\end{equation*}
$$

and the particle displacement $s$ is

$$
\begin{equation*}
\mathbf{s}=s_{x} \mathbf{i}+s_{y} \mathbf{j}+s_{z} \mathbf{k} \tag{E-8}
\end{equation*}
$$

Since due to a deformation the internal surface forces arise, it is natural to assume that there is a relationship between stress and strains. This dependence can be written as

$$
\begin{align*}
& X_{x}=f_{1}\left(\varepsilon_{x x}, \varepsilon_{y y}, \varepsilon_{z z}, \varepsilon_{z y}, \varepsilon_{z x}, \varepsilon_{x y}\right) \\
& Y_{y}=f_{2}\left(\varepsilon_{x x}, \varepsilon_{y y}, \varepsilon_{z z}, \varepsilon_{z y}, \varepsilon_{z x}, \varepsilon_{x y}\right) \\
& Z_{z}=f_{3}\left(\varepsilon_{x x}, \varepsilon_{y y}, \quad \varepsilon_{z z}, \varepsilon_{z y}, \varepsilon_{z x}, \varepsilon_{x y}\right) \\
& Y_{z}=f_{4}\left(\varepsilon_{x x}, \varepsilon_{y y}, \quad \varepsilon_{z z}, \varepsilon_{z y}, \varepsilon_{z x}, \varepsilon_{x y}\right)  \tag{E-9}\\
& Z_{x}=f_{5}\left(\varepsilon_{x x}, \varepsilon_{y y}, \varepsilon_{z z}, \varepsilon_{z y}, \varepsilon_{z x}, \varepsilon_{x y}\right) \\
& X_{y}=f_{6}\left(\varepsilon_{x x}, \varepsilon_{y y}, \varepsilon_{z z}, \varepsilon_{z y}, \varepsilon_{z x}, \varepsilon_{x y}\right)
\end{align*}
$$

Suppose that if a medium is not deformed, stresses are absent, that is

$$
\begin{equation*}
f_{i}(0,0,0,0,0,0)=0 \quad(i=1,2,3 \ldots 6) \tag{E-10}
\end{equation*}
$$

We also imply that these functions are continuous and have first derivatives. Then expanding $f_{i}$ in Maclaurin series and discarding all terms except the first one we obtain

$$
\begin{aligned}
& X_{x}=c_{11} \varepsilon_{x x}+c_{12} \varepsilon_{y y}+c_{13} \varepsilon_{z z}+c_{14} \varepsilon_{z y}+c_{15} \varepsilon_{z x}+c_{16} \varepsilon_{x y} \\
& Y_{y}=c_{21} \varepsilon_{x x}+c_{22} \varepsilon_{y y}+c_{23} \varepsilon_{z z}+c_{24} \varepsilon_{z y}+c_{25} \varepsilon_{z x}+c_{26} \varepsilon_{x y}
\end{aligned}
$$

$$
\begin{align*}
& Z_{z}=c_{31} \varepsilon_{x x}+c_{32} \varepsilon_{y y}+c_{33} \varepsilon_{z z}+c_{34} \varepsilon_{z y}+c_{35} \varepsilon_{z x}+c_{36} \varepsilon_{x y} \\
& Y_{z}=c_{41} \varepsilon_{x x}+c_{42} \varepsilon_{y y}+c_{43} \varepsilon_{z z}+c_{44} \varepsilon_{z y}+c_{45} \varepsilon_{z x}+c_{46} \varepsilon_{x y}  \tag{E-11}\\
& Z_{x}=c_{51} \varepsilon_{x x}+c_{52} \varepsilon_{y y}+c_{53} \varepsilon_{z z}+c_{54} \varepsilon_{z y}+c_{55} \varepsilon_{z x}+c_{56} \varepsilon_{x y} \\
& X_{y}=c_{61} \varepsilon_{x x}+c_{62} \varepsilon_{y y}+c_{63} \varepsilon_{z z}+c_{64} \varepsilon_{z y}+c_{65} \varepsilon_{z x}+c_{66} \varepsilon_{x y}
\end{align*}
$$

These linear functions with respect to strains are called Hooke's law and they describe a relationship between stresses and strains. By definition, each coefficient $c_{i j}$ defines the first derivative of the stress tensor element with respect to a corresponding strain. Speaking strictly, the derivative is calculated when this element of the strain tensor is equal to zero. For instance

$$
c_{34}=\frac{\partial Z_{z}}{\partial \varepsilon_{z y}} \quad \text { if } \varepsilon_{z y} \rightarrow 0
$$

In accordance with eq. E-11 the Hooke's law contains 36 coefficients. However, we will demonstrate that some of them are equal to each other, and in general, this law is described by 21 independent parameters. Propagation of elastic waves is usually accompanied by a deformation with extremely small strains, which has order $10^{-6}$ and much smaller. This fact allows us to neglect terms of the second and higher orders in the Maclaurin series, eq. E-11. At the same time elastic constants, $c_{i j}$ could be very large, and their dimension is the same as stresses, since $\varepsilon_{i j}$ are dimensionless. Let us also notice that the linear theory of elasticity is based on Hooke's law, while eqs. E-9 are a foundation of the nonlinear theory. In order to study elastic constants in different types of a medium it is useful to derive expressions of the work, performed by stresses, as well as the potential energy of a deformed medium and the elastic potential. In particular, this approach allows us to show that the number of coefficients $c_{i j}$ does not exceed 21.

## The work of forces and potential energy of a deformed body

Consider some volume $V$ of an elastic body, subjected to an action of the surface and volume forces. They cause a change in a relative position of particles of a body and a deformation takes place. Let us pay attention to a very small time interval during which these forces remain constant. Variation of the work, performed by them, is equal to

$$
\begin{equation*}
\delta A=\int_{V} \mathbf{f} \cdot \boldsymbol{\delta} \mathbf{s} d V+\oint_{S} \mathbf{t} \cdot \delta \mathbf{s} d S \tag{E-12}
\end{equation*}
$$

Here f is the density of volume forces, $\mathbf{t}$ is a traction, and $\delta \mathrm{s}$ is a change of the displacement of particles, $S$ is the surface, surrounding the volume $V$. Now we carry out some transformatious, which permit us to express this work $\delta A$ in terms of stresses and strains at points inside the volume only. With this purpose in mind consider the surface integral in eq. E-12. As was shown in Appendix $C$ the traction $t$ can be represented in the form

$$
\begin{equation*}
\mathbf{t}=(\mathbf{X} \cdot \mathbf{n}) \mathbf{i}+(\mathbf{Y} \cdot \mathbf{n}) \mathbf{j}+(\mathbf{Z} \cdot \mathbf{n}) \mathbf{k} \tag{E-13}
\end{equation*}
$$

where $\mathbf{n}$ is the unit vector normal to the surface $S$ and directed outward. Therefore

$$
\begin{equation*}
\mathbf{t} \cdot \boldsymbol{\delta} \mathbf{s}=\delta s_{x} \mathbf{X} \cdot \mathbf{n}+\delta s_{y} \mathbf{Y} \cdot \mathbf{n}+\delta s_{z} \mathbf{Z} \cdot \mathbf{n} \tag{E-14}
\end{equation*}
$$

Applying Gauss theorem

$$
\oint_{S} \mathbf{M} \cdot \mathrm{dS}=\int_{V} \operatorname{div} \mathbf{M} d V
$$

we obtain

$$
\begin{align*}
\oint_{S} \mathbf{t} \cdot \boldsymbol{\delta} \mathbf{s} d S & =\oint_{S}\left[\delta s_{x} \mathbf{X} \cdot \mathbf{d} \mathbf{S}+\delta s_{y} \mathbf{Y} \cdot \mathbf{d} \mathbf{S}+\delta s_{z} \mathbf{Z} \cdot \mathbf{d S}\right]  \tag{E-15}\\
& =\int_{V} \operatorname{div}\left(\mathbf{X} \delta s_{x}+\mathbf{Y} \delta s_{y}+\mathbf{Z} \delta s_{z}\right) d V
\end{align*}
$$

Correspondingly, eq. E-12 becomes

$$
\begin{equation*}
\delta A=\int_{V}\left[f_{x} \delta s_{x}+f_{y} \delta s_{y}+f_{z} \delta s_{z}+\operatorname{div}\left(\mathbf{X} \delta s_{x}+\mathbf{Y} \delta s_{y}+\mathbf{Z} \delta s_{z}\right)\right] d V \tag{E-16}
\end{equation*}
$$

The integrand can be greatly simplified by making use of the identities

$$
\begin{align*}
& \operatorname{div}\left(\mathbf{X} \delta s_{x}\right)=\delta s_{x} \operatorname{div} \mathbf{X}+\mathbf{X} \cdot \operatorname{grad} \delta s_{x} \\
& \operatorname{div}\left(\mathbf{Y} \delta s_{y}\right)=\delta s_{y} \operatorname{div} \mathbf{Y}+\mathbf{Y} \cdot \operatorname{grad} \delta s_{y}  \tag{E-17}\\
& \operatorname{div}\left(\mathbf{Z} \delta s_{z}\right)=\delta s_{z} \operatorname{div} \mathbf{Z}+\mathbf{Z} \cdot \operatorname{grad} \delta s_{z}
\end{align*}
$$

Note that this type of equalities was already used to obtain equations of a motion and an equilibrium, (Appendix C). In deriving an expression of the work we distinguish two cases.

Case one First, assume that a displacement of particles takes place very slowly, that is their velocity is negligible, and it is possible to neglect a change of kinetic energy. This allows us to apply a relation between the surface and volume forces for an equilibrium. As was demonstrated in Appendix C in this case

$$
\begin{equation*}
\operatorname{div} \mathbf{X}+f_{x}=0, \quad \operatorname{div} \mathbf{Y}+f_{y}=0, \quad \operatorname{div} \mathbf{Z}+f_{z}=0 \tag{E-18}
\end{equation*}
$$

Substitution of eqs. E-17-E-18 into eq. E-16 yields

$$
\begin{equation*}
\delta A=\int_{V}\left(\mathbf{X} \cdot \operatorname{grad} \delta s_{x}+\mathbf{Y} \cdot \operatorname{grad} \delta s_{y}+\mathbf{Z} \cdot \operatorname{grad} \delta s_{z}\right) d V \tag{E-19}
\end{equation*}
$$

The integrand is a sum of three terms, and it can be written as

$$
\begin{array}{r}
X_{x} \frac{\partial}{\partial x} \delta s_{x}+X_{y} \frac{\partial}{\partial y} \delta s_{x}+X_{z} \frac{\partial}{\partial z} \delta s_{x} \\
+Y_{x} \frac{\partial}{\partial x} \delta s_{y}+Y_{y} \frac{\partial}{\partial y} \delta s_{y}+Y_{z} \frac{\partial}{\partial z} \delta s_{y}  \tag{E-20}\\
+Z_{x} \frac{\partial}{\partial x} \delta s_{z}+Z_{y} \frac{\partial}{\partial y} \delta s_{z}+Z_{z} \frac{\partial}{\partial z} \delta s_{z}
\end{array}
$$

Taking into account that $X_{y}=Y_{x}, X_{z}=Z_{x}, Y_{z}=Z_{y}$ and the derivative of a difference is equal to a difference of derivatives, the last sum is equal to

$$
\begin{equation*}
X_{x} \delta e_{x x}+Y_{y} \delta e_{y y}+Z_{z} \delta e_{z z}+Y_{z} \delta e_{y z}+Z_{x} \delta e_{x z}+X_{y} \delta e_{x y} \tag{E-21}
\end{equation*}
$$

Here

$$
\begin{equation*}
e_{x x}=\varepsilon_{x x}=\frac{\partial s_{x}}{\partial x}, \quad e_{y y}=\varepsilon_{y y}=\frac{\partial s_{y}}{\partial y}, \quad e_{z z}=\varepsilon_{z z}=\frac{\partial s_{z}}{\partial z} \tag{E-22}
\end{equation*}
$$

and

$$
e_{y z}=2 \varepsilon_{y z}=\frac{\partial s_{y}}{\partial z}+\frac{\partial s_{z}}{\partial y}, \quad e_{z x}=2 \varepsilon_{z x}=\frac{\partial s_{x}}{\partial z}+\frac{\partial s_{z}}{\partial x}, \quad e_{x y}=2 \varepsilon_{x y}=\frac{\partial s_{x}}{\partial y}+\frac{\partial s_{y}}{\partial z}
$$

Thus, in place of eq. E-19 we have

$$
\begin{equation*}
\delta A=\int_{V}\left(X_{x} \delta e_{x x}+Y_{y} \delta e_{y y}+Z_{z} \delta e_{z z}+Y_{z} \delta e_{y z}+Z_{x} \delta e_{x z}+X_{y} \delta e_{x y}\right) d V \tag{E-23}
\end{equation*}
$$

and the work, performed by external forces during a short interval of time, is expressed in terms of stresses inside a volume, as well as a change of strains. In deriving eq. E-23 we neglected variations of the kinetic energy. Moreover, let us assume that the heat remains the same, that is no heat is gained or lost by any element of the body. Such adiabatic change can be expected, since particles of a medium are usually involved in rapid and small vibrations. Under these conditions the work $\delta A$ results in only an increase of the potential (intrinsic) energy, $U$. In a fact, the external forces produce a work and a clastic body becomes deformed. If the body is allowed to return to its unstrained state, it gives back all the work, performed by external forces. Correspondingly, this work can be treated as an energy, stored in a body and is called the strain (potential) energy. Then, eq. E-23 can be rewritten as

$$
\begin{equation*}
\delta A=\delta U=\int \delta u_{0} d V \tag{E-24}
\end{equation*}
$$

where $\delta u_{0}$ is a change of the density of the potential energy, while $\delta U$ is a change of this energy of the deformed body. From a comparison of eqs. E-23 and E-24 we conclude that

$$
\begin{equation*}
\delta u_{0}=X_{x} \delta e_{x x}+Y_{y} \delta e_{y y}+Z_{z} \delta e_{z z}+Y_{z} \delta e_{y z}+Z_{x} \delta e_{x z}+X_{y} \delta e_{x y} \tag{E-25}
\end{equation*}
$$

This clearly shows that during a very small time interval, $\delta t$, a change of the density of the strain energy is defined by a product of stresses and a variation of the corresponding strains.

Case two Next we demonstrate that cq. E-25 is still valid cven when there are variations of the kinetic energy. With this purpose in mind eq. E-25 will be derived in a slightly different way. In accordance with the principle of conservation of energy, the work, performed by external forces during a unit time, results in a change of the kinetic and potential energy, as well as heat, $\delta Q$. This can be written as

$$
\delta A=\delta K+\delta U+\delta Q
$$

or

$$
\begin{equation*}
\frac{\partial A}{\partial t}=\frac{\partial K}{\partial t}+\frac{\partial U}{\partial t}+\frac{\partial Q}{\partial t}, \tag{E-26}
\end{equation*}
$$

that is the total mechanical energy

$$
\delta U+\delta K
$$

is not in general equal to the work, $\delta A$, done by external forces.
As was shown in Appendix $A$, the kinetic energy of an elementary volume is defined as

$$
\begin{equation*}
\frac{1}{2} \rho\left(v_{x}^{2}+v_{y}^{2}+v_{z}^{2}\right) \tag{E-27}
\end{equation*}
$$

provided that displacements are small. Here $v_{x}, v_{y}$, and $v_{z}$ are components of the particle velocity along the coordinate axes. Respectively, the kinetic energy of a deformed body is

$$
\begin{equation*}
K=\int_{V} \frac{\rho}{2}\left(v_{x}^{2}+v_{y}^{2}+v_{z}^{2}\right) d V \tag{E-28}
\end{equation*}
$$

and its rate of a change with time is

$$
\begin{equation*}
\frac{\partial K}{\partial t}=\int_{V} \rho\left(v_{x} a_{x}+v_{y} a_{y}+v_{z} a_{z}\right) d V \tag{E-29}
\end{equation*}
$$

where $a_{x}=\partial v_{x} / \partial t, \quad a_{y}=\partial v_{y} / \partial t, \quad a_{z}=\partial v_{z} / \partial t$ are components of an acceleration. As is seen from eq. E-12 the rate, at which the work is done, is equal to

$$
\frac{\partial A}{\partial t}=\int_{V} \mathbf{f} \cdot \mathbf{v} d V+\oint_{S} \mathbf{t} \cdot \mathbf{v} d S
$$

or

$$
\frac{\partial A}{\partial t}=\int_{V}\left(f_{x} v_{x}+f_{y} v_{y}+f_{z} v_{z}\right) d V+\oint_{S}\left(t_{x} v_{x}+t_{y} v_{y}+t_{z} v_{z}\right) d S
$$

Making use of E-15, we obtain

$$
\begin{equation*}
\frac{\partial A}{\partial t}=\int_{V}\left[f_{x} v_{x}+f_{y} v_{y}+f_{z} v_{z}+\operatorname{div}\left(\mathbf{X} v_{x}+\mathbf{Y} v_{y}+\mathbf{Z} v_{z}\right)\right] d V \tag{E-30}
\end{equation*}
$$

It almost coincides with eq. E-16 and can be represented as

$$
\begin{equation*}
\frac{\partial A}{\partial t}=\int_{V}\left[\left(f_{x}+\operatorname{div} \mathbf{X}\right) v_{x}+\left(f_{y}+\operatorname{div} \mathbf{Y}\right) v_{y}+\left(f_{z}+\operatorname{div} \mathbf{Z}\right) v_{z}\right. \tag{E-31}
\end{equation*}
$$

$$
\left.+\mathbf{X} \cdot \operatorname{grad} v_{x}+\mathbf{Y} \cdot \operatorname{grad} v_{y}+\mathbf{Z} \cdot \operatorname{grad} v_{z}\right] d V
$$

In Appendix C we demonstrated that

$$
\begin{equation*}
f_{x}+\operatorname{div} \mathbf{X}=\rho a_{x}, \quad f_{y}+\operatorname{div} \mathbf{Y}=\rho a_{y}, \quad f_{z}+\operatorname{div} \mathbf{Z}=\rho a_{z} \tag{E-32}
\end{equation*}
$$

Substitution of eqs. E-32 into eq. E-31 gives

$$
\begin{align*}
& \frac{\partial A}{\partial t}=\int_{V} \rho\left(a_{x} v_{x}+a_{y} v_{y}+a_{z} v_{z}\right) d V  \tag{E-33}\\
& \left.+\frac{\partial}{\partial t} \int_{V}\left(\mathbf{X} \cdot \operatorname{grad} s_{x}+\mathbf{Y} \cdot \operatorname{grad} s_{y}+\mathbf{Z} \cdot \operatorname{grad} s_{z}\right)\right] d V
\end{align*}
$$

Taking into account eqs. E-29 and E-33, in place of eq. E-26 we have

$$
\begin{aligned}
& \int_{V}\left[\rho\left(a_{x} v_{x}+a_{y} v_{y}+a_{z} v_{z}\right)+\frac{\partial}{\partial t} \int_{V}\left(\mathbf{X} \cdot \operatorname{grad} s_{x}+\mathbf{Y} \cdot \operatorname{grad} s_{y}+\mathbf{Z} \cdot \operatorname{grad} s_{z}\right)\right] d V \\
& =\int_{V} \rho\left(v_{x} a_{x}+v_{y} a_{y}+v_{z} a_{z}\right) d V+\frac{\partial U}{\partial t}+\frac{\partial Q}{\partial t}
\end{aligned}
$$

or

$$
\begin{equation*}
\left.\frac{\partial}{\partial t} \int_{V}\left(\mathbf{X} \cdot \operatorname{grad} s_{x}+\mathbf{Y} \cdot \operatorname{grad} s_{y}+\mathbf{Z} \cdot \operatorname{grad} s_{z}\right)\right] d V=\frac{\partial U}{\partial t}+\frac{\partial Q}{\partial t} \tag{E-34}
\end{equation*}
$$

or

$$
\begin{equation*}
\left.\int_{V}\left(\mathbf{X} \cdot \operatorname{grad} \delta s_{x}+\mathbf{Y} \cdot \operatorname{grad} \delta s_{y}+\mathbf{Z} \cdot \operatorname{grad} \delta s_{z}\right)\right] d V=\delta U+\delta Q \tag{E-35}
\end{equation*}
$$

Assuming that a change is adiabatic, $\delta Q=0$, we again arrive at eq. E-25. In this light it may be appropriate to notice that an adiabatic compression of a gas increases its temperature. Also if a metal is adiabatically compressed, there is an increase of a temperature too, but it is quite small. In principle it is possible to remove a portion of heat and restore an original temperature. Such procedure slightly changes a strain, that is a difference between the adiabatic and isothermal elastic parameters is very small and it is usually much less than one percentage. As follows from eqs. E-24-E-25, the work, causing an elementary change of strains in the unit volume, is cqual to

$$
\begin{equation*}
d A_{s}=X_{x} d e_{x x}+Y_{y} d e_{y y}+Z_{z} d e_{z z}+Y_{z} d e_{y z}+Z_{x} d e_{x z}+X_{y} d e_{x y} \tag{E-36}
\end{equation*}
$$

Since the work is transformed into the internal energy small variations of strains are replaced by the full differentials. Let us note that considering the work we did not make any assumptions about a relationship between the stress and strain.


Figure E.1: Illustration of Eq. E-38

## The work of stresses and Hooke's law

Now suppose that Hooke's law is valid and find an expression for the work $A_{s}$. By definition, we have

$$
\begin{equation*}
A_{s}=\int\left(X_{x} d e_{x x}+Y_{y} d e_{y y}+Z_{z} d e_{z z}+Y_{z} d e_{y z}+Z_{x} d e_{x z}+X_{y} d e_{x y}\right) \tag{E-37}
\end{equation*}
$$

At the beginning consider the first integral

$$
\int_{0}^{e_{x x}} X_{x} d e_{x x}
$$

Its evaluation is illustrated in Fig. E.1. Since the stress $X_{x}$ linearly depends on the strain, $e_{x x}$ (Hooke's law), this relation is described by the straight line $O A$. Correspondingly, the area of the triangle $O A B$ defines the integral, that is

$$
\begin{equation*}
\int_{0}^{e_{n x}} X_{x}\left(e_{x x}\right) d e_{x x}=\frac{1}{2} X_{x} e_{x x} \tag{E-38}
\end{equation*}
$$

where $X_{x}$ is the function of the final value of the strain.
Applying the same approach to other integrals in eq. E-37 we arrive at the expression of the work

$$
\begin{equation*}
A_{s}=\frac{1}{2}\left(X_{x} e_{x x}+Y_{y} e_{y y}+Z_{z} e_{z z}+Y_{z} e_{y z}+Z_{x} e_{x z}+X_{y} e_{x y}\right) \tag{E-39}
\end{equation*}
$$

For illustration consider an elementary volume of an elastic medium.
Example one Assume that each element of the stress tensor is the same at the opposite faces of the volume. In other words, the derivatives of stresses with respect to coordinates are equal to zero. We first calculate the work, performed by the force, related to the stress $X_{x}$. Introduce the following notation: $d s_{x}(x, y, z)$ is the displacement of the middle point of the volume along the $x$-axis. Then $d s_{x}(x-d x / 2, y, z)$ and $d s_{x}(x+d x / 2$, $y, z)$ are displacements of the back and front faces of the volume, respectively.

As was demonstrated in Appendix C, the $x$-components of forces, acting on these faces, are equal to

$$
F_{x}\left(x-\frac{d x}{2}, y, z\right)=t_{x} d y d z=\left(\mathbf{X} \cdot \mathbf{n}_{1}\right) d y d z=-X_{x} d y d z
$$

and

$$
F_{x}\left(x+\frac{d x}{2}, y, z\right)=t_{x} d y d z=\left(\mathbf{X} \cdot \mathbf{n}_{2}\right) d y d z=X_{x} d y d z
$$

since $X_{x}=$ const and $\mathbf{n}_{2}=-\mathbf{n}_{1}=\mathbf{i}$. Therefore, the work of these forces, is

$$
\begin{equation*}
X_{x} d\left[s_{x}\left(x+\frac{d x}{2}, y, z\right)-s_{x}\left(x-\frac{d x}{2}, y, z\right)\right] d y d z \tag{E-40}
\end{equation*}
$$

Expanding $s_{x}$ in the Taylor's series and discarding all terms, except the first and second ones, eq. E-40 becomes

$$
X_{x} d\left(\frac{\partial s_{x}}{\partial x}\right) d V=X_{x} d e_{x x} d V
$$

Its integration within the interval: $0-e_{x x}$ gives the first term of eq. E-39, if $d V=1$.
In the same manner, we derive expressions of the work, which is done by two other normal stresses and they are $\frac{1}{2} Y_{y} e_{y y} d V$ and $\frac{1}{2} Z_{z} e_{z z} d V$. Next, consider a contribution of tangential components of forces, directed along the $x$-axis and acting on faces of the volume, perpendicular to the $z$-axis. As a result, these faces experience displacements: $d s_{x}(x, y, z+d z / 2)$ and $d s_{x}(x, y, z-d z / 2)$. Since

$$
F_{x}\left(x, y, z+\frac{d z}{2}\right)=\left(\mathbf{X} \cdot \mathbf{n}_{2}\right) d x d y=X_{z}(x, y, z) d x d y
$$

and

$$
F_{x}\left(x, y, z-\frac{d z}{2}\right)=\left(\mathbf{X} \cdot \mathbf{n}_{1}\right) d x d y=-X_{z}(x, y, z) d x d y
$$

and

$$
\mathrm{n}_{2}=-\mathbf{n}_{1}=\mathbf{k}
$$

the work, performed by these forces, is

$$
\begin{equation*}
X_{z} d\left[s_{x}\left(x, y, z+\frac{d z}{2}\right)-s_{x}\left(x, y, z-\frac{d z}{2}\right)\right] d x d y=X_{z} d \frac{d s_{x}}{d z} d V \tag{E-41}
\end{equation*}
$$

By analogy, the work of the forces, directed along the $z$-axis and acting on faces, normal to the $x$-axis, is equal to

$$
Z_{x} d\left[s_{z}\left(x+\frac{d x}{2}, y, z\right)-s_{z}\left(x-\frac{d x}{2}, y, z\right)\right] d y d z
$$

or

$$
\begin{equation*}
Z_{x} d\left(\frac{\partial s_{z}}{\partial x}\right) d V \tag{E-42}
\end{equation*}
$$

Hence $X_{z}=Z_{x}$ a sum of works, given by eqs. E-41-E-42, is

$$
\begin{equation*}
Z_{x} d\left(\frac{\partial s_{x}}{\partial x}+\frac{\partial s_{z}}{\partial x}\right) d V=Z_{x} d e_{x z} d V \tag{E-43}
\end{equation*}
$$

Here $d e_{x z}$ is an elementary change of the strain $e_{x z}$.
After an integration of eq. E-43 from 0 to $e_{x z}$ we obtain the corresponding term of eq. E-39. Similarly, considering the work of other shearing forces, all terms of the sum in eq. E-39 can be found.

Example two Next consider a more complicated case, when the volume forces are present and stresses vary linearly inside the volume $d V$. Making use of results, derived in the first example, it is clear that the elementary work of the force $F_{x}$, acting on faces, normal to the $x$-axis, is equal to

$$
\left[X_{x}\left(x+\frac{d x}{2}, y, z\right) d s_{x}\left(x+\frac{d x}{2}, y, z\right)-X_{x}\left(x-\frac{d x}{2}, y, z\right) d s_{x}\left(x-\frac{d x}{2}, y, z\right)\right] d y d z
$$

or

$$
\begin{equation*}
\frac{\partial}{\partial x}\left(X_{x} d s_{x}\right) d V \tag{E-44}
\end{equation*}
$$

In the same manner the elementary work, associated with forces $F_{x}$, acting on faces, perpendicular to the $y$ - and $z$-axes, is

$$
\begin{equation*}
\frac{\partial}{\partial y}\left(X_{y} d s_{x}\right) d V \quad \text { and } \quad \frac{\partial}{\partial z}\left(X_{z} d s_{x}\right) d V \tag{E-45}
\end{equation*}
$$

Thus, the total elementary work, caused by the surface forces $F_{x}$ becomes

$$
\left[\frac{\partial}{\partial x}\left(X_{x} d s_{x}\right)+\frac{\partial}{\partial y}\left(X_{y} d s_{x}\right)+\frac{\partial}{\partial x}\left(X_{z} d s_{x}\right)\right] d V
$$

or

$$
\left[X_{x} d \frac{\partial s_{x}}{\partial x}+X_{y} d \frac{\partial s_{x}}{\partial y}+X_{z} d \frac{\partial s_{x}}{\partial z}+d s_{x}\left(\frac{\partial X_{x}}{\partial x}+\frac{\partial X_{y}}{\partial y}+\frac{\partial X_{z}}{\partial z}\right)\right] d V
$$

The latter can be also written as

$$
\begin{equation*}
\left[X_{x} d \frac{\partial s_{x}}{\partial x}+X_{y} d \frac{\partial s_{x}}{\partial y}+X_{z} d \frac{\partial s_{x}}{\partial z}+d s_{x} \operatorname{div} \mathbf{X}\right] d V \tag{E-46}
\end{equation*}
$$

The elementary work due to the $x$-component of the volume force $f_{x}$ is

$$
\begin{equation*}
f_{x} d s_{x} d V \tag{E-47}
\end{equation*}
$$

Adding eqs. E-45-E-46 we obtain

$$
\left[X_{x} d \frac{\partial s_{x}}{\partial x}+X_{y} d \frac{\partial s_{x}}{\partial y}+X_{z} d \frac{\partial s_{x}}{\partial z}+\left(\operatorname{div} \mathbf{X}+f_{x}\right) d s_{x}\right] d V
$$

Taking into account the first equation of the set E-18, the elementary work, related to the $x$ component of the surface and volume forces, is defined, as in the previous example, by the sum

$$
\left(X_{x} d \frac{\partial s_{x}}{\partial x}+X_{y} d \frac{\partial s_{x}}{\partial y}+X_{z} d \frac{\partial s_{x}}{\partial z}\right) d V
$$

By analogy, the $y^{-}$and $z$-component of the forces produce the work:

$$
\left(Y_{x} d \frac{\partial s_{y}}{\partial x}+Y_{y} d \frac{\partial s_{y}}{\partial y}+Y_{z} d \frac{\partial s_{y}}{\partial z}\right) d V
$$

and

$$
\left(Z_{x} d \frac{\partial s_{z}}{\partial x} e_{x z}+Z_{y} d \frac{\partial s_{z}}{\partial y} e_{y z}+Z_{z} d \frac{\partial s_{z}}{\partial z}\right) d V
$$

After a summation of all these elementary work and an integration, we again obtain eq. E-39.

## Strain potential and Hooke's law

In accordance with eq. E-25 a change of the density of the potential energy is

$$
d u_{0}=X_{x} d e_{x x}+X_{y} d e_{y y}+Z_{z} d e_{z z}+Y_{z} d e_{y z}+Z_{x} d e_{x z}+X_{y} d e_{x y}
$$

Correspondingly, the density $u$ is defined as

$$
\begin{equation*}
u_{0}=\int\left(X_{x} d e_{x x}+X_{y} d e_{y y}+Z_{z} d e_{z z}+Y_{z} d e_{y z}+Z_{x} d e_{x z}+X_{y} d e_{x y}\right) \tag{E-48}
\end{equation*}
$$

and it represents the potential energy, stored in the unit volume, due to a deformation. The function $u$ is called the elastic (strain) potential or strain energy function. From the physical point of view it is obvious that the density $u_{0}$ is a function of strains, that is

$$
u_{0}=u_{0}\left(\begin{array}{lllll}
e_{x x}, & e_{y y}, & e_{z z}, & e_{y z}, & e_{x z}, \tag{E-49}
\end{array} e_{x y}\right)
$$

For this reason, its small variation, $d u$, can be represented in terms of small changes of strains. With this purpose in mind we expand the function $u_{0}$ in the power series and preserve only terms with the first derivatives. Since

$$
u_{0}(0,0,0,0,0,0)=0
$$

we have

$$
\begin{equation*}
d u_{0}=\frac{\partial u_{0}}{\partial e_{x x}} d e_{x x}+\frac{\partial u_{0}}{\partial e_{y y}} d e_{y y}+\frac{\partial u_{0}}{\partial e_{z z}} d e_{z z}+\frac{\partial u_{0}}{\partial e_{y z}} d e_{y z}+\frac{\partial u_{0}}{\partial e_{x z}} d e_{x z}+\frac{\partial u_{0}}{\partial e_{x y}} d e_{x y} \tag{E-50}
\end{equation*}
$$

Thus, we obtain two expressions of the same function, $d u_{0}$, which characterize a change of the elastic potential, eqs. E-25 and E-50. Their comparison gives Green's formulas

$$
\begin{equation*}
X_{x}=\frac{\partial u_{0}}{\partial e_{x x}}, \quad Y_{y}=\frac{\partial u_{0}}{\partial e_{y y}}, \quad Z_{z}=\frac{\partial u_{0}}{\partial e_{z z}} \tag{E-51}
\end{equation*}
$$

and $\quad Y_{z}=\frac{\partial u_{0}}{\partial e_{y z}}, \quad Z_{x}=\frac{\partial u_{0}}{\partial e_{x z}}, \quad X_{y}=\frac{\partial u_{0}}{\partial e_{x y}}$
It is a very important result, because it allows us to express components of the stress tensor as derivatives of the elastic potential with respect to strains. Thus, the function $u$ contains an information about surface forces and strains. It is essential that with a help of the potential $u_{0}$ we can demonstrate that some elastic constants in the Hooke's law are equal to each other. Later, considering some special types of a medium, it will
be shown that certain elastic constants vanish. At the beginning we take the first two equations of the set E-11. Making use of eqs. E-51 and relationships between $\varepsilon$ and $e$, these equations can be written as

$$
\begin{aligned}
& X_{x}=\frac{\partial u_{0}}{\partial e_{x x}}=c_{11} e_{x x}+c_{12} e_{y y}+c_{13} e_{z z}+\frac{c_{14}}{2} e_{z y}+\frac{c_{15}}{2} e_{z x}+\frac{c_{16}}{2} e_{x y} \\
& \text { and } \quad Y_{y}=\frac{\partial u_{0}}{\partial e_{y y}}=c_{21} e_{x x}+c_{22} e_{y y}+c_{23} e_{z z}+\frac{c_{24}}{2} e_{z y}+\frac{c_{25}}{2} e_{z x}+\frac{c_{26}}{2} e_{x y}
\end{aligned}
$$

Since strains are independent arguments of stresses $X_{x}$, we have

$$
\begin{equation*}
\frac{\partial X_{x}}{\partial e_{y y}}=\frac{\partial^{2} u_{0}}{\partial e_{y y} \partial e_{x x}}=c_{12} \quad \text { and } \quad \frac{\partial Y_{y}}{\partial e_{x x}}=\frac{\partial^{2} u_{0}}{\partial e_{x x} \partial e_{y y}}=c_{21} \tag{E-53}
\end{equation*}
$$

The principle of conservation of energy requires that the work cannot depend on an order in which forces are applied, but only on their final magnitudes. Otherwise, it is possible to gain energy when a deformation has a complete cycle and a body returns to the original state. Correspondingly, we obtain

$$
\begin{equation*}
\frac{\partial^{2} u_{0}}{\partial e_{x x} \partial e_{y y}}=\frac{\partial^{2} u_{0}}{\partial e_{y y} \partial e_{x x}} \tag{E-54}
\end{equation*}
$$

that is $c_{21}=c_{12}$. Considering all pairs of stresses we find

$$
\begin{equation*}
c_{i j}=c_{j i} \tag{E-55}
\end{equation*}
$$

where $i, j=1,2,3 \ldots 6$. Thus, in general, the Hooke's law is defined by 21 elastic constants, shown below:

| $c_{11}$ | $c_{12}$ | $c_{13}$ | $c_{14}$ | $c_{15}$ | $c_{16}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $c_{22}$ | $c_{23}$ | $c_{24}$ | $c_{25}$ | $c_{26}$ |
|  |  | $c_{33}$ | $c_{34}$ | $c_{35}$ | $c_{36}$ |
|  |  |  | $c_{44}$ | $c_{45}$ | $c_{46}$ |
|  |  |  | $c_{55}$ | $c_{56}$ |  |
|  |  |  |  |  | $c_{66}$ |

Elastic potential in terms of strains and elastic constants
Earlier we represented $u_{0}$, as the integral, eq. E-48. In order to perform an integration we make use of the Hooke's law and eq. E-55. Substitution of eqs. E-11 into eq. E-48
and on integration gives

$$
\begin{gather*}
u_{0}=\frac{1}{2} c_{11} e_{x x}^{2}+c_{12} e_{x x} e_{y y}+c_{13} e_{x x} e_{z z}+c_{14} e_{x x} e_{y z}+c_{15} e_{x x} e_{x z}+c_{16} e_{x x} e_{x y}+c_{13} e_{x x} e_{z z} \\
+\frac{1}{2} c_{22} e_{y y}^{2}+c_{23} e_{y y} e_{z z}+c_{24} e_{y y} e_{y z}+c_{25} e_{y y} e_{z x}+c_{26} e_{y y} e_{x y} \\
+\frac{1}{2} c_{33} e_{z z}^{2}+c_{34} e_{z z} e_{z y}+c_{35} e_{z z} e_{z x}+c_{36} e_{z z} e_{x y}  \tag{E-57}\\
+\frac{1}{2} c_{44} e_{z y}^{2}+c_{45} e_{z y} e_{z x}+c_{46} e_{z y} e_{x y} \\
+\frac{1}{2} c_{55} e_{z x}^{2}+c_{56} e_{z x} e_{x y}+\frac{1}{2} c_{66} e_{x y}^{2}
\end{gather*}
$$

This shows that the elastic potential, $u_{0}$, is a function of the second order with respect to strains. As was pointed out the potential $u$ is very useful to study elastic constants in the Hooke's law for the isotropic and anisotropic media. With this purpose in mind consider a change of strains with a rotation of coordinate axes.

## Transformation of strain elements

Earlier in the Appendix B we briefly discussed a transformation of the tensor elements when a direction of coordinate axes of the Cartesian system changes. Now we consider this question in some detail. Suppose that six components of the strain tensor are known at the original system $x, y, z$. Then our goal is to find these elements in the new system $x^{\prime}, y^{\prime}, z^{\prime}$. The position of this system with respect to the original one is defined by nine cosines, given in the table

|  | $x$ | $y$ | $z$ |
| :---: | :---: | :---: | :---: |
| $x^{\prime}$ | $l_{1}$ | $m_{1}$ | $n_{1}$ |
| $y^{\prime}$ | $l_{2}$ | $m_{2}$ | $n_{2}$ |
| $z^{\prime}$ | $l_{3}$ | $m_{3}$ | $n_{3}$ |

For instance $l_{1}=\cos \left(\mathbf{i}_{1}, \mathbf{i}\right)$ is the cosine of the angle, formed by the $x$ and $x^{\prime}$ axes, but $m_{3}=\cos \left(\mathbf{k}_{1}, \mathbf{j}\right)$ and so on. Now we use the following notations for the displacement components in both systems

$$
\begin{array}{ccc}
u & v & w \\
u^{\prime} & v^{\prime} & w^{\prime}
\end{array}
$$

By definition, components of the strain in the new system of coordinates are

$$
\begin{array}{ll}
e_{x^{\prime} x^{\prime}}=\frac{\partial u^{\prime}}{\partial x^{\prime}} & e_{y^{\prime} z^{\prime}}=\frac{\partial w^{\prime}}{\partial y^{\prime}}+\frac{\partial v^{\prime}}{\partial z^{\prime}} \\
e_{y^{\prime} y^{\prime}}=\frac{\partial v^{\prime}}{\partial y^{\prime}} & e_{z^{\prime} x^{\prime}}=\frac{\partial u^{\prime}}{\partial z^{\prime}}+\frac{\partial w^{\prime}}{\partial x^{\prime}}  \tag{E-58}\\
e_{z^{\prime} z^{\prime}}=\frac{\partial w^{\prime}}{\partial z^{\prime}} & e_{x^{\prime} y^{\prime}}=\frac{\partial v^{\prime}}{\partial x^{\prime}}+\frac{\partial u^{\prime}}{\partial y^{\prime}}
\end{array}
$$

In order to determine relationships between strains in the new and old systems we, first, make use of simple formulas, which relate components of the displacement. Since the new and old systems have the same origin we can write for the displacement vector

$$
u \mathbf{i}+v \mathbf{j}+w \mathbf{k}=u^{\prime} \mathbf{i}_{1}+v^{\prime} \mathbf{j}_{1}+w^{\prime} \mathbf{k}_{1}
$$

Its multiplication by unit vectors of the new system gives three important equations

$$
\begin{equation*}
u^{\prime}=u l_{1}+v m_{1}+w n_{1}, \quad v^{\prime}=u l_{2}+v m_{2}+w n_{2}, \quad w^{\prime}=u l_{3}+v m_{3}+w n_{3} \tag{E-59}
\end{equation*}
$$

The next useful relation was derived in Part I and it can be written as

$$
\begin{equation*}
\frac{\partial \varphi}{\partial s}=\operatorname{grad} \varphi \mathbf{i}_{s} \tag{E-60}
\end{equation*}
$$

Here $\varphi$ is an arbitrary function and $\partial \varphi / \partial s$ is the directional derivative along the line which unit vector is $\mathbf{i}_{s}$. By definition:

$$
\begin{equation*}
\mathbf{i}_{s}=\cos \left(\mathbf{i}_{s}, \mathbf{i}\right) \mathbf{i}+\cos \left(\mathbf{i}_{s}, \mathbf{j}\right) \mathbf{j}+\cos \left(\mathbf{i}_{s}, \mathbf{k}\right) \mathbf{k} \tag{E-61}
\end{equation*}
$$

In particular, the vector $\mathbf{i}_{s}$ may coincide with unit vectors of the new system of coordinates. Bearing in mind that

$$
\operatorname{grad} \varphi=\frac{\partial \varphi}{\partial x} \mathbf{i}+\frac{\partial \varphi}{\partial y} \mathbf{j}+\frac{\partial \varphi}{\partial z} \mathbf{k}
$$

it is convenient to rewrite eq. E-60 in the form

$$
\begin{equation*}
\frac{\partial}{\partial s}()=\frac{\partial}{\partial x}() \cos (s, x)+\frac{\partial}{\partial y}() \cos (s, y)+\frac{\partial}{\partial z}() \cos (s, z) \tag{E-62}
\end{equation*}
$$

Here () means any function $\varphi$.

First, suppose that $s=x^{\prime}$ and $\varphi=u^{\prime}=l_{1} u+m_{1} v+n_{1} w$. Then eq. E- 62 becomes

$$
\begin{gathered}
e_{x^{\prime} x^{\prime}}=\frac{\partial u^{\prime}}{\partial x^{\prime}}=\left(l_{1} \frac{\partial}{\partial x}+m_{1} \frac{\partial}{\partial y}+n_{1} \frac{\partial}{\partial z}\right)\left(l_{1} u+m_{1} v+n_{1} w\right) \\
=l_{1}^{2} \frac{\partial u}{\partial x}+m_{1}^{2} \frac{\partial v}{\partial y}+n_{1}^{2} \frac{\partial w}{\partial z}+\left(\frac{\partial w}{\partial y}+\frac{\partial v}{\partial z}\right) m_{1} n_{1}+\left(\frac{\partial u}{\partial z}+\frac{\partial w}{\partial x}\right) n_{1} l_{1}++\left(\frac{\partial v}{\partial x}+\frac{\partial u}{\partial y}\right) l_{1} m_{1}
\end{gathered}
$$

whence

$$
\begin{equation*}
e_{x^{\prime} x^{\prime}}=l_{1}^{2} e_{x x}+m_{1}^{2} e_{y y}+n_{1}^{2} e_{z z}+m_{1} n_{1} e_{y z}+n_{1} l_{1} e_{z x}+l_{1} m_{1} e_{x y} \tag{E-63}
\end{equation*}
$$

Now assuming that $s=y^{\prime}$ and $\varphi=v^{\prime}$ or $s=z^{\prime}$ and $\varphi=w^{\prime}$ we arrive at the following equations:

$$
\begin{equation*}
e_{y^{\prime} y^{\prime}}=l_{2}^{2} e_{x x}+m_{2}^{2} e_{y y}+n_{2}^{2} e_{z z}+m_{2} n_{2} e_{y z}+n_{2} l_{2} e_{z x}+l_{2} m_{2} e_{x y} \tag{E-64}
\end{equation*}
$$

and

$$
e_{z^{\prime} z^{\prime}}=l_{3}^{2} e_{x x}+m_{3}^{2} e_{y y}+n_{3}^{2} e_{z z}+m_{3} n_{3} e_{y z}+n_{3} l_{3} e_{z x}+l_{3} m_{3} e_{x y}
$$

The last three equations describe a transformation of the diagonal elements of the strain tensor. Applying the same approach we have

$$
\begin{gathered}
e_{y^{\prime} z^{\prime}}=\frac{\partial w^{\prime}}{\partial y^{\prime}}+\frac{\partial v^{\prime}}{\partial z^{\prime}}=\left(l_{2} \frac{\partial}{\partial x}+m_{2} \frac{\partial}{\partial y}+n_{2} \frac{\partial}{\partial z}\right)\left(l_{3} u+m_{3} v+n_{3} w\right) \\
+\left(l_{3} \frac{\partial}{\partial x}+m_{3} \frac{\partial}{\partial y}+n_{3} \frac{\partial}{\partial z}\right)\left(l_{2} u+m_{2} v+n_{2} w\right)=2 l_{2} l_{3} \frac{\partial u}{\partial x}+2 m_{2} m_{3} \frac{\partial v}{\partial y}+2 n_{2} n_{3} \frac{\partial w}{\partial z} \\
+\left(\frac{\partial w}{\partial y}+\frac{\partial v}{\partial z}\right)\left(m_{2} n_{3}+m_{3} n_{2}\right)+\left(\frac{\partial u}{\partial z}+\frac{\partial w}{\partial x}\right)\left(n_{2} l_{3}+n_{3} l_{2}\right)+\left(\frac{\partial v}{\partial x}+\frac{\partial u}{\partial y}\right)\left(l_{2} m_{3}+l_{3} m_{2}\right)
\end{gathered}
$$

or

$$
\begin{gather*}
e_{y^{\prime} z^{\prime}}=2\left(l_{2} l_{3} e_{x x}+m_{2} m_{3} e_{y y}+n_{2} n_{3} e_{z z}\right)+e_{y z}\left(m_{2} n_{3}+m_{3} n_{2}\right)  \tag{E-65}\\
+e_{z x}\left(n_{2} l_{3}+n_{3} l_{2}\right)+e_{x y}\left(l_{2} m_{3}+l_{3} m_{2}\right)
\end{gather*}
$$

By analogy we have

$$
\begin{align*}
e_{z^{\prime} x^{\prime}} & =2\left(l_{1} l_{3} e_{x x}+m_{1} m_{3} e_{y y}+n_{1} n_{3} e_{z z}\right)+e_{y z}\left(m_{3} n_{1}+m_{1} n_{3}\right) \\
& +e_{z x}\left(n_{3} l_{1}+n_{1} l_{3}\right)+e_{x y}\left(l_{3} m_{1}+m_{3} l_{1}\right) \quad \text { and }  \tag{E-66}\\
& e_{x^{\prime} y^{\prime}}= \\
& =2\left(l_{1} l_{2} e_{x x}+m_{1} m_{2} e_{y y}+n_{1} n_{2} e_{z z}\right)+e_{y z}\left(m_{1} n_{2}+m_{2} n_{1}\right) \\
& +e_{z x}\left(n_{1} l_{2}+n_{2} l_{1}\right)+e_{x y}\left(l_{1} m_{2}+l_{2} m_{1}\right)
\end{align*}
$$

Thus, our task is solved and we can determine strain elements in the new system of coordinates, as soon as directional cosines are known. Formulas of strain transformation have different applications. Consider one of them, which allows us to find relationships between strains and stresses in an isotropic medium. Adding eqs. E-63-E-64 we obtain

$$
\begin{aligned}
& e_{x^{\prime} x^{\prime}}+e_{y^{\prime} y^{\prime}}+e_{z^{\prime} z^{\prime}}=e_{x x}\left(l_{1}^{2}+l_{2}^{2}+l_{3}^{2}\right)+e_{y y}\left(m_{1}^{2}+m_{2}^{2}+m_{3}^{2}\right)+e_{z z}\left(n_{1}^{2}+n_{2}^{2}+n_{3}^{2}\right) \\
& \quad+e_{y z}\left(m_{1} n_{1}+m_{2} n_{2}+m_{3} n_{3}\right)+e_{z x}\left(n_{1} l_{1}+n_{2} l_{2}+n_{3} l_{3}\right)+e_{x y}\left(l_{1} m_{1}+l_{2} m_{2}+l_{3} m_{3}\right)
\end{aligned}
$$

Taking into account the known relations of directional cosines:

$$
\begin{array}{lr}
l_{1}^{2}+l_{2}^{2}+l_{3}^{2}=1 & m_{1} n_{1}+m_{2} n_{2}+m_{3} n_{3}=0 \\
m_{1}^{2}+m_{2}^{2}+m_{3}^{2}=1 & n_{1} l_{1}+n_{2} l_{2}+n_{3} l_{3}=0 \\
n_{1}^{2}+n_{2}^{2}+n_{3}^{2}=1 & m_{1} l_{1}+m_{2} l_{2}+m_{3} l_{3}=0
\end{array}
$$

we have

$$
\begin{equation*}
e_{x^{\prime} x^{\prime}}+e_{y^{\prime} y^{\prime}}+e_{z^{\prime} z^{\prime}}=e_{x x}+e_{y y}+e_{z z} \tag{E-67}
\end{equation*}
$$

The latter is the first invariant of this transformation. This result is obvious, since the relative volume extension, (dilatation)

$$
\operatorname{div} \mathbf{s}=\Theta=e_{x x}+e_{y y}+e_{z z}
$$

is independent of the system of coordinates. Simple but cumbersome algebra shows that there are two more invariants, which are

$$
\begin{equation*}
e_{y y} e_{z z}+e_{z z} e_{x x}+e_{x x} e_{y y}-\frac{1}{4}\left(e_{y z}^{2}+e_{z x}^{2}+e_{x y}^{2}\right) \tag{E-68}
\end{equation*}
$$

and

$$
e_{x x} e_{y y} e_{z z}+\frac{1}{4}\left(e_{y z} e_{z x} e_{x y}-e_{x x} e_{y z}^{2}-e_{y y} e_{z x}^{2}-e_{z z} e_{x y}^{2}\right)
$$

Now we are ready to find expressions for the Hooke's law at different media and start from the simplest but very important case.

## Isotopic medium

In such a medium all physical parameters do not depend on a direction along which they are considered. It is natural that it is also applied to the strain tensor. This means that its elements remain the same, regardless of an orientation of coordinate axes. Inasmuch as the elastic potential, $u$, is a function of strains, we conclude that it is an invariant with respect to a rotation of coordinate axes too. In order to observe such behavior the right hand side of eq. E-57 should be represented as a combination of the strain invariants, eqs. E-67-E-68. Bearing in mind that the strain potential is a homogeneous function of the second order but the last invariant is of the third order, we make use of the first two invariants. This allows us to write $u_{0}$ as

$$
\begin{equation*}
u_{0}=\frac{1}{2}\left[a\left(e_{x x}+e_{y y}+e_{z z}\right)^{2}+b\left(e_{y z}^{2}+e_{z x}^{2}+e_{x y}^{2}-4 e_{y y} e_{z z}-4 e_{z z} e_{x x}-4 e_{x x} e_{y y}\right)\right] \tag{E-69}
\end{equation*}
$$

where $a$ and $b$ are elastic parameters of a medium.
In other words, elastic constants $c_{i j}$ are related to each other so that the potential $u_{0}$ is described by only two parameters. It is conventional in place of $a$ and $b$ to use Lamé constants, $\lambda$ and $\mu$, which are introduced in the following way

$$
\begin{equation*}
a=\lambda+2 \mu \quad \text { and } \quad b=\mu \tag{E-70}
\end{equation*}
$$

Respectively, we have

$$
\begin{equation*}
u_{0}=\frac{\lambda+2 \mu}{2}\left(e_{x x}+e_{y y}+e_{z z}\right)^{2}+\frac{\mu}{2}\left(e_{y z}^{2}+e_{x z}^{2}+e_{x y}^{2}-4 e_{y y} e_{z z}-4 e_{z z} e_{x x}-4 e_{x x} e_{y y}\right) \tag{E-71}
\end{equation*}
$$

Now, making use of Green's formulas, eqs. E-51, it is easy to determine components of the stress tensor. Performing a differentiation of the potential $u$ with respect to strains we obtain

$$
\begin{array}{ll}
X_{x}=\lambda \Theta+2 \mu e_{x x}, & Y_{z}=\mu e_{y z} \\
Y_{y}=\lambda \Theta+2 \mu e_{y y}, & X_{z}=\mu e_{x z}  \tag{E-72}\\
Z_{z}=\lambda \Theta+2 \mu e_{z z}, & X_{y}=\mu e_{x y}
\end{array}
$$

where $\Theta=e_{x x}+e_{y y}+e_{z z}$ is the dilatation. These equations establish a relationship between stresses and strains. It is interesting to notice that the normal stresses are related
to the diagonal elements of the strain tensor only and depend on two elastic parameters $\lambda$ and $\mu$. At the same time, the shearing stresses are functions of the corresponding strain and the single parameter $\mu$, which is usually called rigidity. Formulas, given by the set E-72, represent the Hooke's law when a medium is isotropic, and they were derived by Cauchy.

## Relationships between elastic moduli of an isotropic medium

By definition elastic parameters, $\lambda$ and $\mu$, are independent of a distribution of stresses. For this reason, it is very useful to consider the simplest case when

$$
\begin{equation*}
X_{x} \neq 0, \quad Y_{y}=Z_{z}=Y_{z}=X_{z}=X_{y}=0 \tag{E-73}
\end{equation*}
$$

For instance, if a thin bar experiences an extension we have

$$
\begin{equation*}
X_{x}=E e_{x x} \tag{E-74}
\end{equation*}
$$

Here $E$ is the Young modulus, and it always has a very large value. Taking into account the condition E-73 the set E-72 becomes

$$
\begin{equation*}
\lambda \Theta+2 \mu e_{x x}=X_{x}, \quad \lambda \Theta+2 \mu e_{y y}=0, \quad \lambda \Theta+2 \mu e_{z z}=0 \tag{E-75}
\end{equation*}
$$

Adding eqs. F-75 we obtain

$$
\begin{equation*}
(3 \lambda+2 \mu) \Theta=X_{x} \tag{E-76}
\end{equation*}
$$

The latter allows us to express the relationship between $X_{x}$ and $e_{x x}$ in terms of $\lambda$ and $\mu$. In fact, we have

$$
\begin{equation*}
\Theta=\frac{X_{x}}{3 \lambda+2 \mu} \tag{E-77}
\end{equation*}
$$

and its substitution into the first equation of the set E-75 yields

$$
\frac{\lambda}{3 \lambda+2 \mu} X_{x}+2 \mu e_{x x}=X_{x}
$$

or

$$
\begin{equation*}
X_{x}=\frac{\mu(3 \lambda+2 \mu)}{\lambda+\mu} e_{x x} \tag{E-78}
\end{equation*}
$$

Comparison with eq. E-74 gives for Young modulus

$$
\begin{equation*}
E=\frac{\mu(3 \lambda+2 \mu)}{\lambda+\mu} \tag{E-79}
\end{equation*}
$$

and it depends on both Lamé parameters. In order to find the relation between the Poisson ratio, $\sigma$, and Lamé parameters consider the last two equations of the set E-75, which give

$$
e_{y y}=e_{z z}=-\frac{\lambda \Theta}{2 \mu}
$$

Taking into account eq. E-76, we obtain

$$
e_{y y}=e_{z z}=-\frac{\lambda}{2 \mu} \frac{X_{x}}{(3 \lambda+2 \mu)}
$$

or, making use of E-78, the latter gives

$$
\begin{equation*}
e_{y y}=e_{z z}=-\frac{\lambda}{2(\lambda+\mu)} e_{x x} \tag{E-80}
\end{equation*}
$$

By definition $e_{y y}=e_{z z}=-\sigma e_{x x}$. Whence the Poisson ratio can be represented as

$$
\begin{equation*}
\sigma=\frac{\lambda}{2(\lambda+\mu)} \tag{E-81}
\end{equation*}
$$

Thus, pair of elastic parameters, $E$ and $\sigma$, are expressed in terms of Lamé constants. Now, let us resolve eqs. E-79 and E-81 with respect to $\lambda$ and $\mu$. The first equation can be written in the form:

$$
E=\frac{\mu(2 \lambda+2 \mu)}{\lambda+\mu}+\frac{\mu \lambda}{\lambda+\mu}=2 \mu+\mu 2 \sigma
$$

Therefore

$$
\begin{equation*}
\mu=\frac{E}{2(1+\sigma)} \tag{E-82}
\end{equation*}
$$

Its substitution into eq. E-81 yiclds

$$
\begin{equation*}
\lambda=\frac{E \sigma}{(1+\sigma)(1-2 \sigma)} \tag{E-83}
\end{equation*}
$$

It is instructive to consider the case when the normal stresses are equal to each other, but the shearing stresses are absent:

$$
\begin{equation*}
X_{x}=Y_{y}=Z_{z}=-P \quad X_{y}=X_{z}=Y_{z}=0 \tag{E-84}
\end{equation*}
$$

Respectively, the set E-72 becomes

$$
\begin{equation*}
\lambda \Theta+2 \mu e_{x x}=-P, \quad \lambda \Theta+2 \mu e_{y y}=-P, \quad \lambda \Theta+2 \mu e_{z z}=-P \tag{E-85}
\end{equation*}
$$

and

$$
e_{y z}=e_{x z}=e_{x y}=0
$$

Summation of eqs. E-85 gives

$$
(3 \lambda+2 \mu) \Theta=-3 P
$$

Therefore, the relationship between the pressure, $P$, and dilatation is

$$
\begin{equation*}
P=-\left(\lambda+\frac{2}{3} \mu\right) \Theta \tag{E-86}
\end{equation*}
$$

As was shown in Part I

$$
\begin{equation*}
P=-M \Theta \tag{E-87}
\end{equation*}
$$

where $M$ is the bulk modulus, which characterizes a compression or an expansion of an elementary volume. Comparison of eqs. E-86 and E-87 gives

$$
\begin{equation*}
M=\lambda+\frac{2}{3} \mu \tag{E-88}
\end{equation*}
$$

Replacing $\lambda$ and $\mu$ by $E$ and $\sigma$ we obtain

$$
M=\frac{E \sigma}{(1+\sigma)(1-2 \sigma)}+\frac{E}{3(1+\sigma)}
$$

or

$$
\begin{equation*}
M=\frac{E}{3(1-2 \sigma)} \tag{E-89}
\end{equation*}
$$

## Anisotropic medium

As was pointed out earlier the strain-energy-function, eq. E-57, and, therefore, the Hooke's law is in general defined by 21 clastic constants. Now we consider several models of an anisotropic medium, where the number of these constants is greatly reduced.

Case one Suppose that a medium is such that at each point there is a plane of symmetry with respect to elastic properties. This means that two forces with equal magnitudes but opposite direction, normal to the plane, cause the same strain. Let us assume that the plane of symmetry coincides with the coordinate plane $X O Y$. Then the elastic potential has to remain the same, when a direction of the $z$-axis, perpendicular
to the plane of symmetry, changes. Correspondingly, a sign of $z$ and $w_{z}$ changes, too, as well as that of strains

$$
e_{z x}=\frac{\partial w}{\partial x}+\frac{\partial u}{\partial z}, \quad e_{y z}=\frac{\partial w}{\partial y}+\frac{\partial v}{\partial z}
$$

Because of symmetry, terms containing $e_{z x}$ and $e_{z y}$ in the first power have to vanish. At the same time, terms with the product $e_{z x} e_{y z}$ remain. This gives

$$
\begin{equation*}
c_{14}=c_{15}=c_{24}=c_{25}=c_{34}=c_{35}=c_{46}=c_{56}=0 \tag{E-90}
\end{equation*}
$$

and the number of different elastic constants becomes 13.
Case two Assume that at each point of an elastic medium there are three mutually perpendicular planes of symmetry. It is convenient to treat them as coordinate planes. Therefore, an expression of an elastic potential, eq. E-57, does not change, if an orientation of coordinate axes becomes opposite. Since this transformation changes signs of $e_{x y}, e_{x z}, e_{y z}$, terms of the sum in eq. E-57, which contain $e_{x y}, e_{x z}, e_{y z}$ in the first degree, should be equal to zero. It happens, if along with the condition E-90, we also have

$$
\begin{equation*}
c_{16}=c_{26}=c_{36}=c_{45}=0 \tag{E-91}
\end{equation*}
$$

The number of elastic constants is reduced to 9 , and they usually characterize a deformation of an elementary volume, which is crystallized as the rectangular parallelepiped.

Case three In this medium, as before, at each point there are three mutually perpendicular planes of symmetry and, moreover, elastic properties are the same with respect to each of them. This means that the potential $u$ does not change, if the $x$-axis is replaced by either the $y$ or $z$-one. Therefore, the expression of the strain potential remains unchanged, if mutual replacement of the following quantities takes place:

$$
e_{x x}, e_{y y}, e_{z z} \quad \text { or } \quad e_{x y}, e_{x z}, e_{y z}
$$

It happens if

$$
\begin{equation*}
c_{11}=c_{22}=c_{33}, \quad c_{44}=c_{55}=c_{66}, \quad c_{23}=c_{12}=c_{13} \tag{E-92}
\end{equation*}
$$

provided that conditions E-90-E-91 are met. Then, the potential $u_{0}$ can be written as

$$
\begin{equation*}
u_{0}=\frac{c_{11}}{2}\left(e_{x x}^{2}+e_{y y}^{2}+e_{z z}^{2}\right)+c_{12}\left(e_{y y} e_{z z}+e_{z z} e_{x x}+e_{x x} e_{y y}\right)+\frac{c_{44}}{2}\left(e_{y z}^{2}+e_{z x}^{2}+e_{x y}^{2}\right) \tag{E-93}
\end{equation*}
$$

and it is characterized by three elastic constants. Such a deformation usually occurs in a medium with the cubical crystals.

Case four Now we assume that a medium is isotropic and derive again an expression for the strain potential. It is clear that this function has to be the same for any orientation of coordinate axes. For simplicity let us turn the original system, $(x, y, z)$ by a small angle $\varphi$ around the $z$-axis. This gives a new system, $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$, and, in accordance with Table 1, their directional cosines, are

$$
\begin{array}{lll}
l_{1}=1 & m_{1}=\varphi & n_{1}=0 \\
l_{2}=-\varphi & m_{2}=1 & n_{2}=0  \tag{E-94}\\
l_{3}=0 & m_{3}=0 & n_{3}=1
\end{array}
$$

Here we used the fact, that $\varphi$ is very small and

$$
\sin \varphi=\varphi, \quad \cos \varphi=1-\frac{\varphi^{2}}{2} \approx 1
$$

Applying formulas of the strain transformation, eqs. E-63-E-66 and discarding small terms with $\varphi^{2}$, we obtain components of the strain in new system of coordinates:

$$
\begin{equation*}
e_{x^{\prime} x^{\prime}}=e_{x x}+\varphi e_{x y}, \quad e_{y^{\prime} y^{\prime}}=e_{y y}-\varphi e_{x y}, \quad e_{z^{\prime} z^{\prime}}=e_{z z} \tag{E-95}
\end{equation*}
$$

$$
\text { and } \quad e_{y^{\prime} z^{\prime}}=e_{y z}-\varphi e_{z x}, \quad e_{z^{\prime} x^{\prime}}=e_{z x}+\varphi e_{z y}, \quad e_{x^{\prime} y^{\prime}}=e_{x y}+2 \varphi\left(e_{y y}-e_{x x}\right)
$$

It is clear that any plane in an isotropic medium is a plane of symmetry and elastic properties are independent on a direction. For this reason, we can use eq. E-93, which can be written in new system of coordinates:

$$
\begin{align*}
u_{1}=\frac{c_{11}}{2}\left(e_{x^{\prime} x^{\prime}}^{2}+e_{y^{\prime} y^{\prime}}^{2}+\right. & \left.e_{z^{\prime} z^{\prime}}^{2}\right)+c_{12}\left(e_{y^{\prime} y^{\prime}} e_{z^{\prime} z^{\prime}}+e_{z^{\prime} z^{\prime}} e_{x^{\prime} x^{\prime}}+e_{x^{\prime} x^{\prime}} e_{y^{\prime} y^{\prime}}\right)  \tag{E-96}\\
& +\frac{c_{44}}{2}\left(e_{y^{\prime} z^{\prime}}^{2}+e_{z^{\prime} x^{\prime}}^{2}+e_{x^{\prime} y^{\prime}}^{2}\right)
\end{align*}
$$

Now we represent $u_{1}$ as a sum of $u_{0}$ and terms, depending on $\varphi$ in the first power. Substituting eqs. E-95 into eq. E-96 and preserving terms with $\varphi$ of the first power we obtain:

$$
\begin{equation*}
u_{1}=u+\varphi\left(e_{y y}-e_{x x}\right)\left(2 c_{44}+c_{12}-c_{11}\right) e_{x y} \tag{E-97}
\end{equation*}
$$

Since $u_{1}=u_{0}$ we conclude that elastic constants are related to each other and it gives

$$
\begin{equation*}
2 c_{44}+c_{12}-c_{11}=0 \quad \text { or } \quad c_{11}=2 c_{44}+c_{12} \tag{E-98}
\end{equation*}
$$

Correspondingly eq. E-93 becomes:

$$
2 u=c_{12}\left(e_{x x}+e_{y y}+e_{z z}\right)^{2}+2 c_{44}\left(e_{x x}^{2}+e_{y y}^{2}+e_{z z}^{2}\right)+c_{44}\left(e_{y z}^{2}+e_{z x}^{2}+e_{x y}^{2}\right)
$$

that coincides with eq. E-71, if we let $c_{44}=\mu$ and $c_{12}=\lambda$
Case five Next consider a transversely isotropic medium, which is of a great importance in a seismology. Suppose that a distribution of elastic parameters possesses axial symmetry around the $z$-axis. Correspondingly, any plane with this line is the plane of symmetry. In order to find the elastic potential in such a medium we undertake several steps. First, let us consider the plane $X O Z$. Since a change of the direction of the $x$-axis does not make an influence on the potential, eq. E-57, we obtain, as in the first example:

$$
c_{15}=c_{16}=c_{25}=c_{26}=c_{35}=c_{36}=c_{45}=c_{46}=0
$$

Now we choose the second plane of symmetry, YOZ. For the same reason its symmetry gives:

$$
c_{14}=c_{16}=c_{24}=c_{26}=c_{34}=c_{36}=c_{4 \tilde{j}}=c_{56}=0
$$

Because of two last conditions, eq. E-57 becomes

$$
\begin{gather*}
u_{0}=\frac{1}{2} c_{11} e_{x x}^{2}+c_{12} e_{x x} e_{y y}+c_{13} e_{x x} e_{z z}+\frac{1}{2} c_{22} e_{y y}^{2}+c_{23} e_{y y} e_{z z}  \tag{E-99}\\
+\frac{1}{2} c_{33} e_{z z}^{2}+\frac{1}{2} c_{44} e_{z y}^{2}+\frac{1}{2} c_{55} e_{z x}^{2}+\frac{1}{2} c_{66} e_{x y}^{2}
\end{gather*}
$$

Thus, a number of elastic constants is already reduced from 21 to 9 . Next simplification is related to the axial symmetry of a medium. For this reason we can perform a replacement of the following strains: $e_{x x}, e_{y y}$ and $e_{x z}, e_{y z}$. This means that $c_{11}=c_{22}, c_{13}=c_{23}$, $c_{44}=c_{55}$, and eq. E-99 can be written as

$$
\begin{align*}
u_{0}= & \frac{1}{2} c_{11}\left(e_{x x}^{2}+e_{y y}^{2}\right)+c_{12} e_{x x} e_{y y}+c_{13}\left(e_{x x}+e_{y y}\right) e_{z z}+\frac{1}{2} c_{33} e_{z z}^{2}  \tag{E-100}\\
& +\frac{1}{2} c_{14}\left(e_{z y}^{2}+e_{z x}^{2}\right)+\frac{1}{2} c_{66} e_{x y}^{2}
\end{align*}
$$

At this stage we expressed the strain potential with help of six elastic constants. It turns out that only five of them are independent. To demonstrate this fact suppose, as in the case of an isotropic medium, that a system of coordinates, $x, y, z$, is turned by a small angle $\varphi$ about the $z$-axis. Then, in the new system, $x^{\prime}, y^{\prime}, z^{\prime}$ eq. E-100 becomes

$$
\begin{gather*}
u_{0}=\frac{1}{2} c_{11}\left(e_{x^{\prime} x^{\prime}}^{2}+e_{y^{\prime} y^{\prime}}^{2}\right)+c_{12} e_{x^{\prime} x^{\prime}} e_{y^{\prime} y^{\prime}}+c_{13}\left(e_{x^{\prime} x^{\prime}}+e_{y^{\prime} y^{\prime}}\right) e_{z^{\prime} z^{\prime}}  \tag{E-101}\\
+\frac{1}{2} c_{33} e_{z^{\prime} z^{\prime}}^{2}+\frac{1}{2} c_{44}\left(e_{z^{\prime} y^{\prime}}^{2}+e_{z^{\prime} x^{\prime}}^{2}\right)+\frac{1}{2} c_{66} e_{x^{\prime} y^{\prime}}^{2}
\end{gather*}
$$

In the same manner as in the previous example, we substitute eqs. E-95 into eq. E-101 and discard terms with $\varphi$ in the power exceeding one. This gives

$$
u_{1}=u_{0}+\varphi\left[c_{11}\left(e_{x x}-e_{y y}\right) e_{x y}+c_{12}\left(e_{y y}-e_{x x}\right) e_{x y}+2 c_{66}\left(e_{y y}-e_{x x}\right) e_{x y}\right]
$$

or

$$
\begin{equation*}
u_{1}=u_{0}+\varphi\left(-c_{11}+c_{12}+2 c_{66}\right)\left(e_{y y}-e_{x x}\right) e_{x y} \tag{E-102}
\end{equation*}
$$

Since $u_{1}=u_{0}$, we arrive at one more condition for elastic constants:

$$
c_{11}=c_{12}+2 c_{66}
$$

Thus, in place of eq. E-100 we have

$$
\begin{align*}
& 2 u_{0}=\left(c_{12}+2 c_{66}\right)\left(e_{x x}^{2}+e_{y y}^{2}\right)+2 c_{12} e_{x x} e_{y y}+2 c_{13}\left(e_{x x}+e_{y y}\right) e_{z z}+c_{33} e_{z z}^{2}  \tag{E-103}\\
& +c_{44}\left(e_{z y}^{2}+e_{z x}^{2}\right)+c_{66} e_{x y}^{2}=c_{12}\left(e_{x x}+e_{y y}\right)^{2}+2 c_{13}\left(e_{x x}+e_{y y}\right) e_{z z}+c_{33} e_{z z}^{2} \\
& +c_{44}\left(e_{z y}^{2}+e_{z x}^{2}\right)+c_{66}\left(e_{x y}^{2}+2 e_{x x}^{2}+2 e_{y y}^{2}\right)
\end{align*}
$$

and the potential $u_{0}$ is defined by five parameters.
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## Index

acceleration, 23, 35, 58
angular, 56, 79, 85, 98, 517
linear, $35,36,79,98$
Airy phase, 269, 438
angle
of reflection, 202, 204
of refraction, 359
anisotropic medium, 481, 508, 608
attenuation, 15, 29

Bessel function, $387,389,392,410$ boundary
conditions, $53,58,79,98,122,136$
value problem, $100,135,182,263$
branch lines, $305,306,312,332$
branch point, 303-305
Brewster's angle, 208
bulk modulus, 14, 92

Cauchy's
formulas, 46, 48
theorem, 300, 302, 398, 425, 475
characteristic equation, $76,468,553$
center of mass, 35
compression, 3, 16
conservation of energy, 105
critical angle, 210, 212, 376, 471, 475
cut-off frequency, 273, 428, 435, 441

Debye's series, 235, 336, 340
deformation
homogeneous, 6, 8-10, 12, 602
inhomogeneous, $6,7,12,62$
diffusive waves, 80
dilatation, $13,96,99,125,128$
Dirichle's boundary value problem, 300, 384
dispersion relation, $422,423,426,433$
displacement
angular, 50, 57, 59
field, $21,67,69,143$
elastic medium, $83,186,358,381$
elliptical polarization, $250,273,318,371$
energy
flux, 102, 103
kinetic, 102, 103, 625
potential, 102, 103, 621
equilibrium, $3,15,53,143$
equation of equilibrium, 154,570
equation of motion, $85,158,528$
Euler's
constant, 447
formula, 264, 307
evanescent wave, $184,213,312,371$
expansion, 9,12
far zone, $130,139,167$
force
external, 3, 4, 10, 54, 65, 288, 289
internal, 3, 62, 73
point, 143, 150, 154, 156, 296
Fourier's
integral, 38
series, $28,29,32,60$
transform, 38, 133, 143, 415
frec boundary, 25, 99, 191, 320, 382

Gauss formula, 106, 148, 161
Green's formula, 631, 637
group velocity, 268, 269, 272, 437, 443

Hankel function, 277, 336, 387
Helmholtz
equation, $277,294,384,409,418$
formula, 143
Hilbert transform, 231
formula, 143
Hooke's law, 2, 12, 17, 26, 42, 187, 288, 482
Huygen's principle, 208, 328, 370, 371
impedance, 20, 133, 142
impulse, 29, 37
initial condition, $42,100,122,125$
interference
constructive, 40, 41, 420, 441, 473
destructive, $40,41,208,223,420$

Jordan lemma, 312, 397, 398, 425
Lame constants, 89, 488
laminated medium, 483, 488

Laplace equation, 146, 177, 463
Laplace motion, 98, 177
leaking modes, 420, 473
matrix
antisymmetric, 533, 544
diagonal, 544
Hermitian, 552
inverse, 546, 547
symmetric, 543, 544
transposed, 545
metric coefficients, 114, 115, 117-119
moment of inertia, 56, 85, 516
multiple reflections, 420
near zone, 129,167
Newton's first law, 29, 31, 32
Newton's second law, 17, 22, 31, 34
normal incidence, 190, 196
normal modes, 40, 82, 419, 427, 430, 438
oblique incidence, 201, 215
particle motion, $27,30,57,129,496$ phase
shift, 193, 213, 224, 250, 262, 263
surface, 505, 506
velocity, 453, 467, 473, 505
plane wave
homogeneous, 179, 180, 261, 300, 308
inhomogeneous, $179,180,248,300$
polar moment of inertia, 55,56
potential
scalar, $83,100,300,366,373$
vector, $83,100,101,300$
Poisson relation, 2, 5, 12, 21, 42, 91
Poisson's ratio, 5, 8, 14, 45, 91, 639

Poynting vector, 103, 233, 234, 340, 504
pressure, 12, 13, 104, 460, 462
pure bending, $62,67,72$
ray
behavior, 498, 503
tube, 231-234, 498
reflection coefficient, 195, 207, 211, 224, 227
recursive expressions, 241
refraction coefficient, 24
resultant torque, 66, 75
rigid boundary, 25, 99
rigidity modulus, $45,48,57$
shear
pure, $45,93,95,139,140$
simple, 48,97
slowness, 507
Snell's law, 204, 210, 337, 340, 350, 360, 473
Sommerfeld
condition, 100, 280
integral, 387, 395
source
fictitious, 287, 340, 392
linear, 275, 278, 284, 287, 299, 332
point, 167, 275, 382, 390
spherical, 121, 125, 132, 137
spreading factor, 235
stationary-phase method, 332, 356
Stokes' formula, 149
strain tensor, 45, 111, 597
stress
tensor, $6,9,141,563,578$
normal, 17
shear, 42, 45

Taylor series, $6,8,51,334$
theorem of uniqueness, 100,138
torque, 54
torsional stiffness, 55
traction, 5, 9, 17, 564, 566
transmission coefficient, 218, 227, 229
transversely isotropic medium, 483, 502
velocity of
bending wave, 78
longitudinal wave, 95,329
Love wave, 259-261, 263, 265, 268
propagation, 489
Rayleigh wave, 244-251, 269, 275
of shear wave, $57,95,133,135,493$
Stoneley wave, 255-258, 272, 456
wave
acoustic, 16, 129, 132
bending, 60, 73, 78
boundary, 252, 253, 258, 373
compressional, 16, 20, 27, 28, 30
conical, 329, 371, 373
cylindrical, 278, 340, 455, 473, 474
dilatational, $92,101,491,492$
direct, 290, 336, 351
elastic, 121
equation, $16,18,19,83,90,122$
evanescent, 184, 373, 376, 420
extensional, 20, 27, 28, 30
head, 371, 373, 442, 477, 478
incident, 23, 25, 80, 188, 189
incoming, 19, 20
ininhomogencous, 179, 184, 372
longitudinal, 15, $58,78,94,121$
Love, 243, 259-269
wave
outgoing, 19, 40, 122, 136, 191
quasi P-, 494, 495, 498
quasi S-, 494, 495, 498
Rayleigh, 60, 334
reflected, 23, 25, 31, 32, 191, 337, 340
Scholte, 454
SH, 180, 181
shear, $95,101,121,170,179$
spherical, 121, 126
Stoneley, 60, 454, 469, 470, 499
surface, 179, 449
SV, 180, 181
torsional, 42, 55, 57, 78, 94, 109
transmitted, 23, 25, 362, 376, 474
transient, 470, 474, 479
zone, 131, 300
wavefront, $34,126,127,372$
wavefields, $121,127,136,167,299$
waveguide, 78, 269

Young modulus 5, 11, 14, 15, 22, 57, 91, 638


[^0]:    ${ }^{1}$ It is possible, of course, to present coefficients $R_{P P}, R_{P S}, R_{S S}$, and $R_{S P}$ in a slightly different way, using equalities $\lambda+2 \mu=c_{l}^{2} \rho, \mu=c_{s}^{2} \rho$, and Snell's law (see, for example, Aki and Richards, 1980).

