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Preface

Large volumes of data and complex problems inspire research in computing and data, text, and web 
mining. However, analyzing data is not sufficient, as it has to be presented visually with analytical ca-
pabilities, i.e., a chart/diagram/image illustration that enables humans to perceive, relate, and conclude 
in the knowledge discovery process.  In addition, how to use computing or supercomputing techniques 
(e.g., distributed, parallel, and clustered computing) in improving the effectiveness of data, text, and web 
mining is an important aspect of the visual analytics and interactive technology. This book extends the 
visual analytics by using tools of data, web, text mining and computing, and their associated software 
and technologies available today.

This is a comprehensive book on concepts, algorithms, theories, applications, software, and visu-
alization of data mining and computing.  It provides a volume of coherent set of related works on the 
state-of-the-art of the theory and applications of mining and its relations to computing, visualization 
and others with an audience to include both researchers, practitioners, professionals and intellectuals in 
technical and non-technical fields, appealing to a multi-disciplinary audience. Because each chapter is 
designed to be stand-alone, readers can focus on the topics that most interest them.

With a unique collection of recent developments, novel applications, and techniques for visual ana-
lytics and interactive technologies, the sections of the book are Concepts, Algorithms, and Theory; Ap-
plications of Mining and Visualization; and Visual Systems, Software and Supercomputing, pertaining 
to Data mining, Web mining, Data Visualization, Mining for Intelligence, Supercomputing, Database, 
Ontology, Web Clustering, Classification, Pattern Recognition, Visualization Approaches, Data and 
Knowledge Representation, and Web Intelligence.

Section 1 consists of seven chapters on concepts, algorithms, and theory of mining and visualizations. 
Chapter 1, Towards the Notion of Typical Documents in Large Collections of Documents, by Mieczysław 

A. Kłopotek, Sławomir T. Wierzchom, Krzysztof Ciesielski, Michał Dramiński, and Dariusz Czerski, 
focuses on how to best represent a typical document in a large collection of objects (i.e., documents). 
They propose a new measure of document similarity – GNGrank that was inspired by the popular idea 
that links between documents reflect similar content. The idea was to create a rank measure based on 
the well known PageRank algorithm which exploits the document similarity to insert links between the 
documents. Various link-based similarity measures (e.g., PageRank) and GNGrank are compared in the 
context of identification of a typical document of a collection. The experimental results suggest that each 
algorithm measures something different, a different aspect of document space, and hence the respective 
degrees of typicality do not correlate.

Chapter 2, Data Mining Techniques for Outlier Detection, by N. Ranga Suri, M Narasimha Murty,  
and G Athithan, highlights some of the important research issues that determine the nature of the outlier 
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detection algorithm required for a typical data mining application. Detecting the objects in a data set with 
unusual properties is important; as such outlier objects often contain useful information on abnormal be-
havior of the system or its components described by the data set. They discussed issues including methods 
of outlier detection, size and dimensionality of the data set, and nature of the target application. They 
attempt to cover the challenges due to the large volume of high dimensional data and possible research 
directions with a survey of various data mining techniques dealing with the outlier detection problem.

Chapter 3, Using an Ontology-based Framework to Extract External Web Data for the Data Ware-
house, by Charles Greenidge and Hadrian Peter, proposes a meta-data engine for extracting external 
data in the Web for data warehouses that forms a bridge between the data warehouse and search engine 
environments. This chapter also presents a framework named the semantic web application that facili-
tates semi-automatic matching of instance data from opaque web databases using ontology terms. The 
framework combines information retrieval, information extraction, natural language processing, and 
ontology techniques to produce a viable building block for semantic web applications.  The application 
uses a query modifying filter to maximize efficiency in the search process. The ontology-based model 
consists of a pre-processing stage aimed at filtering, a basic and then more advanced matching phases, 
a combination of thresholds and a weighting that produces a matrix that is further normalized, and a 
labeling process that matches data items to ontology terms.

Chapter 4, Dimensionality Reduction for Interactive Visual Clustering: A Comparative Analysis, 
by P. Alagambigai and K. Thangavel, discusses VISTA as a Visual Clustering Rendering System that 
can include algorithmic clustering results and serve as an effective validation and refinement tool for 
irregularly shaped clusters. Interactive visual clustering methods allow a user to partition a data set into 
clusters that are appropriate for their tasks and interests through an efficient visualization model and 
it requires an effective human-computer interaction. This chapter entails the reliable human-computer 
interaction through dimensionality reduction by comparing three different kinds of dimensionality re-
duction methods: (1) Entropy Weighting Feature Selection (EWFS), (2) Outlier Score Based Feature 
Selection (OSFS), and (3) Contribution to the Entropy based Feature Selection (CEFS). The performance 
of the three feature selection methods were compared with clustering of dataset using the whole set of 
features. The performance was measured with popular validity measure Rand Index.

Chapter 5, Database Analysis with ANNs by Means of Graph Evolution, by Daniel Rivero, Julián 
Dorado, Juan R. Rabuñal, and Alejandro Pazos, proposes a new technique of graph evolution based ANN 
and compares it with other systems such as Connectivity Matrix, Pruning, Finding network parameters, 
and Graph-rewriting grammar. Traditionally the development of Artificial Neural Networks (ANNs) is 
a slow process guided by the expert knowledge. This chapter describes a new method for the develop-
ment of Artificial Neural Networks, so it becomes completely automated. Several tests were performed 
with some of the most used test databases in data mining. The performance of the proposed system is 
better or in par with other systems.

Chapter 6, An Optimal Categorization of Feature Selection Methods for Knowledge Discovery, 
by Harleen Kaur, Ritu Chauhan, and M. A. Alam, focuses on several feature selection methods as to 
their effectiveness in preprocessing input medical data. Feature selection is an active research area in 
pattern recognition and data mining communities. They evaluate several feature selection algorithms 
such as Mutual Information Feature Selection (MIFS), Fast Correlation-Based Filter (FCBF) and Step-
wise Discriminant Analysis (STEPDISC) with machine learning algorithm naive Bayesian and Linear 
Discriminant analysis techniques. The experimental analysis of feature selection technique in medical 
databases shows that a small number of informative features can be extracted leading to improvement 



xvi  

in medical diagnosis by reducing the size of data set, eliminating irrelevant features, and decreasing the 
processing time.

Chapter 7, From Data to Knowledge: Data Mining, by Tri Kurniawan Wijaya, conceptually discusses 
the techniques to mine hidden information or knowledge which lies in data. In addition to the elaboration 
of the concept and theory, they also discuss about the application and implementation of data mining. 
They start with differences among data, information, and knowledge, and then proceed to describe the 
process of gaining the hidden knowledge, and compare data mining with other closely related terminolo-
gies such as data warehouse and OLAP. 

Section 2 consists of five chapters on applications of mining and visualizations.
Chapter 8, Patent Infringement Risk Analysis Using Rough Set Theory, by Chun-Che Huang, Tzu-

Liang (Bill) Tseng, and Hao-Syuan Lin, applies rough set theory (RST), which is suitable for processing 
qualitative information, to induce rules to derive significant attributes for categorization of the patent 
infringement risk. Patent infringement risk is an important issue for firms due to the increased apprecia-
tion of intellectual property rights. If a firm gives insufficient protection to its patents, it may loss both 
profits and industry competitiveness.  Rather than focusing on measuring the patent trend indicators and 
the patent monetary value, they integrate RST with the use of the concept hierarchy and the credibility 
index, to enhance application of the final decision rules.

Chapter 9, Visual Survey Analysis in Marketing, by Marko Robnik-Šikonja and Koen Vanhoof, makes 
use of the ordinal evaluation (OrdEval) algorithm as a visualization technique to study questionnaire 
data of customer satisfaction in marketing. The OrdEval algorithm has many favorable features, includ-
ing context sensitivity, ability to exploit meaning of ordered features and ordered response, robustness 
to noise and missing values in the data, and visualization capability. They choose customer satisfaction 
analysis as a case study and present visual analysis on two applications of business-to-business and 
costumer-to-business. They demonstrate some interesting advantages offered by the new methodol-
ogy and visualization and show how to extract and interpret new insights not available with classical 
analytical toolbox. 

Chapter 10, Assessing Data Mining Approaches for Analyzing Actuarial Student Success Rate, by 
Alan Olinsky, Phyllis Schumacher, and John Quinn, entails the use of several types of predictive mod-
els to perform data mining to evaluate the student retention rate and enrollment management for those 
selecting a major in the Actuarial Science at a medium size university. The predictive models utilized 
in this research include stepwise logistic regression, neural networks and decision trees for performing 
the data mining. This chapter uses data mining to investigate the percentages of students who begin in a 
certain major and will graduate in the same major. This information is important for individual academic 
departments in determining how to allocate limited resources in making decisions as to the appropriate 
number of classes and sections to be offered and the number of faculty lines needed to staff the depart-
ment. This chapter details a study that utilizes data mining techniques to analyze the characteristics of 
students who enroll as actuarial mathematics students and then either drop out of the major or graduate 
as actuarial students.

Chapter 11, A Robust Biclustering Approach for Effective Web Personalization, by H. Hannah In-
barani and K. Thangavel, proposes a robust Biclustering algorithm to disclose the correlation between 
users and pages based on constant values for integrating user clustering and page clustering techniques, 
which is followed by a recommendation system that can respond to the users’ individual interests. The 
proposed method is compared with Simple Biclustering (SB) method. To evaluate the effectiveness and 
efficiency of the recommendation, experiments are conducted in terms of the recommendation accuracy 
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metric. The experimental results demonstrated that the proposed RB method is very simple and is able 
to efficiently extract needed usage knowledge and to accurately make web recommendations.

Chapter 12, Web Mining and Social Network Analysis, by Roberto Marmo, reviews and discusses 
the use of web mining techniques and social networks analysis to possibly process and analyze large 
amount of social data such as blogtagging, online game playing, instant messenger, etc. Social network 
analysis views social relationships in terms of network and graph theory about nodes (individual actors 
within the network) and ties (relationships between the actors). In this way, social network mining can 
help understand the social structure, social relationships and social behaviours. These algorithms dif-
fer from established set of data mining algorithms developed to analyze individual records since social 
network datasets are relational with the centrality of relations among entities. 

Section 3 consists of five chapters on visual systems, software and supercomputing.
Chapter 13, iVAS: An Interactive Visual Analytic System for Frequent Set Mining, by Carson Kai-Sang 

Leung and Christopher L. Carmichael, proposes an interactive visual analytic system called iVAS for 
providing visual analytic solutions to the frequent set mining problem. The system enables the visualiza-
tion and advanced analysis of the original transaction databases as well as the frequent sets mined from 
these databases. Numerous algorithms have been proposed for finding frequent sets of items, which are 
usually presented in a lengthy textual list. However, the use of visual representations can enhance user 
understanding of the inherent relations among the frequent sets.

Chapter 14, Mammogram Mining Using Genetic Ant-Miner, by Thangavel. K. and Roselin. R, applies 
classification algorithm to image processing (e.g., mammogram processing) using genetic Ant-Miner.  
Image mining deals with the extraction of implicit knowledge, image data relationship, or other patterns 
not explicitly stored in the images. It is an extension of data mining to image domain and an interdisci-
plinary endeavor. C4.5 and Ant-Miner algorithms are compared and the experimental results show that 
Ant-Miner performs better in the domain of biomedical image analysis.  

Chapter 15, Use of SciDBMaker as Tool for the Design of Specialized Biological Databases, by Riadh 
Hammami and Ismail Fliss, develops SciDBMaker to provide a tool for easy building of new specialized 
protein knowledge bases. The exponential growth of molecular biology research in recent decades has 
brought growth in the number and size of genomic and proteomic databases to enhance the understanding 
of biological processes.  This chapter also suggests best practices for specialized biological databases 
design, and provides examples for the implementation of these practices.

Chapter 16, Interactive Visualization Tool for Analysis of Large Image Databases, by Anca Doloc-Mihu, 
discusses an Adaptive Image Retrieval System (AIRS) that is used as a tool for actively searching for 
information in large image databases. This chapter identifies two types of users for an AIRS: an end-user 
who seeks images and a research-user who designs and researches the collection and retrieval systems. 
This chapter focuses in visualization techniques used by Web-based AIRS to allow different users to 
efficiently navigate, search and analyze large image databases. Recent advances in Internet technology 
require the development of advanced Web-based tools for efficiently accessing images from tremendously 
large, and continuously growing, image collections. One such tool for actively searching for information 
is an Image Retrieval System. The interface discussed in this chapter illustrates different relationships 
between images by using visual attributes (colors, shape, and proximities), and supports retrieval and 
learning, as well as browsing which makes it suitable for an Adaptive Image Retrieval Systems.

Chapter 17, Supercomputers and Supercomputing, by Jeffrey S. Cook, describes supercomputer as 
the fastest type of computer used for specialized applications that require a massive number of math-
ematical calculations. The term “supercomputer” was coined in 1929 by the New York World, referring 
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to tabulators manufactured by IBM. These tabulators represent the cutting edge of technology, which 
harness immense processing power so that they are incredibly fast, sophisticated, and powerful. The use 
of supercomputing in data mining has also been discussed in the chapter. 

All chapters went through a blind refereeing process before final acceptance. We hope these chapters 
are informative, stimulating, and helpful to the readers. 

Qingyu Zhang
Arkansas State University, USA
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Mei Cao
University of Wisconsin-Superior, USA
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AbstrAct

This chapter presents a new measure of document similarity – the GNGrank that was inspired by the 
popular opinion that links between the documents reflect similar content. The idea was to create a rank 
measure based on the well known PageRank algorithm which exploits the document similarity to insert 
links between the documents. A comparative study of various link- and content-based similarity mea-
sures, and GNGrank is performed in the context of identification of a typical document of a collection. 
The study suggests that each group of them measures something different, a different aspect of document 
space, and hence the respective degrees of typicality do not correlate. This may be an indication that 
for different purposes different documents may be important. A deeper study of this phenomenon is our 
future research goal.
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INtrODUctION

The usual way to get an overview of a large col-
lection of objects (e.g. documents) is to cluster 
them, and then to look for the representatives 
(or summaries) of the individual clusters. The 
objects are placed within a feature space (in case 
of documents, frequently features are the terms, 
and co-ordinates are e.g. tf-idf measure and the 
representatives are the centroids (or medoids) of 
clusters (Manning, Raghavan & Schütze, 2009).

There are some conceptual problems with such 
an approach in case of document collections. On 
one hand, one insists that text understanding is 
essential for proper clustering. Regrettably, ap-
plication of the full-fledged text understanding 
methods for very large collections is not feasible 
so that some replacements have to be sought, 
therefore, in fact, the feature space approach is 
the dominant one.

The next problem is that with feature space 
approach a rigid weighting of features is imposed, 
whereas the natural language experience is that 
within the given group of related documents the 
meaning and so the importance of terms may 
drift. We proposed here a solution called con-
textual processing, where terms are re-weighted 
at stages of the clustering process (Ciesielski & 
Klopotek, 2006).

Then we have the issue of cluster relationships. 
Clusters formed are usually not independent. 
Hierarchical clustering surely does not cover all 
the possible kinds of relationships among clusters. 
For this reason we pledged for using competitive 
clustering methods like WebSOM, i.e. text docu-
ment version of self organizing maps, (Kohonen, 
Kaski, Somervuo, Lagus, Oja, & Paatero, 2003), 
Growing Neural Gas, or GNG, of Fritzke (1997) 
or aiNet (an immunological method mimicking 
the idiotypical network) of de Castro & Timmis 
(2002)).

Finally, there is a problem of the centroid. The 
centroids are usually “averaged” documents, i.e. 
they represent a rather abstract concept. Averaged 

weights of documents may in fact not represent 
any meaningful document at all, and closeness to 
the centroid may say nothing about the importance 
of a document for the collection. Therefore, in our 
system we aim at a more realistic representative 
of a cluster. In this chapter we want to investigate 
two competing technologies:

• a histogram-based notion of document 
typicality

• a PageRank-like selection of “medoidal” 
documents.

The abovementioned concepts have been 
implemented and tested within our map-based 
search engine BEATCA1 (Klopotek, Wierzchon, 
Ciesielski, Draminski & Czerski, 2007).

Subsequently we will explain these ideas in 
some extent. In particular within the chapter we 
will explain in detail the idea of contextual clus-
tering, methodology behind identifying typical 
documents and medoidal documents and show 
results of empirical evaluation of relationships 
between traditional centroids, typical documents 
and medoidal documents.

bAcKGrOUND AND MOtIVAtION

the Idea of contexts

We have introduced the idea of contexts in the 
paper (Ciesielski & Klopotek, 2007).

For purposes of document retrieval we rarely 
encounter deep linguistic analysis. For massive 
collection, shallow analysis is applied at most, 
and term space representation is most frequently 
encountered. In this representation, instead of 
analyzing the text linguistically, distinct terms are 
identified and frequencies of their occurrence are 
counted. Then a space is imagined in which all 
distinct terms from all documents of the collec-
tion serve as dimension labels, and documents are 
treated as vectors in this space where the coordinate 
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wt,d for a given term t for a given document d is 
a function of the frequency with which this term 
occurs in the document and the collection. Then 
the execution of a query against the document 
collection is reduced to transforming the query 
text into a vector in the very same vector space 
and the similarity between each vector and the 
query is computed as a dot-product of the query 
vector and the document vector.

In the simplest case we assign wt,d =1, if the 
document contains at least one occurrence of 
term t, and wt,d =0 otherwise. Such a measure 
does not take into account the fact that a term 
used more frequently in the document is more 
important for it. So wt,d =count(t in d), or to get a 
more flat dependence, wt,d =log (count(t in d)+1). 
This was still considered as not satisfactory, as 
it gave more weight to common words than to 
content-expressing ones. So the researchers came 
to the conclusion that a punishment for being a 
common word has to be included, so finally the so-
called tf-idf (term frequency – inverse document 
frequency) measure was introduced (Manning, 
Raghavan & Schütze, 2009):

wt,d = count(t in d) * log (cont(docs in collec-
tion)/count(docs containing t)

With this formula the “general context” of a 
document becomes visible and more realistic query 
results are achieved. Still, to get rid of the impact 
of document length on the similarity measure, the 
vectors describing documents are normalized so 
that they are of unit length.

The text documents are not uniformly distrib-
uted in the space of terms. So usually, if a clustering 
algorithm is run with the above-mentioned simi-
larity measure (dot product of document vectors) 
a collection would split into subsets of similar 
documents that are usually topically related.

At this point we come to a crucial insight. 
While looking at the similarity relations between 
documents within the clusters, the usual approach 
is to look at the documents from the perspective of 

the “general context”. So if by chance documents 
from the field of medicine and computer science 
are present in the collection, then if one compares 
the medical documents, then their similarity is 
impaired by the fact that there are also computer 
science publications there. In our research we 
considered this as not appropriate and decided 
that for within group comparisons we will use 
not the general context, but rather the context of 
the group. So we redefined the tf-idf measure so 
that the representation of a document within the 
group, called “context” takes into account the 
group and not the whole collection.

By producing contextual models we oper-
ate simultaneously in two spaces: the space of 
documents and (extended) space of terms. The 
whole algorithm iteratively adapts: (a) docu-
ments representation, (b) description of contexts 
by means of the histograms, and (c) the degrees 
of membership of documents to the contexts as 
well as weights of the terms. As a result of such 
a procedure we obtain homogenous groups of 
documents together with the description fitted 
individually to each group.

Such an approach proved fruitful as it con-
tributed to dimensionality reduction within the 
context and more robust behavior of subsequent 
document map generation process and incremental 
updates of document collection map (Ciesielski 
& Klopotek, 2007).

competitive clustering

The above-mentioned map of a document collec-
tion is to be understood as a flat representation 
(that is on a two-dimensional Euclidian plain) of 
the collection formed in such a way that documents 
similar in the term space will appear more closely 
on the document map. So called competitive clus-
tering algorithms are usually used to form such 
a map. Competitive clustering algorithms, like 
WebSOM, GNG or aiNet, are attractive because 
of at least two reasons. First, they adaptively fit 
to the internal structure of the data. Second, they 
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offer natural possibility of visualizing this struc-
ture by projecting high-dimensional input vectors 
to a two-dimensional grid structure (a map with 
composed of discrete patches, called cells). This 
map preserves most of the topological information 
of the input data.

Each cell of the map is described by so-called 
reference vector, or “centroid”, being a concise 
characteristic of the micro-group defined by such 
a cell. These centroids attract other input vec-
tors with the force proportional to their mutual 
similarity. In effect, weight vectors are ordered 
according to their similarity to the cells of the 
map. Further, the distribution of weight vectors 
reflects the density of the input space. Reference 
vectors of cells neighboring on the map are also 
closer (in original data space) to one another than 
those of distant cells.

typical Document Issue

One of the major questions posed about document 
collections is how to summarize their content. For 
purposes of speedy analysis in clustering algo-
rithms the centroids (or eventually medoids) in the 
term space are considered. Ciesielski & Klopotek 
(2007) proposed to extend this representation by 
taking into account histograms of term weights 
(as defined above) within the clusters.

The idea, why histograms are used, may be 
explained as follows: Note that the weight of a term 
in a document depends usually on three factors:

• the number of its occurrences in the 
document,

• the number of documents containing this 
term, and

• the length of the document.

The term which occurred several times in a 
short document and does occur in only a few 
other documents, is awarded by high weight, as 
it is characteristic for such a group. Terms that 

occur everywhere, or those occurring one time 
in a very long document, will have low weight.

The histogram then reflects the probability 
distribution that a particular term occurs with a 
given weight in the documents forming particular 
context. The terms, that have only low weights 
in the documents, are not important within the 
context. Those with strong share of high weight 
occurrences can be considered important in dis-
criminating the documents within the context. 
Now, as “typical” we understand the document 
containing only those terms that are labeled as 
important for a given context.

Analogously to content terms, one can build 
histograms of the distribution of additional 
semantic attributes within the context and the 
“typical” document can be defined now as one 
sharing important (typical) semantic attributes 
with this context.

Whatever information is used, given the his-
togram profile of a cluster, typical documents are 
filtered out as those most similar to the profile.

Medoidal Document Issue

In a map-like environment there exist new pos-
sibilities to analyze links between documents, 
that may lead to inclusion of content information 
into rank computations in a PageRank manner. 
For example, we can consider GNG nodes like 
special type “pages” that are linked to one another 
according to the GNG links as well as to documents 
assigned to them. Beside a link to the GNG node 
containing it, a document may be deemed linked 
to other documents within the same GNG node via 
their “natural” hyperlinks. We introduce further 
links via similarity relationships. A document 
may be deemed linked to k-Nearest Neighboring 
documents within the same GNG node. These 
links may be considered as unidirectional. The 
reason for this is that the relation of “top ranked” 
similarity is not a symmetric relation, so that if A 
is most similar to B among all pages similar to A, 
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then still B may be most similar to say C among 
all pages similar to B.

Due to the way the clustering of nodes is 
performed in our system, fuzzy-membership of 
documents may emerge, so that cross-links are 
possible.

With this link structure PageRank may be 
computed in the conventional way, providing with 
a kind of GNGrank. Note that co-occurrence of 
documents in queries may be a replacement for 
links also. In this way both hyperlinks and con-
tent information will be taken into account. The 
content information is translated into similarity 
among documents, and the links are a kind of 
locally thresholded similarity.

Under this view, the medoidal document within 
a cluster will be one with the highest GNGrank.

Let us subsequently look at this idea of GNG 
rank in more detail.

Overview of Pagerank

Basic Idea Behind PageRank 
and its Variations

There exist a number of reasons why the pages 
on the Web are ranked according to a variety of 
criteria. One of particular interest to business 
is that of the likelihood of a page being visited. 
The earliest attempt to measure this likelihood is 
ascribed to the so-called PageRank (Brin, 1998) 
(a ranking method patented in the meantime in 
the USA, with over 4000 citations on CiteSeer). 
PageRank is a ranking method of web pages based 
on the link structure of the Web. The intuition 
behind this ranking is that important pages are 
those linked-to by many important pages.

The basic insight provided by an equivalently 
formulated PageRank is the probability that a 
randomly walking surfer will find himself on 
a given page. It is assumed that the surfer on a 
given page jumps with equal probability to any 
other page linked to by this page. With some fixed 
probability the surfer jumps to any other page on 

the Internet. He jumps also anywhere from a page 
without outgoing links.

This model has an important implication from 
the business point of view: it tells where to place 
advertisement so that it is most likely visited.

The random walk model of PageRank has 
been widely criticized for not being realistic on 
one hand, and on the other its potential was ap-
preciated so that other processes were modeled 
along its lines.

Hence a number of improvements have been 
proposed.

The personalized PageRank (Fogaras & Racz, 
2004) assumes that the jump not following the links 
is performed not to arbitrary page, but rather to a 
[set of] preferred page[s], so that the random surfer 
remains within a vicinity of the pages he likes.

Another version of PageRank, Topical PageR-
ank (Zhang, Zhang, & Li, 2008) closely related 
to the above modification relies on assignment 
of documents to particular topic of interest out 
of a limited list.

Query-dependent PageRank (Manaskasemsak 
& Rungsawang, 2004) sets a preference to pages 
containing some words from a query. It is argued 
that the QDPR for a given query can be computed 
approximately as a composition of QDPR for 
constituent terms of the query.

In this way, the PageRank for any topic of 
interest can be computed out of components.

The previous approaches assume that the 
surfer always moves forward. The RBS by Sydow 
(2005) includes the application of back-step option 
of the browser. In this way more realistic surfer 
behaviour is simulated. Also a comparison with 
the original PageRank may be an indication of a 
small world (PageRank trap) in the link structure.

Other extensions of PageRank include so-
called EigenTrust (Kamvar, Haveliwala, Manning 
& Golub, 2003), a PageRank adjusted to trust 
management, in case that there are differentiating 
evaluations of links to various pages (unequal 
jump probabilities). The TrustRank (Gyongyi, 
GarciaMolina & Pedersen, 2004) assumes that 
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each (or many) pages are assigned a value how 
good it is, and the rank computation takes it into 
account. For example, time is taken into account 
(older pages may be more rigorously discarded 
than newer ones). Value of a page may be estimated 
based on how one cares about it (number of dead 
links that are outgoing).

There exist other link-based methods for 
evaluation of Web page ranking, including HITS 
(Kleinberg, 1999), SALSA (Lempel & Moran, 
2000), PHITS (Cohn & Hoffman, 2001) etc., that 
are based on other principles. HITS assigns two 
ranks to the page: hub (how good it is at point-
ing at authorities) and authority (how well it is 
referred to by hubs). SALSA is based on the idea 
of random walk both along the links and in the 
reverse direction (which is not feasible, but may 
provide interesting insights). PHITS estimates 
how probable the structure of links is given some 
set of (hidden) underlying topical structure of the 
internet.

The applications of PageRank go beyond links 
between Web Pages and include social links, e-
commerce trust relationships etc.

However, content-oriented PageRank ana-
logues, or generally combined content and link 
information based methods are not frequently 
investigated.

One of the earliest approaches was that of 
Cohn and Hoffman (2001) who merged probabi-
listic analogue of HITS and LSI (latent semantic 
analysis) into one framework. The basic idea was 
that background (hidden) topics drive both link 
insertion and text inclusion.

An overview of other methods can be found 
in (Chikhi, Rothenburger & AussenacGilles, 
2008). Note that in some content-based systems 
the link information is used to extend the textual 
one via incorporation of so-called anchor text 
(the text between <a> and </a>, eventually the 
text around the link).

In this paper we intend to follow a different 
way. We suggest to derive “thematic” links from 
the document similarity. In some sense this may 

resemble the ideas of link prediction (Zhu, Hong 
& Hughes, 2002) on the Web (or more generally 
in social networks), as used e.g. in Web usage 
mining, in connection with recommender sys-
tems. We will, however, exploit the content-based 
clustering process itself (GNG clustering, aiNet 
clustering, WebSOM clustering etc.) to create a 
link structure, and not the reverse way.

Mathematical Foundations

The initial idea of the PageRank was that of a 
network of pipes through which “authorities” 
flow from one Web page to another. Two pages 
are connected by a (directed) pipe, if one contains 
a Web link to the other. The flow of authority is 
from the pointing page to one pointed at by the link.

It is assumed that the overall sum of authori-
ties is equal to 1 and that the authority leaves a 
page in equal proportions for each outgoing edge.

So a connectedness matrix A (of size NxN), 
where N is the total number of pages) is defined 
in which Aij=1/kj means that there is a link from 
page j to page i, with page j having kj outgoing 
links. Aij=0 means no link from j to i. Each column 
of A sums up to 1 (a comment on this below).

The vector of authority R of size Nx1 (Rj= 
authority of page j) would be then defined as

R=A * R

that is the (main) eigen-vector of the connected-
ness matrix A.

For uniqueness, the sum of elements of R 
should be equal 1, so that it can be considered as 
a probability distribution.

A random walk model of a surfer who enters 
a page and leaves it over any outgoing link with 
equal probability has been proposed as yielding 
page visit probability equal to the respective R 
vector component (Langville & Meyer, 2006).

The model had a couple of flaws, however. 
There are pages without outgoing links on the 
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Web (so that the sums of some columns are equal 
0, and not 1), ones without ingoing links (so that 
their rank drops to 0, as well as of those pages that 
are pointed to solely by zero authority nodes), not 
all pages are linked together (there are isolated 
islands). Under these circumstances the R can-
not be actually computed uniquely or cannot be 
computed at all (due to leak of authority).

So in fact, with the leak, the eigenvalue prob-
lem of the form

l R=A * R

is solved, l being the eigenvalue to be determined.
The model has been modified by adding an 

artificial “supernode”. All pages are deemed to be 
linked to this node in both directions. The choice 
of outgoing link in the supernode is the same as 
elsewhere, but the rules for jumping to the su-
pernode are different. First, each node having no 
outgoing page, has 100% probability of jumping 
to the supernode (An alternative interpretation is 
that a node without outgoing links is treated as 
one with outgoing links leading to all the other 
nodes). For other nodes, the jump to the supernode 
happens with the same (“decay”) probability d 
for each node, not depending on the number of 
outgoing edges of the node.

So the formal model has been modified to

R=(1-d)A*R + D(S)

S is a Nx1 vector with elements of the form 
Sj=1/N. D(S) is a “decay factor”, that multiplies 
Sj with d if page j has at least one outgoing edge, 
and multiplying with 1 otherwise. R is the author-
ity vector to be computed,

Here we have again the eigenvalue problem 
and we choose the solution in which R sums up 
to 1. Now the proper solution exists.

If we have a network in which each node has 
an outgoing edge2 then in the above equation, D 
will consist only of ds, whatever the distribution 

R (recall that R sums up to 1). Under these cir-
cumstances the above equation can be rewritten as

R=(1-d)A * R+d*S

Various modifications of the PageRank have 
been proposed. For example personalized Pag-
eRank, consists in departures from the uniform 
distribution of the S vector. Other, like RBS, add 
further matrices to this equation. Eigentrust on 
the other hand departs from uniform distribution 
of non-zero values in the columns.

Accelerating PageRank Computation

Note that parallel computation of PageRank 
has been subject of intensive research, e.g. 
(Kohlschtter, Chirita & Nejdl, 2006; Zhu & Li, 
2005).

The feasibility of iterative PageRank com-
putation stems from the fact that Web links are 
largely designed for purposes of navigation. So, 
as mentioned in (Kohlschtter, Chirita & Nejdl, 
2006) about 93.6% of all non-dangling links are 
intra-host and 95.2% intra-domain ones.

PageRank parallelization is approached in two 
major ways:

• Exact Computations: Here, the web 
graph is initially partitioned into blocks, 
which may be either grouped random-
ly (e.g. P2P PageRank (Aberer & Wu, 
2004) or lexicographically sorted by page 
(MIKElab PageRank (Manaskasemsak 
& Rungsawang, 2004) and Open System 
PageRank (Shi, Yu, Yang, & Wang, 2003)) 
or balanced on the grounds of the num-
ber of links (PETSc PageRank (Gleich, 
Zhukov & Berkhin, 2004)). Within blocks, 
standard iterative methods are applied in 
parallel.

• Approximations: The goal is not to com-
pute the PageRank value as such, but 
rather a vector organized on the ground of 
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PageRank ideology, matching rather rank 
than value; two levels computations are 
typical: the outer-structure of page blocks 
(which are few) and the inner-structure 
of page blocks (which can be computed 
In parallel). Examples are the U-Model 
(Avrachenkov, Dobrynin, Nemirovsky, 
Pham & Smirnova, 2008), or HostRank/
DirRank (Eiron & McCurley, 2003).

Pagerank: Overview of Applications

Recommender Systems

In an obvious way the abovementioned random 
walk model for PageRank and its modifications is 
directly applicable for recommendation purposes. 
The page with the highest PageRank would be 
recommended.

For example (Abbassi & Mirrokni, 2007) ap-
plies personalized PageRank to recommend pages 
based on weblogs, for which weblog graphs are 
constructed. In (Zhang, Zhang & Li, 2008), the 
Topical PageRank is used for a recommender 
system, which aims to rank products by analysing 
previous user-item relationships in order to rec-
ommend top-rank items to potentially interested 
users. Note that, as an alternative, also the HITS 
algorithm was used to recommend a top authority 
item among those returned by a query, and their 
parents and children in the link graph (Huang, 
Zeng & Chen, 2007).

Clustering

It is worth noting that link-based ranking algo-
rithms have been used in the past to cluster objects 
(Andersen, Chung & Lang, 2007; Avrachenkov, 
Dobrynin, Nemirovsky, Pham & Smirnova, 2008; 
Gibson, Kleinberg & Raghavan, 1998). The “simi-
lar” objects have been identified as those with high 
ranks in the so-called personalized random walks 
(personalized PageRank (Avrachenkov, Dobrynin, 
Nemirovsky, Pham & Smirnova, 2008)), where the 

decay jumps were performed towards the starting 
node instead of the “supernode”.

GNGrANK

The aforementioned link structure allows for a con-
venient PageRank computation. As the content-
based approach to creation of link structure and 
due to its special character, that allows for some 
more efficient computations, we will call the new 
computation method “GNGrank” (The GNGrank 
computation method is in some broad terms similar 
to web block structure based methods, but there 
are some distinct computational advantages used)

random Walk Under the 
Document Map concept

It has to be acknowledged that the basic random 
walk model of PageRank has a number of un-
realistic assumptions about the behavior of an 
Internet user.

On one hand, it is intuitively obvious, though 
not thoroughly investigated, that the presence of 
search engines changes the information retrieval 
behavior. The user starts his search with queries to 
a search engine. Then he usually enters a couple 
of top results corresponding to the query. So it is 
in fact the content similarity that generates a kind 
of link information between the documents, and 
not their inter-links alone.

Second, the user does not follow just any of 
the outgoing links but rather those related to his 
interest (text around the link plays a role). So one 
can say, as already explored in Topical PageRank 
(Zhang, Zhang & Li, 2008), that a multi-topic 
document splits into subdocuments in the sense 
of the membership to topical areas.

So we assume the following random walk be-
havior: The surfer pursues some topic of interest 
so he queries the search engine. The search engine 
returns him some page proposals as well as some 
kind of document space structure (for example a 
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document map, or a GNG etc.) Documents and ele-
ments of the visible structure may be called nodes. 
In each step the surfer enters one of the nodes, and 
then leaves it either to the supernode (the search 
engine query mechanism) if he looses his interest 
in the formulated topic (with the probability d), 
and otherwise he follows a topical link weighting 
equally all of them. The topical link may be the 
similarity link between documents, a jump from 
the document to the collection (structural node), 
a jump from a collection to a similar collection, 
from the collection to one of its documents.

In this way we assume that the user does not 
follow a random link if he changes the topic of 
interest. Rather we assume that he follows links 
with changed topic to the extent as the topic drift 
in documents impacts changes of his interest.

some Inspiring Pagerank Properties

Now let us investigate some important properties 
of the PageRank, that may prove useful when de-
signing a computational algorithm. Let us consider 
two networks Net_A and Net_B without any links 
between them. Let A be the connection matrix of 
the first one, and B - of the second one. Let R_A 
be the solution to the equation

R_A=(1-d)A * R_A+d*S_A

with {S_A}j=1/dim(A) being the number of rows/
columns in the rectangular matrix A, and let R_B 
be the solution to the equation

R_B=(1-d)B * R_B+d*S_B

{S_B}j=1/dim(B).

Now let us ask, what would be the PageRank of 
the nodes if we put both of the networks together 
into a single network Net_AB where there are no 
links between both subnetworks.

First let as assume that in both networks there 
are no nodes without outgoing edges. Obviously, 
we can get R_AB as a weighted combination of 
R_A, R_B, multiplying both with their share in 
the number of nodes in Net_AB. This exercise 
shows first that the amount of authority in the 
independent subnets depends on the size of these 
subnets. Second that for independent components 
the PageRank can be computed separately, and then 
composed. Third, we can expect that for loosely 
coupled components the behaviour can be similar.

We shall be alerted at this point by the fact 
that we assume no nodes without outgoing edges. 
But what if there are such the nodes in one or 
both of the networks? Recall that sometimes the 
nodes without outgoing links are treated as if 
linked to all the other nodes. When we join two 
networks, then the networks will not be isolated 
any more because the virtual “outgoing links” 
of zero-outdegree nodes of one subnetwork will 
now point to nodes of the other subnetwork, and 
hence the authority will flow between them in a 
complex way, so that the above simple determina-
tion of R_AB does not hold.

Let us consider still another class of graphs: Let 
Net_A,Net_B be subnets of the network Net and 
let there be no links from Net_B to Net_A, and 
none of the Net nodes is without outgoing edges. 
So let us look for the PageRank in Net – see also 
(Langville & Meyer, 2006) for a related analysis. 
It can be easily derived that to compute PageRank 
for the Net_A part of the network, we can sum-
marize the whole subnetwork Net_B into a single 
node (with multiple links from the supernode) and 
then compute PageRank for Net_A separately. As 
soon as this is obtained, Net_B PageRank can be 
computed from the original PageRank equation 
by fixing values for the Net_A network (with 
appropriate normalization).

This actually means that for networks with 
a DAG (directed acyclic graph) like structure, 
or decomposable into DAG like components a 
simplified method of PageRank computation may 
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be applied. Again the assumption of absence of 
nodes without outgoing edges is crucial.

Last not least let us discuss a tempting property 
of the PageRank computation. If we look at a node, 
then with the random walk model the difference 
between the amount of authority ingoing minus 
the outgoing is equal 0. So if we take a subnetwork 
and take into account the balancing within the 
subnetwork, then the amount of authority entering 
the subnetwork minus the amount leaving it as a 
whole is equal zero.

So why not replace the subnetwork with a 
single special node to simplify the computations 
in a structural manner. The first obstacle is that 
the subnetwork can have more than 1 outgoing 
edge, and the amount of authority leaving it via 
individual links may differ and also is not pro-
portional to any quantity, because its distribution 
depends on internal subnetwork structure and the 
total amount of authority entering it from outside 
(Recall that the modified formulation of PageRank 
is not an intrinsic eigenvalue problem). So we 
might be tempted to consider subnetworks with 
single outgoing link to outside. But we still have 
the problem that we cannot estimate the share of 
PageRank kept outside of the subnetwork, so that 
we would not know how to normalize during the 
computation.

So let us for a moment resign from the assump-
tion of the supernode in the network. Then we 
have the aforementioned property, that if a vector 
R is a solution to the original PageRank equation, 
then R*c, where c is a constant, is also a solution.

As we found the DAG property a useful one, let 
us consider the possibilities of turning a network 
with loops into a DAG. Let j0 be a node belong-
ing to a loop. We can follow the flow of a unit 
of authority leaving it (we can think of the node 
being attached to a source of unit authority, and 
run a kind of Pagerank computation). In the end 
only a fraction f returns to j on its ingoing looping 
edge. If we would now remove the edge entering 
j and would multiply the outgoing authority with 
(1+f), then the overall PageRank would remain 

unchanged. Repeating this procedure till there 
is no lop, we will obtain a PageRank equivalent 
DAG. This exercise does not pay off for networks 
with many loops, but it is still a useful insight.

Let us then return to the issue of structural 
evaluation of PageRank. Assume that a subnet-
work has a single entry and a single exit node. 
Then, if the authority is not leaking out (via 
nodes without exit), the whole subnetwork can 
be replaced by a single node for computations 
of the overall network PageRank, and then the 
PageRank of the subnetwork can be computed. In 
case that there are more than one exits from the 
subnetwork, we can proceed in the following way. 
We first compute the PageRank for the subnetwork 
assuming that all the exits of the subnetwork are 
connected to the single entry of it. Then the sub-
network is replaced by a special node distributing 
its outputs in proportions as it was computed for 
the outgoing edges. The PageRank for the whole 
network is computed and then the PageRank in 
the subnetwork is set proportionally to the result 
of the special node. This is permitted because 
whatever the solution to the PageRank problem, 
the solutions on the subnetwork are proportional 
to one another.

GNGrank computations

Now we will introduce our GNGrank algorithm. So 
let us turn back to the network model of the GNG 
random surfer. Here all the nodes have outgoing 
edges. Furthermore, let us assume for simplicity 
that the documents belong to only one structural 
group (no fuzzy membership).

Let us consider a network with the following 
structure: There is a node X and a subnetwork Y 
such that there are bidirectional links between 
X and every element of Y, and the remaining 
network Z connected eventually to X, but not to 
Y. If the number of links between X and Y by far 
outnumbers the number of links between X and the 
rest of the network (that is Z), then for GNGrank 
(PageRank) computations within Y we nearly do 
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not need to know anything about links from X to Z. 
So if we would have the PageRank of X, we could 
compute the Pageranks in Y. This actually mimics 
the situation in which Y is a context network and 
X plus Z form the between-contexts-network.

So the computation of the ranking function 
can be executed for subdivided matrices: first 
for the between-contexts-network, then within 
each context network. For purpose of better reli-
ability, several iterations of these steps should 
be performed.

Fuzzy GNG rank

As already indicated in the Topical PageRank 
Zhang‘s paper (Zhang, Zhang & Li, 2008), there 
exist possibly documents that belong to several 
topical areas and within them they may be of 
different importance. The proposal of Zhang et 
al. went into the direction to maintain different 
PageRanks for different topical areas, reflecting 
the membership to them via appropriate changes 
to the flow of authority from the supernode for 
different topical areas, as well as by assigning 
topics to outgoing links and letting the random 
surfer choose first if he wants to jump to the 
supernode with a fixed probability, if he wants 
to follow a topical link with a fixed probability 
or if he jumps to any outgoing link, changing the 
topic at the same time.

Note that under that approach the issue of a 
separation of groups of documents on the same 
subject may influence a coherent estimate of 
document importance because of impact of link 
structure of the intermediate documents on paths 
between them. The basic difference between 
their approach and ours is that the link structure 
in our case is inserted after the split into topics 
and therefore documents on the same topic are 
linked together in the process of replacement of 
similarity with links. In the previous section, we 
have assumed, however, that a single document 
belongs to a single topic.

A natural question arises how to approach 
fuzzy memberships to some topical groups when 
computing the GNGRank. The accompanying 
problem is the interpretation of such a computa-
tional method.

We took the path of splitting the multi-topic 
node into separate sub-nodes. Each sub-node 
participates in the whole network creation pro-
cess as a separate entity, so that links to nodes 
in respective topical clusters are created as if 
we had to do with separate documents. When it 
comes to the GNGrank computation, sub-nodes 
are also treated separately. However, in order not 
to hype the importance of a document, the amount 
of authority flowing from the supernode is split 
between the sub-nodes proportionally to their 
degree of membership, so that each document 
obtains in all the same amount.

We assume that the surfer remains focused 
when he enters such a page. This means that when 
entering a document in a given cluster, he will 
leave it towards other nodes of the same cluster. 
Such an assumption is justified by the overall 
context: in a map-based search engines the docu-
ments are close to the current one that appear in 
the same cluster. This assumption simplifies the 
computations.

Another decision to be taken is whether or not 
the links from a pointing page in the given cluster 
should be weighted according to the degree of 
membership of the linked-to documents or not.

The semantic issue behind is whether or not 
the creator of a document says that a link from 
this document leads to a multi-topical document 
or not. Typically it is not the case. So we decided 
that no re-weighting of links will be carried out.

GNG rank computed in Parallel

Note that though it may not be a critical issue, but 
the GNGrank may be computed in a predominantly 
parallel manner - the computations for each cluster 
may be carried out independently, and later higher 
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level (GNG level) GNGrank may be computed 
in the second stage.

EXPErIMENts

the Issue for Investigations

The concept of GNGrank has two different aspects: 
On one hand it constitutes still another attempt to 
propose a remedy for the original PageTank con-
cept of a non-thinking surfer. We want to reflect 
the natural structure of the document collection 
when ranking the surfer.

The other issue is that we replace intrinsic 
link information with the similarity information. 
In the literature it is frequently claimed that links 
on the Web are inserted keeping the topic (topi-
cal closeness) which is exploited for example in 
topical crawlers. So theoretically, if we remove 
links and replace them with similarity links, we 
would expect that the PageRank computed for 
intrinsic links and for “similarity links” should 
be somehow related.

Let us investigate to what extend this relation-
ship holds.

Dataset Description

For our investigations we downloaded KDDCup 
2003 dataset and processed it with our BEATCA 
system.

KDDCup 2003 dataset consists of 29555 
papers from arXiv.org, submitted between 1992 
and 2003. The textual content is either the LaTeX 
source of each paper (without additional files and 
figures) or only its abstract, together with arXiv 
submission date, revised date(s), title and paper 
authors. Beside textual content, the complete 
citation graph for the hep-th papers, obtained 
from SLAC/SPIRES, is available. Each node in 
the graph is labeled by its unique identifier. As 
it is stated at http://www.cs.cornell.edu/projects/
kddcup/index.html, “revised papers may have 
updated citations. As such, citations may refer 
to future papers, i.e. a paper may cite another 
paper that was published after the first paper”. 
However, majority of the directed citation links 
is concordant with chronological order of papers 
submission dates.

citation Graph: shortest 
Paths statistics

Statistics of the shortest paths in the citation graph 
are presented in Table 1. These paths will be used 
in the next section to create three aggregated 
measures of paper prominence.

There are 352768 directed links (path length 
= 1) in the citation graph. The longest path has 
length equal to 37, but one can notice that the 
mode value of the path length distribution is 5. 
Longer paths are becoming gradually less frequent. 
Both of these observations are somewhat coherent 

Table 1.

path length
no. paths

1
352768

2
3556549

3
15448638

4
27821446

5
29469374

6
24165593

7
17837069

8
14137074

path length
no. paths

9
12793356

10
12038525

11
11179144

12
10242330

13
9199232

14
8119975

15
6981941

16
5808284

path length
no. paths

17
4657051

18
3546328

19
2561140

20
1748737

21
1139234

22
715155

23
440237

24
267108

path length
no. paths

25
160251

26
94421

27
53833

28
29027

29
14508

30
6758

31
2899

32
1139

path length
no. paths

33
406

34
131

35
37

36
10

37
2
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with small-world phenomenon. Another remark 
is that older papers have more chances (a priori) 
to be cited within given dataset than newer papers 
(there are no “dangling citations” in this datasets, 
i.e. we have only citations between papers in-
cluded in the 1992-2003 arXiv snapshot).

citation Measures

We have constructed three aggregated statistics 
to measure paper importance within the citations 
graph.

First measure is just the total number of cita-
tions for a given paper d. It is equal to the number 
of direct links pointing to this paper. Later on we 
call this measure citDirect(d).

Second measure is similar, but it counts also 
the size of the second-order neighbourhood in the 
citations graphs:

cit order d citDirect d citDirect drd

d d cites d

2 ( ) ( ) ( ')
': '

=
− −
∑  

The last citation statistics counts the weighted 
total of the citations. Each neighbourhood order 
(i.e. shortest path length, cf. Table 1) has weight 
1/(2^order), where order is equal to the shortest 
path length between the two papers

citTotal d shortestPathLength d d

d D d

( ) ( , ')

' { }

= −

∈ −
∑ 2  

For documents not linked by any path in the 
citation graph, shortestPathLength(d,d’) is equal 
to infinity, thus they do not affect citTotal value.

content similarity vs. citation Links

We have also compared information brought by 
textual content clustered via GNG with the citation 
graph structure. We split citation links into three 
categories, on the basis of GNG-induced clustering 
(see Table 2). First type consists of the citations 
among documents, which were clustered into one 
GNG cell. Second type are citations documents 
laying in adjacent GNG cells (i.e. cells linked by 
a direct edge in GNG graph). All other links are 
put into third category.

One can notice, that 10% of all citations lie 
within the same GNG cell. Another 20% of cita-
tions lie within neighbouring cells. The average 
cosine distance between content of papers linked 
those three types of citations vary slightly (and 
the variance is in agreement with distance in GNG 
graph). However, the difference is rather small, 
and average cosine distance in all cases is high 
(above 90%).

We have also compared average textual con-
tent distance (i.e. 1 - cosine similarity between 
vector-space representations of arXiv papers) 
among documents linked by a direct citation and 
documents not linked directly. The result is pre-
sented in Figure 1. One can see, that documents 
which are not linked are also almost orthogonal 
(average distance oscillates near maximal value 
1). However, almost half of the linked docu-
ments (right-hand side of the plot) is also nearly 
orthogonal. The similarity among non-orthogonal, 
linked documents (left-hand side) has exponential 
distribution.

Table 2.

link type link count avg. cosine distance std. cosine distance

same GNG cell 33419 90,94% 14,32%

adjacent GNG cell 59819 92,58% 12,36%

other GNG cells 259569 94,39% 10,58%
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rank correlations between 
Measures

We have computed Spearman’s rank correlation 
between various measures of document impor-
tance, especially GNGRank (as defined in this 
paper, that is based on GNG clustering and docu-
ment similarity), PageRank (link-based measure), 
three paper citation statistics, distance to the near-
est GNG-cluster centroid and histogram-based 
cluster typicality measure (see Table 3).

Three citation statistics have strong correla-
tions: 0.946 (cit2ndorder and citTotal), 0.939 
(citDirect and cit2ndorder) and 0.862 (citDirect 

and citTotal). Also PageRank correlates highly 
with all three citation statistics: 0.889 (citDirect), 
0.843 (cit2ndorder) and 0.822 (citTotal). On the 
other hand, as we noticed earlier, there is little or 
no correlation between information brought by 
citation links and textual content. This observation 
is also supported by the lack of correlation between 
PageRank and any of content-based measure 
(GNGRank, centroidDistance, histogramDis-
tance). Neither of these correlations exceeds 0.13. 
Correlation between GNGRank and two other 
content-based measures (centroidDistance, his-
togramDistance) is too low to be considered 
significant.

Figure 1.

Table 3.

gngrank pagerank centroiddist direct citations citations 2nd 
order

weighted total 
citations

gngrank 1 -0.00957 -0.17424 0.02178 0.0157 -0.00315

pagerank -0.00957 1 -0.09413 0.8893 0.8439 0.82209

centroid dist -0.17424 -0.09413 1 -0.22668 -0.22724 -0.17358

Direct citations 0.02178 0.8893 -0.22668 1 0.93989 0.86262

citations 2nd 
order 0.0157 0.8439 -0.22724 0.93989 1 0.94688

weighted total 
citations -0.00315 0.82209 -0.17358 0.86262 0.94688 1

histogram 
distance 0.02379 0.12950 -0.35745 0.13664 0.11699 0.10107
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cONcLUsION

The result of our investigations may appear at 
first glance a bit surprising: There is apparently 
no correlation between the textual content infor-
mation and the link information. They constitute 
apparently different worlds.

But at a second glance these results seem to 
be plausible for a couple of reasons:

• the collection we investigated is a set of sci-
entific papers (abstracts in fact); one would 
tend to avoid accusations someone’s other 
work (plagiarism) so the citation links are 
per definition to absolutely different texts; 
even if we took the complete tezxts, the 
word-based similarity didn’t improve

• the links between the documents were (due 
to their nature) nearly acyclic, whereas the 
similarity based links of GNGrank could 
be and were cyclic.

• Undoubtedly the similarity links were 
bounded to GNG cells, while the citation 
links could go outside of cell boundaries; 
but even within the cells the correlation 
between GNGrank and PageRank was oc-
curring seldomly (in some of cells only),

• The number of similarity links was bound-
ed (to 5) within this experiment, while 
the number of citation links could go into 
hundreds (the number of outgoing links), 
apparently from some overviews of the re-
search subfield.

So we can conclude that GNGrank reflects a 
totally different aspect of a data collection than 
PageRank does. Also we can say that similarity 
and link occurrence are unrelated at the level of 
single documents and come into appearance at 
the level of large document groups.

We can then say that while intrinsic linkage 
between documents can say about the authorita-
tiveness of a document, it is totally useless when 
identifying typical documents of a collection. For 

this latter task similarity based methods need to 
be applied. The GNG rank may be one of them.

FUrtHEr rEsEArcH

Since content and link information are apparently 
complementary sources of information, we should 
try to exploit them at least in the following way:

• define a combined measure of document 
similarity, based on both content and links,

• try to establish the reason, why there are 
documents not linked but similar in con-
tent and vice-versa,

• identify documents that are promoted 
by the various measures of document 
simuilarity.

A number of hypotheses are open in the last 
case, including unawareness, too high number of 
similar documents to cite, a careful way to write 
documents on the same subject avoiding similar-
ity to other on the same topic etc. Possibly one 
can tell what is the case when exploring statistics 
of the document collection and of its sections 
(histograms etc.).
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KEy tErMs AND DEFINItIONs

(GNG) Growing Neural Gas: A new con-
cept in neural computing developed mainly by 
B. Fritzke (1997). A GNG is a kind of structural 
clustering of objects occurring in an incremental 
process. Each time an object is presented, its 
proximity to existing clusters is computed and a 
link is added or strengthened between the win-
ner and the second choice. A node with too high 
diversity is split. Links are aging in the process 
and may vanish if not strengthened. As a result one 
obtains a set of clusters and links between them 
with weights indicating how close the clusters 
are to one another.

Citation Graph: A graph reflecting relation-
ship between e.g. papers. A paper is a node in the 
graph and there is a link from paper j to paper k 
if paper k is cited by paper j.

Document Context: In this chapter the group 
of documents to which a document belongs. Con-
text membership impacts the way how terms are 

weighted in the document, and in consequence 
also its measures of similarity to other documents.

Document Similarity: A measure how close 
the content of two documents is. Usually the 
similarity measures are based on frequency of 
occurrence of words (terms) in both documents. 
A deeper linguistic analysis is rarely performed. 
Co-occurrence in both documents can be weighted 
by the importance of the terms in the whole col-
lection of documents or in a group they belong to. 
One can compare the similarity by computing the 
dot product of weights of terms in the documents.

Histogram-Based Similarity: Given a group 
of document, we can approximate the distribu-
tion of weights of a term in the documents by a 
histogram. When computing similarity between 
groups, instead of the traditional dot product of 
vectors of weights, comparing groups, one can use 
measures of histogram similarities for each term.

PageRank: A method of measuring impor-
tance of pages in a hypertext network. It is essen-
tially the main eigenvector of a properly defined 
connectivity matrix.

Term Weight in a Document: The weight of 
a term in a document is usually a function of the 
frequency with which it occurs in the document 
(increasing) and with its frequency in the collection 
(decreasing). Usually, after computing the weights 
for a document, they are normalized so that e.g. 
the sum of squares of the weights is equal to 1.

ENDNOtEs

1  BEATCA – Bayesian and Evolutionary Ap-
proach to Textual Content Analysis

2  When there are nodes without outgoing links, 
we can do this transformation given that we 
replace them with nodes that have outgoing 
links to all the other nodes of the network
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AbstrAct

Among the growing number of data mining techniques in various application areas, outlier detection 
has gained importance in recent times. Detecting the objects in a data set with unusual properties is 
important as such outlier objects often contain useful information on abnormal behavior of the system 
described by the data set. Outlier detection has been popularly used for detection of anomalies in com-
puter networks, fraud detection and such applications. Though a number of research efforts address 
the problem of detecting outliers in data sets, there are still many challenges faced by the research 
community in terms of identifying a suitable technique for addressing specific applications of interest. 
These challenges are primarily due to the large volume of high dimensional data associated with most 
data mining applications and also due to the performance requirements. This chapter highlights some of 
the important research issues that determine the nature of the outlier detection algorithm required for a 
typical data mining application. The research issues discussed include the method of outlier detection, 
size and dimensionality of the data set, and nature of the target application. Thus this chapter attempts 
to cover the challenges and possible research directions along with a survey of various data mining 
techniques dealing with the outlier detection problem.
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INtrODUctION

The recent developments in the field of data 
mining have lead to the outlier detection process 
mature as one of the popular data mining tasks. 
Due to its significance in the data mining pro-
cess, outlier detection is also known as outlier 
mining. Typically, outliers are data objects that 
are significantly different from the rest of the 
data. Outlier detection or outlier mining refers to 
the process of identifying such rare objects in a 
given data set. Although rare objects are known 
to be fewer in number, their significance is high 
compared to other objects, making their detection 
an important task. The general requirement of this 
task is to identify and remove the contaminating 
effect of the outlying objects on the data and as 
such to purify the data for further processing. 
More formally, the outlier detection problem can 
be defined as follows: given a set of data objects, 
find a specific number of objects that are consid-
erably dissimilar, exceptional and inconsistent 
with respect to the remaining data (Han, 2000). 
A number of new techniques have been proposed 
recently in the field of data mining to solve this 
problem. This chapter mainly deals with these 
techniques for outlier detection and highlights 
their relative merits and demerits.

Many data mining algorithms try to minimize 
the influence of outliers or eliminate them all 
together. However, this could result in the loss of 
important hidden information since one person’s 
noise could be another person’s signal (Knorr, 
2000). Thus, the outliers themselves may be of 
particular interest, as in the case of fraud detection, 
where they may indicate some fraudulent activity. 
Besides fraud detection, financial applications and 
niche marketing and network intrusion detection 
are other applications of outlier detection, making 
it an interesting and important data-mining task. 
Depending on the application domain, outlier 
detection has been variously referred to as novelty 
detection (Markou, 2003a), chance discovery 
(McBurney, 2003), or exception mining (Suzuki, 

2000), etc. A related field of research is activity 
monitoring with the purpose of detecting illegal 
access. This task consists of monitoring an online 
data source in the search for unusual behavior 
(Fawcett, 1999).

Much of the research related to outlier detection 
has evolved in the context of anomaly detection. 
An anomaly is something that is different from 
normal behavior. Though anomalies are often 
considered as noise, they could be deemed as the 
early indicators of a possible major adverse effect. 
Thus, detection of anomalies is important in its 
own right and also due to the increasing number of 
applications like computer network intrusion de-
tection (Chandola, 2009; Lazarevic, 2003), fraud 
detection, astronomical data analysis (Chaudhary, 
2002), etc. In most of the cases, anomaly detection 
is intended to understand evolving new phenomena 
that is not seen in the past data. A standard method 
for detecting anomalies is to create a model of the 
normal data and compare the future observations 
against the model. However, as the definition of 
normality differs across various problem domains, 
the problem of anomaly detection turns out to be a 
more challenging and involved process. A generic 
computational approach is to look for outliers 
in the given data set. Some research efforts in 
this direction can be found in (Lazarevic, 2003; 
Sithirasenan, 2008), in the context of network 
intrusion detection.

There have been various definitions in the 
literature for outliers that were proposed in dif-
ferent research contexts. A popular one among 
them, given by (Hawkins, 1980), is to define an 
outlier as an observation that deviates so much 
from other observations as to arouse suspicion 
that it is generated by a different mechanism. The 
presence of an outlying object in a data set shows 
itself in some form or the other. For example, data 
objects P and Q in Figure 1(a) are outliers, which 
is obvious from a visual examination. However, 
in cases where the objects like P1 and P2 in Figure 
1(b) are present in a data set, identifying them as 
outliers requires some extra effort. Also, depending 
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on the relative position and grouping of outliers 
in a data set, some specialized techniques are 
required for their detection.

The early research in the field of outlier detec-
tion has been based on statistical methods (Barnett 
and Lewis, 1994). The literature in this field de-
fines an outlier as an observation, which appears 
to be statistically inconsistent with the remainder 
of the data set. The statistical methods are para-
metric methods that assume a known underlying 
distribution or statistical model of the given data. 
According to these methods, outliers are those 
objects that have low probability of belonging to 
the statistical model. However, these approaches 
are not effective even for moderately high dimen-
sional spaces. Also, finding the right model is 
often a difficult task in its own right.

A survey on various outlier detection meth-
odologies can be found in (Hodge and Austin, 
2004). The authors of this paper have brought 
out various forms of outlier detection problem 
in different application settings. In addition to 
the anomaly detection problem, they have also 
discussed the use of outlier detection in medi-
cine, pharmachology, etc. The methodologies 
discussed in this paper are categorized into three 
types depending on the experimental setting of 
the detection method. The paper basically dwells 
on two fundamental considerations for selecting 
a suitable methodology for outlier detection: (i) 

selecting an algorithm that can accurately model 
the data distribution and (ii) selecting a suitable 
neighborhood of interest for an outlier. Basi-
cally the survey brought out in this paper talks 
about various neural network-based and machine 
learning-based methods, besides some statistical 
methods. Towards the end, the authors discuss a 
few hybrid methods for outlier detection.

Similarly, an introductory material on outlier 
detection is presented as a book chapter in (Ben-
Gal, 2005). The author explains the taxonomy 
of various outlier detection methods, which are 
categorized as parametric and non-parametric 
techniques. The focus is mainly on different 
statistical methods for univariate and multivari-
ate outlier detection. A short discussion on data 
mining methods is also included along with a brief 
comparison of various outlier detection methods.

Though various surveys on outlier detection 
talk about some of the fundamental aspects of 
the popular methodologies, they have not fully 
explored the important research issues concern-
ing the application domains. These issues have 
attracted the attention of researchers in recent 
times. It is important to understand these issues 
and develop techniques addressing the challenges 
posed by them. Thus, the purpose of this chapter is 
to focus on these frequently encountered research 
challenges and also provide a survey of some of 
the latest techniques addressing them. Also, a 

Figure 1. Sample outliers depicted in two example scenarios
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number of new techniques for outlier detection 
have been proposed recently, making it important 
to survey the current status of this field.

Section 2 brings out various research issues 
that are considered significant in outlier detection. 
It provides a comprehensive survey of various 
research efforts made in the recent past addressing 
each one of the research issues. A discussion on 
current research trends related to these research 
issues is presented in Section 3. Experimental 
results on some benchmark data sets are provided 
in Section 4 to demonstrate the process of outlier 
detection. Finally, this chapter is concluded with 
some remarks and future directions of research 
in Section 5.

rEsEArcH IssUEs IN 
OUtLIEr DEtEctION

As outlier detection finds applications in diverse 
domains, choosing an appropriate detection 
method is not a trivial task. Also, various applica-
tions deal with varying type of data in terms of 
the nature, dimensionality and size. Frequently, 
the requirements of the detection method are 
specific to the nature of the application. Thus, the 
researchers dealing with these applications are 

often faced with new technological challenges 
in finding efficient solutions. Various research 
issues that are of significance to outlier detection 
are depicted in Table 1. A detailed discussion on 
these research issues is presented here.

Method of Detection

Though there are a number of methods for detect-
ing outliers in a given dataset, no single method 
is found to be the universal choice. Depending on 
the nature of target application, different applica-
tions require use of different detection methods.

According to the taxonomy brought out in 
(Ben-Gal, 2005), the outlier detection techniques 
can be broadly divided into parametric and non-
parametric varieties. The statistics-based methods 
that assume a model for a given data are the para-
metric variety. Typically, the user has to model 
a given data set using a statistical distribution, 
and data objects are determined to be outliers 
depending on how they appear in relation to the 
postulated model. On the other hand, most of the 
non-parametric methods rely on a well-defined 
notion of distance to measure the separation 
between two data objects. The non-parametric va-
riety includes distance-based, density-based, and 
clustering-based methods. These non-parametric 

Table 1. Research issues in outlier detection 

     Research Issues Specific Research Directions

1. Method of Detection
Distance-based Methods 
Density-based Methods 
Clustering-based Methods

2. Nature of the 
Detection Algorithm

Supervised Detection 
Un-supervised Detection 
Semi-supervised Detection

3. Nature of the Underlying 
Data Set

Numerical Data 
Categorical Data 
Mixed Data

4. Size and Dimension 
of the Data Set

Large Data 
High Dimensional Data

5. Nature of the Application Stream Data Applications 
Time Series Applications
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methods are also known as the data mining meth-
ods. A taxonomy of the existing outlier detection 
methods is shown in Figure 2.

Distance-Based Methods

The distance-based methods are one of the early 
techniques that were proposed for outlier detec-
tion under the data mining variety. In order to 
overcome the problems associated with statistical 
methods, a distance-based method was proposed 
in (Knorr, 1998) using a simple and intuitive 
definition for outliers. According to this method, 
an object in a data set is an outlier with respect to 
the parameters k and d if no more than k objects 
in the data set are at a distance of d or less from 
that object. A simple nested-loop algorithm is 
presented in this work, which requires O(rN2) 
computations in worst-case scenario, where r is 
the dimension of the data and N is the number of 
data objects. This way of finding outliers does not 
need a priori knowledge of data distributions that 
the statistical methods do. However, this algorithm 
requires the user to specify a distance threshold 
d to determine outliers.

Addressing the high computational cost of this 
algorithm, a novel formulation for distance-based 
mining of outliers was proposed in (Ramaswami, 
2000) which is based on the distance to the kth 
nearest neighbor of a data object. Intuitively, this 
distance is a measure of how much of an outlier 
a data object is. For example, referring to Figure 
1(a), object P is a much stronger outlier than Q. In 

essence, this technique ranks each object based on 
its distance to its kth nearest neighbor. The user can 
get a desired number of outliers from the ranked 
list of outliers. In order to overcome the quadratic 
time complexity of the nested-loop algorithm, the 
authors propose a cell-based approach for comput-
ing outliers. They use the micro-clustering phase 
of BIRCH algorithm (Zhang, 1996) to quantise 
the space in near linear time. In subsequent ef-
forts, a modified scheme measuring the average 
distance to the k-nearest-neighbors of a data object 
was proposed in (Knorr, 2000) to detect a desired 
number of top ranked outliers.

In a similar effort, a simple nested loop 
algorithm, with quadratic time complexity in 
worst case, is found to give near linear time per-
formance when the data is presented in random 
order (Bay, 2003). The authors also use a pruning 
rule in addition to randomizing the input. A novel 
distance-based algorithm to detect the top ranked 
outliers of a large and high-dimensional data set 
was proposed in (Angiulli, 2005). Given an inte-
ger k, this algorithm finds the weight of a point 
defined as the sum of the distances separating it 
from its k-nearest-neighbors. It avoids the distance 
computation of each pair of objects by using the 
space-filling curves to linearize the data set. The 
data objects with high weights are considered as 
outliers in this algorithm.

To summarize, various definitions proposed 
for distance-based outliers by different methods 
are listed below.

Figure 2. A Taxonomy of the outlier detection methods
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• Outliers are those objects for which there 
are fewer than a designated number of 
other objects present within a designated 
distance d (Knorr, 1998; Bay, 2003).

• Outliers are the top ranked objects whose 
distance to the kth nearest neighbor is large 
(Ramaswamy, 2000).

• Outliers are the top ranked objects whose 
average distance to the k-nearest-neigh-
bors is large (Knorr, 2000; Angiulli, 2005).

All of the above definitions are based on iden-
tifying the nearest neighbors of a data object so as 
to determine the objects with only a few neighbors 
as outliers. Though the underlying principle is 
the same, the set of outliers generated by these 
definitions could be potentially different. This 
observation is depicted in Figure 3, in which both 
the objects P1 and P2 have 8 nearest neighbors each 
shown inside the dashed circles. However, they 
may not get assigned the same outlier rank using 
the above methods. The advantages of distance-
based methods are that no explicit distribution 
needs to be defined to determine unusualness, and 
that they can be applied to any feature space for 
which a distance measure can be defined.

Density-Based Methods

To deal with the local density problems of the 
distance-based methods, the density-based ap-
proaches have been developed. A density-based 
method was proposed in (Breunig, 2000), which 

relies on a novel density measure named as the 
Local Outlier Factor (LOF). The LOF measure 
was introduced based on the notion of local outlier 
that defines the likelihood of a data object being 
an outlier. This notion of outliers is based on the 
same theoretical foundation of density-based 
clustering DBSCAN (Ester, 1996). The key idea 
of this work is to determine the outlying degree of 
any object by the clustering structure in a bounded 
neighborhood of the object. Thus, the LOF of a 
data object is defined as the average of the ratios 
of its density to the density of its nearest neighbors. 
The LOF of an object depends on the local density 
of its neighbors and the data objects with high 
LOF are identified as outliers. Figure 4 gives an 
example scenario involving some density-based 
outliers. Using the nearest neighbor based meth-
ods, object P1 may not be detected as an outlier 
as it has some objects in its proximity, while P2 
gets detected as an outlier as all it neighbors of 
are far away. However, the LOF-based detection 
finds both P1 and P2 as outliers as both of them 
get high LOF values.

The computation of LOF values for all the 
objects in a data set requires a large number of 
k-nearest-neighbors searches and can be compu-
tationally expensive. When dealing with large 
data sets, most objects are usually not outliers. 
Considering this fact, it is useful to provide users 
with the option of finding only the desired num-
ber of top ranked data objects, which are most 
likely to be local outliers according to their LOF 
values. Based on this simplification, a method 

Figure 3. Difference between various distance-based outlier definitions
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was proposed in (Jin, 2001) using the concept of 
micro-clusters from BIRCH (Zhang, 1996) intro-
duced to compress the data. A cut-plane solution 
for overlapping data was also proposed in this 
work to deal with the overlapping in the micro-
clusters.

Many extensions to LOF have been proposed in 
the literature. One such extension method named 
as Local Correlation Integral (LOCI) was proposed 
in (Papadimitriou, 2003) for finding outliers in 
large, multidimensional data sets. This method 
works based on a novel measure called the multi-
granularity deviation factor (MGDF), using which 
any data object whose MGDF value deviates much 
from the local averages is considered as an outlier. 
The MGDF measure was defined to cope with lo-
cal density variations in the feature space and for 
detecting both isolated outliers as well as outlying 
clusters, such as cluster C2 shown in Figure 4. This 
method seems appealing, as it provides an auto-
matic data driven cut-off for determining outliers 
by taking into account the distribution of distances 
between pairs of objects. A novel local distribu-
tion based algorithm (LDBOD) was proposed in 
(Zhang, 2008), which attempts to find local outli-
ers. From the local distribution of the data points 
of interest, this algorithm extracts three features 
namely local-average-distance, local-density, 
and local-asymmetry-degree. Local outliers are 
detected from the viewpoint of local distribution 
characterized by these features. Though it is simi-

lar to LOF, the use of local-asymmetry-degree 
improves over the discriminating power of LOF 
in detecting outliers.

Clustering-Based Methods

The clustering-based approaches for outlier detec-
tion are motivated by the unbalanced distribution 
of outliers versus normal objects in a given data 
set, as outliers represent a very low fraction of the 
total data. Thus, clustering-based outlier detec-
tion tends to consider clusters of small sizes as 
clustered outliers. A clustering algorithm, named 
BIRCH, for dealing with large data was proposed 
in (Zhang, 1996) which can handle outliers. Simi-
larly, various other clustering algorithms like the 
density-based clustering DBSCAN (Ester, 1996), 
and ROCK (Guha, 1999) can also detect outliers 
present in a data set. However, outlier detection 
is not the main purpose of these algorithms, as 
their primary concern is to find clusters in the 
given data.

A two-phase algorithm to detect outliers is 
presented in (Jiang, 2001), which makes use 
of a modified k-means algorithm to cluster the 
data and then find the outliers. According to this 
algorithm, small clusters are regarded as outli-
ers, using minimum spanning trees. However, a 
measure for identifying the degree of each object 
being an outlier was not presented. Furthermore, 
the procedure for distinguishing small clusters 

Figure 4. Illustration of density-based outliers
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from the rest is not addressed in this algorithm. 
Addressing these issues, a new cluster-based 
outlier detection method was proposed in (He, 
2003). This method uses the Cluster-Based Local 
Outlier Factor (CBLOF) measure for identifying 
the physical significance of an outlier. The CBLOF 
of an object is measured by both the size of the 
cluster that the object belongs to and the distance 
between the object and its closest big cluster. To 
capture the spirit of local outliers proposed in 
(Breunig, 2000), the cluster-based outliers should 
satisfy that they are local to some specific clusters. 
For example, referring to Figure 1(b), object P1 
is local to cluster C1 and P2 is local to C2. Thus, 
the objects P1 and P2 turn out to be cluster-based 
local outliers.

An outlier detection method based on hier-
archical clustering technique was proposed in 
(Loureiro, 2004) for data cleaning applications. 
The usefulness of this method was established by 
identifying erroneous foreign trade transactions 
in data collected by the Portuguese Institute of 
Statistics. As the non-hierarchical clustering 
techniques would spread the outliers across all 
clusters during cluster initialization, they are not 
considered as stable as the hierarchical clustering 
based detection. Similarly, an improved single 
linkage hierarchical clustering-based method was 
proposed in (Almeida, 2007), which is based on 
a self-consistent outlier reduction approach. This 
method can deal with data sets comprising dilut-
ing clusters, i.e., clusters that possess scattered 
objects in their periphery. A novel algorithm that 
works in linear time in the number of objects was 
proposed in (Ceglar, 2007) using quantization and 
implied distance metrics. This algorithm includes 
a novel direct quantization procedure and discov-
ers outlying clusters explicitly. It requires only 
two sequential scans for analyzing disk resident 
datasets, as it does not perform object level com-
parisons and only stores the cell counts.

A recent technique called as density-based sub-
space clustering for outlier detection was proposed 
in (Assent, 2007). Basically, subspace clustering 

aims at finding clusters in any subspace of a high-
dimensional feature space and hence may result in 
some overlapping clusters in different subspaces. 
However, the proposed technique defines outliers 
with respect to maximal and non-redundant sub-
space clusters. A more recent technique is detecting 
cluster-based outliers using LDBSCAN, which is 
a local density based spatial clustering algorithm 
(Duan, 2009). This technique gives importance 
to the local data behavior and detects outliers 
using the LOF-based computation. It defines a 
new measure called cluster-based outlier factor 
(CBOF), which captures the essence of cluster-
based outliers. The higher the CBOF of a cluster 
is, the more abnormal that cluster would be. It is 
claimed that this technique outperforms LOF in 
identifying meaningful and interesting outliers.

To summarize, the advantage of the clustering-
based approaches is that they do not have to be su-
pervised. Moreover, clustering-based techniques 
are capable of being used in an incremental mode, 
i.e., after learning the clusters, new data objects can 
be inserted into the system and tested for outliers.

Nature of the Detection Algorithm

Data mining techniques that have been developed 
for outlier detection are based on both supervised 
and unsupervised learning. Supervised learning 
methods (Torgo, 2003; Joshi, 2004) typically build 
a prediction model for rare objects based on labeled 
data, and use it to classify each object as being 
an outlier or a normal object. These approaches 
may suffer from problems of strong unbalanced 
class distributions, which may adversely affect the 
performance of the classification models (Weiss, 
2001). The major disadvantages with supervised 
data mining techniques include the necessity 
to have labeled data and the inability to detect 
new classes of rare objects. On the other hand, 
unsupervised learning methods typically do not 
require labeled data and detect outliers as data 
objects that are very different from the normal 
data based on some measure. The success of 
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these methods depends on the choice of similarity 
measures, feature selection and weighting, etc. 
These methods suffer from a possible high rate 
of false positives, as previously unseen data are 
also recognized as outliers.

Outlier detection algorithms of both predictive 
(supervised) and direct (unsupervised) varieties 
exist in the literature. Supervised neural networks 
and decision trees are two common forms of pre-
dictive outlier analysis. A neural networks-based 
technique, named as replicator neural networks, 
is proposed in (Harkins, 2002) for outlier detec-
tion. This approach is based on the observation 
that the trained neural network will reconstruct 
some small number of objects poorly, which can 
be considered as outliers. A detailed survey on 
the use of neural networks for outlier detection is 
presented in (Markou, 2003b). While supervised 
neural networks require numerical data, a deci-
sion tree-based method (Skalak, 1990) identifies 
simple class boundaries in categorical data. Direct 
techniques, which include statistical, proximity 
(distance), density and clustering based tech-
niques, refer to those applications in which labeled 
training sets are unavailable. Although typically 
more complex than predictive techniques, direct 
methods are less constrained, as discovery is not 
dependent upon pre-defined models.

The exact nature of an outlier detection algo-
rithm could be determined based on the nature 
of the dataset at hand. In general, the method of 
detection considered impacts the nature of the 
algorithm to be used. Supervised measures deter-
mine similarity based on class information, while 
data-driven measures determine similarity based 
on the data distribution. In principle, both these 
ideas can be combined to develop hybrid methods.

Nature of the Underlying Data set

A dataset may be having objects described using 
attributes that are purely numerical or a mix of 
numerical and categorical attributes. Detecting 
outliers in numeric data is a fairly well addressed 

problem, while detecting outliers in categorical 
data has gained prominence only recently. (Das, 
2007; Ghoting, 2004). It is important to take into 
account the occurrence frequencies of differ-
ent attribute values, while defining a proximity 
measure for these data objects. Recent research 
in this direction has resulted in defining some 
data driven similarity measures (Boriah, 2008) 
useful in defining methods for detecting outliers 
in categorical data.

The replicator neural networks based method 
(Harkins, 2002) is one of the early methods used 
with categorical data. Subsequently, a cluster-
based outlier detection method was proposed in 
(He, 2003) extending the concept of local outliers. 
A fast greedy algorithm for outlier mining was 
proposed in (He, 2007) based on the concept of 
entropy of a given categorical data set. According 
to this algorithm, a data object that has maximum 
contribution to the entropy of the data set is selected 
as an outlier. However, this algorithm requires a 
number of scans over the data set. Addressing this 
issue, an algorithm was presented in (Koufakou, 
2007) using the attribute value frequencies (AVF) 
of a given data set. Each data object is assigned 
an AVF-score and objects with low scores are 
considered as outliers. Further research in deal-
ing with categorical data is being reported only 
recently. Thus, there is a lot of scope for develop-
ing effective and efficient algorithms for dealing 
with categorical data sets.

Size and Dimension of the Data Set

Most applications today deal with large volumes of 
high dimensional data making it a computationally 
challenging task. Many of the techniques devel-
oped for outlier detection have been extended to 
deal with large data sets in some way. An outlier 
detection technique named as SNIF was proposed 
in (Tao, 2006) which can accommodate arbitrarily 
large datasets through prioritized flushing. Priori-
ties are assigned based on the likelihood that an 
object will be an outlier or not with relatively few 
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neighbors. Other such work includes the RBRP 
(Recursive Binning and Re-Projection) technique 
(Ghoting, 2006), which iteratively partitions the 
dataset and thus limits comparisons of distance. 
However, efforts on detecting outliers in high 
dimensional data are still being explored for 
developing efficient techniques.

Most of the outlier detection methods are 
based on a nearest neighbors density estimate to 
determine the objects in low probability regions 
as outliers. For efficiently determining the near-
est neighbors of a data object, spatial indexing 
structures such as KD-tree (Bentley, 1975), X-
tree (Berchtold, 1996) have been used by some 
researchers. For low-dimensional data sets, use of 
various indexing structures can work extremely 
well and potentially scales as N logN, if the index 
tree can find an example’s nearest neighbors in 
log N time. However, these indexing structures 
break down as the dimensionality increases. 
For instance, a variant of the X-tree was used in 
(Breuing, 2000) to do nearest neighbor search and 
it was found that the index only worked well for 
low dimensions, less than five. Sequential scan-
ning over the index tree has been recommended 
for high-dimensional data.

Many algorithms attempt to detect outliers by 
computing the distances in full dimensional space. 
However, it is stated in (Beyer, 1999; Aggrawal, 
2001) that in very high dimensional spaces, the 
data is very sparse and the concept of similarity 
may not be meaningful anymore. Thus, in high 
dimensional spaces, similarity based detection can 
flag each data object as a potential outlier. Also, 
many methods tend to miss out some outliers that 
are embedded in some subspaces, which cannot 
be explored when working with the entire fea-
ture space for detection. Addressing the curse of 
dimensionality, a new method (Aggrawal, 2001) 
was proposed using low-dimensional projec-
tions to find outliers in the projected space. This 
method considers a data object to be an outlier, 
if it is present in a local region of abnormally 
low density in some lower dimensional projec-

tion space. Subsequently, another technique was 
proposed in (Aggarwal, 2005), which deals with 
high dimensional applications effectively by 
using an evolutionary search technique. This 
technique works almost as well as a brute-force 
implementation over the search space in terms of 
finding projections with very negative sparsity 
coefficients, but at a much lower computational 
cost. Thus, it has advantages over simple distance 
based outliers, which cannot overcome the effects 
of the curse of dimensionality. In a similar effort, 
another method using multiple projections onto 
the interval [0,1] with Hilbert space filling curves 
was proposed in (Angiulli, 2002). According to 
this method, each successive projection improves 
the estimate of an example’s outlier score in the 
full-dimensional space.

A novel feature bagging approach for detect-
ing outliers in very large, high dimensional data 
was proposed in (Lazarevic, 2005), employing an 
ensemble of outlier detection algorithms. Every 
algorithm uses a small subset of features that are 
randomly selected from the original feature set. 
As a result, each outlier detector identifies differ-
ent outliers and also assigns an outlier score to 
every data object. The individual detector scores 
are then combined to find the overall outliers in 
the given data set. It is worth noting here that the 
problem of combining outlier detection algorithms 
however differs from that of classifier ensembles.

Nature of the Application

Though the application area is not as serious a 
concern as the other aspects discussed above, it 
also influences the method employed for outlier 
detection. For the applications requiring real time 
response, the detection algorithms must be as 
quick as possible. In case of applications that are 
evolving in nature, the outlier detection algorithms 
must account for this characteristic. In some cases 
where accuracy is of primary concern, the same 
has to be ensured in developing a suitable outlier 
detection technique.
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Many of the recent applications deal with data 
streams, where data arrive incrementally over time. 
Detecting outliers in stream data poses another 
challenge, as one cannot keep the entire data in 
memory for the outlier detection computations. 
As regards the applications that operate on disk 
resident data sets is concerned, cluster-based 
outlier detection methods or the methods using 
quantization with a few scans over the dataset 
(Ceglar, 2007) are the suitable choices. A lat-
est technique dealing with data streams detects 
distance-based outliers under the sliding window 
model (Angiulli, 2010). This model is appropri-
ate as stream monitoring applications are usually 
interested in analyzing the most recent behavior. 
The notion of one-time outlier query is introduced 
in this technique in order to detect outliers in the 
current window at arbitrary points in time.

Time series data is another prominent appli-
cation variety. One such frequently encountered 
time-series data application is analyzing financial 
market data. As this analysis has direct bearing on 
the economic growth and further monetary poli-
cies, it assumes importance. However, financial 
market data is often affected by either missing 
or erroneous data objects, or unknown external 
events which can have a large impact on individual 
objects (Gutierrez, 2008). Detecting those suspi-
cious objects as outliers is difficult using informal 
inspection and graphical displays.

cUrrENt rEsEArcH trENDs

Existing outlier detection algorithms are not 
effective in dealing with data sets having non-
homogeneous object densities. Clustering-based 
outlier detection algorithms are the known best 
methods to handle such applications. However, 
these methods also cannot properly detect the 
outliers in case of noisy data, unless the number 
of clusters is known in advance. Addressing these 
issues, a novel unsupervised algorithm for outlier 
detection was proposed in (Yang, 2008). This 

algorithm uses the Expectation Maximization 
(EM) algorithm to fit a Gaussian Mixture Model 
(GMM) to a given data set with a Gaussian cen-
tered at each data object. The outlier factor of a 
data object is then defined as a weighted sum of 
the mixture proportions with weights representing 
the similarities to other data points. This outlier 
factor is thus based on the global properties of the 
data set, as opposed to the strictly local property 
of most existing approaches for outlier detection.

As brought out in the previous section, the 
dimensionality of the underlying data set has 
been a serious concern in outlier detection. Ad-
dressing this aspect, a new technique for dealing 
with high dimensional data sets was described 
in (Zhang, 2006). In contrast to the conventional 
outlier detection techniques, this technique aims 
at detecting outlying subspaces that assumes 
significance given the current scenario of various 
detection methods. Outlying subspace detection is 
formally defined as: given a data object, find the 
subspaces in which this object turns out to be an 
outlier. These objects under study are called query 
points, which are usually the data that the users are 
interested in. A method for example-based outlier 
mining in high dimensional feature spaces was 
initially proposed in (Zhu, 2005). The basic idea 
of this method is to find the outlying subspaces 
of the given example outliers, from which more 
outliers that have similar outlier characteristics can 
be found. Using this method, outlier detection is 
to be performed only in those detected outlying 
subspaces leading to a substantial performance 
gain. Detecting outlying subspaces can also help 
in better characterizing the detected outliers as 
to which outlying subspaces they belong to. A 
novel distance-based technique using distance 
distribution clustering was proposed in (Niu, 
2007). This technique uses a new distance-based 
characterization for outliers. It tries to find outliers 
by clustering in the distribution difference space 
rather than in the original feature space.

Another evolving research direction is the 
use of semi-supervised learning techniques for 
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outlier detection. Traditional learning methods 
use only labeled data, which require the efforts of 
experienced human annotators. On the other hand, 
unlabeled data may be relatively easy to collect, 
but there has been few ways to use them. Semi-
supervised learning (Zhu, 2009) can improve the 
accuracy using supervision of some labeled data 
compared to that of unsupervised learning, while 
reducing the need for expensive labeled data. A 
semi-supervised outlier detection method was 
proposed in (Gao, 2006). This method uses an 
objective function that punishes poor clustering 
results and deviation from known labels as well 
as restricts the number of outliers. The outliers are 
found as a solution to the discrete optimization 
problem regarding the objective function. The 
basic idea involved in this method is to capture 
the clustering of the normal objects with the aid of 
labeled objects and remaining objects turn out to be 
outliers. Thus, the use of known outliers prevents 
misclassifying the outliers as normal objects.

Addressing the issue of many recent data sets 
having both categorical and numerical attributes, 
OutRank (Muller, 2008) is an algorithm proposed 
for ranking outliers in heterogeneous (mixed at-
tribute) high dimensional data. Starting from the 
most unusual objects with respect to the objects 
in the data set, the ranking can be studied up to 
a user specified point. This algorithm uses novel 
scoring functions to assess the deviation of these 
objects from the rest of the data as determined 
by subspace clustering analysis. Similarly, a 
fast outlier detection strategy was proposed in 
(Koufakou, 2010) to deal with distributed high-
dimensional data with mixed attributes. This 
distributed algorithm requires only one round of 
communication, as nodes need only to exchange 
their local models once, in order to construct the 
global model. In the mixed attributes space, the 
deviating behavior of an object may be seen in 
either categorical space or continuous space or 
both. This algorithm consists of two phases. The 
first phase constructs a model, while the second 
phase detects the outliers using the constructed 

model. The computation of the outlyingness score 
for each object makes use of the idea of an itemset 
from the frequent itemset mining literature.

The development of Support Vector Machines 
(SVMs) for data mining tasks has its contribution 
for outlier detection as well. One of the early 
SVM-based methods for novelty detection was 
proposed in (Scholkopf, 1999). Subsequently, the 
research community dealing with outlier detec-
tion showed much interest in using SVM-based 
methods. An unsupervised technique for anomaly 
detection was proposed in (Li, 2006) using a new 
kind of kernel function. The kernel function used 
is a simple form of the p-kernel, the 1-dimensional 
case in the one-class SVM.

A summary of the literature on various research 
issues discussed in this chapter relating to outlier 
detection is presented below in Table 2 for a quick 
and ready reference.

EXPErIMENtAL rEsULts

To bring out the usefulness of various outlier 
detection methods discussed above, this section 
presents the experimental results obtained on a 
few benchmark data sets from the UCI Machine 
Learning repository (Asuncion, 2007). As pointed 
out earlier, the data sets can be of numerical or 
categorical varieties. One dataset each corre-
sponding to these two varieties is considered in 
this experimentation. The experimental results 
obtained with a few numerical data sets using 
a distance-based outlier detection algorithm are 
furnished first, followed by the results on a cat-
egorical data set.

The general practice in outlier detection is to 
determine the degree of outlyingness of each data 
object using a detection method and arrange the 
data objects in decreasing order of their degree of 
outlyingness. This process is also referred to as 
outlier ranking by some authors in the literature. 
To evaluate a detection algorithm, we count the 
number, q, of known outliers present among the 
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top p objects of the ranked outlier sequence, where 
p is the total number of known outliers in that data 
set. Then, the accuracy of the detection algorithm 
is given by q/p. This evaluation method establishes 
a common framework for comparison of various 
detection methods for their performance.

Experimentation with Numerical Data

The Orca program (Bay, 2003) is considered to 
demonstrate the process of outlier detection on 
numerical data. The Orca program is a distance-
based method that uses the distance from a given 
object to its nearest neighbors to determine its 
unusualness. This program is available on the 
Internet for free use by non-profit institutions for 
educational and research purposes.

Experimentation on some small data sets (Iris 
and Wine) (Asuncion, 2007) is provided here for 
better understanding. The Iris data set consists of 
150 data objects belonging to 3 different classes: 
Iris-setosa, Iris-versicolor and Iris-virginica. 
Each class contains 50 objects described using 
4 continuous attributes. To make it suitable for 
outlier detection and to introduce imbalance in 
the size, every 10th object of the Iris-virginica 
class is considered, thus making it only 5 objects 
of this class present in the data set of 105 objects. 
The small class objects are considered as outliers 
and the rest 100 objects are considered as normal. 
Performance of the Orca program on detecting 
these outliers is shown in Table 3. The indices of 
the top p objects in the ranked outlier sequence 
are shown here. The indices corresponding to the 

Table 2. Summary of the literature on various research issues in outlier detection 

     Research Issue Related Literature

1. Method of Detection

Knorr, 1998; Ramaswami, 2000; Knorr, 2000; Bay, 2003; Angiulli, 2005; Niu, 2007; 
Breunig,2000; Jin, 2001; Papadimitriou, 2003; Zhang, 2008; 
Zhang, 1996; Ester, 1996; Guha, 1999; Jiang, 2001; He, 2003; Loureiro, 2004; Almeida, 2007; 
Ceglar, 2007; Assent, 2007; Duan, 2009; 
Scholkopf, 1999; Li, 2006;

2. Nature of the 
Detection Algorithm

Skalak, 1990; Harkins, 2002; Markou, 2003a; Torgo, 2003; Joshi, 2004; 
Yang, 2008; 
Gao, 2006; Zhu, 2009;

3. Nature of the 
     Underlying Data Set

Harkins, 2002; He, 2003; Ghoting, 2004; Das, 2007; He, 2007; Koufakou, 2007; Boriah, 2008; 
Muller, 2008; Koufakou, 2010;

4. Size and Dimension 
of the Data Set

Bentley, 1975; Berchtold, 1996; Beyer, 1999; Aggarwal, 2001; Aggarwal, 2005; Lazarevic, 2005; 
Zhu, 2005; Tao, 2006; Ghoting, 2006; Zhang, 2006;

5. Nature of the Application Ceglar, 2007; Gutierrez, 2008; Angiulli, 2010;

Table 3. Experimental results on numerical data sets using Orca program 

Sl. 
No.

Data 
Set

Class-wise Objects 
Distribution

Number of 
Objects

Num of 
Outliers 
(p value)

Indices of Top p 
Objects Detected by 

Orca

Accuracy 
of Detection 

(q/p)

1 Iris Setosa: 1 to 50 (50) 
Versicolor: 51 to 100 (50) 
Virginica: 101 to 105 (5)

105 5 101, 42, 104, 103, 16 3/5 (60.0%)

2 Wine Class 1: 1 to 59 (59) 
Class 2: 60 to 130 (71) 
Class 3: 131 to 136 (6)

136 6 131, 122, 135, 133, 
74, 96

3/6 (50.0%)



32

Data Mining Techniques for Outlier Detection

known outliers among these objects are shown 
in bold face.

The Wine data set consists of 178 data objects 
belonging to 3 different classes, described using 
13 numerical attributes. Class-wise distribution 
of these objects is: Class 1 – 59, Class 2 – 71 and 
Class 3 – 48. For the purpose of outlier detection, 
every 8th object of Class 3 is only retained by 
removing all other objects of this class. These 6 
objects of Class 3 are considered as outliers and 
the other 130 objects are considered as normal, 
making it a total of 136 objects in the data set. 
The performance of the Orca program on this data 
set is shown in Table 3.

Experimentation with 
categorical Data

We implemented two recent algorithms, namely 
the Attribute Value Frequency (AVF) algorithm 
(Koufakou, 2007) and the Greedy algorithm (He, 
2006) for experimenting on categorical data. The 
Wisconsin breast cancer data set (Asuncion, 2007) 
has been considered in this experimentation. It 
is a categorical data set described using 10 cat-
egorical attributes. It consists of 699 data objects 
belonging to two different classes with labels 2 
(benign) and 4 (malignant). All the objects with 
missing values have been removed from this data. 
Using the data preprocessing method described 

in (He, 2006), we retained every sixth malignant 
object in the set. As mentioned above, the objects 
belonging to the smallest class are considered as 
outliers. According to this notation, there are 39 
(8%) malignant objects considered as outliers and 
444 (92%) benign objects considered as normal 
objects in the processed data.

Given in Table 4 are the results obtained us-
ing the AVF algorithm and the Greedy algorithm 
on this data set. To demonstrate the capability of 
these methods in detecting outliers, the number of 
known outliers detected by them corresponding to 
various top portions (p values) of ranked outlier 
sequence is shown in different rows of this table. 
The reader can understand that corresponding to 
the value p=56, both these methods could predict 
all the 39 known outliers (malignant objects) in the 
data set. However, for the other reported values of 
p, these two methods have slight difference in their 
detection performance as evident from Figure 5.

cONcLUsION AND FUtUrE 
DIrEctIONs

Most existing work on detecting outliers comes 
from the field of statistics. The statistical methods 
have largely focused on data that is univariate, and 
data with a known distribution. Thus, their appli-
cability to large real-world data is restricted, as the 

Table 4. Sample results of outlier detection in categorical data 

Top Portion 
(p value)

Detection by the 
Greedy Algorithm

Detection by the 
AVF Algorithm

4 4/39 (10.26%) 4 /39(10.26%)

8 7/39 (17.95%)) 7/39 (17.95%)

16 15/39 (38.46%) 14/39 (35.9%)

24 22/39 (56.41%) 21/39 (53.85%)

32 27/39 (69.23%) 28/39 (71.79%)

40 33/39 (84.62%) 32/39 (82.05%)

48 36/39 (92.31%) 36/39 (92.31%)

56 39/39 (100%) 39/39 (100%)
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real-world data most of the time is multivariate 
with unknown distribution. The vast majority of 
work that refers to outliers is merely interested in 
developing modeling techniques that are robust 
to their presence. This means that outliers are not 
the focus of these modeling techniques, in contrast 
to the theme of this chapter. However, due to the 
increasing interest in the field of data mining, the 
non-parametric methods have evolved as better 
choices over the traditional statistical methods. 
The development of non-parametric approaches 
to outlier detection, based on the distance of a data 
object to its nearest neighbors, has spurred the data 
mining community towards developing more ef-
ficient algorithms for addressing the problem. The 
clustering-based approaches are the unsupervised 
mechanisms to determine the clustered outliers, 
based on the size of the resulting clusters. Though 
the distance-based methods based on k-nearest-
neighbors detection are the most popular ones, 
clustering-based methods like the k-means and 
some variants of hierarchical clustering are also 
well known in the research community.

With the growing demand for efficient and 
scalable algorithms for data mining tasks, a similar 

requirement is seen for detecting outliers in large 
and high dimensional data sets. This chapter has 
presented a survey on various techniques available 
in the literature and the challenges faced by the 
researchers in this field. The method of detection 
is a key research issue that influences the outcome 
of outlier detection. Different methods are found to 
have varying capabilities in dealing with various 
applications. Likewise, the nature of the detection 
algorithm defines the basic detection logic, which 
can unearth outliers of varying characteristics. For 
any given application, the underlying data set is 
another key issue, as it determines the data related 
issues like size, dimensionality and its nature. 
In addition to these issues, this chapter has also 
dealt with the issue of the nature of the applica-
tion itself. Different applications are of different 
nature requiring specialized methods that suite 
their inherent characteristics. It has also empha-
sized the need for developing efficient algorithms 
targeting the specific challenges brought out here. 
For the sake of completeness, some of the latest 
algorithms corresponding to various detection 
methods have been discussed.

Figure 5. Performance comparison on Wisconsin Breast Cancer data set
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As brought out in the previous sections, the 
dimensionality of the data remains an issue requir-
ing special attention. Though some of the recent 
techniques have been developed addressing this 
issue, more efficient methods are required to deal 
with applications, where the dimensionality is 
simply explosive. Examples of this variety are the 
applications dealing with text data. Techniques 
dealing with projected subspaces or outlying 
subspaces are probably the best directions to look 
at. Many of the recent data mining applications 
have to process the data obtained through mul-
tiple data sources connected through a network. 
Such data keeps arriving continuously and this 
streaming nature of the data is another interesting 
research direction that is being pursued actively. 
Efficient management of stream data and detection 
of outliers in such data is a non-trivial task. One 
another issue of interest is dealing with mixed 
attributes data for outlier detection. Methods that 
can combine the numerical and categorical data 
in an innovative way are very much needed. As 
far as the method of detection is concerned, there 
are a few recent hybrid methods that leverage the 
advantages of several individual outlier detection 
methods. Such useful combinations of the basic 
methods need to be explored further.

In our ongoing research work, we considered 
the problem of finding outliers in mixed attribute 
data sets. The emphasis is on developing a hybrid 
method that can detect outliers in stream data 
generated by a networked application environ-
ment. A novel characterization of outliers and 
their detection using a clustering-based method 
for categorical data is under progress. It includes 
a new formulation for defining the outlier score 
of an object. This new outlier score is expected to 
capture objects having infrequent attribute values 
as well as objects with unusual behavior local to a 
cluster. The effectiveness of this method is being 
evaluated experimentally.
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KEy tErMs AND DEFINItIONs

Data Mining: The process of identifying 
valid, novel, potentially useful and utlimately 
understandable patterns in large data sets.

Ensemble Methods: The methods that use 
multiple models to obtain better predictive 
performance than is possible from any of the 
constituent models.

Example-Based Outlier Mining: Given a 
set of outlier examples, finding additional outli-
ers from the data set that exhibit similar outlier 
characteristics.

Outlier Mining: A data mining task aiming 
to find a specific number of objects that are con-
siderably dissimilar, exceptional and inconsistent 
with respect to the majority objects in the input 
data sets.

Outlying Subspaces: An outlying subspace is 
the subspace that contains predominantly objects 
that display outlier characteristics.

Semi-Supervised Learning: A special form 
of machine learning that uses a large amount of 
unlabeled data together with some labeled data, 
to build better learning models.

Subspace: The space spanned by a subset of 
features or attributes of a data set.
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AbstrAct

Data warehouses have established themselves as necessary components of an effective Information 
Technology (IT) strategy for large businesses. In addition to utilizing operational databases data ware-
houses must also integrate increasing amounts of external data to assist in decision support. An important 
source of such external data is the Web. In an effort to ensure the availability and quality of Web data 
for the data warehouse we propose an intermediate data-staging layer called the Meta-Data Engine 
(M-DE). A major challenge, however, is the conversion of data originating in the Web, and brought in by 
robust search engines, to data in the data warehouse. The authors therefore also propose a framework, 
the Semantic Web Application (SEMWAP) framework, which facilitates semi-automatic matching of 
instance data from opaque web databases using ontology terms. Their framework combines Information 
Retrieval (IR), Information Extraction (IE), Natural Language Processing (NLP), and ontology techniques 
to produce a matching and thus provide a viable building block for Semantic Web (SW) Applications.



40

Using an Ontology-Based Framework to Extract External Web Data for the Data Warehouse

INtrODUctION

Data warehouses have established themselves as 
necessary components of an effective IT strategy 
for large businesses. Modern data warehouses can 
be expected to handle up to 100 terabytes or more of 
data (Berson & Smith, 1997; Devlin, 1998; Inmon, 
2002; Imhoff et al., 2003; Schwartz, 2003; Day, 
2004; Peter & Greenidge, 2005; Winter & Burns, 
2006; Ladley, 2007). In addition to the streams 
of data being sourced from operational databases, 
data warehouses must also integrate increasing 
amounts of external data to assist in decision sup-
port. It is accepted that the Web now represents 
the richest source of external data (Zhenyu et al., 
2002; Chakrabarti, 2002; Laender et al., 2002), 
but we must be able to couple raw text or poorly 
structured data on the Web with descriptions, an-
notations and other forms of summary meta-data 
(Crescenzi et al, 2001).

In an effort to ensure the availability and 
quality of external data for the data warehouse 
we propose an intermediate data-staging layer 
called the Meta-Data Engine (M-DE). Instead of 
clumsily seeking to combine the highly structured 
warehouse data with the lax and unpredictable web 
data, the M-DE we propose mediates between the 
disparate environments.

In recent years the Semantic Web (SW) initia-
tive has focused on the production of “smarter 
data”. The basic idea is that instead of making 
programs with near human intelligence, we rather 
carefully add meta-data to existing stores so that the 
data becomes “marked up” with all the information 
necessary to allow not-so-intelligent software to 
perform analysis with minimal human intervention 
(Kalfoglou et al, 2004). The Semantic Web (SW) 
builds on established building block technologies 
such as Unicode, Uniform Resource Indicators 
(URIs), and Extensible Markup Language (XML) 
(Dumbill, 2000; Daconta, Obrst & Smith, 2003; 
Decker et al, 2000). The modern data warehouse 
must embrace these emerging web initiatives.

In order to overcome the many technical chal-
lenges that remain before the Semantic Web (SW) 
can be adopted, key problems in Data Retrieval 
(DR), Information Retrieval (IR), Knowledge 
Representation (KR) and Information Extraction 
(IE), must be addressed (Silva and Rocha, 2003; 
Manning et al., 2008; Horrocks et al., 2005; 
Zaihrayeu et al., 2007; Buitelaar et al., 2008). 
The rise of the Web, with its vast data stores, has 
served to highlight the twin problems of Infor-
mation Overload and Search (Lee et al., 2008). 
To address these limitations smarter software is 
needed to sift through increasing Web data stores, 
and the data itself must be adequately marked-up 
with expressive meta-data to assist the software 
agents. A major hindrance to the full adoption of 
the SW is that much data is in a semi-structured 
or unstructured form and lacking adequate meta-
data (Abiteboul et al., 1999; Embley et al., 2005; 
Etzioni et al., 2008). Without the existence of 
robust meta-data there is no opportunity for SW 
inferencing mechanisms to be deployed.

To overcome this hindrance new web tools are 
being developed, with SW technologies already 
integrated into them, which will facilitate the ad-
dition of the necessary mark-up (Dzbor & Motta, 
2006; Shchekotykhin et al., 2007). Beyond this 
there is an Information Extraction issue that must 
be tackled so that older web data, or data currently 
managed by older tools, can be correctly identified, 
extracted, analysed, and ultimately semantically 
marked up. In traditional Artificial Intelligence 
(AI) (Russell & Norvig, 2003) much work has 
been done in the field of ontological engineering 
where there is an attempt to model concepts of the 
real world using precise mathematical formalisms 
(Holzinger et al., 2006; Sicilia, 2006; Schreiber 
& Aroyo, 2008).

Mapping web data to domain ontologies allows 
several Information Extraction issues to be directly 
addressed. We use a variety of techniques to make 
sense of the structure and meaning of the Web data, 
ultimately providing a match to a domain ontol-
ogy. In particular the WordNet lexical database 
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(Gomez-Perez et al., 2004; Euzenat & Shvaiko, 
2007; Fellbaum, 1998) is used to facilitate some 
basic matching activities. We also make use of 
current search engine capability in our ontology 
mapping process. Allowing search engine inputs 
helps us to align the matching process with data 
as it exists online, rather than as construed in 
some selectively crafted catalog which may not be 
representative of web data (Schoop et al., 2006).

In this chapter we propose a model which 
provides mechanisms for sourcing external data 
resources for analysts in the data warehouse. 
We also propose the Semantic Web Application 
(SEMWAP) framework which addresses the issues 
inherent in using the Web as the source of external 
data, and which facilitates semi-automatic match-
ing of instance data from opaque web databases 
using ontology terms.

The rest of the chapter is organized as follows. 
In the next section we provide the background 
to the topic, including the appropriate literature 
review. This is followed by the main section in 
which we discuss the issues, controversies, and 
problems involved in using the Web as an external 
data source. We suggest the ontology approach 
as one way of solving the problem, and provide 
the relevant algorithm. The remaining sections 
provide the directions for future research and the 
conclusion, respectively.

bAcKGrOUND

Data Warehousing

Data warehousing is an evolving IT strategy in 
which data is periodically siphoned off from 
multiple heterogeneous operational databases and 
composed in a specialized database environment 
in which business analysts can pose queries. Tra-
ditional data warehouses tend to focus on histori-
cal/archival data but modern data warehouses are 
required to be more nimble, utilizing data which 
becomes available within days of creation in the 

operational environments (Schwartz, 2003; Imhoff 
et al., 2003; Strand & Wangler, 2004; Ladley, 
2007). Data warehouses must provide different 
views of the data, allowing users to produce 
highly summarized data for business reporting. 
This flexibility is supported by the use of robust 
tools in the data warehouse environment (Berson 
& Smith, 1997; Kimball & Ross, 2002). One of 
the characteristics of data warehousing is that 
it relies on an implicit acceptance that external 
data is readily available. A major challenge in 
data warehousing design is that it should ensure 
the purity, consistency, and integrity of the data 
entering the data warehouse.

External Data and search Engines

External data is an often ignored but essential 
ingredient in the decision support analysis that 
is performed in the data warehouse environ-
ment. Relevant sources such as trade journals, 
news reports and stock quotes are required by 
data warehouse decision support personnel when 
reaching valid conclusions based on internal data 
(Inmon, 2002; Imhoff et al., 2003). External data, 
if added to the data warehouse, may be used to 
put into context data originating from operational 
systems. The Web has long provided a rich source 
of external data, but robust Search Engine (SE) 
technologies must be used to retrieve this data 
(Chakrabarti, 2002; Sullivan, 2000). In our model 
we envisage a cooperative nexus between the data 
warehouse and search engines.

Search Engines continue to mature with new 
regions, such as the Deep Web, now becoming 
accessible (Bergman, 2001; Wang & Lochovsky, 
2003; Zillman, 2005). The potential of current 
and future generations of SEs for harvesting huge 
tracts of external data cannot be underestimated. 
Our model allows a naïve (business) user to 
pose a query which can be modified to target the 
domain(s) of interest associated with the user. The 
SE acts on the modified query to produce results, 
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which are then formatted for the requirements of 
the data warehouse.

the semantic Web

The Semantic Web is an initiative to augment the 
World Wide Web in such a way as to make it more 
accessible to machines. The term machine denotes 
user programs, software agents and other forms 
of automated processes (Chen, 2004; Antoniou 
& van Harmelen, 2008). Much work has been 
done to ensure the viability of the SW (Shadbolt 
et al., 2006; Schoop et al., 2006; Horrocks et al., 
2005). In particular work has progressed in en-
abling Web technologies such as XML, Resource 
Description Framework (RDF), and ontologies 
(Ding et al., 2007; Powers, 2003; Lacy, 2005; 
Gruber, 1993). Additional relevant information 
about these enabling technologies is available in 
(Greenidge, 2009). Figure 1 highlights the essence 
of the Semantic Web initiative.

Work has also been done to enable Semantic 
activities to be mapped over the current Web by 
utilizing tools such as Magpie (Dzbor et al., 2003) 
- a SW browser, RitroveRAI (Basili et al., 2005) 
- a Semantic indexer of multimedia news, and 
Haystack (Quan et al., 2003) - a tool for easing 
end user manipulation of onerous RDF constructs. 
In the area of ontology construction and manipu-
lation notable efforts include the Protégé tool 
(Noy et al., 2000) and the Ontolingua server, 

KAON, WebODE and OntoEdit (Bozsak et al., 
2002; Gomez-Perez et al., 2004).

The SW seeks to achieve several goals, includ-
ing promoting greater interoperability between 
software agents, enhancing Web Information 
Retrieval, improving search capability and reliev-
ing information overload. In the short term, the 
area to benefit the most from the SW initiative is 
the development of XML. XML helps to address 
some interoperability concerns on the Internet, 
and provides a tree structure which lends itself 
to processing by a plethora of algorithms and 
techniques (Draper et al., 2001; Harold, 2003).

In the medium term, the SW is spurring research 
in a variety of areas including NLP, Search, IR, 
knowledge representation, data extraction and 
ontological engineering. The SW has encour-
aged the production of tools to both produce and 
manage meta-data. RDF, an XML-based dialect, 
in its simplest incarnations seeks to reduce the 
semantic gap left by XML by imposing a few 
more semantically useful constructs which, while 
not bridging the gap, takes us a few steps closer.

There are several challenges in handling data 
from the Web. First, we note that from a database 
perspective much data is seen as unstructured or 
semi-structured, and a major problem in the SW 
initiative is how to convert such data into coherent 
information which can be incorporated in a data 
warehouse, say.

The verbose and visually complex contents of 
even small XML documents pose many challenges 
for human authoring. To this end, XML tools and 
editors have been developed to hide complexity 
for human authors while preserving the compu-
tational exigencies afforded by a tree structure. 
Tools are also needed to handle RDF, an essential 
but unfriendly technology, which enables simple 
statements to be made.

Another challenge is the latency of data on 
the Web. In many cases the data may exist in 
a database somewhere but have been archived 
away from direct access on a homepage. In the 
case where the webpage content has been gener-

Figure 1. Semantic Web essentials
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ated dynamically, the latency problem becomes 
even more acute. Still another issue is that of the 
authority of the website. If two websites contain 
contradictory information, then the one that is 
more reputable, accurate, and authoritative is the 
preferred one.

Ontologies and their Application

A number of approaches precede, and have in-
fluenced, our ontology-based framework. Hand-
written wrappers are a first approach to IE on 
the Web but the well known limitations of such 
approaches are robustness and scalability hurdles 
(Crescenzi et al., 2001; Shen et al., 2008). Wrap-
pers tend to target structural page layout items 
rather than conceptual page content parameters 
which are less likely to change over time. The 
literature on ontology- driven IE on the Web is 
rather sparse, however, there is a growing body 
of literature which grapples with ontology-based 
matching of data on the Web (Hassell et al., 2006; 
Embley et al., 1998; Isaac et al., 2007).

Work done on Dutch collections show that 
simple Jaccard based measures (Euzenat & Sh-
vaiko, 2007) can give adequate results. Holzinger 
(Holzinger et al., 2006) again dealt with table 
extraction issues without relying on HTML tags 
explicitly. Hu and Qu (Hu & Qu, 2007) studied 
simple matches between a relational schema and 
an (OWL-based) ontology, ultimately construct-
ing the MARSON system for performing these 
mappings. Shchekotyhin (Shchekotykhin et al., 
2007) argued about the general unsuitability of 
traditional Natural Language Processing (NLP), 
IE, and clustering techniques for ontology instan-
tiation from web pages and proposes an ontology 
modeling system for the identification/extraction 
of instance data from tabular web pages.

MAIN FOcUs OF tHE cHAPtEr

the Model 1: the Meta-Data Engine

We now examine the contribution of our model. 
In particular we highlight the Query Modifying 
Filter (QMF), Search Engines submission and 
retrieval phases, and meta-data engine compo-
nents. The approach taken in our model aims to 
maximize the efficiency in the search process. A 
query modification process is desirable due to the 
intractable nature of composing queries. We also 
wish to target several different search engines 
with our queries. We note that search engines may 
independently provide special operators and/or 
programming tools (Google API, for example) to 
allow for tweaking of the default operations of the 
engine. Thus the QMF (labeled filter in figure 2) 
may be used to fine tune a generic query to meet 
the unique search features of a particular search 
engine. We may need to enhance terms supplied 
by a user to better target the domain(s) of a user. 
Feedback from the meta-data engine can be used 
to guide the development of the QMF.

The use of popular search engines in our suite 
guarantees the widest possible coverage by our 
engine. The basic steps in the querying process 
are

1.  Get user’s (naïve) query.
2.  Apply QMF to produce several modified, 

search engine specific queries.
3.  Submit modified queries to their respective 

search engines.
4.  Retrieve results and form seed links.
5.  Use seed links and perform depth/breadth 

first traversals using seed links.
6.  Store results from step 5 to disk.

Architecture

To ensure that our proposed system functions ef-
fectively, the following issues pertaining to both 
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the data warehouse and SE environments must 
be addressed:

1.  Relevance of retrieved data to a chosen 
domain.

2.  Unstructured/semi-structured nature of data 
on the web.

3.  Analysis and Generation of meta-data.
4.  Granularity.
5.  Temporal Constraints (for example, time 

stamps and warehouse cycles).
6.  Data Purity.

Our model bridges the disparate worlds of the 
data warehouse and the Web by applying matur-
ing technologies while making key observations 
about the data warehouse and search engine do-
mains. The model addresses the problematic and 
incongruous situation in which highly structured 
data in the data warehouse would be brought in 
contact with web data which is often unstructured 
or semi-structured.

A standard SE ordinarily consists of two parts: 
a crawler program, and an indexing program. 
Meta-search engines function by querying other 
search engines and then ranking combined results 
in order of relevance. In our model we take the 
meta-search approach instead of initiating a sepa-
rate crawler and then utilize the meta-data engine 
components to assume the role of an indexing 

program. The Meta-Data Engine (M-DE) forms 
a bridge between the data warehouse and search 
engine environments. The M-DE in Figure 3 pro-
vides an interface in which poorly structured or 
semi-structured data becomes progressively more 
structured, through the generation of meta-data, 
to conform to the processing requirements of the 
data warehouse.

The architecture of the M-DE allows for a 
variety of technologies to be applied. Data on the 
Web covers a wide continuum including free text 
in natural language, poorly structured data, semi-
structured data, and also highly structured data. 
Perversely, highly structured data may yet be 
impenetrable if the structure is unknown, as in 
the case with some data existing in Deep Web 
databases (Wang & Lochovsky, 2003; Zillman, 
2005).

We now examine Figure 3 in detail. Logi-
cally we divide the model into four components 
- namely, Filter, Modify, Analyze, and Format. 
The Filter component takes a query from a user 
and checks that it is valid and suitable for further 
action. In some cases the user is directed immedi-
ately to existing results, or may request a manual 
override. The Modify component handles the task 
of query modification to address the uniqueness 
of the search criteria present across individual 
search engines. The effect of the modifications is 
to maximize the success rates of searches across 

Figure 2. Query and Retrieval in Hybrid Search Engine
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the suite of search engines interrogated. The modi-
fied queries are then sent to the search engines 
and the returned results are analyzed to determine 
structure, content type, and viability. At this stage 
redundant documents are eliminated and common 
web file types are handled including.HTML,.doc,.
pdf,.xml and.ps.

Current search engines sometimes produce 
large volumes of irrelevant results. To tackle this 
problem we must consider semantic issues, as 
well as structural and syntactic ones. Standard 
IR techniques are applied to focus on the issue 
of relevance in the retrieved documents collec-
tion. Many tools exist to aid us in applying both 
Information Retrieval (IR) and Data Retrieval 
(DR) techniques to the results obtained from the 
Web (Baeza-Yates & Ribeiro-Neto, 1999; Zhenyu 
et al, 2002; Daconta et al, 2003).

Semantic Issues

In the Data Warehouse much attention is paid 
to the retention of retain the purity, consistency 
and integrity of data originating from operational 
databases. These databases take several steps to 
codify meaning through the use of careful design, 
data entry procedures, and database triggers. One 
promising avenue in addressing the issue of rel-
evance in a heterogeneous environment is the use 

of formal, knowledge representation constructs 
known as Ontologies. These constructs have again 
recently been the subject of revived interest in 
view of Semantic Web initiatives. In our model 
we use a domain-specific ontology or taxonomy 
in the format module to match the results terms 
and hence distinguish relevant from non-relevant 
results (Guarino & Giaretta, 1995; Decker et al, 
2000; Chakrabarti, 2002; Kalfoglou et al, 2004; 
Hassell et al, 2006; Holzinger et al, 2006).

Data Synchronization

Data entering the data warehouse must be synchro-
nized due to the fact that several sources, including 
the Web, are utilized. Without synchronization the 
integrity of the data may be compromised. There 
is also the issue of the time basis of information 
including page postings, retrieval times, page 
expiration dates, and so on. Calculating the time 
basis of information on the Web is an inexact 
science and can sometimes rely on tangential 
evidence. Some auxiliary time basis indicators 
include Internet Archives, Online Libraries, web 
server logs, content analysis and third party re-
porting. For instance content analysis on a date 
field in a prominent position relative to a heading 
may reveal the publication date.

Figure 3. Meta-Data Engine Operation
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Analysis of the M-DE Model

The model seeks to relieve information overload 
as users may compose naïve queries which will 
be augmented and tailored to individual search 
engines. When results are retrieved they are ana-
lyzed to produce the necessary meta-data which 
allows for the integration of relevant external data 
into the warehouse.

Benefits of this model include

• Value-added data.
• Flexibility.
• Generation of meta-data.
• Extensibility.
• Security.
• Independence (both Logical & Physical).
• Reliance on proven technologies.

This model extends the usefulness of data in 
the data warehouse by allowing its ageing inter-
nal data stores to have much needed context in 
the form of external web-based data. Flexibility 
is demonstrated since the M-DE is considered a 
specialized component under a separate adminis-
tration and queries are tailored to specific search 
engines. Relevant descriptors of stored data are as 
important as the data itself. This meta-data is used 
to inform the system in relation to future searches.

The logical and physical independence seen 
in the tri-partite nature of the model allows for 
optimizations, decreases in development times, 
and enhanced maintainability of the system. The 
model bolsters security by providing a buffer 
between an unpredictable online environment 
and the data warehouse.

Limitations

Some obvious limitations of the model include

• Inexact matching and hence skewed esti-
mations of relevance.

• Handling of granularity.

• Need to store large volumes of irrelevant 
information.

• Manual fine-tuning required by system 
administrators.

• Handling of Multimedia content.
• Does not directly address inaccessible 

“Deep Web” databases.

The Ontology Approach

The limitations of the M-DE model provide the 
motivation for a new (or enhanced) model. In this 
section we introduce the ontology-based model. 
We propose a framework which incorporates 
techniques from web search, NLP, IR, IE and tradi-
tional AI, to tackle the IE problem of unstructured 
and semi-structured web data. Such a framework 
produces labels based on a mapping between a 
user-supplied ontology and web data instances 
(Buitelaar et al., 2008; Jurafsky & Martin, 2009).

Our approach consists of the following:

1.  A pre-processing stage aimed at filtering 
and ensuring that data is in a form suitable 
for later stages.

2.  A basic matching phase where rudimentary 
matching is performed on primarily struc-
tural and lexical considerations.

3.  A more advanced matching phase making 
use of web search and IR techniques.

4.  A combination of thresholds and a weight-
ing, producing a matrix which is further 
normalized.

5.  A labeling process which matches data items 
to ontology terms.

Our framework utilizes the English version 
of the WordNet lexical database for a part of the 
matching process. The framework makes use of 
general purpose search engines and, therefore, 
some level of redundancy and/or irrelevant web 
data can be expected.
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the Model 2: the semantic Web 
Application (sEMWAP) Framework

To realize the full potential of the SW we need 
building block technologies for the SW cor-
responding to the roles played by HTML in the 
current Web. True building block technologies for 
the SW must simultaneously address structural, 
syntactic, and semantic issues.

Our SEMWAP framework is designed to 
facilitate Information Extraction and Data Extrac-
tion on the Semantic Web (Feldman & Sanger, 
2007; Wong & Lam, 2009). Data Extraction is 
required since all data released on the Web is not 
in a pure form, and also lacks meta-data. Data 
extraction provides the scope to retrieve data 
stored in diverse formats, for example, tabular 
data codified with the HTML <table> tag. The 
framework incorporates the well known Semantic 
Web stack schematic (Horrocks et al., 2005) to 
meet the goals of machine readability which are 
central to the realization of the full potential of 
the SW. The Semantic Web stack consists of at 
least the following nine distinct layers: (a) URI 
& Unicode, then (b) XML and namespaces, (c) 
RDF M&S., (d) RDF Schema, (e) Ontology, (f) 
Rules, (g) Logic, (h) Proof and (i) Trust. Digital 
Signatures and encryption complete the stack 
by enabling layers (c) to (h). The journey from 
the lowest layer to the highest takes us through 
structural, syntactic and semantic considerations.

Our framework is relevant to several layers 
found in the SW stack. The Information Extrac-
tion component of our model seeks to utilize 
pre-existing ontologies to semi-automatically 
map data entities to ontology terms.

Data Staging

Data staging allows for data to be moved to a spe-
cialized environment where it can be massaged into 
a form suitable for subsequent processing modules. 
The data staging layer provides a mechanism in 
which data that is to be analyzed can be aligned 

with other data sets. It allows for the addition of 
vital meta-data to data selected as candidates for 
further processing.

The data staging layer supports the activity of 
scientifically sampling larger data sets to produce 
smaller yet representative data sets. The overall 
effect is to produce results in a timely manner 
without sacrificing the quality of the results. The 
data staging area also provides a location where 
we may perform conversions from one file type 
to another, for example a.PDF to HTML.

Label Pre-Processing

In the data staging layer we were concerned about 
the purity, integrity, and consistency of our data 
across data sets. In the label pre-processing layer 
we seek to focus on readying data for eventual 
matching by our labeling algorithm. This involves 
reducing the scope/type of data items so that they 
fall into smaller categories which are suitable for 
processing by the labeling algorithm. We argue 
that there must be logical independence between 
the data staging layer and the label pre-processing 
layer, since the goals of the label pre-processing 
layer are unique to the particular type of ontol-
ogy mapping that must occur. For each domain, 
the label pre-processing layer will be altered to 
match the expectations of that particular domain.

Ontology Mapping

The goal of our ontology mapping algorithm is 
to map data fields to terms in the ontology which 
indicates how closely a match has been made. 
On the SW ontologies are important as a way of 
representing knowledge and allowing reasoning to 
occur on this knowledge in an automated fashion. 
Given that the ontologies are well designed and 
have accurately modeled real-world concepts, 
we can use them to determine the suitability of 
data we have collected from websites for use in 
the data warehouse. Data that is closely related to 
our domain of interest produces high correlations 
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when we compare it with the terms, concepts, 
and relationships as seen in our domain ontology. 
Figure 4 is an example of a simplified ontology.

To aid in distinguishing word senses we use a 
trigram approach (Manning & Schutze, 1999), 
where we do not take a data field in isolation but 
combine it with its two nearest neighbors before 
doing a comparison. In the case where the data 
fields are simple one-word, one-token entities this 
approach corresponds to an approach commonly 
taken in NLP where we try to gather indication 
of word sense by examining nearby words.

If we are dealing with data fields consisting of 
phrases, sentences, paragraphs and larger texts, 
then the trigram approach we take can be seen in 
terms of co-occurrence where n > 0. Ultimately, 
a number of distinct terms found in the data set 
should cluster around terms in the ontology. Match-
ing the ontology terms to data is a sophisticated 
undertaking, but if the ontology is well modeled 

and the data is reasonably pure and representative 
of the domain, then we expect that the underlying 
categories will emerge when we do the matching 
process. To reduce the possibility of errors in our 
labeling, a normalization process is performed on 
the matrix containing the values obtained by the 
matching process.

Benefits of SEMWAP

Our model enjoys the following benefits:

1.  It addresses a major hurdle currently imped-
ing the development of the SW - namely, 
how to leverage current structured, semi-
structured, or unstructured data so that it can 
be used on the SW. In actuality only a tiny 
fraction of the Web data has been marked-up 
using RDF or similar technologies. Without 
this special meta-data the ontology-driven 

Figure 4. Simplified Ontology
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inferencing mechanisms are of little use and 
the goals of the SW will not be realized.

2.  It proposes an incremental approach to the 
problem of information extraction (IE) from 
web pages. It is not possible to know before-
hand both the quality and reliability of web 
data in relation to our ontology matching 
process, so there must be parameters which 
can be varied to take into account the fact 
that data sets from the Web are of varying 
quality.

3.  It is completely transparent, and at each stage 
can be tested or fine tuned independently of 
the other stages.

4.  It enjoys a high degree of flexibility due to 
its modular design. The reliance on current 
technologies is a definite strength, and newer 
technologies may be incorporated as needed.

Weaknesses of SEMWAP

Some drawbacks to our framework include:

1.  The memory intensive nature of the frame-
work – natural language processing tools 
tend to hog memory due to the large numbers 
of syntactic, lexical, morphological, and 
semantic considerations.

2.  The potentially slow response when pro-
cessing large numbers of web pages means 
that the framework may be better suited to 
off-line, non-interactive environments.

3.  An implicit reliance on well designed ontolo-
gies, but no way of automatically verifying 
the quality of the ontologies being utilized. 
If terms are not descriptive and distinct, 
then it is very hard to discern appropriate 
labels for the data, even if a human expert 
is available to perform this task.

4.  The semi-automatic nature of the framework 
means that it may require human interven-
tion in cases where data-rich and data-poor 
extremes frustrate the efforts of the labeling 
algorithm.

The Detailed SEMWAP 
Mapping Algorithm

In the previous section we introduced the SEM-
WAP framework and its many characteristic fea-
tures. However, in this section we provide more 
information leading up to the detailed algorithm.

Noise Reduction

The sources of noise in Web documents are mani-
fold. The presence of so many diverse technologies 
and structural layouts within HTML documents, 
and so little strict data validation controls, means 
that errors can easily creep into an HTML docu-
ment unnoticed, introducing noise. Many web 
pages draw their content and structure from back-
end databases which are often not open to direct 
public scrutiny and may contain subtle errors or 
inaccurate information, further contributing to the 
Web noise phenomena. Great emphasis is often 
placed on a homepage with decreasing attention 
paid to pages deeper in the site’s hierarchy.

To combat the presence of noise, we propose 
a naïve Bayes classifier (Russell & Norvig, 2003) 
at the very beginning of our strategy. The filter-
ing of the Web documents so that non-essential 
data is excluded will lighten our processing load 
in later stages and enhance the quality of results 
achieved by our system.

Database Sampling

Although there is a data sparsity problem in natural 
language processing, merely adding more data 
will not help. There is need when processing the 
data to recognize that quality is just as important 
as quantity. Since much of the data on the Web 
can never be fixed permanently, it is better to 
take representative samples of the data and work 
with those rather than processing larger volumes. 
Database sampling reduces the quantity of the data 
that must be processed. In this paper we recognize 
the need for a variety of sampling approaches 
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(Greenidge, 2009) to better capture the specific 
kinds of information found on the Web.

Trigram Generation

Trigrams have long been used in NLP (Manning 
& Schutze, 1999). This idea is that individual 
words cannot be correctly interpreted except by 
the surrounding text. Some words have multiple 
meanings (senses). For example, ”bank” can have 
different meanings based on the context in which 
it is used. If three tokens (words) are selected, we 
have a trigram model. Trigrams seek to exploit the 
fact that adjacent units (words, phrases, sentences, 
or paragraphs) often bear some relationship to 
each other and can be used to mutually interpret 
each other. In our model we recognize that there 
is need to contextualize individual units in any 
matching process, and so we grab adjacent units 
of data, compose a trigram and check if the results 
are helped by the composition. In the database 
world since logically related data must often be 
presented in a physically close way (that is, on the 
same screen or report), we expect that physically 
adjacent data on database-generated websites 
will bear some logical correspondence as well. 
By designing our model to embrace groups of 
three physically ordered units we expect to gain 
some benefits from any logical relatedness that 
may exist among some units. The trigram model 
will only capture relatively simple co-occurrence 
relations in the data rather than complex intra-
document ones.

Bag-of-words

It is important when analyzing texts to be able to 
distinguish constituent parts beginning at indi-
vidual characters, then individual words, phrases, 
sentences, and paragraphs. Often we are concerned 
about relationships between words or groups of 
words. A bag-of-words is a collection of words 
in which duplication may occur, and in which 
order is not important. For example, ’the’, ’cat’, 

’sat’, ’on’, ’the’, ’mat’ is a bag-of-words in which 
’the’ occurs twice. To ascertain the relationships 
between words or groups of words (bags-of-
words) we need a lexicon. We utilize the Princeton 
WordNet lexical database to identify words, their 
meanings, and interrelationships.

WordNet allows us to specify parts of speech 
information when querying their lexical database. 
By constructing queries based on bag-of-words 
data and ontology terms we can use the existence 
of synonymy and other relationships in the Word-
Net database to provide a basic lexical mapping 
between ontology terms and data terms. WordNet 
also allows us to construct bag-of-words based on 
the words found in both the data fields and the 
ontology elements. We can then apply standard 
similarity methods such as Jaccard’s coefficient 
(Euzenat & Shvaiko, 2007) to determine similarity 
at a lexical level. To compensate for data entry 
errors (”noise”) in the data we may also add simi-
larity methods such as the Levenshtein method 
(Manning & Schutze, 1999) to detect similarity 
at the structural level.

Building Similarity Matrix R

Similarity matrices are used in NLP to capture 
correspondences between matching terms, in-
dicating how similar these terms are. Dissimilar 
terms may indicate that no relatedness exists or 
that more sophisticated analysis is required to 
discover any latent relatedness. Among the vari-
ety of techniques that can be applied to discover 
several different types of similarity are similarity 
in basic structure (character level), similarity in 
morphology (word root level), and similarity in 
meaning (word sense level). We use WordNet in 
constructing our similarity (relevance) matrix R.

Matching Process and Weightings

The matching process proceeds by using the 
trigram terms and querying a search engine with 
these terms to produce a document set. This 
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document set is then used to calculate a term 
frequency–inverse document frequency (tf-idf) 
(Baeza-Yates & Ribeiro-Neto, 1999) based on 
the occurrence of the corresponding ontology 
term for the trigram in the document set. If there 
are x data terms there will be x unique trigrams 
that can be generated (by allowing a wrap around 
in the last terms in the row). The matrix R will 
consist of y ontology terms, giving a total of x * 
y calculations to be done. We store these values in 
a matrix called M. To calculate values for matrix 
M we will combine results based on

a.  the tf-idf of the ontology term in retrieved 
documents,

b.  evidence of ontology term in linking text 
(that is, within HTML anchor tags)

c.  popularity of pages containing ontology 
term, using search engine backlink counts.

For each value obtained we apply a scaling 
factor to weight these values, also we weight the 
overall sum obtained based on the height of the 
ontology term in its tree structure. The weighting 
for the ontology term is such that nodes near the 
root of the tree are given a lesser weighting than 
nodes in the leaves. We also take the size of the 
tree into account, with ontology terms from trees 
with more nodes having a heavier weighting than 
those with fewer nodes. The formula used in the 
calculation is as follows:

ComputedValue = Weighting-of-ontology-term 
* (v1*v2*v3),

where v1,v2,v3 are scaled values computed by 
matches from retrieved documents. The computed 
value is then applied to those three cells in the 
matrix which correspond to the data fields used 
to generate that specific trigram. The process is 
repeated until all computed values have been ob-
tained for all trigrams and all the cells in matrix 
M have been updated. Figure 5 shows the steps 

in the algorithm where the various matrices are 
generated

Label Assignment

To aid in distinguishing word senses we use the 
trigram approach. The higher the calculated value, 
the better the match – however, this leads to several 
possible ways of labeling since the mapping is done 
on a trigram by trigram basis. In the worst case 
we may find, that for a particular ontology term, 
that all the data fields score low in the mapping 
process, suggesting that for those terms the data 
fields are only weakly correlated.

In the best case we may have several strong 
matches of a majority of our ontology terms, 
and these matches may be distributed in such 
a way that one data field is strongly correlated 
to one ontology term. Such a situation suggests 
that both data fields and ontology terms are well 
delineated with little overlap between them. This 
is the idealized situation that is unlikely to occur 
because in the real world concepts are inextrica-
bly linked to each other - that is, there is usually 
a level of semantic overlap. Since our algorithm 
takes a hierarchical ontology tree into account 
when weighing values in the mapping process, 
data that does not naturally exhibit this property 
may degrade the mapping process.

If we have a one-to-one mapping between a 
data field and an ontology term we may adopt an 
approach in which we label the data field based 
on its highest scoring across ontology terms. If 
we find that a given data field scores high with 
respect to two or more ontology terms then we 
have to consider how to select one term from out 
of this set of candidate terms, or how to combine 
terms and generate a label based on this composite 
ontology concept. Thus in an m-to-n matching 
process situation, where m>>n, we see that there 
may be a high level of redundancy in the data set, 
the ontology may be inadequately constrained, or 
the matching process itself may need refinement. 
The case where n >>m is the unusual situation in 
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which relatively few data fields match our ontology 
terms. Such a situation may occur if the ontology 
itself is unusually large or detailed, while the 
number of correlated data fields is relatively small.

Normalization Process and Adjustments

The goal of normalization is to reduce the effects 
of the trigram overlap by eliminating outlier val-
ues. This pragmatic approach recognizes that in 
practice some data fields will be tied very strongly 
to the ontology while others may be only margin-
ally relevant. Having obtained a relevance matrix 
R and trigram matched matrix M we compute the 
dot product of R and M and divide by 3 (to reduce 
the effects of trigram overlap) to produce a nor-
malized matrix M’ (see figure 6). The matching 
process may be performed in the following ways:

a.  Eliminate from consideration values falling 
below a particular threshold.

b.  Choose to label the data term with the ontol-
ogy field for which it has the largest valid 
value. The end result may be that several 
fields in the data are labeled with a particular 
ontology field.

c.  Selectively delete from further consideration 
ontology labels as they are mapped so that 
the ontology terms mapped to individual 
data terms maintain a 1:1 relationship.

Analysis and Anomaly Detection

Our framework performs matches between data 
instances and ontology terms, and it is expected 
that well defined ontology terms will match data 
instances, provided that they are from closely-
related domains. If there is too little or too much 
labeling we should perform further analysis. To 
assist in such analysis and refinement the whole 
process is repeated over a new set of data terms. 
Data on the web is notoriously noisy and so we ex-
pect some level of erroneous data despite our best 
processing efforts. We can use robust clustering 
algorithms (Feldman & Sanger, 2007; Chakrab-
arti, 2003) and unsupervised learning techniques 
(Doan et al., 2003; Wong & Lam, 2009) to detect 
the existence of implicit associations in the data.

A potential problem to be addressed is how 
to treat cases where a large number of data fields 
remain unmatched. It may be an indication that 
further fine tuning and normalization is neces-

Figure 5. SEMWAP Matrices
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sary or that there is a strong relationship between 
these specific data items and the ontology under 
consideration. Another anomalous case is when 
one data field is assigned multiple labels from 
the ontology. This event suggests that too broad 
a range of ontology terms is being matched and 
may indicate that the data term is very general 
with respect to the ontology, or that the ontology 
itself may be too loosely defined.

FUtUrE rEsEArcH DIrEctIONs

We are already considering the rise of newer 
modes of external data sources on the web such 
as blogs and RSS feeds. These may well become 
more important than the ezines, online newspapers, 
and electronic forums of today. Search Engine 
technology is continuing to mature and heavy 
investments by commercial engines like Yahoo!, 
Google, and MSN are starting to yield results. We 

Figure 6. SEMWAP Framework Algorithm
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expect that future searches will handle relevance, 
multimedia, and data on the Deep Web with far 
greater ease. Developments on the Semantic 
Web and, in particular, in the area of Ontological 
Engineering, will allow web-based data to be far 
more transparent to software agents. The data 
warehouse environment will continue to evolve, 
having to become more nimble and more accepting 
of data in diverse formats, including multimedia. 
The issue of dirty data in the warehouse must be 
tackled, especially as the volume of data in the 
warehouse continues to mushroom (Kim, 2003).

Currently ontology development is very 
manual and skill intensive (Hepp, 2007), and 
therefore large complex ontologies that model 
real world concepts are difficult to design. On 
the other hand, small simplistic ontologies can 
be produced easily but will not scale or facilitate 
complex business interactions. What we need is a 
mechanism to assimilate existing ontologies and 
combine feature sets into newer ontologies in a 
simple and time efficient manner.

The major features of SEMWAP have been 
codified into the java-based prototype, called 
SODL, in which several experiments have been 
conducted to validate the efficacy of our approach. 
The results should appear in a subsequent publica-
tion (Peter & Greenidge, 2009).

cONcLUsION

The model presented in this chapter seeks to pro-
mote the availability and quality of external data 
for the data warehouse through the introduction 
of an intermediate data-staging layer, the meta-
data engine, which mediates between the dispa-
rate environments of the data warehouse and the 
Web. Key features are the composition of domain 
specific queries which are further tailor made for 
individual entries in the suite of search engines 
being utilized. The ability to disregard irrelevant 
data through the use of Information Retrieval 

(IR), Natural Language Processing (NLP), and/
or Ontologies is also a plus. Furthermore the ex-
ceptional independence and flexibility afforded by 
our model will allow for rapid advances as niche 
specific search engines and more advanced tools 
for the warehouse become available.

In our chapter we present the SEMWAP 
framework which utilizes a combination of IR, 
IE, NLP, and AI techniques to achieve Information 
Extraction from web data. These techniques are 
recognized to be essential to the full realization 
of the SW vision and are the subject of intense 
research activities. Our framework forms a basic 
building block template which can be used in the 
construction of IE-aware modules for SW Ap-
plications. The vision will reach maturity when 
large quantities of automatically generated data, 
in the form of meta-data, can be coupled with 
sophisticated reasoning mechanisms.

Our framework aims at reducing the difficul-
ties by making it easier to use existing web data 
stores for SW purposes by proposing mappings 
between existing web data and pre-defined on-
tological categories. The framework is suitable 
for researchers, Web database practitioners, SW 
engineers, and business analysts. Researchers 
may seek to utilize the framework to compare 
Web datasets and provide measurements as to 
how closely selected sites may be similar/aligned 
across domains. Web database practitioners may 
utilize the framework to better understand the 
underlying data models of target web sites.
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KEy tErMs AND DEFINItIONs

Data Warehouse: A subject-oriented, inte-
grated, time-variant, non-volatile collection of 
data used to support the strategic decision-making 
process the enterprise. It is the central point of data 
integration for business intelligence.

Deep Web: Denotes those significant but 
often neglected portions of the web where data 
is stored in inaccessible formats that cannot be 
readily indexed by the major search engines. In 
the literature the term “Invisible Web” is some-
times used.

External Data: Data originating from other 
than the operational systems of a corporation.

Metadata: Data about data; in the data 
warehouse it describes the contents of the data 
warehouse.

Ontology: A method of representing items 
of knowledge (for example, ideas, facts, things) 
in a way that defines the relationships and clas-
sifications of concepts within a specified domain 
of knowledge.

Operational Data: Data used to support the 
daily processing a company does.

Semantic Web: Area of active research in 
which XML based technologies are being used to 
make web data “smarter” so that it can be readily 
handled by software agents.
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AbstrAct

Visualization techniques could enhance the existing methods for knowledge and data discovery by in-
creasing the user involvement in the interactive process. VISTA, an interactive visual cluster rendering 
system, is known to be an effective model which allows the user to interactively observe clusters in a 
series of continuously changing visualizations through visual tuning. Identification of the dominating 
dimensions for visual tuning and visual distance computation process becomes tedious, when the dimen-
sionality of the dataset increases. One common approach to solve this problem is dimensionality reduc-
tion. This chapter compares the performance of three proposed feature selection methods viz., Entropy 
Weighting Feature Selection, Outlier Score Based Feature Selection and Contribution to the Entropy 
Based Feature Selection for interactive visual clustering system. The cluster quality of the three feature 
selection methods is also compared. The experiments are carried out for various datasets of University 
of California, Irvine (UCI) machine learning data repository.
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INtrODUctION

The interactive clustering methods allow a user to 
partition a dataset into clusters that are appropriate 
for their tasks and interests. Even though a large 
number of clustering algorithms (Jain, Murty & 
Flynn, 1999) have been developed, only a small 
number of cluster visualization tools (Cook, et. 
al, 1995) are available to facilitate users under-
standing of the clustering results. Visualization 
techniques could enhance the current knowl-
edge and data discovery methods by increasing 
the user involvement in the interactive process. 
The existing visual approaches use the result of 
clustering algorithm as the input for visualization 
system. Current visual cluster analysis tools can 
be improved by allowing users to incorporate 
their domain knowledge into visual displays that 
are well coordinated with the clustering result 
view (Tory & Moller, 2004; Hinnerburg, Keim 
& Wawryniuk, 1999). 

Existing tools for cluster analysis (Jain, Murty 
& Flynn, 1999) are already used for multidi-
mensional data in many research areas including 
financial, economical, sociological, and biological 
analyses. One of the troubles with cluster analysis 
is that evaluating how interesting a clustering 
result is to researchers is subjective, application-
dependent, and even difficult to measure. This 
problem generally gets worse when dimensionality 
and number of items grows.

All feature selection algorithms broadly fall 
into two categories: (i) the filter approach and 
(ii) the wrapper approach (Dy & Broadly, 2000). 
The filter approach basically pre-selects the di-
mensions and then applies the selected feature 
subset to the clustering algorithm. The wrapper 
approach incorporates the clustering algorithm in 
the feature search and selection. There has been 
a wide variety of feature selection procedures 
proposed in recent years (Dy & Broadly, 2004; 
Pierre, 2004).

VISTA, an interactive visual cluster render-
ing system, is known to be an effective model, 

which invites human into the clustering process 
(Chen & Liu, 2004). When the dimensionality of 
the dataset increases, identification of the domi-
nating dimensions for visual tuning and visual 
distance computation process becomes tedious. 
One common approach to solve this problem is 
dimensionality reduction. This study compares the 
performance of three proposed feature selection 
methods for interactive visual clustering system. 
The first method called Entropy Weighting Feature 
Selection (EWFS) is a wrapper approach in which 
the relevant dimensions are obtained by identi-
fying the weight entropy of dimensions during 
the automatic clustering process, for instance K-
Means (Alagambigai, Thangavel & Karthikeyani 
Vishalakshi, 2009).

The second method namely Outlier Score 
based Feature Selection (OSFS) is a filter method 
which is independent of clustering algorithm (Al-
agambigai & Thangavel, 2009). In this approach, 
the relevant features are identified by exploring 
individual features of the given dataset in boxplot 
model. The features that have maximum outlier 
score are considered as irrelevant features and 
they are eliminated. The identified relevant fea-
tures are then used in the visual cluster rendering 
system. The third method, Contribution to the 
Entropy based Feature Selection (CEFS) works 
with “filter” approach (Thangavel, Alagambigai 
& Devakumari, 2009). In this approach, the 
relevant features are identified for visual tuning 
according to its contribution to the entropy (CE) 
which is calculated on a leave-one-out basis. The 
experiments are carried out for various datasets 
of UCI machine learning data repository in order 
to achieve the efficiency of the feature selection 
methods.

The rest of the paper is organized as follows. 
In section 2, the background and related works are 
described. The issues and challenges are discussed 
in section 3. The proposed work is discussed in 
section 4. The experimental analysis is explored 
in section 5. Section 6 concludes the paper with 
direction for future research work.
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bAcKGrOUND

Interactive clustering

Clustering is a common technique used for un-
supervised learning, for understanding and ma-
nipulating datasets (Jain, Murty & Flynn, 1999). 
It is a process of grouping the data into classes or 
clusters so that the objects within clusters have high 
similarity in comparison to one another, but are 
very dissimilar to objects in other clusters. Cluster 
analysis is based on a mathematical formulation 
of a measure of similarity. Generally the cluster-
ing algorithms deals with the following issues (i) 
The definition of similarity of data items (ii) The 
characteristics of clusters including size, shape and 
statistical properties (iii) The computation cost and 
error rate of the result (Chen & Liu, 2004). Many 
clustering algorithms are proposed regarding 
these issues (Guha, Rastogi & Shim, 1998). Most 
of earlier clustering research has been focused 
on automatic clustering process and statistical 
validity indices. All the clustering algorithms 
include K-Means almost exclude human interac-
tion during the clustering process. Human experts 
do not monitor the whole clustering process and 
the incorporation of domain knowledge is highly 
complicated. In reality, no clustering algorithm 
is completed, until it is evaluated, validated and 
accepted by the user. This leads to the need of 
interactive clustering, which allows the user to 
participate in the clustering process. The quality 
of clusters is evaluated and refined by the user.

Interactive clustering methods allow a user to 
partition a data set into clusters that are appropri-
ate for their tasks and interests. In general, there 
will be a single best clustering (or possibly several 
local maxima), which depend on the similarity 
metric used for clustering, the particular objec-
tive function being optimized by the clustering 
algorithm, and the search method (Sourina & Liu, 
2004). In practice, however, the “best” clusters 
may also depend on the user’s goals and interests. 
For example, when performing clustering in a 

collection of student data, an admissions officer 
may be looking for patterns in student perfor-
mance, whereas a registrar might want to track 
enrollment patterns for different course offerings. 
The appropriate clusters will not be the same for 
these two users. An automated clustering method 
might find one of these clustering, but not both.

Visualization is known to be most intuitive 
method for validating clusters, especially clus-
ters in irregular shape and it can improve the 
understanding of the clustering structure. Visual 
representations can be very powerful in revealing 
trends, highlighting outliers, showing clusters and 
exposing gaps (Chen & Liu, 2006). To incorporate 
visualization techniques, the existing clustering 
algorithms use the result of clustering algorithm 
as the input for visualization system. The draw-
back of such approach is that it can be costly and 
inefficient. The better solution is to combine two 
processes together, which means to use the same 
model in clustering and visualization. This leads 
to the necessity of interactive visual clustering.

Visualization is defined by ware as “a graphical 
representation of data or concepts” which is either 
an “internal construct of the mind” or an “external 
artifact supporting decision making”. Visualiza-
tion provides valuable assistance to the human by 
representing information visually. This assistance 
may be called cognitive support. Visualization 
can provide cognitive support through a number 
of mechanisms such as grouping related informa-
tion for easy search and access, representing large 
volumes of data in a small space and imposing 
structure on data and tasks can reduce time com-
plexity, allowing interactive exploration through 
manipulation of parameter values (Tory & Moller, 
2004). The visualization of multidimensional data 
can be categorized in to either static or dynamic 
visualization. The static visualization displays the 
data with fixed set of parameters, while dynamic 
cluster visualization allows the user to adjust a set 
of parameters, resulting in a series of continuously 
changing visualization. Visualization has been 
used routinely in data mining as a presentation 
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tool to generate initial views, navigate data with 
complicated structures and convey the results of 
an analysis (Wong, 1999). In most existing data 
mining tools visualization is only used during two 
particular steps of the process. View the original 
data in one step and to view results in one of the 
last step (Boudjeloud & Poulet, 2005).

Visualization has been categorized in to two 
major areas: i) scientific visualization –which 
involves scientific data with an inherent physical 
component. ii) Information visualization – which 
involves abstract nonspatial data. There has been 
a wide variety of information visualization tech-
niques were used in data mining (Keim, 2002). 
The early research on information visualization 
is Scatter plots, Parallel coordinates and RadViz. 
The purpose of the Scatterplot is to project two 
data attributes along the x and y axes of a cartesian 
coordinate system. The parallel coordinate system 
maps a k-dimensional data or object space onto 
2D display by drawing k equally spaced axes 
parallel to one of the display axes.

Star coordinate (Kandogan, 2001) is an in-
teractive information visualization model that 
treat dimensions uniformly, in which data are 
represented coarsely and by simple and more 
space efficient points, resulting in less cluttered 
visualization for large data sets. Interactive Visual 
Clustering (IVC) (DesJardins, MacGlashan & 
Ferraioli, 2007) combines spring-embedded graph 
layout techniques with user interaction and con-
strained clustering. VISTA (Chen & Liu, 2004) is 
a recent information visualization model utilizes 
star coordinate system provide similar mapping 
function like star co-ordinate systems.

Dimensionality reduction

Dimension reduction and attribute selection 
aims at choosing a small subset of attributes 
that is sufficient to describe the data set. It is the 
process of identifying and removing as much as 
possible the irrelevant and redundant information. 

Sophisticated attribute selection methods have 
been developed to tackle three problems: reduce 
classifier cost and complexity, improve model 
accuracy (attribute selection), and improve the 
visualization and comprehensibility of induced 
concepts (Lei, 2004).

At the pre-processing and post-processing 
phase, feature selection / extraction (as well as 
standardization and normalization) and cluster 
validation are as important as the clustering algo-
rithms. Feature selection is a process that selects 
a subset of original features. The optimality of 
a feature subset is measured by an evaluation 
criterion. Finding, an optimal feature subset is 
usually intractable (Kohavi & John, 1997) and 
many problems related to feature selection have 
been shown NP-hard (Blum & Rivest, 1992). 
The feature selection process consists of four 
basic steps: subset generation, subset evaluation, 
stopping criterion and result validation. The sub-
set generation deals with search procedure that 
produces candidate feature subsets for evaluation 
based on certain search strategy. Each candidate 
subset is evaluated and compared with the previous 
best one according to certain evaluation criteria. 
The process of subset generation and evaluation 
is repeated until a given stopping criterion is 
satisfied. Finally, the selected subsets are neces-
sarily validated.

All feature selection algorithms fall into three 
categories: (i) the filter approach and (ii) the 
wrapper approach and (iii) hybrid model. The 
wrapper model uses the predictive accuracy of a 
predetermined mining algorithm to determine the 
goodness of a selected subset. It is computationally 
expensive for data with a large number of features. 
The filter model separates feature selection from 
classifier learning and relies on general character-
istics of the training data to select feature subsets 
that are independent of any mining algorithms. 
The hybrid model attempts to take advantage of 
the two models by exploiting their different evalu-
ation criteria in different search stages.
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VIstA-Visual cluster 
rendering system

Chen and L. Liu (Chen & Liu, 2004) proposed 
a dynamic visualization model; VISTA provides 
an intuitive way to visualize clusters with inter-
active feedbacks to encourage domain experts to 
participate in the clustering revision and cluster 
validation process. It allows the user to interac-
tively observe potential clusters in a series of 
continuously changing visualizations through α 
mapping. More importantly, it can include algo-
rithmic clustering results and serve as an effective 
validation and refinement tool for irregularly 
shaped clusters. The VISTA system has two unique 
features. First, it implements a linear and reliable 
visualization model to interactively visualize the 
multi-dimensional datasets in a 2D star-coordinate 
space. Second, it provides a richest set of user-
friendly interactive rendering operations, allowing 
users to validate and refine the cluster structure 
based on their visual experience as well as their 
domain knowledge. The VISTA model consists 
of two linear mappings: max-min normalization 
followed by α-mapping. The max-min normal-
ization is used to normalize the columns in the 
datasets so as to eliminate the dominating effect 
of large-valued columns.

The α - mapping maps k dimensional points 
onto two dimensional visual spaces with the conve-
nience of visual parameter tuning. The α-mapping 
has two important properties: (i) since α-mapping 
is linear, it does not break clusters and the gaps 
in visualization are the real gaps in the original 
space. (ii) α-mapping provides dimension-by-
dimension rendering.

The VISTA model adopts star coordinates 
(Kandogan, 2001). A k-axis 2D star coordinates 
is defined by an origin o x y

o o
( , )  and k coordinates 

S S Sk1 2        , , . . . , . The k coordinates are equi-
distantly distributed on the circumference of the 
circle C, where the unit  vectors are


S i k i k i ki = =(cos( ), sin( )), , , , . . . ,2 2 1 2 3p p           

. The radius c of the circle C is the scaling factor 
to the entire visualization. Changing c will change 
the effective size and the detailed level of visual-
ization. Let a 2D point Q(x,y) represent the map-
ping of a k-dimensional max-min normalized 
(with normalization bounds [-1, 1]) data point 
P x x xk( , , . . . , )1 2         on the 2D star coordinates. 
Q(x,y) is determined by the average of the vector 
sum of the k vectors, ai i ix S· ·



 (i = 1, 2,..., k), 
where αi’s are the k adjustable parameters. This 
sum can be scaled by the radius c.

Two kinds of visual rendering methods were 
used in VISTA model, one is unguided rendering 
and the other is guided. The unguided rendering 
is performed by marking clusters based on the 
information obtained via dynamic and interac-
tive exploration. In guided rendering the class 
labels obtained by clustering algorithms acting 
as “landmarks” for visual clustering.

VISTA interactive clustering process consists 
of the following steps:

• Exploring the given data set in VISTA vi-
sualization model.

• Finding clusters with α- mapping.
• After getting clusters, labeling is per-

formed by free hand drawing.
• The outliers are handled by boundary ex-

tension method.

In this proposed work, the basic frame work 
of VISTA model with max-min normalization 
followed by α-mapping is applied for clustering 
and the outliers are labeled as members of the 
nearby clusters.

related Work

Clustering of large data bases is an important 
research area with a large variety of applications 
in the data base context. Missing in most of the 
research efforts are means for guiding the cluster-
ing process and understand the results, which is 



65

Dimensionality Reduction for Interactive Visual Clustering

especially important if the data under consideration 
is high dimensional and has not been collected 
for the purpose of being analyzed. Visualization 
technology may help to solve this problem since 
it allows an effective support of different cluster-
ing paradigms and provides means for a visual 
inspection of the results (Hinnerberg, 1999). Since 
a wide range of users for different environment 
utilize the visualization models for clustering, it is 
essential to ease the human computer interaction. 
One way to ease the human computer interaction 
is to provide minimum number of features for 
clustering and analysis. There is large variety of 
visualization models are proposed during the past 
decade, but very few are deals with exploring the 
dataset with minimum features.

The goal of feature selection for clustering is 
to find the smallest feature subset that best uncov-
ers “interesting natural” grouping (clusters) from 
data set. Feature selection has been extensively 
studied in the past two decade. Even though fea-
ture selection methods are applied for traditional 
automatic clustering, visualization models are 
not utilizing them much. This motivates us for 
the proposed framework.

The issues about feature selection for unsuper-
vised learning can be found in (Dy & Broadly, 
2004). Dy & Broadly (2004) proposed a wrapper 
based feature selection for unsupervised learning 
which wraps the search around Expectation-
Maximization clustering algorithm. Jouve & 
Nicoloyannis (2005) proposed “filter feature 
selection method for clustering” which is conse-
quently completely independent of any clustering 
algorithm. The feature selection is based upon the 
use of two specific indices that allow assessing 
the adequacy between two sets of features.

Sparity is an accompanying phenomenon of 
high dimensional data. When clustering is applied 
to sparse data, a special treatment called subspace 
clustering is required. The subspace clustering 
aims at finding clusters from subspaces of data 
instead of entire data space. The major challenge 
of subspace clustering, which makes its distinctive 

from traditional clustering, is the simultaneous 
determination of both clustering memberships of 
objects and the subspace of each cluster. According 
to the ways of clustering, the subspace clustering 
methods are divided as hard subspace clustering 
in which exact subspaces of different clusters 
are identified and soft subspace clustering where 
clustering performed in the entire data space and 
different weight values are assigned to different 
dimensions of clusters during clustering process. 
Subspace clustering (or projective clustering) 
is very important for effective identification of 
patterns in a high dimensional data space which 
receives great attention in recent years. The recent 
survey (Jing, Michael, & Huang, 2007) offers 
a comprehensive summary on the different ap-
plications and algorithms of subspace clustering.

Domeniconi, et. al (2004) proposed an algo-
rithm that discovers clusters in subspace spanned 
by different combinations of dimensions via local 
weighting of dimensions. The method associates 
to each cluster in weight vector, whose values 
capture the relevance of dimensions within the 
corresponding clusters. Jing, Michael, & Huang 
(2007) proposed a new K-Means type algorithm for 
clustering high-dimensional objects in subspaces. 
They extend the K-Means by adding an additional 
step to the K-means which automatically compute 
the weights of all dimensions in each cluster and 
use the weight values to identify the subsets of 
important dimensions that categorize different 
clusters.

Interactive Clustering differs from traditional 
automatic clustering in such a way that it incorpo-
rates user’s domain knowledge into the clustering 
process. There are wide variety of interactive 
clustering methods are proposed in recent years 
(DesJardins, MacGlashan & Ferraioli, 2007; 
Hinnerberg, 1999). DesJardins, MacGlashan 
& Ferraioli (2007) presented a novel approach 
called Interactive Visual Clustering (IVC). In 
this approach, the relational data is initially dis-
played using a spring-embedded graph layout. 
The user can then move group of instances to 
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different places on the screen in order to form 
initial clusters. A constrained clustering algorithm 
is applied to generate clusters that combine the 
attribute information with the constraints implied 
by the instances that have been moved. Chen & 
Liu (2004) proposed VISTA model, an intuitive 
way to visualize clusters. This model provides a 
similar mapping like star coordinates, where a 
dense point cloud is considered a real cluster or 
several overlapped clusters.

VIsUAL cLUstErING: IssUEs 
AND cHALLENGEs

For data mining to be effective, it is important to 
include the human in the data exploration process 
and combine the flexibility, creativity, and gen-
eral knowledge of the human with the enormous 
storage capacity and the computational power of 
today’s computers. Visual data exploration aims 
at integrating the human in the data exploration 
process, applying its perceptual abilities to the 
large data sets available in today’s computer 
systems. The basic idea of visual data exploration 
is to present the data in some visual form, allow-
ing the human to get insight into the data, draw 
conclusions, and directly interact with the data. 
Visual data mining techniques have proven to be 
of high value in exploratory data analysis and 
they also have a high potential for exploring large 
databases. In addition to the direct involvement 
of the user, the main advantages of visual data 
exploration over automatic data mining techniques 
from statistics or machine learning are,

• Visual data exploration can easily deal 
with highly inhomogeneous and noisy data

• Visual data exploration is intuitive and 
requires no understanding of complex 
mathematical or statistical algorithms or 
parameters.

As a result, visual data exploration usually al-
lows a faster data exploration and often provides 
better results, especially in cases where automatic 
algorithms fail. In addition, visual data explora-
tion techniques provide a much higher degree 
of confidence in the findings of the exploration 
(Keim & Ward, 2007).

Considering visualization as a supporting tech-
nology in data mining, four possible approaches 
are stated in (Thuraisingham, 1999). The first ap-
proach is the usage of visualization technique to 
present the results that are obtained from mining 
the data in the database. Second approach is ap-
plying the data mining technique to visualization 
by capturing essential semantics visually. The 
third approach is to use visualization techniques 
to complement the data mining techniques. The 
fourth approach uses visualization technique to 
steer mining process.

There has been a wide variety of visualization 
models proposed to handle the first two approaches 
such as scatter plots, etc. whereas a very few vi-
sualization models deals with the third and fourth 
approaches. To present the results of data mining 
process, variety of static visualization models are 
proposed in recent years. It is commonly believed 
that static visualization is not sufficient for vi-
sualizing clusters (Keim, 2002) and it has been 
shown that clusters can hardly be preserved in a 
static visualization. The dynamic visualization 
overcome these difficulties, by allowing the user 
to adjust a set of parameters, resulting in a series 
of continuously changing visualization (Chen & 
Liu, 2006).

In general, the visual data exploration usually 
follows a three step procedure process called infor-
mation seeking mantra: Overview first, zoom and 
filter and then details-on-demand (Keim, 2004). 
To explore the result and identify the patterns this 
three step process is sufficient, where to comple-
ment data mining technique through visualization 
and to steer the mining process a high level of 
Human-Computer interaction is required. This 
could be achieved through domain knowledge. 
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Domain knowledge plays a critical role in the 
clustering process. It is the semantic explanation to 
the data groups, which may be different from the 
structural clustering criteria. Domain knowledge 
can be represented in various forms in Artificial 
intelligence (Chen & Liu, 2004). The domain 
knowledge could come from the specific proper-
ties of the application, the experimental results, or 
any hypotheses that the application holds. In this 
paper, we utilize the domain knowledge which 
obtained by analyzing the individual dimension.

In the original version of VISTA-visual 
clustering system, for the clustering process the 
domain knowledge can be simply represented as 
a few labeled instances. This method is inefficient 
because identifying class labels for large dataset 
required automatic algorithms which usually 
increase the computation cost and time. Instead 
of that, a proposed work focusing on the role of 
dimensions in forming the clusters.

Even though visualization techniques have 
advantages over automatic methods, it brings up 
some specific challenges such as (i) Limitation 
in visibility (ii) Visual bias due to mapping of 
dataset to 2D/ 3D representation (iii) Easy-to-use 
visual interface operations (iv) Reliable Human-
computer interaction. Although each of these 
issues has been studied, there is surprisingly little 
research on how to improve the Human-Computer 
interaction. However VISTA address all the is-
sues effectively, it brings out some limitation 
in Human-Computer interaction. Since VISTA 
has been proved as a dynamic interactive visual 
cluster rendering system, the challenges exists in 
finding the clusters by adjusting the α values of 
the visually domination dimensions. In order to 
achieve that, VISTA provides a rich set of visual 
rendering, which enables the user to find domi-
nating dimensions, so as to observe the dataset 
from different perspectives, and to distinguish 
real clusters from cluster overlaps in continuously 
changing visualization.

The following are the rules applied in VISTA 
for visual rendering,

• Render the visualization in an order of di-
mension, such as in counter-clockwise di-
rection, beginning at the dimension 0.

• When rendering the visualization in an or-
der of dimension, fine the main contribut-
ing dimensions and maximizes their α val-
ues either to 1 or -1, to separate all clusters 
as possible.

• Use minor contributing dimensions to pol-
ish the clusters, which increases the cluster 
cohesion.

• The non-contributing dimensions move all 
points together and theses are omitted dur-
ing visual rendering.

Guided by the above specified simple visual 
rendering rules, a trained user can easily find 
satisfactory visualization. When combined with 
the cluster labels that are generated by automatic 
clustering algorithms (for example, the K-Means 
algorithm), the rendering becomes even easies. 
The VISTA mapping is adjustable by αi. By tuning 
αi continuously, the user can see the influence of 
ith dimension on the cluster distribution through a 
series of smoothly changing visualizations, which 
usually provides important clustering clues. The 
dimensions that are important for clustering will 
cause significant changes to the visualization as the 
corresponding α values are continuously changed. 
Even though the visual rendering is completed 
within minutes, the sequential rendering becomes 
tedious when the number of dimensions is large. 
In most of the cases, the continuous change of α 
leads to different patterns, may resulting in incor-
rect clusters. And in some of the data sets, the 
user gets confusion with identifying the visually 
dominating dimensions, since the α variation is 
very small. In such cases, the incorporation of 
domain knowledge is essential. Particularly if 
domain knowledge assist the normal users then the 
whole clustering process i.e “clustering – valida-
tion/evaluation” becomes easier. This motivates 
the applicability of dimensionality reduction for 
visual clustering in VISTA. In general any visu-
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alization system is a human-computer, brings the 
following constraints,

• Human eyes cannot distinguish very small 
visual differences, so a visualization sys-
tem should not use very small visual differ-
ences to carry any information.

• Human eyes have difficulty to handle a 
display with overwhelmingly rich visual 
features, which makes understanding and 
extraction of information difficult and hurt 
the motivation of visualization.

The visual data mining is different form sci-
entific visualization and is having the following 
characteristics: wide range of users, wide choice 
of visualization techniques and important dialog 
function. The users of scientific visualization 
are scientists and engineers who can endure the 
difficulty in using the system for little at most, 
whereas a visual data mining must have the pos-
sibility that the general persons uses widely and 
so on easily.

To address all the above specified problems, we 
propose three dimensionality reduction methods 
for interactive visual clustering system. All the 
three methods are aimed to perform efficient visual 
clustering through dimensionality reduction. The 
visual clustering process is carried out based on 
the individual characteristics of the dimension not 
with labeled instance. This makes whole cluster-
ing process to be more effective. Since, irrelevant 
dimensions are reduced; the visual gap between 
the clusters could be obtained easily, which make 
the understanding and extraction of clusters easy. 
Since the number of dimensions is less, number 
of iterations in the process of computing visual 
distance is reduced resulting in efficient and reli-
able Human-computer interaction.

DIMENsIONALIty rEDUctION 
FOr VIsUAL cLUstErING

In this section, three different feature selection 
methods are proposed for visual clustering.

Entropy Weighting Feature 
selection (EWFs)

The basic idea of the EWFS is to identify im-
portant dimensions based on their contribution 
in forming the clusters. EWFS is using wrapper 
approach to find the relevant features. The step 
by step procedure of EWFS is shown in Figure 
1. Initially the data set is clustered by using any 
centroid based partitioning clustering algorithms 
for instance K-Means.

Based on the clustering results, the weight 
entropy of dimensions is identified using (3). The 
weight entropy for a dimension in a cluster is 
inversely proportional to the dispersion of the 
values from the center in the dimension of the 
cluster. Since the dispersions are different in dif-
ferent dimensions of different cluster, the weight 
entropies for different clusters are different. The 
high weight indicates a small dispersion in a di-
mension of the cluster. Therefore, that dimension 
is more important in forming the cluster (Jing, 
Michael, & Huang, 2007). If the entire set of 
dimensions are equally participating in the forma-
tion of clusters, then

g g g1 2= = =.  .  .  k  (5)

where γi is the threshold value of weight entropy 
of ith dimension. If the dimensions are not con-
tributing much in the formation of clusters, the 
weight entropy gets the least value which is usually 
less than the threshold γ. The dimensions which 
have least weight entropy (i.e) entropy less than 
γ makes a large dispersion in the visualization 
and moves all data points together in a single 
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direction, does nothing in the visual clustering. 
Hence it is eliminated for further refinement of 
clusters. Similarly the dimension with large weight 
entropy makes a small dispersion either towards 
the center of the cluster or away from it, depends 
on the corresponding value of α. This dimension 

is very important in forming the cluster. Hence it 
is included for visual clustering. The elimination 
of irrelevant dimensions makes the identification 
of the dominating attributes for visual tuning and 
visual distance computation process easier. Spe-
cifically it eases the human-computer interaction.

Figure 1. Entropy Weighting Feature Selection Algorithm
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Outlier score based Feature 
selection (OsFs)

The main objective of the outlier score based 
feature selection method is to increase the per-
formance of visual cluster rendering system by 
selecting only the relevant feature, such that iden-
tification of the dominating attributes for visual 
tuning and visual distance computation process 
becomes easier. Here, the popular statistical tool 
boxplot is applied to seek the irrelevant features. 
OSFS method doesn’t require any automatic 
algorithm to find the relevant feature, thus it is 
filter approach.

The basic idea of this feature selection method 
is to identify the features which have high outlier 
score. The outlier score of individual feature is 
obtained based on the occurrence of extreme 
outlier in it. Initially the individual feature of 
the given dataset is explored in boxplot and the 
number of mild outliers and extreme outliers are 
computed. The Boxplot is a graphical display 
where the outliers appear tagged. Two types of 
outliers are distinguished: mild outliers and ex-
treme outliers. An observation x is declared an 
extreme outlier if it lies outside of the interval (Q1-
3×IQR, Q3+3×IQR) where Q1 is the 25th quartile 
& Q3 is the 75th quartile and IQR is called as the 
interquartile range. An observation x is declared 
a mild outlier if it lies outside of the interval 
(Q1-1.5×IQR, Q3+1.5×IQR). The numbers 1.5 
and 3 are chosen by comparison with a normal 
distribution. In this proposed work, boxplots are 
used to identify extreme outliers of the individual 
attributes in the given data set. Let Mi represents 
the number of mild outliers for ith feature and Ei 
represents the number of extreme outliers for ith 
feature. Let the outlier score (OSi) of feature ith 
is defined as

OS =
E

M+E
i

i

i i
 (6)

Let us define the average of all extreme outliers 
to be AVE and then we distinguish the features in 
to two groups as,

• OSi > AVE features with maximum outlier 
score, hence eliminated.

• OSi < AVE features with minimum outlier 
score, hence considered as relevant fea-
tures and included for visual clustering.

contribution to the Entropy based 
Feature selection (cEFs)

The Contribution to the Entropy based Feature 
Selection identifies the important dimensions 
according to its contribution to the entropy (CE) 
by a leave-out basis. The step by step procedure 
is shown in Figure 2. Features with high CE lead 
to entropy increase; hence they are assumed to be 
very relevant. The features of the second group i.e 
features with average contribution do not change 
the entropy of the dataset and hence they can be 
filtered out without much information loss. The 
third group includes features that reduce the total 
Singular Value Decomposition (SVD) - entropy 
(usually C < 0). Such features may be expected to 
contribute uniformly to the different instances, and 
may just as well be filtered out from the analysis. 
The relevant features are then applied to VISTA 
model for clustering process.

EXPErIMENtAL ANALysIs AND 
DIscUssION

The objective of the experiments is to examine 
the quality of the clusters before and after apply-
ing the proposed feature selection methods in 
VISTA model.

Experimental setup

The proposed algorithms have been implemented 
and tested with fifteen benchmark numeric 
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datasets available in the UCI machine learning 
data repository (Merz & Murphy, 1998). The 
information about the datasets is shown in Table 
1. The comparative analysis of the feature selec-
tion methods with visualization is illustrated with 
Australian dataset. The feature selection is car-
ried out with test data (20% of original dataset) 
for dataset whose instance is greater than 10000.

Evaluation Methodology

The quality of clusters is measured in terms of 
Homogeneity/Separation (H/S) ratio, Rand Index 
as proposed by (Jiang, Tang & Zhang, 2004). The 
Homogeneity measures the similarity of data 
objects in the clusters, whereas the Separation 
measures the dissimilarity between every pair of 

Figure 2. Contribution to the Entropy based Feature Selection
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clusters. The Rand index is based on the agreement 
between clustering results and the “ground truth”.

comparative Analysis

Australian Dataset

Australian Dataset concerns with credit card appli-
cations. This dataset is interesting because there is 
a good mix of attributes continuous, nominal with 
small numbers of values, and nominal with larger 
numbers of values. This data set also has missing 
values. Suitable statistical based computation is 
applied for finding the missing values. Australian 
Dataset has two classes with class distribution of 
44.5% for class A and 55.5% for class B. Since the 
K-Means clustering results are highly sensitive to 
the initial centroid selection, the weight entropy 
of dimensions in forming the clusters may vary.

For experimental purpose, initial centroid is 
selected by using the following two methods: (i) 
random selection (ii) sampling, where the initial 
centroids are selected using preliminary clustering 

phase on random 10% sub sample of the given 
data. The preliminary phase is itself initialized 
using ‘sample’. The weight entropy of individu-
al clusters obtained by K-Means with random 
selection is shown in Figure 3. It is observed that 
the contributions of dimension in forming the two 
clusters are almost similar, except in one or two 
dimensions. The experimental results show that 
the dimensions 2, 3, 5, 7, 10, 13 and 14 have 
weight entropy less than γ for cluster 1 and dimen-
sions 2, 3, 5, 13 and 14 have weight entropy which 
is less than γ for cluster 2. Based on this, dimen-
sions 2, 3, 5, 7, 10, 13 and 14 are found to be ir-
relevant, hence omitted for interactive visual 
clustering. Only dimensions with weight entropies 
greater than γ are then applied in to VISTA.

The visualization of Australian data with the 
entire set of dimensions after the α tuning is shown 
in Figure 4a) and the visualization of clusters with 
only the relevant dimensions obtained from EWFS 
shown in Figure 4b) with αi = 0.5. From the vi-
sualization results, it is observed the distribution 
of points in the clusters obtained by the proposed 

Table. 1. Details of Datasets 

S. No Data Set No. of Attributes No. of Classes No. of Instances

1 Hepatitis    19    2 155

2 Australian    14    2 690

3 Breast Cancer    32    2 569

4 Dermatology    34    6 366

5 Ionosphere    34    2 351

6 Pima    8    2 768

7 Sonar class    60    2 208

8 Mammographic    6    2 961

9 Spam Base    57    2 4601

10 Gamma    10    2 19020

11 Bupa    6    2 345

12 Gene Expression Data    37    2 7457

13 Web Log Data    145    2 250

14 Image Segmentation    16    7 2100

15 SPECTF Heart    44    2 267

16 Wine    12    3 178
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method is similar to that of the original clusters 
obtained by using the original sample, whereas 
the visual distance between the clusters is high in 
Figure 4b). And the visualization with feature 
selection doesn’t need α tuning. This is an inter-
esting scenario found in Australian dataset, makes 
the clustering process to be very simple. Similar 
kind of result found in Bupa dataset also. Figure 
4 c) shows the visualization of Australian dataset 
with OSFS and Figure 4 d) shows the visualiza-
tion of CEFS method. EWFS selects the follow-
ing features: 1, 4, 6, 8, 9, 11, 12 and OSFS selects 
12 features such as 1, 2, 3, 4, 5, 6, 8, 9, 10, 11, 
12, 13. The CSFS eliminates only one feature.

From the results, it is observed that all the 
three method selects the following features 1, 4, 
6, 8, 9, 11, 12. And feature 14 found to be irrel-
evant in all the three cases. When analyzing the 
value distribution of individual attributes of Aus-
tralian Dataset, features 7 and 14 are found with 
maximum outliers. Hence eliminating features 
with extreme univariate outliers i.e features 14 
and 7 improves the cluster quality. The feature 
selection retains the Best cluster quality with 
respect to the original set and improves the Aver-
age cluster quality. Since, the number of features 
is less than 14, the number of iteration for visual 
distance computation is reduced. Thus eases the 
human-computer interaction. The number of 

features selected using the three feature selection 
methods are shown in Table 2.

From Table 2 it is observed that CEFS method 
selects very less number of features for Hepatitis 
and Breast Cancer Dataset. For Bupa and Wine 
Dataset CEFS selects only 2 features for visual 
clustering. This is not adequate for exploring 
the dataset in VISTA. If the number of features 
is greater than three VISTA explores the dataset 
well. And EWFS selects less number of features 
for Australian dataset. The OSFS method selects 
the features in the range of 14.28% to 41.17% that 
is quite high when comparing with other feature 
selection method. Medical datasets Pima and 
Breast cancer does not contain extreme outliers, 
so OSFS utilize all the features for clustering. 
For most of the datasets OSFS method selects 
large amount of features, since it deals with only 
the extreme outliers. The selection of EWFS is 
completely depends on the automatic algorithm 
applied. Since in this proposed work K-Means 
is used for clustering, the result of EWFS is 
completely dependent on the selection of initial 
centroid. The resultant cluster quality of EWFS, 
OSFS and CEFS are shown in Table 3 and 4.

Figure 3. Weight entropy vs. clusters
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Figure 4. Visualization of Australian data set

Table. 2. Results of Feature Selection methods 

Datasets No. of Features in Original Dataset
No. of Features Selected

EWFS OSFS CEFS

Hepatitis    19 15 12 4

Australian    14 7 12 13

Breast Cancer    32 24 32 5

Dermatology    34 31 20 33

Ionosphere    34 33 33 16

Pima    8 4 8 5

Sonar class    60 32 30 28

Mammographic    6 4 4 4

Spam Base    57 48 14 3

Gamma    10 3 10 10

Bupa    6 4 6 2

Gene Expression Data    37 35 11 37

Web Log Data    145 82 113 30

Image Segmentation    16 7 3 14

SPECTF Heart    44 4 44 17

Wine    13 10 13 2
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cONcLUsION

Interactive visual clustering methods allow a 
user to partition a data set into clusters that are 
appropriate for their tasks and interests through 
an efficient visualization model and it requires 
an effective Human-computer interaction. In this 
chapter, we obtained the reliable human-computer 
interaction through dimensionality reduction. 
Three different kinds of dimensionality reduction 
methods were compared. The performance of the 
three feature selection methods were compared 
with clustering of dataset using the whole set of 
features. The performance was measured with 
popular validity measure Rand Index.

From this comparative analysis, the study 
concludes some remarks:

• The results presented in this chapter show 
that in general the best index values for 
visual clustering through EWFS, OSFS, 
CSFA are always closer to or sometimes 
better than clustering with the whole set of 
features. Thus feature selection improves 
or retains the cluster quality.

• Since the number of features selected is 
less, the number of iterations in visual dis-
tance computation is reduced. This makes 
the whole clustering process to be reliable 
to the user.

• Since the non contributing features are 
eliminated, identification of the dominat-
ing dimensions for visual tuning is much 
easier, thus makes the α tuning process in 
VISTA to be effective.

• More importantly the feature selec-
tion method eases the Human-computer 
interaction.

• Among the three feature selection meth-
ods, OSFS is a very simple and doesn’t 
require any additional algorithm. Since it 
is interactive technique, considered as flex-
ible method.

• The EWFS is utilizing the clusters ob-
tained by K-Means algorithm to select 
the features. The feature set obtained us-
ing EWFS is completely dependent on the 
clustering algorithm.

Table. 3. Rand Index Comparison of EWFS, OSFS and CEFS with respect to Whole Features 

Datasets
VISTA with Entire 

dimension
VISTA with Selected 
Features using EWFS

VISTA with Selected 
Features using OSFS

VISTA with Selected 
Features using CEFS

Best Avg Best Avg Best Avg Best Avg

Hepatitis 57.24 54.30 65.97 63.24 57.24 54.30 65.97 63.24

Australian 75.22 69.99 75.22 74.09 75.22 74.09 75.22 75.22

Breast Cancer 53.21 53.21 53.23 53.18 53.21 53.21 53.21 53.21

Dermatology 74.06 72.06 76.01 76.01 76.27 76.27 73.46 73.46

Ionosphere 51.14 51.14 51.14 50.83 51.06 51.06 51.14 50.83

Pima 50.44 50.44 50.58 50.58 50.44 50.44 50.58 50.58

Sonar class 50.30 48.12 51.67 50.22 51.67 51.00 51.35 50.97

Mammographic 63.81 63.81 64.14 64.14 64.14 64.14 63.92 63.92

Bupa 50.44 50.44 51.09 51.09 50.44 50.44 - -

Image Segmentation 72.44 70.12 72.00 72.56 72.21 71.0 70.56 69.20

SPECTF Heart 62.90 62.90 62.90 62.90 62.90 62.90 62.90 62.90

Wine 84.93 84.24 85.6 85.6 84.93 84.24 - -
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FUrtHEr rEsEArcH DIrEctION

Since VISTA require an efficient Human-computer 
interaction in finding the right clusters, techniques 
need to be introduced to improve the visualization 
model. And the identification of relevant features 
with different criteria needs future research.
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KEy tErMs AND DEFINItIONs

Dimensionality Reduction: It is the process 
of identifying and removing as much as possible 
the irrelevant and redundant information.

Entropy Weighting Feature Selection: 
Entropy Weighting Feature Selection (EWFS) 
is a wrapper approach in which the relevant di-
mensions are obtained by identifying the weight 
entropy of dimensions during the automatic clus-
tering process, for instance K-Means.

Feature Selection: Feature selection is a 
process that selects a subset of original features. 
The optimality of a feature subset is measured by 
an evaluation criterion.

Information Visualization: Visual represen-
tation of abstract nonspatial data.

Interactive Visual Clustering: Interactive 
clustering methods allow a user to partition a data 
set into clusters that are appropriate for their tasks 
and interests through visualization.

Outlier Score Based Feature Selection: 
Outlier Score based Feature Selection (OSFS) is 
a filter method which is independent of clustering 
algorithm where the relevant features are identi-
fied by exploring individual features of the given 
dataset in boxplot model. The features that have 
maximum outlier score are considered as irrelevant 
features and they are eliminated.

Subspace Clustering: The subspace clustering 
aims at finding clusters from subspaces of data 
instead of entire data space.
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AbstrAct

Traditionally, the development of Artificial Neural Networks (ANNs) is a slow process guided by the expert 
knowledge. This expert usually has to test several architectures until he finds one suitable for solving 
a specific problem. This makes the development of ANNs a slow process in which the expert has to do 
much effort. This chapter describes a new method for the development of Artificial Neural Networks, 
so it becomes completely automated. Since ANNs are complex structures with very high connectivity, 
traditional algorithms are not suitable to represent them. For this reason, in this work graphs with high 
connectivity that represent ANNs are evolved. In order to measure the performance of the system and to 
compare the results with other ANN development methods by means of Evolutionary Computation (EC) 
techniques, several tests were performed with problems based on some of the most used test databases 
in Data Mining. These comparisons show that the system achieves good results that are not only com-
parable to those of the already existing techniques but, in most cases, improve them.
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INtrODUctION

One of the most widely used techniques in Data 
Mining are Artificial Neural Networks (ANNs). 
They are very used in Data Mining because of 
their ability to solve problems related to differ-
ent aspects such as classification, clustering or 
regression (Haykin, 1999). These systems are, 
due to their interesting characteristics, powerful 
techniques used by the researchers in different 
environments (Rabuñal, 2005).

ANNs are systems that try to emulate the 
behaviour of the nervous system. Therefore, as 
the biological nervous system is composed by a 
high number of neurons connected between them, 
an ANN is also composed by several artificial 
neurons with a high connectivity. Even each ar-
tificial neuron performs a very easy mathematical 
function with the inputs that it received from other 
neurons or from the environment, the result of a 
high number of neurons connected between them 
can be a very complicated function. In fact, ANNs 
are universal approximators: any mathematical 
function can be reproduced by means of using 
ANNs.

However, the development of ANNs is not 
an easy task. This process can be divided into 
two parts: architecture development and training 
and validation. The architecture development 
determines not only the number of neurons of 
the ANN, but also their connectivity. The train-
ing will determine the connection weights for 
such architecture. This second step is automati-
cally performed by different training algorithms. 
However, the first step, architecture development, 
given that the architecture of the network depends 
on the problem to be solved, is usually performed 
by the use of a manual process, meaning that the 
expert has to test different architectures until he 
finds the one that returns the best results.

Therefore, if the expert wants to develop an 
ANN to solve a specific problem, he will have to 
design several networks and train several times 
each network (due to the stochastic nature of the 

training algorithms) in order to determine which 
one of these architectures is the best one. This is 
a slow process due to the fact that architecture 
determination is a manual process, although 
techniques for relatively automatic creation of 
ANNs have been recently developed.

This work presents a new technique that au-
tomatically develops ANNs, so that no human 
participation will be needed. This technique is a 
modification of the Genetic Programming (GP) 
algorithm in order to allow it to evolve graphs 
instead of trees.

bAcKGrOUND

Genetic Programming

GP (Koza, 92) is based on the evolution of a given 
population. Its working is similar to a GA. In this 
population, every individual represents a solution 
for a problem that is intended to be solved. The 
evolution is achieved by means of the selection 
of the best individuals – although the worst ones 
have also a little chance of being selected – and 
their mutual combination for creating new solu-
tions. This process is developed using selection, 
crossover and mutation operators. After several 
generations, the population is expected to contain 
some good solutions for the problem.

The GP encoding for the solutions is tree-
shaped, so the user must specify which are the 
terminals (leaves of the tree) and the functions 
(nodes that have children) for being used by the 
evolutionary algorithm in order to build complex 
expressions. These can be mathematical (includ-
ing, for instance, arithmetical or trigonometric 
operators), logical (with Boolean or relational 
operators, among others) or other type of even 
more complex expressions.

The wide application of GP to various en-
vironments and its consequent success are due 
to its capability for being adapted to numerous 
different problems. Although the main and more 
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direct application is the generation of mathemati-
cal expressions (Rivero, 2005), GP has been also 
used in others fields such as filter design (Rabuñal, 
2003), knowledge extraction (Rabuñal, 2004), 
image processing (Rivero, 2004), etc.

Using Evolutionary 
computation techniques for 
the Development of ANNs

The development of ANNs has been widely treated 
with very different techniques in AI. The world 
of evolutionary algorithms is not an exception, 
and proof of it is the large amount of works that 
have been published is this aspect using sev-
eral techniques (Nolfi, 2002; Cantú-Paz, 2005). 
These techniques follow the general strategy of 
an evolutionary algorithm: an initial population 
with different types of genotypes encoding also 
different parameters – commonly, the connection 
weights and/or the architecture of the network and/
or the learning rules – is randomly created. Such 
population is evaluated for determining the fitness 
of every individual. Subsequently, the population 
is repeatedly induced to evolve by means of dif-
ferent genetic operators (replication, crossover, 
mutation) until a certain termination parameter 
has been fulfilled (for instance, the achievement 
of an individual good enough or the accomplish-
ment of a predetermined number of generations).

As a general rule, the field of ANN generation 
using evolutionary algorithms is divided into three 
main groups: evolution of weights, architectures 
and learning rules.

The evolution of weight starts from an ANN 
with an already determined topology. In this 
case, the problem to be solved is the training of 
the connection weights, attempting to minimise 
the network failure. Most of training algorithms, 
as backpropagation (BP) algorithm (Rumelhart, 
1986), are based on gradient minimisation, which 
presents several drawbacks (Sutton, 1986). The 
main of these disadvantages is that, quite frequent-
ly, the algorithm gets stuck into a local minimum 

of the fitness function and it is unable to reach 
a global minimum. One of the options for over-
coming this situation is the use of an evolutionary 
algorithm, so the training process is done by means 
of the evolution of the connection weights within 
the environment defined by both, the network 
architecture, and the task to be solved. In such 
cases, the weights can be represented either as the 
concatenation of binary values or of real numbers 
on a genetic algorithm (GA) (Greenwood, 1997). 
The main disadvantage of this type of encoding 
is the permutation problem. This problem means 
that the order in which weights are taken at the 
vector might cause that equivalent networks might 
correspond to completely different chromosomes, 
making the crossover operator inefficient.

The evolution of architectures includes the 
generation of the topological structure. This 
means establishing the connectivity and the 
transfer function of each neuron. The network 
architecture is highly important for the successful 
application of the ANN, since the architecture has 
a very significant impact on the processing ability 
of the network. Therefore, the network design, 
traditionally performed by a human expert using 
trial and error techniques on a group of differ-
ent architectures, is crucial. In order to develop 
ANN architectures by means of an evolutionary 
algorithm it is needed to choose how to encode 
the genotype of a given network for it to be used 
by the genetic operators.

At the first option, direct encoding, there is a 
one-to-one correspondence between every one of 
the genes and their subsequent phenotypes (Miller, 
1989). The most typical encoding method consists 
of a matrix that represents an architecture where 
every element reveals the presence or absence 
of connection between two nodes (Alba, 1993). 
These types of encoding are generally quite simple 
and easy to implement. However, they also have 
a large amount of inconveniences such as scal-
ability (Kitano, 1990), the incapability of encoding 
repeated structures, or permutation (Yao, 1998).
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In comparison with direct encoding, there are 
some indirect encoding methods. In these methods, 
only some characteristics of the architecture are 
encoded in the chromosome and. These methods 
have several types of representation.

Firstly, the parametric representations repre-
sent the network as a group of parameters such 
as number of hidden layers, number of nodes for 
each layer, number of connections between two 
layers, etc (Harp, 1989). Although the parametric 
representation can reduce the length of the chro-
mosome, the evolutionary algorithm performs 
the search within a restricted area in the search 
space representing all the possible architectures. 
Another non direct representation type is based on 
a representation system that uses the grammatical 
rules (Kitano, 1990). In this system, the network 
is represented by a group of rules, shaped as pro-
duction rules that make a matrix that represents 
the network.

The growing methods represent another type 
of encoding. In this case, the genotype does not 
encode a network directly, but it contains a set of 
instructions for building up the phenotype. The 
genotype decoding consists on the execution of 
those instructions (Nolfi, 2002), which can in-
clude neuronal migrations, neuronal duplication 
or transformation, and neuronal differentiation.

Another important non-direct codification is 
based on the use of fractal subsets of a map. Ac-
cording to Merrill (1991), the fractal representation 
of the architectures is biologically more plausible 
than a representation with the shape of rules. Three 
parameters are used to specify each node in an 
architecture: a border code, an input coefficient 
and an output code.

One important characteristic to bear in mind 
is that all those methods evolve architectures, 
either alone (most commonly) or together with the 
weights. The transfer function for every node of the 
architecture is supposed to have been previously 
fixed by a human expert and is the same for all 
the nodes of the network –or at least, all the nodes 
of the same layer–, despite of the fact that such 

function has proved to have a significant impact 
on network performance (DasGupta, 1992). Only 
few methods that also induce the evolution of the 
transfer function have been developed (Hwang, 
1997).

With regards to the evolution of the learning 
rule, there are several approaches (Turney, 1996), 
although most of them are only based on how 
learning can modify or guide the evolution and 
also on the relationship among the architecture 
and the connection weights. There are only few 
works focused on the evolution of the learning 
rule itself.

ANN DEVELOPMENt WItH 
GrAPH EVOLUtION

ANNs are very complex structures with a very high 
connectivity. This is very complicated to represent 
in traditional codification schemes. Even previ-
ous works show that ANNs can be represented as 
trees and therefore the GP algorithm can be used 
to automatically evolve ANNs, the representation 
is still far from the representation of the ANNs: 
as a highly connected graph.

This is the reason why this work proposes a 
method that can perform the automatic develop-
ment of graphs by means of an Evolutionary 
Algorithm (EA). This work is a step forward in 
the codification types, since traditional GAs have 
a binary or real-value string as codification, and 
GP has a tree-shaped codification. This work goes 
further and proposes an EA with a codification 
with the shape of graphs.

Since traditional tree codification used in GP 
is very similar to graphs, this new graph-based 
EA is based on GP. The difference is the codifica-
tion, and, therefore, some genetic operators had 
to be modified too in order to allow them to work 
with graphs instead of trees. The operators were 
changed in this way:
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• The creation algorithm must allow the cre-
ation of graphs. This means that, at the mo-
ment of the creation of a node’s child, this 
algorithm must allow not only the creation 
of this node, but also a link to an existing 
one in the same graph, without making cy-
cles inside the graph.

• The crossover algorithm must allow the 
crossover of graphs. This algorithm works 
very similar to the existing one for trees, 
i.e. a node is chosen on each individual to 
change the whole subgraph it represents 
to the other individual. Special care has to 
be taken with graphs, because before the 
crossover there may be links from outside 
this subgraph to any nodes on it. In this 
case, after the crossover these links are 
updated and changed to point to random 
nodes in the new subgraph.

• The mutation algorithm has been changed 
too, and also works very similar to the GP 
tree-based mutation algorithm. A node is 
chosen from the individual and its sub-
graph is deleted and replaced with a new 
one. Before the mutation occurs, there may 
be nodes in the individual pointing to other 
nodes in the subgraph. These links are up-
dated and made to point to random nodes 
in the new subgraph.

With these modifications, the genetic operators 
allow the evolution of graphs. However, these 
algorithms must also follow two common restric-
tions in GP: typing and maximum height. The GP 
typing property (Montana, 1995) means that each 
node will have a type and will also provide which 
type will have each of its children. This property 
provides the ability of developing structures that 
follow a specific grammar. The maximum height is 
a restriction of the complexity of the graph, not al-
lowing the creation of very large graphs that could 
lead to obtaining too big ANNs with over-fitting 
problems. These two restrictions are applied on 

the genetic operators making the resulting graphs 
follow these restrictions.

In order to allow this algorithm to evolve 
graphs, it is necessary to specify the terminal 
and function sets, i.e., the nodes that can be part 
of the graph. With them, the evolutionary system 
must be able to build correct graphs that represent 
ANNs. For each node, the user has to specify its 
type, the number of children and the types of 
its children. Therefore, the first thing to do is to 
define the types that are going to be used. These 
types are the following:

• TNET. This type identifies the network. It 
is only used in the root of the graph.

• TNEURON. This type identifies a node (or 
sub-graph) as a neuron, whether it is hid-
den, ouput or input.

• TREAL. This type identifies a node (or 
sub-graph) as a real value. It is used to in-
dicate the value of the connection weights: 
a node that has this type will be either a 
floating point constant or an arithmetical 
sub-graph that defines a real value.

With just these three types, it is now possible 
to build networks. However, the set of terminals 
and functions is more complicated. The descrip-
tion is the following:

• ANN. Node that defines the network. It 
appears only at the root of the graph and 
has the same number of descendants as the 
network expected outputs, each of them a 
neuron (therefore, each of them must have 
a TNEURON type).

• n-Neuron. Node that identifies a neuron 
with n inputs. This node has 2*n descen-
dants. The first n descendants will be other 
neurons, either input or hidden ones (with 
TNEURON type). The second n descen-
dants will be arithmetical sub-graphs. 
These sub-graphs represent real values 
(with TREAL type). These values corre-
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spond to values of the respective connec-
tion weights of the input neurons – the first 
descendants – of this neuron.

• n-Input neuron. Nodes that define an input 
neuron which receives its activation value 
from the input variable n. These nodes 
have a TNEURON type, and they do not 
have any children.

• Finally, the arithmetic operator set {+,-
,*,%}, where % stands for the operation 
of protected division (returns 1 if the di-
visor is 0). This set generates the values 
of connection weights: sub-graphs of the 
n-Neuron nodes that perform operations 
among constants in order to obtain new 
values. Since real values are also needed 
for such operations, they have to be intro-
duced by means of the addition of random 
constants to the terminal set in the range 
[-4, 4] as recommended in previous works 
(Fahlman, 1988).

An overview of the operators used here can 
be seen on Table 1.

The execution of the graph performs the cre-
ation of the ANN: each n-Neuron node will make 
the creation of one neuron and links to connected 
neurons, each n-Input node connects an input 
neuron to another neuron, and an arithmetical 
subgraph sets the value of a weight. An example 
of this can be seen on Figure. 1.

It is important to keep in mind that, during the 
creation of a neuron and in the process of creating 

or referencing children neurons, a neuron can ap-
pear several times as input of another neuron. In 
this case, a new input connection from that neuron 
to the other is not established, but instead the exist-
ing connection weight is modified and the weight 
value of the new connection is added. Therefore, a 
common situation is that an “n-Neuron” operator 
is not referencing n different neurons, but instead 
it is possible to have neurons repeated, especially 
if n has a high value. It is necessary to limit the n 
value, to determine which is the maximum number 
of inputs that a neuron can have. A high value will 
surely make the described effect: an effective use 
will not be made of all those input, but instead some 
of them will be repeated. However, a high value 
also guarantees a possibly high number of inputs.

Once a graph is evaluated, the genotype is 
turned into a phenotype, i.e., a network with fixed 
weight values that can now be evaluated instead 
of having to be trained. The evolutionary process 
requires the assignment of a fitness value to each 
genotype. This fitness value will be the result of 
the evaluation of the network with the pattern set 
that represents the problem. In this case, the result 
of this evaluation is the Mean Square Error (MSE) 
of the difference between the network outputs and 
the desired ones.

However, this error value which is taken as fit-
ness value has been modified to make the system 
generate simple networks. For that reason, it has 
been penalized with a value which is added to this 
error. This value is a penalization value multiplied 
by the number of neurons of the network. In this 

Table 1. Summary of the operators to be used in the graph 

Node Type Num. Children Children type

ANN TNET Num. outputs TNEURON,..., TNEURON

n-Neuron TNEURON 2*n TNEURON,..., TNEURON
REAL,..., TREAL

n-Input TNEURON 0 -

+,-,*,% TREAL 2 TREAL

[-4.4] TREAL 0 -
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way, and given that the evolutionary system has 
been designed to minimize a value error, if a value 
is added to the fitness value, it will cause a big-
ger network to obtain a worse fitness value. This 
means that the appearance of simple networks is 
preferred because this added penalization value is 
proportional to the number of ANN neurons. The 
final fitness calculus is the following:

fitness = MSE + N*P

where MSE is the mean square error of the network 
on the training pattern set, N is the number of 
neurons of the network, and P is the penalization 
value to the number of neurons, with a low value. 
By giving a worse fitness value to a network with 
more neurons but with identical functioning, the 
system looks for simple systems with few neurons.

The system described in this work has two dif-
ferent parameter sets. Firstly, those parameters that 

affect the behaviour of the GP algorithm: crossover 
rate, mutation probability, etc. Secondly, those 
parameters of the system that limit the complexity 
of the resulting networks returned by the system. 
There are three parameters in this last set:

• Graph height. Although this parameter can 
be seen as a GP parameter, it has consider-
able influence on the system behaviour by 
limitating the deepness of the graphs gen-
erated by the system. Therefore, it limits 
the size of the resulting networks.

• Maximum number of inputs for each neu-
ron. This parameter sets the maximum 
value of n for the n-Neuron nodes, where n 
stands for the number of inputs that neuron 
will have. The function set will be added 
with nodes going from 2-Neuron until 
n-Neuron.

• Penalization to the number of neurons. As 
explained above, this parameter establish-

Figure 1. Graph and its resulting network
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es a penalization and as a result the system 
tries to develop simpler networks with a 
lower number of neurons.

rEsULts

This technique has been used for solving prob-
lems of different complexity taken from the UCI 
(Asuncion & Newman, 2007). All these problems 
are knowledge-extraction problems from data-
bases where, taking certain features as a basis, it 
is intended to perform a prediction about another 
attribute of the database. A small summary of the 
problems to be solved can be seen at Table 2.

Several experiments have been performed in 
order to evaluate the system performance. The 
values taken for the parameters at these experi-
ments were the following:

• Population size: 1000 individuals.
• Crossover rate: 95%
• Mutation probability: 4%
• Selection algorithm: 2-individual 

tournament.
• Graph maximum height: 5
• Maximum inputs for each neuron: 9

Table 3 shows a comparison of the results 
obtained for different penalization values. For 
these experiments, the databases values have 
been normalized between 0 and 1 and the patterns 
divided into two parts for each problem, taking 
the 70% of the database for training and using the 
remaining 30% for validation purposes.

The penalization values range from very high 
(0.1) to very small (0.00001 or 0). High values 
only enables the creation of very small networks 
with a subsequent high error, and low values lead 
to overfitting problem. This overfitting can be 
noticed at the table in the training error decrease 
together with a test error increase.

The number of neurons as well as of connec-
tions that were obtained at the resulting networks 
is also shown in Table 2. Logically, such number 
is higher as the penalization decreases. The results 
correspond to the MSE obtained after both, the 
training and the validation of every problem. As 
it can be observed, the results clearly prove that 
the problems have been satisfactorily solved and, 
as far as penalization parameter is concerned, low 
values are preferred for the creation of networks. 
These low values in the penalization parameter 
allow the creation of networks large enough for 
solving the problem, avoiding overfitting, al-
though it should be changed for every problem.

This table also shows that the networks ob-
tained have a low number of neurons and con-
nections. Obviously, the number of neurons and 
connections is higher as the penalization decreases.

In order to evaluate its performance, the sys-
tem presented here has been compared with other 
ANN generation and training methods. In these 
new experiments, the parameters described above 
were used, as well as a penalization of 0.00001.

When comparing classification algorithms, the 
most used method is cross validation (Stone, 1978) 
for estimating the accuracy of the algorithms, and 
then using t-tests to confirm if the results are sig-
nificantly different. In the cross validation method, 

Table 2. Summary of the problems to be solved 

Number of inputs Number of instances Number of outputs

Breast Cancer 9 699 1

Iris Flower 4 150 3

Heart Cleveland 26 303 1

Ionosphere 34 351 1
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the data set D is divided into k non overlapping 
sets D1, …, Dk (k-fold cross validation). In each 
i iteration (that varies from 1 to k), the algorithm 
trains with the D\Di set and a test is carried out in 
Di. However, some studies have shown that the 
comparison of algorithms using these t-tests in 
cross validation leads to what is known as type I 
error (Herrera, 2004).

In (Dietterich, 1998) the performance of the 
k-fold cross validation method was analyzed, 
combined with the use of a t-test. In this work, 
it was proposed to modify the used statistic and 
it was justified that it is more effective to do k/2 
executions of a 2-fold cross validation test, with 
different permutations of the data, than perform-
ing a k-fold cross validation test. As a solution 
between test accuracy and calculation time, it 
was proposed to perform 5 executions of a cross 
validation test with k=2, resulting in the name 
5x2cv. In each one of the 5 iterations, the data 
is divided randomly into two halves. One half 
is taken as input of the algorithm, and the other 
one is used to test the final solution, meaning that 

there are 10 different tests (5 iterations, 2 results 
for each one) (Herrera, 2004).

In (Cantú-Paz, 2005) the 5x2cv method is 
used to compare different techniques based on 
evolutionary methods in order to generate and 
train ANNs. In that work, the results that are pre-
sented are the arithmetic means of the accuracies 
obtained in each one of the 10 results generated by 
this method. These values are taken as basis for 
comparing the technique described in this work 
with other well-known ones. Each one of these 10 
test values were obtained after the training with 
the method described in this work.

That work also shows the average times 
needed to achieve the results. Not having the 
same processor that was used, the computational 
effort needed for achieving the results can be 
estimated. This effort represents the number of 
times that the pattern file was evaluated. The 
computational effort for every technique can be 
measured using the population size, the number 
of generations, the number of times that the BP 
algorithm was applied, etc. This calculation var-

Table 3. Comparison of the results with different penalization values 

0.1 0.01 0.001 0.0001 0.00001 0

Breast Cancer Neurons 1.8 2.05 3.95 7.35 9.6 8.95

Connections 7.85 8.5 16.95 31.95 40.45 37.15

Training 0.0706 0.0214 0.0200 0.0191 0.0167 0.0181

Validation 0.0316 0.0129 0.0126 0.0131 0.0122 0.0122

Iris Flower Neurons 3 3.55 11.25 22.15 30.4 30

Connections 8.05 8.9 32.65 56.95 83.56 81.35

Training 0.0825 0.0748 0.0457 0.0283 0.0280 0.0306

Validation 0.0904 0.0813 0.0515 0.0305 0.0283 0.0321

Heart Cleveland Neurons 1 1.05 4.2 5.95 9.4 10.05

Connections 4.5 5.05 19.2 27.95 42.05 45.6

Training 0.1123 0.1114 0.0929 0.0858 0.0832 0.0844

Validation 0.1467 0.1439 0.1408 0.1399 0.1402 0.1384

Ionosphere Neurons 1 2 7.1 13.05 17.35 16

Connections 4.45 9.7 38.45 62.3 80.9 75.7

Training 0.119074 0.083277 0.053061 0.0503 0.0457 0.0449

Validation 0.116165 0.092259 0.074564 0.0698 0.0699 0.0670
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ies for every algorithm used. All the techniques 
that are compared with the work are related to the 
use of evolutionary algorithms for ANN design. 
Five iterations of a 5-fold crossed validation test 
were performed in all these techniques in order 
to evaluate the precision of the networks. These 
techniques are the following:

• Connectivity Matrix.
• Pruning.
• Finding network parameters.
• Graph-rewriting grammar.

In all these techniques, in order to evaluate 
the accuracy of each network generated by any 
of these methods, 5 iterations of a 5-fold cross 
validation test are performed, which have a notable 
influence on the computational effort needed to 
achieve the results presented.

The connectivity matrix technique is based 
on representing the topology of a network as a 
binary matrix: the element (i,j) of the matrix has 
a value of 1 if a connection exists between i and 
j, and zero if there is no connection. A genetic 
algorithm with binary codification can be easily 
used because the chromosome is easily obtained by 
linking the matrix rows together (Belew, 1991). In 
this case, the number of hidden neurons indicated 
in Table 4 is used, and connections have been al-
lowed between inputs and outputs, meaning that 
the length of the chromosomes is l = (hidden + 
outputs)*inputs + hidden*outputs. A multipoint 
crossover was used with a probability of 1.0 with 
l/10 crossover points and a mutation rate of 1/l. 
The population had a size of individuals with a 

minimum of 20. The algorithm was stopped after 5 
generations without improving on the best solution 
or if a maximum of 50 generations was achieved.

The pruning technique is based on a represen-
tation similar to the previous one. However, the 
method is different. It begins with a totally con-
nected network (Reed, 1993), which is trained by 
means of the BP algorithm according to the pa-
rameters in Table 4. When this trained network 
is obtained, the evolutionary algorithm is execut-
ed. The evaluation function of each individual 
consists on deleting from the previously trained 
network those weights whose value in the con-
nectivity matrix is equal to 0. The resulting ANN 
is evaluated with the training set, with no further 
training. The networks begun with the topologies 
shown in Table 4, with the same configuration of 
parameters used in the previous case.

The finding of the network parameters is a 
different approach because in this case an evo-
lutionary algorithm is used to find the general 
designing and training parameters of the networks 
(Belew, 1991; Marshall, 1991). In this case, these 
parameters are the number of hidden neurons, the 
BP algorithm parameters, and the initial interval 
of the weights. The chromosome’s longitude was 
36 bits, divided in the following way:

• 5 bits for the learning rate and the coef-
ficient β of the activation function, in the 
[0,1] interval.

• 5 bits for the number of hidden neurons, in 
the [0,31] interval.

• 6 bits for the number of BP epochs.

Table 4. Architectures used 

Inputs Hidden Outputs BP Epochs

Breast Cancer 9 5 1 20

Iris Flower 4 5 3 80

Heart Cleveland 26 5 1 40

Ionosphere 34 10 1 40
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• 20 bits for the upper and lower values of 
the initial weights interval (10 bits for each 
value), and their intervals were [-10, 0] and 
[0, 10] respectively.

The evaluation of an individual consists on 
the construction of the network, its initialization 
and its training according to the parameters. The 
population had 25 individuals and was randomly 
initialized. The algorithm used a two-point cross-
over with a probability of 1.0 and a mutation 
rate of 0.04. As in the rest of the experiments, a 
two-individual tournament selection algorithm 
without replacements was used and the execution 
was stopped after 5 generations with no change 
in the best solution or after having reached a limit 
of 50 generations.

Finally, the graph-rewriting grammar (Kitano, 
1990) consists on a connectivity matrix which 
represents the network. As opposed to the previ-
ous cases, the matrix is not codified directly in 
the chromosome, but instead a grammar is used 
to generate the matrix. The chromosome only 
has rules which turn each element of the matrix 
into sub-matrixes with size 2x2. In this grammar, 
there are 16 terminal symbols that are matrices 
with size 2x2, and 16 non-terminal symbols. The 
rules have the n→m form, where n is one of the 
non-terminal symbols, and m is a non-terminal 
2x2 matrix. There is a starting symbol and the 
number of steps is determined by the user.

The chromosome contains the 16 rules in the 
following manner: it contains the 16 right sides 
of the rules because the left side is implicit in the 

position of the rule. To evaluate the fitness of an 
individual, the rules are decodified and a connec-
tivity matrix is constructed by means of the same 
rules. The network, which is trained by means of 
BP, is generated from this matrix.

For the application in these problems, the 
number of steps is limited to 8, meaning that the 
results are networks with a maximum number 
of 256 elements. The size of the chromosome, 
therefore, is 256 bits (4 2x2 binary matrices for 
each one of the 16 rules). The population size is 
64 individuals, with a multi-point crossover with a 
probability of 1.0 and l/10 crossover points and a 
mutation rate of 0.004. The algorithm was stopped 
after 5 generations with no improvement in the 
best individual or after 50 generations.

Table 5 shows the parameter configuration used 
by these techniques. The execution was stopped 
after 5 generations with no improvement or after 
50 total generations.

The results obtained with these 4 methods, in 
comparison with the method described in this 
work, can be seen in Table 6. In this table, each 
square corresponds to a particular problem with 
a particular technique. Three different values are 
shown: on the left, the accuracy value obtained 
in (Cantú-Paz, 2005); below, the computational 
effort needed to obtain that value with that par-
ticular technique; and on the right side, the value 
of the accuracy obtained with the presently de-
scribed technique and corresponding to the result 
obtained with that computational effort value. If 
the computational effort needed for each technique 
is lower than 2,000,000 fitness function execu-

Table 5. Parameters of the techniques used for the comparisons 

Matrix Pruning Parameters Grammar

Chromosome length (L) N N 36 256

Population size ⌊3√L⌋ ⌊3√L⌋ 25 64

Crossover points L/10 L/10 2 L/10

Mutation rate 1/L 1/L 0.04 0.004

N = (hidden+output)*input + output*hidden
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tions, the accuracy value shown by the technique 
described in this work will be the one that cor-
responds to that effort. However, if the effort is 
greater, the shown accuracy value will correspond 
to the value obtained after 2,000,000 fitness func-
tion executions.

This table also shows a small overfitting prob-
lem. This is due to the fact that the system has 
been left to training up to a certain number of 
fitness function evaluations. This usually leads to 
overfitting the training set when it keeps training 
for a long time.

cONcLUsION

This work presents a new technique that allows 
the evolution of graphs based on GP. In order 
to adapt GP for graph evolution, modifications 
were done in the creation, crossover and mutation 
operators. With these modifications, the system 
can evolve any kind of graphs with the nodes 
specified by the user.

In this chapter, this graph evolution system 
was used to automatically evolve ANNs. These 
are very complex structures with very high con-
nectivity and therefore their codification with the 
shape of graphs seemed to be suitable. Moreover, 
this system does not allow only the obtaining of 
ANNs, but also their simplification. The adding 

of a penalization parameter forces the system to 
look for simple networks. Results show that the 
networks obtained have a low number of neurons 
and connections.

The system described in this chapter was also 
compared with other systems in order to evaluate 
its performance. In this comparison, the 5x2cv 
algorithm was used, and this system was compared 
with other ANN generation and training systems. 
Results show that the performance of the system 
described here is as good as the rest of the tech-
niques, and better in many cases.

FUtUrE trENDs

Once this system is described and tested, new 
research lines are open.

First, a future line of works in this area could 
be the study of the system parameters in order to 
evaluate their impact on the results from differ-
ent problems.

Another interesting research line consists on 
the integration of a constant optimization system 
in the evolutionary model. After the execution of 
some generations of the evolutionary graph devel-
opment system, the constant optimisation system 
could be run in order to change the values of the 
constants of the system. After this optimisation is 
done, the evolutionary system keeps running for 

Table 6. Comparison with other methods 

Matrix Pruning Parameters Grammar

Breast Cancer 96.77 96.27 96.31 95.79 96.69 96.27 96.71 96.31

92000 4620 100000 300000

Iris Flower 92.40 95.49 92.40 81.58 91.73 95.52 92.93 95.66

320000 4080 400000 1200000

Heart Cleveland 76.78 81.11 89.50 78.28 65.89 81.05 72.8 80.97

304000 7640 200000 600000

Ionosphere 87.06 88.34 83.66 82.37 85.58 87.81 88.03 88.36

464000 11640 200000 600000

Average 88.25 90.30 90.46 84.50 84.97 90.16 87.61 90.32



91

Database Analysis with ANNs by Means of Graph Evolution

another certain number of generations until the 
optimisation system is executed again. A GA could 
be used as this optimisation system. This whole 
hybrid system could be seen somehow similar to 
a Lamarckian strategy. As the graph evolution 
system is being used for ANN generation, this 
constant optimisation would be, in practice, a 
training of the ANNs being generated.
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KEy tErMs AND DEFINItIONs

Area of the Search Space: Set of specific 
ranges or values of the input variables that con-
stitute a subset of the search space.

Artificial Neural Networks: A network of 
many simple processors (“units” or “neurons”) 
that imitates a biological neural network. The 
units are connected by unidirectional communica-
tion channels, which carry numeric data. Neural 
networks can be trained to find nonlinear relation-
ships in data, and are used in applications such as 
robotics, speech recognition, signal processing or 
medical diagnosis.

Back-Propagation Algorithm: Learning al-
gorithm of ANNs, based on minimising the error 
obtained from the comparison between the outputs 

that the network gives after the application of a 
set of network inputs and the outputs it should 
give (the desired outputs).

Data Mining: The application of analytical 
methods and tools to data for the purpose of iden-
tifying patterns, relationships or obtaining systems 
that perform useful tasks such as classification, 
prediction, estimation, or affinity grouping.

Evolutionary Computation: Solution ap-
proach guided by biological evolution, which 
begins with potential solution models, then 
iteratively applies algorithms to find the fittest 
models from the set to serve as inputs to the next 
iteration, ultimately leading to a model that best 
represents the data.

Genetic Programming: Machine learning 
technique that uses an evolutionary algorithm 
in order to optimise the population of computer 
programs according to a fitness function which 
determines the capability of a program for per-
forming a given task.

Genotype: The representation of an individual 
on an entire collection of genes which the crossover 
and mutation operators are applied to.

Phenotype: Expression of the properties coded 
by the individual’s genotype.

Population: Pool of individuals exhibiting 
equal or similar genome structures, which allows 
the application of genetic operators.

Search Space: Set of all possible situations of 
the problem that we want to solve could ever be in.
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AbstrAct

With the continuous availability of massive experimental medical data has given impetus to a large 
effort in developing mathematical, statistical and computational intelligent techniques to infer models 
from medical databases. Feature selection has been an active research area in pattern recognition, 
statistics, and data mining communities. However, there have been relatively few studies on preprocess-
ing data used as input for data mining systems in medical data. In this chapter, the authors focus on 
several feature selection methods as to their effectiveness in preprocessing input medical data. They 
evaluate several feature selection algorithms such as Mutual Information Feature Selection (MIFS), 
Fast Correlation-Based Filter (FCBF) and Stepwise Discriminant Analysis (STEPDISC) with machine 
learning algorithm naive Bayesian and Linear Discriminant analysis techniques. The experimental 
analysis of feature selection technique in medical databases has enable the authors to find small number 
of informative features leading to potential improvement in medical diagnosis by reducing the size of 
data set, eliminating irrelevant features, and decreasing the processing time.
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INtrODUctION

Data mining is the task of discovering previously 
unknown, valid patterns and relationships in large 
datasets. Generally, each data mining task dif-
fers in the kind of knowledge it extracts and the 
kind of data representation it uses to convey the 
discovered knowledge. Data mining techniques 
has been applied to a variety of medical domains 
to improve medical decision making. The sheer 
number of data mining techniques has the ability 
to handle large associated medical datasets, which 
consist of hundreds or thousands of features. The 
large amount of features present in such datasets 
often causes problems for data miners because 
some of the features may be irrelevant to the data 
mining techniques used. To deal with irrelevant 
features data reduction techniques can be applied 
in many ways, by feature (or attribute) selection, 
by discretizing continuous feature-values, and by 
selecting instances. There are several benefits as-
sociated with removing irrelevant features, some 
of which include reducing the amount of data (i.e., 
features). The reduced factors are easier to handle 
while performing data mining, and is capable to 
analyze the important factors within the data.

However, the feature selection has been an 
active and fruitful field of research and develop-
ment for decades in statistical pattern recognition 
(Mitra, Murthy, & Pal, 2002), machine learning 
(Liu, Motoda, & Yu, 2002; Robnik-Sikonja & 
Kononenko, 2003) and statistics (Hastie, Tibshi-
rani, & Friedman, 2001; Miller, 2002). It plays a 
major role in data selection and preparation for 
data mining. Feature selection is the process of 
identifying and removing irrelevant and redundant 
information as much as possible. The irrelevant 
features can harm the quality of the results obtained 
from data mining techniques; it has proven that 
inclusion of irrelevant, redundant, and noisy at-
tributes in the model building process can result in 
poor predictive performance as well as increased 
computation.

Moreover, the feature selection is widely used 
for selecting the most relevant subset of features 
from datasets according to some predefined 
criterion. The subset of variables is chosen from 
input variables by eliminating features with little 
or no predictive information. It is a preprocessing 
step to data mining which has proved effective 
in reducing dimensionality, removing irrelevant 
data, increasing learning accuracy, and improving 
comprehensibility in medical databases. Many 
methods have shown effective results to some 
extent in removing both irrelevant features and 
redundant features. Therefore, the removal of 
features should be done in a way that does not 
adversely impact the classification accuracy. The 
main issues in developing feature selection tech-
niques are choosing a small feature set in order 
to reduce the cost and running time of a given 
system, as well as achieving an acceptably high 
recognition rate. The computational complexity 
of categorization increases rapidly with increasing 
numbers of objects in the training set, with increas-
ing number of features, and increasing number of 
classes. For multi-class problems, a substantially 
sized training set and a substantial number of fea-
tures is typically employed to provide sufficient 
information from which to differentiate amongst 
the multiple classes. Thus, multi-class problems 
are by nature generally computationally intensive. 
By reducing the number of features, advantages 
such as faster learning prediction, easier interpre-
tation, and generalization are typically obtained.

Feature selection is a problem that has to be 
addressed in many areas, especially in data min-
ing, artificial intelligence and machine learning. 
Machine learning has been one of the methods 
used in most of these data mining applications. 
It is widely acknowledged that about 80% of the 
resources in a majority of data mining applications 
are spent on cleaning and preprocessing the data. 
However, there have been relatively few studies 
on preprocessing data used as input in these data 
mining systems.
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In this chapter, we deal with more specifically 
with several feature selection methods as to their 
effectiveness in preprocessing input medical 
data. The data collected in clinical studies were 
examined to determine the relevant features for 
predicting diabetes. We have conducted feature 
selection methods on diabetic datasets using 
the MIFS, FCBF and STEPDISC scheme and 
demonstrate how it works better than the single 
machine approach.

This chapter is organized as follows: Section 
3, we discuss the related works. Section 4 dis-
cusses the existing feature selection approaches. 
Experimental analysis study is presented in section 
5. Conclusions are presented in the last section. 
We shall now briefly review some of the existing 
feature selection approaches.

rEVIEW OF FEAtUrE 
sELEctION APPrOAcHEs

There are several studies on data mining and 
knowledge discovery as an interdisciplinary field 
for uncovering hidden and useful knowledge 
(Kim, Street, & Menczer, 2000). One of the chal-
lenges to effective data mining is how to handle 
immensely vast volumes of medical data. If the 
data is immensely large then the number of fea-
tures to learning algorithms can make them very 
inefficient for computational reasons.

As previously mentioned, feature selection is a 
useful data mining tool for selecting sets of relevant 
features from medical datasets. Extracting knowl-
edge from these health care databases can lead to 
discovery of trends and rules for later diagnostic 
purposes. The importance of feature selection in 
medical domain is found in Kononenko, Bratko, 
& Kukar (1998) and Kaur et al. (2006) worked 
in applied data mining techniques i.e. association 
rule mining in medical data items.

The profusion in data collection by hospitals 
and clinical laboratories in recent years has helped 
in the discovery of many disease associated factors, 

such as diagnosing the factors related to patient’s 
illness. In this context, Kaur and Wasan (2009) 
proposed experience management can be used for 
better diagnosis and disease management in view 
of the complexity. Thus, the complexity of data 
arrives as the number of irrelevant or redundant 
features exists in the medical datasets (i.e., features 
which do not contribute to the prediction of class 
labels). At this point, we can efficiently reduce the 
complex data by recognizing associated factors 
related with disease.

The performance of certain learning algorithms 
degrades in the presence of irrelevant features. In 
addition, irrelevant data may confuse algorithms 
making them to build inefficient classifiers while 
correlation between features sets which causes 
the redundancy of information and may result in 
the counter effect of over fitting. Therefore, it is 
more important to explore data and utilize inde-
pendent features to train classifiers, rather than 
increase the number of features we use. Feature 
selection can reduce the dimensionality of data, 
so that important factors can be studied well for 
the hypothesis space and allows algorithms to 
operate faster and more effectively.

Feature selection in medical data mining is 
appreciable as the diagnosis of the disease could 
be done in this patient-care activity with minimum 
number of features while still maintaining or even 
enhancing accuracy (Abraham, Simha, & Iyengar, 
2007). Pechinizkiy, has applied classification suc-
cessfully for number of medical applications like 
localization of a primary tumor, prognostics of 
recurrence of breast cancer, diagnosis of thyroid 
diseases, and rheumatology (Richards, Rayward-
Smith, Sonksen, Carey, & Weng, 2001). Statistical 
pattern recognition has been studied extensively 
by (Miller, 2002). Impressive performance gain by 
reducing the irrelevant features in feature selection 
has been studied (Langley, 1994; Liu & Motoda, 
1998; Dy & Brodley, 2000; Dash, Liu, & Motoda, 
1998). Moustakis and Charissis, surveyed the role 
of machine learning in medical decision making 
and provided an extensive literature review.
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Although Feature Selection literature contains 
many papers, few feature selection algorithms that 
have appeared in the literature can be categorized 
in two classes, according to the type of information 
extracted from the training data and the induction 
algorithm (John, Kohavi, & Pfleger, 1994). How-
ever, we could only find a few studies related to 
medical diagnosis using data mining approaches. 
Several publications have reported performance 
improvements for such measures when feature 
selection algorithms are used. Detailed survey of 
feature selection method can be found in (Langley, 
1994; Dash & Liu, 1997).

Recently, more attention has been received by 
feature selection because of enthusiastic research 
in data mining. Aha & Bankert, 1995, have consid-
ered the specific survey of forward and backward 
sequential feature selection algorithms and their 
variants. The feature selection algorithms for clas-
sification and clustering, comparing different al-
gorithms with a categorizing framework based on 
different search strategies, evaluation criteria, and 
data mining tasks, reveals un attempted combina-
tions, and provides guidelines in selecting feature 
selection algorithms with an integrated frame-
work for intelligent feature selection has been 
proposed by (Liu & Yu, 2005). The new method 
that combines positive and negative category and 
feature set is constructed. Chi-square, correlation 
coefficient has being used for comparison in 
feature selection method by (Zheng, Srihari, & 
Srihari, 2003).One of the oldest algorithms used 
for selecting the relevant feature is branch and 
bound (Narendra & Fukunaga, 1977). The main 
idea of the algorithm is to select as few features 
as possible and to place a bound on the value of 
the evaluation criterion. The select as few features 
as possible and to place a bound on the value of 
the evaluation criterion. It starts with the whole 
set of features and removes one feature at each 
step. The bound is placed in order to make the 
search process faster. Branch and bound (BB) is 
used when the evaluation criterion is monotonous. 
(Krishnapuram, Harternink, Carin, & Figueiredo, 

2004; Chen & Liu, 1999) has studied the best 
subset of features for prediction by reducing the 
number of features which are irrelevant or redun-
dant ones. The irrelevant data decreases the speed 
and reduces the accuracy of mining algorithm. 
(Kirsopp & Shepperd, 2002) have also analyzed 
the application of feature subset selection to cost 
estimation reaching. This has led to the develop-
ment of a variety of techniques for selecting an 
optimal subset of features from a larger set of 
possible features. Finding an optimal subset is 
usually intractable (Kohavi & John, 1997).

The interesting topic of feature selection for 
unsupervised learning (clustering) is a more com-
plex issue, and research into this field is recently 
getting more attention in several communities 
(Varshavsky et al., 2006).

Recently, Dy and Brodley, 2000a, Devaney 
and Ram, 1997, Agrawal et al., 1998, have studied 
feature selection and clustering together with a 
single or unified criterion. Thus feature selection in 
unsupervised learning aims to find a good subset 
of features that forms high quality of clusters for 
a given number of clusters.

Recent advances in computing technology in 
terms of speed, cost, as well as access to tremen-
dous amounts of computing power and the ability 
to process huge amounts of data in reasonable time 
has spurred increased interest in data mining ap-
plications to extract useful knowledge from data.

FEAtUrE sELEctION ALGOrItHMs

The feature selection method is developed as an 
extension to the recently proposed maximum 
entropy discrimination (MED) framework. MED 
is described as a flexible (Bayesian) regulariza-
tion approach that subsumes, e.g., support vector 
classification, regression and exponential family 
models. In general, feature selection algorithms 
fall into categories
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1.  the filter approach and
2.  the wrapper approach
3.  Embedded approach (Kohavi & John, 1997), 

(Liu & Setiono, 1996).

The filter model relies on general characteris-
tics of the training data to select predictive features 
(i.e., features highly correlated to the target class) 
without involving any mining algorithm (Duch, 
2006). The assessments of features are based on 
independent general characteristics of the data. 
Filter methods are preprocessing methods which 
attempt to assess the merits of features from the 
data, ignoring the effects of the selected feature 
subset on the performance of the learning algo-
rithm by computing the correlation.

Some filter methods are based on an attempt 
to immediately derive non redundant and relevant 
features for the task at hand (e.g., for prediction 
of the classes) (Yu & Liu, 2004). Filter techniques 
are computationally simple, fast and can easily 
handle very high-dimensional datasets. They 
are independent of the classifier so they need to 
perform only once with different classifiers. Fil-
ter methods are independent of the classification 
algorithm. Among the pioneering filter methods, 
and very much cited, are focused (Almuallim 
& Dietterich, 1991) it searches for all possible 
feature subsets, but this is applicable to only few 
attributes and Relief is used to compute ranking 
score of every feature (Kira & Rendell, 1992).

The wrapper model uses the predictive accu-
racy of a predetermined mining algorithm to give 
the quality of a selected feature subset, generally 
producing features better suited to the classifica-
tion task. It generally searches for features better 
suited to the mining algorithm, aiming to improve 
mining performance, but it also is more computa-
tionally expensive (Langley, 1994; Kohavi & John, 
1997) than filter models. These methods assess 
subsets of variables according to their usefulness 
to a given predictor. They conduct a search for 
a good subset by using the learning algorithm as 
part of the evaluation function. Chen et al., 2005 

has presented the application of feature selection 
using wrappers to the problem of cost estimation. 
However, it is computationally expensive for 
high-dimensional data (Blum & Langley, 1997).

Embedded methods: they perform variable 
selection as part of the learning procedure and 
are usually specific to given learning machines. 
Examples are classification trees, regularization 
techniques (e.g. lasso). Embedded techniques are 
specific for given learning algorithm and search 
for an optimal subset of features, which are in 
built into classifier. They are less computation-
ally expensive.

There are various ways to conduct feature 
selection. We introduce some often used methods 
conducted by analyzing the statistical properties 
of the data.. There are different ways to imple-
ment feature selection, depending on the type of 
data. In this chapter, we have evaluated feature 
selection techniques such as Fast-Correlation 
Based Filter (FCBF), Mutual information feature 
selection (MIFS) and Stepwise Discriminant 
Analysis (SDA).

In Fast correlation based filtering technique 
(FCBF) (Yu & Liu, 2003) is the irrelevant features 
are identified and filtered out. The FCBF (Fast 
Correlation-Based Filter) algorithm consists of 
two steps, first features are ranked by relevance 
which is computed as the symmetric uncertainty 
with respect to target attribute; it also discards the 
irrelevant features which have score below defined 
threshold. The second step is called redundant 
analysis in which the features are identified us-
ing an approximate Markov blanket configured 
to identify for a given candidate feature whether 
any other feature is both

i.  More correlated with the set of classes than 
the candidate feature and

ii.  More correlated with the candidate feature 
than with the set of classes.

If both conditions are satisfied, then the can-
didate feature is identified as a redundant feature 
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and is filtered out. The correlation factor is used 
to measure the similarity between the relevant 
and irrelevant factors. For feature X with values xi 
and classes Y with values yi are treated as random 
variables. The linear coefficient is defined as:

P X Y
xi xi yi yi

xi xi yi yi

i

ii

( , )=
−( ) −( )
−( ) −( )

∑

∑∑
2 2

 

where, X and Y are linearly dependent if (X, Y) is 
equal to ±1; if P takes the value +1 or -1 then the 
variables are completely correlated. If the value 
of correlation is zero then they are completely 
uncorrelated.

Stepwise discriminant analysis is the feature 
selection technique to find the relevant subset with 
determination of addition and removal of feature 
(Afifi & Azen, 1972). In this process the signifi-
cance level of each feature is found with analysis 
of discriminant function. Stepwise selection begins 
with no variables in the model. The initial variable 
is then paired with each of the other independent 
variables one at a time; the success is measured 
with discriminant until the rate of discrimination 
improves. In the stepwise manner it founds the best 
discriminatory power. The discriminant function 
is calculated with Mahalanobis D2 and Rao’s V 
distance function.

Mutual information feature selection (MIFS) 
(Battiti, 1992) is the quantity to measure mutual 
dependencies in between two random features. It 
maximizes the mutual information between the 
selected features and the classes, while minimizing 
the interdependence among the selected features. 
For columns that contain discrete and discretized 
data entropy measured is used.

The mutual information between two random 
variables can be specified as I (M;N) between the 
set of feature values M and the set of classes N. I 

(M;N) measures the interdependence between two 
random variables M and N. It can be computed 
as follows:

I M  N  H N  H N  M; |( ) = ( ) − ( )  

The entropy H (N) measures the degree of 
uncertainty entailed by the set of classes N, and 
can be computed as

H N  p(n) p(n)( ) = −∑ log
n Ne

 

The remaining entropy in between M and N 
is measured as

H N M  | ( , ) log ( | )( ) =− ∑∑ p m n p n m
m Mn N ee

 

The mutual information in between the two 
discretizied random features are defined as 

I M  N  p(m,n); . . log
( , )

( ) ( )
( ) = ×∑∑ p m n

p m p nm Nn N ee

 

If the data is continuous random the mutual 
information is defined as

I M  N  p(m,n) dm dn; log
( , )

( ) ( )
( ) = ×∫∫

p m n
p m p n

m Mn N ee

 

The drawback of the MIFS algorithm is that 
it does not take into consideration the interaction 
between features. It has been proved that choosing 
features individually does not lead to an optimal 
solution.
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rEsULts

Data mining technology has become an essential 
instrument for medical research and hospital 
Management. Numerous data mining techniques 
are applied in medical databases to improve medi-
cal decision making. Diabetes affects between 
2% and 4% of the global population (up to 10% 
in the over 65 age group), and its avoidance 
and effective treatment are undoubtedly crucial 
public health and health economics issues in the 
21st century. There has been extensive work on 
diabetic registries for a variety of purposes. These 
databases are extremely large and have proved 
beneficial in diabetic care. Diabetes is a disease 
that can cause complications such as blindness, 
amputation and also in extreme cases causes 
cardiovascular death. So, the challenge for the 
physicians is to know which factors can prove 
beneficial for diabetic care.

Evaluation techniques

The aim of this research was to identify significant 
factors influencing diabetes control, by apply-
ing feature selection in diabetic care system to 
improve classification and knowledge discovery. 
The classification models can be used to determine 
individuals in the population with poor diabetes 
control status based on physiological and exami-
nation factors.

The study focuses on feature selection tech-
niques to develop models capable of predicting 
qualified medical opinions. The techniques used 
are Fast-Correlation Based Filter (FCBF), Mu-
tual information feature selection (MIFS), and 
Stepwise discriminant analysis (STEPDISC) 
filtering techniques. The models are compared 
in terms of their performances with significant 
classifier. Moreover each model reveals specific 
input variables which are considered significant. 
In, this study we compare the effectiveness of dif-
ferent feature sets chosen by each technique are 
tested with two different and well-known types of 

classifiers: a probabilistic classifier (naive Bayes) 
and linear discriminant analysis. These algorithms 
have been selected because they represent different 
approaches to learning and for their long standing 
tradition in classification studies. As stated previ-
ously, Feature Selection can be grouped into filter 
or wrapper depending on whether the classifier is 
used to find the feature subset.

In this chapter for the filter model, we have 
used consistency and correlation measures; for the 
wrapper-method, standard classifiers have been 
applied: Naive Bayes, to find the best suitable 
technique for diabetic care in feature selection.

The Naïve Bayes technique depends on the 
famous Bayesian approach following a simple, 
clear and fast classifier (Witten & Frank, 2005). 
It has been called ‘Naïve’ due to the fact that it 
assumes mutually independent attributes. The data 
in Naïve Bayes is preprocessed to find the most 
dependent categories. This method has been used 
in many areas to represent, utilize, and learn the 
probabilistic knowledge and significant results 
have been achieved in machine learning. The 
Naïve Bayesian technique directly specific input 
variables with the class attribute by recording 
dependencies between them.

We have used the tanagra toolkit to experi-
ment with these two data mining algorithms. The 
tanagra is an ensemble of tools for data classifica-
tion, regression, clustering, association rules, and 
visualization. The toolkit is open source software 
issued under the General Public License (GNU).

The diabetic data set has 403 rows and 19 at-
tributes from 1046 subjects who were interviewed 
in a study to understand the prevalence of obesity, 
diabetes, and other cardiovascular risk factors in 
Central Virginia for African Americans. It con-
tains the basic demographics for each patient, 
that is, patient id, age, race, height, weight, hip 
size, waist size, stabilized glucose, high density 
lipoprotein, glycosolated Hemoglobin and the 
symptoms presented when the patient first came 
to the emergency room, as well as the emergency 
room diagnosis these features were continuous. 
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Whereas gender, frame and location were taken 
as discrete attributes.

An IIIustrative Application 
Domain: Experiment I

We now introduce an example that will be used to 
illustrate the concept of feature selection methods 
in spatial data mining. In this study the diabetic 
dataset was used to examine the Naïve Bayes 
technique using FCBF and MIFS filtering. We 
have found that error rate before and after feature 
selection on naïve classifier. The whole training 
dataset is used for analysis.

The error rate before the feature selection 
was 1%, whereas the analysis suggests that error 
rate got reduced 0.8% after the Fast-Correlation 
Based Filtering technique was applied, and they 
are shown in Table 1. We observe that the FCBF 
feature selection process improves the accuracy of 
the Naive Bayes classifier. In order to determine 
the number of features in the selected model, 
a five-fold cross validation was carried. Cross 

validation is an estimate of a selected feature 
set’s performance in classifying new data sets. 
Of course domain knowledge is crucial in decid-
ing which attributes are important and which are 
not. Therefore, it was used to determine the best 
number of features in a model. In a five-fold 
cross validation, a training data set was divided 
into two equal subsets. Each subset took turns to 
be the subset, to determine accuracy of data. The 
classification error rate or fitness of individual 
feature was obtained and thus that feature can be 
decided to be added or removed from the feature 
subset used.

In Table 2 the overall cross validation is use 
to measure the error rate of Naïve Bayes classi-
fier. Table 3 shows the error rate using cross 
validation in Fast-Correlation Based Filtering 
technique was applied. We have found that FCBF 
increases the efficiency of Naïve Bayes classifier, 
by removing the irrelevant and redundant infor-
mation.

In this case, we used Mutual information 
feature selection (MIFS) filtering technique with 

Table 1. Error Rate Using Naïve Bayes classifier 

Before filtering After using FCBF

MIN 1 MIN 0.8

MAX 1 MAX 0.8

Trial Error rate Trial Error rate

1 1 1 0.8

2 1 2 0.8

3 1 3 0.8

Table 2. Cross validation on Naïve Bayes 

Error rate 1

Values prediction Confusion matrix

Value Recall 1-Precision Female Male Sum

Female 0 1 Female 0 9 9

Male 0 1 Male 6 0 6

Sum 6 9 15
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Naïve Bayes classifier. The continuous attributes 
are chosen part of analysis using gender as a 
target attribute. The MDLPC technique was ap-
plied to continuous attributes into ordered discrete 
one. We then insert the Naïve Bayes classifier and 
error rate was determined by cross validation. The 
cross Validation was applied for 5 trials and 2 
folds. The table was analyzed for rows and col-
umns. Table 4 shows the error rate before filtering 
technique was applied on Naïve Bayes classifier. 
Table 5 error rate after MIFS feature selection 
was applied on Naïve Bayes classifier. We have 
found that the error rate of Naïve Bayes classi-
fier improves after MIFS filtering technique is 
applied.

Third analysis was conducted using linear 
discriminant analysis prediction technique to 
stepwise discriminant analysis (STEPDISC) filter-
ing technique, to evaluate the efficiency of data-
sets. Classification of data is analyzed using 
linear discriminant technique, we perform the 
stepwise discriminant analysis on the training data 
sets, and about 19 features were selected by the 
stepwise selection process. Bootstrap was carried 
out to measure the efficiency number of features 
in a selected model. Bootstrap re-samples the 
available data at random with replacement; we 
estimated error rate by bootstrap procedure for 
selected feature set’s performance for classifying 
new data sets. Therefore, it was used to determine 

Table 3. Cross Validation after FCBF 

Error rate 0.8

Values prediction Confusion matrix

Value Recall 1-Precision Female Male Sum

Female 0 0.6667 Female 2 6 8

Male 0 1 Male 5 0 5

Sum 7 6 13

Table 4. Naïve Bayes classifier 

Error rate 0.4333

Values prediction Confusion matrix

Value Recall 1-Precision female male Sum

Female 0.3333 0.5556 Female 4 8 12

Male 0.7222 0.381 Male 5 13 18

Sum 9 21 30

Table 5. MIFS on Naïve Bayes 

Error rate 0.2

Values prediction Confusion matrix

Value Recall 1-Precision female male Sum

Female 0.75 0.25 Female 9 3 12

Male 0.8333 0.1667 Male 3 15 18

Sum 12 18 30
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the best number of features in a model. The 4 
features were chosen by stepwise selection pro-
cess. If the F statistic has lower value than the 
threshold value the feature gets excluded, if F 
statistic has higher value the feature gets added 
to the model. Table 6 shows the error rate with 
25 replication after STEPDISC is performed.

The classification performance is estimated 
using the normal procedure of cross validation, 
or the bootstrap estimator. Thus, the entire feature 
selection process is rather computation-intensive. 
The accuracy of the classifier has improved with 
the removal of the irrelevant and redundant fea-
tures. The learning models efficiency has improved 
by; alleviating the effect of the curse of dimen-
sionality; enhancing generalization capability; 
speeding up learning process; improving model 
interpretability. It has also benefited medical 
specialists to acquire better understanding of data 
by analyzing related factors. Feature selection, 
also known as variable selection, feature reduc-
tion, and attribute selection or variable subset 
selection.

The spatial distribution of attributes sometimes 
shows the distinct local trends which contradict the 
global trends. For example, the maps in Figure 1 
show the data was significant taken from Virginia 
State of Louisa and Buckingham country. It is 
interesting to note that there statistical difference 
in the two population, as noted that population of 
Louisa has more significant increase in the level 

of cholesterol as compared to Buckingham. We 
have also found that level of cholesterol is higher 
in males rather than females.

The above spatial distribution represents the 
number of cases in Stabilized Glucose level with 
respect to age in Louisa and Buckingham. This 
is most vivid in Figure 2 where the distribution 
represents that people of Louisa has more frequent 
chances of having diabetes as compared to popu-
lation of Buckingham. The people of Louisa of 
age group (years) between 35 to 45 are having 
active chances of carrying diabetes as compared 
to Buckingham. Thus Male age group has more 
chances of having diabetes. For example, later on 
we show how to build rule induction from dia-
betic dataset.

Experiment II

Rule induction is a data mining process for 
acquiring knowledge in terms of if-then rules 
from training set of objects which are described 
by attributes and labeled by a decision class. 
Rule Induction Method has the potential to use 
retrieved cases for predictions. Initially, a su-
pervised learning system is used to generate a 
prediction model in the form of “IF <conditions> 
THEN <conclusion>” style rules. Rule Induction 
Method has the potential to use retrieved cases 
for predictions. The rule antecedent (the IF part) 
contains one or more conditions about value of 

Table 6. Bootstrap in Linear Discriminant analysis 

Error Rate Error Rate after stepwise discriminant analysis

.632+ bootstrap 0.4682 .632+ bootstrap 0.1426

.632 bootstrap 0.4682 .632 bootstrap 0.122

Resubstitution 0.4286 Resubstitution 0

Avg. test set 0.4912 Avg. test set 0.193

Repetition Test Error Repetition Test Error

1 0.4912 1 0.193

Bootstrap Bootstrap+ Bootstrap Bootstrap+

0.4682 0.4682 0.4682 0.1426
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predictor attributes where as the rule consequent 
(THEN part) contains a prediction about the value 
of a goal attribute. The decision making process 
improves if the prediction of the value of a goal 
attribute is accurate. IF-THEN prediction rules 
are very popular in data mining; they represent 

discovered knowledge at a high level of abstrac-
tion. Algorithms for inducing such rules have 
been mainly studied in machine learning and 
data mining. In the health care system it can be 
applied as follows: In this method we adopted pre 

Figure 1. Indicated areas shows the level of cholesterol in Virginia State of Louisa and Buckingham country

Figure 2. Indicated areas of Stabilized Glucose level people of Louisa Vs Buckingham
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classification technique which is represented as 
logical expressions of the following form:

(Symptoms) (Previous--- history) ------- > 
(Cause--- of --- disease)

Using this technique, the attribute weight, sex, 
age, cholesterol, frame and amount produced the 
best results.

We have applied this technique with some 
knowledge of domain which can be used as deci-
sion making in healthcare. This method will 
predict whether the person has chances of dia-
betic or not. As usually happens, this study can 
be used as a stepping stone for further research 
in other Data Mining methods like Support Vec-
tor Machines and Rough Sets which enjoy good 
reputation for their classification capabilities 
remain to be tested in terms of performance and 
explanatory power.

cONcLUsION

We have investigated several feature selection 
algorithm in medical datasets, to determine num-
ber of essential feature subsets. Simulations were 
done on comparing the full feature set, reduced 
feature sets and randomly selected feature sets. 
The result shows that smaller datasets maintain 
the prediction capability with a lower number of 
attributes than the original datasets. Although our 
result shows that classifiers error rate improves 
after the filtering technique is applied and reduces 
the processing time of classifier. Also the wrapper 
mode is better than the filter mode but it is more 
computationally expensive. We will extend this 
work to further datasets and different cost estima-
tion problems in different classifier.

Example 1.

If_then_rule induced in the onset of diabetic in adult 

If Sex = Male OR Female 
    AND Frame= LARGE  

    AND Cholestrol>200, then
    Diagnosis = chances of diabetic increases.

Example 2.

If_then_rule induced in the diagnosis of diabetic in blood 

If glycosolated heamoglobin ≥ 7.0 and waist ratio> 48 and age>50, then
       the record is pre-classified as “positive diagnosis” 

            else if glycosolated heamoglobin < 2.0 and waist ratio<36, then
                   the record is pre-classified as “rare chances of diabetic” 

            else 

                   ignore the record 

            end if
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KEy tErMs AND DEFINItIONs

Data Mining: Is the task of discovering previ-
ously unknown, valid patterns and relationships 
from large datasets.

Fast Correlation-Based Filter (FCBF): Is a 
fast correlation-based filter algorithm designed 
for high-dimensional data and has been shown 
effective in removing both irrelevant features and 
redundant features.

Feature Selection: Is a preprocessing tech-
nique used in data mining tasks. It is the process 
of selecting a subset of features from the original 
set of available features. Feature selection is also 
well known as attribute reduction.

Mutual Information Feature Selection 
(MIFS): Is a feature selection method to select a 
subset of the considered features.

Naive Bayes: Is a simple probabilistic classifier 
based on applying Bayes’ theorem (or Bayes’s rule) 
with strong independence (naive) assumptions.

Stepwise Discriminant Analysis (STEP-
DISC): Is a stepwise discriminant analysis method 
to select a subset of the quantitative variables.

Wrapper: This approach evaluates the rel-
evance of features by using a classifier and relevant 
subsets of features are selected.
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AbstrAct

This chapter will discuss a very useful technique to get (or to mine) a hidden information or knowledge 
which is lie in our data namely, data mining, which is a powerful and automatic (or semi-automatic) 
technique. Not only about the concept and theory, this chapter will also discuss about the application 
and implementation of data mining. Firstly, the authors will talk about data, information, and knowledge, 
whether they are different or not. After understand the term, they will discuss about what data mining is 
and what the importance of it. Second, they describe the process of gaining the hidden knowledge, how 
it is done, from the beginning until presenting the result. The authors will go through it step by step. In 
the next section, they will discuss about the several different tasks of data mining. In addition, to get a 
better understanding, the authors will compare data mining with other terminology which closely related 
so called data warehouse, and OLAP. For the last, but not the least, as stated before, this chapter will 
tell us about the real implementation of data mining in several different areas.
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INtrODUctION

Data, Information and Knowledge

Before discussed any further about data mining, 
it is better for us to describe first what are data, 
information, and knowledge.

According to Palace (1996), Data are any 
facts, numbers, or text that can be processed by 
a computer. Recently, there are huge growing 
amounts of data in different formats and different 
databases. This includes:

• Operational or transactional data, data that 
are obtained from sales, cost, inventory, 
payroll, and accounting.

• Non-operational data, data are obtained 
from forecasting, industry, and macro-eco-
nomic data.

• Metadata, that is data about the data itself, 
such as logical database design or data dic-
tionary definitions

From data we can get information, which is the 
patterns, associations, or relationships among all 
the data. For example, from the analysis of point 
of sale transaction we can obtain information about 
which products are sold and when.

Furthermore, information can be converted into 
knowledge about historical patterns and future 
trends. For instance, the monthly information from 
the point of sale transaction can be analyzed to 
understand the consumer buying behavior. As a 
consequence, the retailer could determine which 
promotional effort is worth, or which products 
are going to be advertised more than the others.

What Data Mining is

In his books, Berson (2000) stated that data min-
ing is an automated process of detecting relevant 
patterns in database. In his books, Berson gave an 
interesting example about how finding a pattern 
could be useful: suppose that there is a pattern 

that showed that married males with children tend 
to drive a sports car compared to married males 
without children then this pattern would indeed 
valuable and quite surprising for the marketing 
manager.

When discovering patterns in data, the process 
itself should be automatic or (usually) semiauto-
matic. The patterns discovered must be meaningful 
such that they lead to some advantage. Moreover, 
useful patterns allow us to make nontrivial pre-
dictions on new data. There are two approaches 
for the expression of a pattern (Witten & Frank, 
2005): as a black box whose innards are effectively 
incomprehensible and as a transparent box whose 
construction reveals the structure of the pattern. 
Both, we are assuming, make good predictions. 
The difference between them is on their structure, 
whether their structure represent the pattern that 
can be examined and analyzed or not. In other 
words, we interested in patterns that also explain 
something about the data itself.

In order to understand data mining better, 
Palace (1996) gave a good example about data 
mining, data mining software and analysis. There 
are retailers that used the data mining capacity 
of Oracle software to analyze buying patterns of 
their customers. It is found that when men bought 
diapers on Thursdays and Saturdays, many of 
them also buy beer. After some analysis, it is re-
vealed that these men typically did their weekly 
grocery shopping on Saturdays. On Thursdays, 
however, they only bought a few items. The retail-
ers concluded that these men purchased the beer 
to have it available for the upcoming weekend. 
Then the retailers could use this newly discovered 
information in various ways to increase revenue. 
For example, we could sell beer and diapers at 
full price on Thursday as well as move the beer 
display next to the diaper display.

Data mining is also about solving problems by 
analyzing data in databases. For example, we want 
to figure out about the loyalty of our customer in 
a highly competitive marketplace. A database of 
customer, along with customer profiles, could be 
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a good starting point. First we could analyze the 
behavior of the former customers, distinguishing 
the loyal ones from the customer who likely to 
switch to another products. Once the distinguished 
characteristics are found, we could use these 
characteristics to identify the present customer. 
This specific group can be targeted for a special 
treatment. Using the same techniques, we can 
also identify customers who might be attracted 
to another product, or another offers.

However, data mining is not a magic. For many 
years, experts have manually “mined” databases, 
looking for statistically significant patterns. Data 
mining is similar with when the analyst uses sta-
tistical and machine learning techniques to predict 
the patterns. Recently, technologies automate the 
mining process, integrate it with data warehouse 
and then present the result to the user (we will dis-
cuss more about data mining and data warehouse 
in section 4). Even though data mining become a 
very powerful and excellent technique that does not 
mean statistical analysts is not needed anymore. 
The absence of data mining just simply could not 
eliminate them. Analysts could bring values and 
analysis together with their experience that could 
not be delivered by data mining. Analysts are still 
needed to preprocess the data, decide which mining 
technique will be used, assess and interpret the 
model from the outcome of the mining process.

In data mining, data is stored electronically 
and then the search process is done automatically 
by the computer. Since a long time, economists, 
forecasters, and business users already have the 
idea to find patterns from their data automatically 
which then can be used for prediction or decision 
making. As the world grows in complexity and 
then overwhelming us with the data it generates, 
the chance of data mining to complete its task is 
increased. The possibility of finding interesting 
patterns from our data is increased. Thus data 
mining becomes everyone’s hope for finding the 
patterns inside the data. In the end, data mining 
can lead us to new insights and, in particular set-
tings, to gain competitive advantages.

Why Data Mining is Needed

Data mining now is used in for wide purposes 
in many different fields. Retailers, insurance, 
banking industries, medical community and many 
others use data mining to enhance their business 
process informatively:

• Retailers can use information collected 
through many programs, such as: shop-
pers’ club cards, frequent flyer points, con-
tests etc. to evaluate the how effective their 
advertisement or marketing strategy.

• The insurance and banking industries use 
data mining applications to assist in risk 
assessment (e.g., credit scoring). Insurance 
and banking could built a model that is 
able to assess whether a customer is in a 
high credit risk or not.

• The medical community can use data min-
ing to predict how effective a medicine 
will be.

• Telephone or internet service providers can 
use data mining to classify which customer 
is likely to be a loyal customer and which 
customer is likely to switch to a competi-
tor. A special treatment then is used to the 
customers that belong to the latter category.

Another reason why data mining is needed 
is that nowadays, with all of the data we have, 
we lack of experts that are able to transfer the 
huge amount of data into useful knowledge. The 
statement of Naisbitt (1984), “we are drowning 
in information but starved for knowledge”, also 
supports several factors that fueled the ongoing 
noticeably growth in the field of data mining and 
knowledge discovery:

• The dramatic increased in the number of 
data that we have

• Data warehouse, which enable the com-
pany to access to a reliable database.
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• The capability to access data from web 
navigation and intranets is increased

• The competitive pressure to increase mar-
ket share in a globalize economy

• The rapid development of the commercial 
data mining software

• The significance improvement in comput-
ing power and storage capacity

DIscOVErING KNOWLEDGE 
FrOM DAtA

Recently, the notion of finding useful patterns in 
data has been given a variety of names, including 
data mining, knowledge extraction, information 
discovery, information harvesting, data archaeol-
ogy, and data pattern processing. However, the 
complete process of finding the knowledge from 
data is named as knowledge discovery in databases 
to emphasize that knowledge is the end product 
of a data-driven discovery.

In this case, we are interesting in a term 
Knowledge Discovery in Databases (KDD). KDD 
is the complete process of discovering (useful) 
knowledge from data, whereas data mining refer 
to only one of step of the discovery process. As 
we discussed in the previous section, data min-
ing is the application of specific algorithms for 
extracting patterns from data.

This section is intended to distinguish between 
these two popular notions (KDD and data min-
ing), that data mining is only a step in the whole 
KDD process. The additional steps in the KDD 
process, such as problem definition, data prepara-
tion, and evaluate and interpret the result obtained 
are essential to ensure that the correctness and 
the usefulness of the knowledge that is derived.

Problem Definition

A KDD project starts with an understanding of the 
(business) problem. An understanding about the 
domain and the relevant prior knowledge has to 
be developed and the goal of the (KDD) process 

has to be established first. Experts (from different 
related fields) work together to define the project 
requirements and objectives from business point 
of view.

Without problem understanding, no technique 
or algorithm is going to provide us with a good 
result, even the sophisticated ones. Without the 
prior knowledge we will not be able to identify 
the problems that we are trying to solve. The prior 
knowledge is also important when we want to 
prepare the data for mining, or interpret the results 
correctly. In order to get the best result, we also 
have to make the objective as clear as possible, 
depending on our specific goal. For example, 
for the different purposes (but sound similar) 
“increasing the response rate” or “increasing the 
value of a response,” we will have to build a very 
different model.

Data Preparation

After having a clear understanding about what 
the problem is, in the next phase we have to pre-
pare the data that we would like to discover the 
knowledge from. In this phase, data is improved 
multiple times. Preparing the data by selecting 
tables, records, and attributes, are typical tasks in 
this phase. The meaning of the data is not changed. 
Please noticed that this process is also important 
and will have a big impact in our result. Like we 
already know before, garbage in, garbage out. 
This phase actually is divided into several steps:

• Data exploration: domain experts, who un-
derstand the meaning of the metadata, col-
lect, describe, and explore the data. They 
also identify the quality and the problems 
of the data.

• Creating a target data set: selecting a data 
set, or focusing on a subset of variables 
or data samples, on which discovery is to 
be performed. Creating a new derived at-
tributes, for example, an average value of 
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some number or amount is also allowed in 
this steps.

• Data cleaning and preprocessing: remov-
ing noise and handling missing data fields, 
including find the strategies and techniques 
to cope with them.

• Data reduction and projection: decide the 
features of the data depend on the objec-
tive of the task and different algorithm or 
transformation methods used in this phase 
to reduce the number of variables that are 
being considered.

Modeling

Modeling is about matching the goals of the KDD 
process that we derived from problem definition 
to a particular data mining method, for example: 
classification, association, clustering, and so on 
(see section 3 for data mining methods).

Next, we do an exploratory analysis, model and 
hypothesis selection: we choose the data mining 
algorithm(s) and selecting method(s) to be used 
for mining process. This process also includes 
deciding which models and parameters (as well 
another settings that might be required later) are 
appropriate and matching a particular data mining 
method with the overall criteria of the problem 
definition (for example, the end user might be 
more interested in understanding the model than 
its predictive capabilities).

Mining

This phase is an essential process where intel-
ligent methods are applied in order to extract 
the meaningful patterns. This is the phase which 
people called “data mining”. In other words, we 
are interesting in searching for patterns of inter-
est in a particular representational form or a set 
of such representations, including classification 
rules or trees, association rules, and clustering. 
The correctness of performing the tasks in the 
preceding steps is also the key point of success 

for the mining phase. The various techniques and 
methods for this phase will be discussed more 
detailed in the next section.

In the mining phase, the interaction with the 
user or a knowledge base may also be built. The 
interesting findings might be presented to the user 
and stored as the new knowledge to the previous 
knowledge base. Since data mining is only one 
step from the entire process, this phase can also be 
repeated according to the requirement. However, 
one may argue that this process is the important 
one because it reveals the hidden pattern/knowl-
edge inside our data.

Although data mining is just a step in the 
knowledge discovery process, however, in many 
industries and research community, “data mining” 
is more popular than “KDD” (Han, 2006). People 
often use the term data mining to resemble the 
whole process of KDD.

result Interpreting and Evaluation

Next is about interpreting the mined patterns/
knowledge. In this phase, there is also a possi-
bility to return to the preceding steps for further 
iteration. However, this phase actually consist 
of the visualization or result presentation of the 
extracted pattern/knowledge.

In many cases after interpretation and evalu-
ation, if the mining result does not satisfy the 
expectations, we could return to the modeling 
phase (or even the data preparation phase) and 
rebuild the model, for example by changing its 
parameters, until optimal values are achieved.

Knowledge Presentation

We use the mining results (discovered knowledge) 
by exporting the results into database tables or into 
other applications (for example: spreadsheets) for 
further actions or present the knowledge directly. 
We documenting it and reporting it to the one 
who need this result (our customer). In this phase, 
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checking and resolving potential conflicts with 
the previous knowledge is also needed.

Just to close this section, generally the most of 
KDD projects has focused on the mining process. 
However, the other steps are also important (and 
probably more important) for a successful applica-
tion of KDD in practice. Doing the mining process 
without appropriate prior steps can be a danger-
ous activity that easily leading to the discovery 
of meaningless and invalid patterns. In addition, 
the KDD process can involve significant iteration 
and can contain loops between any two steps.

DAtA MINING tAsKs

This section will be devoted to data mining, which 
according to many, is the most interesting steps in 
KDD process. Different methods and techniques 
are needed to find the different kinds of patterns. In 
this section, we differentiate tasks in data mining 
into several categories: classification, association, 
clustering, prediction, summarization and trend 
analysis. Each category serves different purposes.

classification

Classification task aim to identify to which group 
each individual belongs to. Each group has its 
own characteristics that distinguished it from 
the others. This task can be used to predict the 
new individual as well as understand the existing 
data. For example, one may interested to predict 
whether a new customer can be classified as the 
customer that is likely to respond to an offer that 
come by direct mail campaign, or a phone call.

Data mining form the groups (for classification) 
by creating a model using already classified data 
or cases. These classified data/cases may come 
from an historical database. They may also come 
from an experimental data which samples already 
tested in the real world and then the results is used 
to create the classifier. For example: a company 
sent an offer by mail to a sample of its potential 

customer, then the result from this mailing is used 
to built the classification model for the entire 
customer. However, there also could be the case 
that experts are hired to classify the unclassified 
data. Then, the result from them is used as the 
basic for the classification model.

Several examples of classification tasks:

• Banking: determining whether a person is 
in a high-credit risk.

• Medical: diagnosing a disease given the 
symptoms.

• Advertising: determining the best way 
to advertise a product given the product 
specification.

• Language: determining the topic/field of 
an article.

• Education: determining whether a student 
is able to finish his/her thesis in the given 
time based on his/her academic record.

• Security: classifying a terrorist given the 
behavior or financial condition of a par-
ticular person.

Recently, there are many algorithms to do 
classification task. Some of them are: K-Nearest 
Neighbor, ID3, Naive Bayes classification, and 
Backpropagation (Artificial Neural Network).

Association

Association is the discovery of togetherness or the 
connection of objects. An association rule reveals 
the associative relationships among objects, that is 
the likelihood of a set of objects appear together 
with other objects. For example, in a retail data-
base, we may find a rule that “bread” is associated 
with “chocolate”, denoted as “bread → chocolate”. 
It states that if customer buys bread, he or she very 
likely also buys a “chocolate.”

Association task could be very useful for 
retailer, marketing, advertising, logistic manage-
ment, etc. For example, a supermarket manager 
that found that people tend to buy bread together 
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with chocolate could take an advantage of it. Store 
personnel then place the chocolate near the bread to 
promote the sale of both. They may even discount 
one to attract the customer for buying the other, 
since these shoppers now will be “saving money.”

Several well-known association algorithms 
are: Apriori algorithm, FP-Growth, Fast algorithm, 
Eclat, and GUHA.

clustering

Clustering is a process that dividing our data into 
groups of similar objects. Each group, called clus-
ter, consists of objects that are similar each other 
and different to objects of other groups. According 
to Fayyad, Shapiro, and Smyth (1996), cluster-
ing is also a common descriptive task where one 
seeks to identify a set of categories (or clusters) 
to describe the data. The categories found can be 
mutually exclusive, hierarchical, or even overlap-
ping categories.

Clustering aims to find categories/groups 
that are different from each other, whereas each 
member of the groups must be similar to each 
other. Unlike classification, we do not know what 
the clusters will be when we start, or by which 
attributes the data will be clustered. Consequently, 
experts from the field should interpret the result-
ing cluster. In many cases, it is also necessary 
to exclude a particular variable or even several 
variables based on an analysis or observation that 
stated that they are irrelevant (with the objectives) 
variables.

There are many clustering algorithm nowadays 
in data mining: K-Means, PAM, CURE, DEN-
CLUE, DBSCAN, WaveCluster, etc.

Prediction

The main purpose of the prediction task is to de-
termine what will likely happen in the future. It is 
similar to classification, in the sense that prediction 
built the model from the previous knowledge and 

then applies the model to the new input. Here are 
some examples of the prediction task:

• Predicting the average of students’ grade 
on a particular course based on the stu-
dents’ background

• Predicting the price of a stock several 
weeks ahead

• Predicting the number of the attendance on 
the next football match

• Predicting the increase of traffic accident 
in the next year

• Predicting the increase of sales in the next 
month based on the sales history from pre-
vious years

• Predicting whether a new product will suc-
ceed in the market based on product char-
acteristic and company history

There are many methods we can use to do 
prediction tasks, such as: traditional statistical 
methods, simple linear regression and correlation, 
multiple regression, and neural network, decision 
tree, and k-nearest neighbor methods. In addition, 
any of the methods and techniques used for clas-
sification may also be used, under appropriate 
circumstances, for prediction.

trend Analysis

Trend analysis predicts unknown future values 
based on a time-series data. Time series data are 
records accumulated over time. For example, a 
company’s sales, a customer’s credit card trans-
actions, and stock prices are all time series data.

Like classification and prediction, it uses 
known results (previous knowledge) to guide its 
results. Models must take into account the distinc-
tive properties of time, especially the hierarchy 
of periods (including such varied definitions as 
the five- or seven-days work week, the thirteen-
“month” year, etc.), the effect of the public holi-
days, arithmetic operation on date, and possibly 
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consideration about how much of the past is still 
relevant.

In trend analysis, a model or a function is 
constructed to simulate the behavior of the object 
to predict future behavior. For example, a trend 
analysis could provide a CEO of a company an 
estimation of this year company’s profit (possibly 
with the estimated annual increasing rate) based 
on the financial condition and last year’s profit.

Trend analysis also includes identifying pat-
terns in evolution of our observation, such as its 
ups and down, or peaks and valleys (Sumathi & 
Sivanandam, 2006). The increasing or decreasing 
streaks of an observation (for example: exchange 
rates of US dollar to euro) is an example of match-
ing and changing trends problem that can also 
be handled using trend analysis. By comparing 
two or more objects historical changing curves 
or tracks, similar and dissimilar trends can be 
discovered and help us to understand the behavior 
of our observation as well. Analyzing company’s 
sales and profit figures is the popular example for 
this objective.

DAtAbAsE Vs DAtA MINING

This section will discuss two important notions 
in database which closely related to data mining: 
data warehouse and online analytical processing. 
However, this section will be started with an 
overview of database and its challenges that are 
relevant with data mining.

Database

With the increasing use of database in a company 
nowadays, the problem related to it become more 
complex day by day. One of the most difficult 
problems to deal with is that the data are stored 
in several different locations (Bianchi, 2009). 
Furthermore, the problem turn to be more com-
plicated when each database (in each location) is 
built based on the preference, experience, style, 

assumption and perspective of the local manager. 
It makes the queries difficult to be done from the 
outside.

From section 1 we know that data mining is 
the process of analyzing data and then extracts the 
meaningful knowledge or information. Techni-
cally, with respect to our database, data mining 
aims to find correlations or patterns among fields 
in large relational databases. In addition, data 
mining is also one of the best ways to illustrate 
the difference between data and information; data 
mining transforms data into information.

Data Mining and Data Warehousing

Data warehouse comes as a solution to the problem 
above. Data warehouse aims to join data located in 
separated databases. Data warehousing also means 
that we should collect and manage historical data 
from variety sources without errors, duplicating, or 
missing data. As the data sources might be always 
change, data warehouse also must be updated.

In most cases, the data that would be used in a 
KDD process of a company need to be extracted 
from the data warehouse first, because usually 
each department in a (big) company has its own 
database. There is some real benefit if our data 
is already part of a data warehouse. Actually, the 
problems of cleansing data for a data warehouse 
and for data mining are very similar. If the clean-
ing process has already been done for the data 
warehouse, then it most likely needs not to be 
cleansed again for the mining purposes.

The data mining database (database that we 
use to store the data for KDD process) may be 
a logical database rather than a physical subset 
of our data warehouse. If the DBMS (Database 
Management System) of our data warehouse 
does not support addition demand for the min-
ing process that it would be better to separate the 
data mining database from the data warehouse. 
However, a data warehouse is not a requirement 
for data mining. Creating a large data warehouse 
that join data from many different sources, handle 
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duplicating and missing data actually could be very 
time-consuming and costly. If that is the case, we 
could mine data from one or more transactional 
databases by extract the data into a read-only 
database first.

Data Mining and Online 
Analytical Processing (OLAP)

Many ask about what OLAP is and how it is 
different from data mining. OLAP is a decision 
support tools. However, OLAP is more than just 
a traditional query and report tools. OLAP used 
to answer why certain things are true.

Here is how it works: The user forms a hy-
pothesis about a certain relationship and verifies 
it with a series of queries against the data. The 
analyst might first hypothesize that people with 
low incomes are bad credit risks and analyze the 
database with OLAP to verify this assumption. 
If the hypothesis were not proved by the data, 
the analyst might then look at high debt as the 
determinant of risk. If the data did not support 
this hypothesis (again), the analyst might then 
try debt and income together as the best predictor 
of bad credit risks. So, informally speaking, the 
OLAP analyst generates a series of hypothetical 
patterns and relationships and uses queries to the 
database to verify (or disprove) them.

OLAP analysis is essentially a deductive pro-
cess. But what happens if the number of variables 
being analyzed is in hundreds or even thousands? 
Surely, it becomes much more difficult and time-
consuming to find a good hypothesis.

OLAP is different from data mining because 
in data mining we use the data itself to reveal the 
interesting pattern, whereas OLAP only verify the 
hypothetical patterns. Data mining is essentially 
an inductive process. For example we found that 
there is an analyst that wanted to discover the 
risk factor for loan used a data mining tool. Sup-
pose that the result from the data mining tool was 
people with high debt and low income were bad 
credit risks. However, the data mining tool might 

go beyond that and also reveal that age is also an 
important factor of risk, something that the analyst 
even did not think about. We can imagine that if 
the analyst used OLAP, as long as the analyst did 
not think about age, there will be no “age” in the 
determinant factor of risk.

Despite of their difference, data mining and 
OLAP could complement each other. Before the 
analyst go further with the discovered patterns/
knowledge (from data mining), the analyst could 
use OLAP to be aware of the implication of using 
the discovered patterns/knowledge. The OLAP 
tool can allow the analyst to answer those kinds 
of questions. Furthermore, OLAP is also useful 
in the early stages of the knowledge discovery 
process because OLAP can help us explore our 
data, for instance by focusing attention on impor-
tant variables, identifying exceptions, or finding 
interactions. This is important because the better 
we understand your data, the more effective the 
knowledge discovery process will be.

DAtA MINING APPLIcAtIONs

There are many data mining applications as well 
as data mining tools that release in the market. 
After discussed about the concept, theory and 
many related-things about data mining, this sec-
tion is intended to give real examples of the data 
mining implementation in the real world.

In this section we will discussed about two 
data mining tools that are very well-known: In-
telligent Miner from IBM and Enterprise Miner 
from SAS and a data mining tools that enriched 
with visualization: Miner3D. As stated earlier, 
all of them are data mining tools i.e. tools that 
assist its user to conduct data mining process. 
The next example is the real implementation of 
data mining in WalMart and BBC. Implementa-
tion in WalMart shows us how data mining have 
an important role in everyday transaction data 
of the one of the biggest store in US, whereas in 
implementation in BBC, data mining showed its 
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strength in prediction. The last but not the least, 
it is about how data mining being used to help 
airlines improved its flight security. CAPPS II is 
a data mining application that helps airlines to do 
screening process over its passenger.

Intelligent Miner (IbM)

IBM Corporation was developing data mining 
solutions “Intelligent Miner for Data” for a number 
of years using its resources of research laboratories 
from the United States (e.g., Watson Research, 
Almaden Research) and around the world (e.g., 
ECAM in France, Boblingen in Germany). Of 
course, the result of these efforts is a suite of 
sophisticated software solutions that encompass 
applied and fundamental research in the areas of 
artificial intelligence, machine learning, linguis-
tics analysis, and knowledge discovery.

The Intelligent Miner supports a variety of data 
mining tasks, including discovery of associations 
and sequential patterns in transactions (market 
basket analysis) and trend analysis (stock mar-
ket analysis), customer classification/profiling, 
clustering, and predicting values (IBM, 2002). 
A retailer might determine groups of customers 
that will respond to a new offer, or discover the 
opportunity of cross-selling using the Intelligent 
Miner. An insurance company might use the Intel-
ligent Miner with claims data to isolate likely fraud 
indicators. However, the richness of the algorithms 
and the variety of customization options make 
Intelligent Miner user interface more suitable to 
an expert user than to a novice (Berson, 2000).

Enterprise Miner (sAs)

SAS Enterprise Miner is one of the formidable 
players in the data mining tools market. It leverages 
a significant power and influence of SAS statisti-
cal modules. SAS Enterprise Miner is designed 
to be used both by novice and expert users. Its 
GUI interface is data-flow driven, and it’s easy 
to understand and use (SAS, n.d.).

SAS Enterprise miner is already completed 
with a number of data mining algorithms. It 
supports market-basket analysis, classification, 
predictive modeling, customer profiling and 
a range of statistical analyses for econometric 
time series, operations research, and many others 
(Berson, 2000).

SAS leveraged its considerable expertise in 
statistical analysis software to develop a full-
function, easy-to-use, reliable, and manageable 
system. The wide range of modeling options and 
algorithms, well-designed user interface, capabil-
ity to leverage existing data stores, and large market 
share in statistical analysis (allowing a company 
to acquire an incremental SAS component rather 
than a new tool), may all result in SAS taking a 
leading position in the data mining marketplace.

Miner3D

Miner3D is a data mining application that focused 
in the data visualisation and exploration. As its 
name sounds, it provides 3D visualization of the 
data for its user. Miner3D allowed us to analyze 
and explore data and create a chart and graphics 
in a customizable manner. In fact, Miner3D can 
be useful in trend analysis, cluster identification, 
or in the process of determining the relationship 
in our data. According to its specification, Min-
er3D could be very useful for practitioners and 
researchers in bank and investment analysis, sales 
managers, pharmaceutical and biotechnology, 
process engineering, geologist, or others that 
need the help of visualisation to understand and 
analyze their data.

WalMart

WalMart already used data mining to enhance its 
customer and supplier relationship. Almost every 
day, from its (around) 2,900 stores, Wal-Mart pro-
cesses a huge numbers of data (about 7.5 terabyte 
of data). Wal-Mart tracked buying trends shelf by 
shelf and item by item. They improve both, their 
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market grasp and supplier relationship. Which is 
more surprising, even in 1995, WalMart comput-
ers have processed over 1 million complex data 
queries (The Gale Group Inc. (2002)).

Moreover, WalMart allows more than 3,500 
suppliers, to access data on their products and 
perform data analyses. Their suppliers then use the 
data to discover the buying patterns of customers 
in each local store. Based on this information, the 
suppliers manage the local store inventory and try 
to identify new marketing opportunity.

bbc

BBC use Clementine (a data mining tools produced 
by SPSS) that predict the audience share that a 
proposed new TV program would achieve given 
it was transmitted at a particular time (Hunter, 
2001). This appears to be an ideal data mining 
project or implementation; the BBC has years 
of historical data showing what audience share 
watched each program.

However, the context of a TV program is 
quite complex. The project was carried out with 
around one year’s viewing data. Based on this 
data, the system learn and then was able to pre-
dict the audience share with a similar accuracy 
compared to trained BBC staff. The model was 
able to predict the audience share within plus 
or minus four percent. It was not assumed to be 
particularly accurate, but the BBC was pleased. 
The prediction had similar accuracy to their best 
program planner’s estimates. It took two years for 
these planners to become experts; with data mining 
the same accuracy is achieved in a few seconds.

cAPPs II

CAPPS or Computer Assisted Passenger Pre-
Screening System is a data mining system that 
is run by an airline to prevent terrorism. CAPPS 
II is the next version of CAPPS that provides a 
high tech method of Passenger Profiling and has 

an ability to build a more sophisticated airline 
passenger watch list.

According to the United States General Ac-
counting Office report in 2004, the followings 
are how CAPPS II works.

1.  Passengers who booking a flight will be 
asked for their full name, address, phone 
number and date of birth.

2.  The private-sector security firms that is 
hired by the government will be given the 
passenger information and they will run this 
information against commercial database 
and assign a certainty value of who the pas-
senger is based on the information given by 
the passenger.

3.  Next, the score/value sent to the govern-
ment. The government then checked it again 
against FBI, intelligence, or other watch list.

4.  As the outcome, the passenger will be as-
signed a colour secretly: green, yellow, and 
red. Green means no threat; the passenger 
will experience a normal screening. Yellow 
means the passenger will have an additional 
screening process such as metal detectors. 
Red means the passenger will not allowed 
getting on the plane, in fact, the passenger 
will have a visit with law enforcement.

sUMMAry

In this chapter we already know what data mining 
really is and how it is become more important 
day by day. However, the most important idea 
is the whole process itself that called knowledge 
discovery in databases (KDD). Without a deep 
understanding in every single step of KDD, a 
project in finding knowledge from data will not be 
succeed and end up with frustration. From problem 
definition, data preparation until presenting the 
results, each of them has their unique role that 
strongly related each other.

In short, data mining is very promising. It 
offers us a capability to uncover the hidden yet 
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valuable information that rely on our database. 
Together with its different kind of tasks e.g. clas-
sification, association, clustering, prediction, and 
trend analysis data mining have proved that it is 
really useful in many areas such as: retail, bank-
ing, broadcasting, security, etc. Researches and 
applications about data mining have grown rapidly 
in the decades. As strong and powerful tools, and 
applicable in many area, data mining will still 
continue to enjoy its popularity in the next years.
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KEy tErMs AND DEFINItIONs

Associations: Data mining task to discover 
the connection of individuals.

Classification: Data mining task to identify 
to which group the new individual belongs to.

Clustering: Data mining task to divide the 
data into groups of similar individuals.

Data Mining: A method/process needed to 
find interesting patterns from data.

Data: Any facts, numbers, or text that can be 
processed further.

Database: A collection of data.
Knowledge Discovery: The complete process 

needed to extract information/patterns from data, 
including: problem definition, data preparation, 
data mining, data modeling and result evaluation.

Knowledge: Useful information/pattern gath-
ered from data.

Prediction: Data mining task to determine 
what will likely happen in the future.

Trend Analysis: Data mining task to predict 
the future values based on a time-series data.



Section 2
Applications of Mining 

and Visualizations
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AbstrAct

Patent infringement risk is a significant issue for corporations due to the increased appreciation of 
intellectual property rights. If a corporation gives insufficient protection to its patents, it may loss both 
profits from product, and industry competitiveness. Many studies on patent infringement have focused 
on measuring the patent trend indicators and the patent monetary value. However, very few studies have 
attempted to develop a categorization mechanism for measuring and evaluating the patent infringement 
risk, for example, the categorization of the patent infringement cases, then to determine the significant 
attributes and introduce the infringement decision rules. This study applies Rough Set Theory (RST), 
which is suitable for processing qualitative information to induce rules to derive significant attributes 
for categorization of the patent infringement risk. Moreover, through the use of the concept hierarchy 
and the credibility index, it can be integrated with RST and then enhance application of the finalized 
decision rules.
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INtrODUctION

Patent infringement litigation occurs when a firm 
detects other firm’s action to imitate or duplicate 
an invention without acquiring a license to do so. 
This legal issue has attracted a great deal of at-
tention due to the increased importance of formal 
intellectual property rights protection, as well as 
the changing economic and legal importance of 
different instruments for such protection. These 
have created significant challenges for U.S. 
intellectual property rights policy (Graham and 
Mowery, 2003). Due to the high cost of research 
and development for a new patent application and 
for the patent maintenance fees, it is critical for a 
company to categorize the infringement risk for 
each patent development process. In addition, for 
the patent assignee, early provision of patent risk 
categorization aims at maximizing recoverable 
infringement damages during litigation (James, 
2005). These patent damage awards have become 
an increasingly important feature of business 
strategy in the USA over the past 20 years (Jerry 
and Gregory, 2006).

Previous of patent studies have analyzed pat-
ent information and citation number, for example, 
patent analysis (Levitas et al., 2006; Breitzman 
and Thomas, 2002), patent classification (Lai and 
Wu, 2005; Makarov, 2004), patent management 
(Stembridge and Corish, 2004; Reitzig 2004), 
and patent strategy planning (Knight, 2001; Gelle 
and Karhu, 2003). In addition some studies have 
attempted to analyze patent litigation cases. For 
instance, Lai and Che (2009) proposed a revolu-
tionary valuation model for the monetary legal 
value of patents. Juan (1997) studied patent in-
fringement, focusing on an index of patent rights. 
Some other studies have compared patent counts 
and patent citations to R&D expenditures and/or 
survey data in order to assess the efficacy of pat-
ent indicators (Acs and Audretsch, 1989; Duguet 
and MacGarvie, 2005). Technology licenses and 
publications have been utilized to a lesser extent 
as comparable measures of knowledge diffusion 

(Andrew, 2009). However, none of these studies 
categorized the infringement risk for each patent. 
In addition, qualitative information may involve 
in the patent documents. For example, inducting 
significant attributes and decision rules based 
on patent titles or property claims may be useful 
information for categorization.

To categorize patent infringement, this study 
focuses on analyzing historical patent documents 
to derive significant attributes from infringement 
patents and induce decision rules for the current 
patent development process. The rough set ap-
proach, which is suitable for processing qualitative 
information (Tseng and Huang, 2007), derives 
significant attributes and induce rules through the 
analysis of patent infringement cases. However, 
the previous RS approach does not handle attri-
butes that are involved in the concept hierarchy, 
and also does not measure the evidence level of 
the credible index for the reduct.

In this study, a heuristic approach based on 
rough set theory is developed that creates cred-
ible infringement risk categorization by analyzing 
infringement patent information.. The proposed 
solution approach, first, analyzes attributes related 
to hierarchical information from the collected data 
sets and selects the highest class by calculating 
the modified credible index. Second, at the reduct 
generation stage, aggregation of the attributes and 
outcomes and induction of the decision rule are 
performed. Finally, at the rule extraction stage, 
the significant attributes and decision rules are 
inducted to categorize the infringement risk.

The rest of this study in this chapter is organized 
as follows. The “Background” section reviews the 
literatures in patent infringement and rough set 
theory, while the “Solutions and Recommenda-
tions” section proposes the solution approach. A 
study demonstrating the proposed approach to 
support risk-management and patent infringement 
is illustrated in the “Case Study” section and the 
“Conclusion” section summarizes the study. Us-
ing the aforementioned approach, a corporation 
can categorize patent risk for the possibility of 



125

Patent Infringement Risk Analysis Using Rough Set Theory

infringement and reduce lost profits due to patent 
infringement. Moreover, the decision rules of pat-
ent infringement risk can also be developed. Busi-
ness industry can utilize these rules to determine 
which patents have higher probability of being 
infringed, which patents are highly competitive, 
and which patents and categories require major 
capital investment for research and development.

bAcKGrOUND

Patent Infringement

In a legal context, infringement refers to the 
violation of a law or a right. This includes intel-
lectual property infringements such as copyright 
infringement, patent infringement and trademark 
infringement. Patent infringement has attracted a 
great deal of research due to the increased impor-
tance of formal intellectual property rights protec-
tion, as well as the changing economic and legal 
issues of different instruments for such protection. 
Together, these create significant challenges for 
U.S. intellectual property rights policy (Graham 
and Mowery, 2003).

Patent infringement is a type of intellectual 
property damage that results when competing 
manufacturers imitate successful innovations or 
adapt them to their own use (Helpman, 1993). 
When patent infringement occurs, the original 
company loses the revenue from manufacturing 
the product and the original investment in the 
patent, as well as competitive advantage from 
the patent. For the patent owner, early provision 
of patent notice can help maximize recoverable 
infringement damages during litigation (James, 
2005).

Recent surveys have found that financial execu-
tives rank risk management is as one of their most 
important objectives (Kenneth et al., 1993). Pat-
ents are a knowledge asset in corporations, which 
have to invest huge amounts of money for the 
development process, including registration and 

maintenance fees in the patent office. However, 
in the past, the risk management concentrated on 
finance or the project risk (Kenneth et al., 1993).

Previous Literature on 
Patent Infringement

The topic of patent infringement includes two is-
sues (Table 1): (1) influences directly/indirectly re-
sulted from patent indicators, and (2) the monetary 
values affected by patents (Lai and Che, 2009).

To detect patent infringement, analysis of 
previous patent documents is necessary (Lanjouw 
& Schankerman, 2001). Numerous studies have 
been made in the field of patent analysis to un-
derstand the relationship between technological 
development and economic growth (Penrose, 
1951; Taylor and Sillberston, 1973), the assess-
ment of the research and innovation process in a 
national and international context (Bosworth, 
1984; Paci and Sassu, 1997). Referring to a tech-
nology indicator, patents are studied for the esti-
mation of the trend and degree of technology 
development in some specific patents or industries 
from the perspective of company policy (Ar-
chibugi and Pianta, 1996; Ashton and Sen, 1988; 
Liu and Shyu, 1997). In addition, patent docu-
ments may have qualitative information that was 
not included in the analysis by previous studies. 
To deal with the qualitative information and de-
termine significant features and decision rules, 
this study applies Rough Set Theory (RST), as 
presented next.

rough set theory

Rough Set Theory (RST) was developed by Pawlak 
(1982) to classify imprecise, uncertain, or incom-
plete information or knowledge expressed by data 
acquired from experience. Rough Set Theory is a 
mathematical approach to managing vague and 
uncertain data or problems related to information 
systems, indiscernible relations and classifica-
tions, attribute dependence and approximation 
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accuracy, reduct and core attribute sets, as well 
as decision rules (Shyng et al., 2005). In RST, by 
using the data analysis concepts of “reduct” and 
“core” (Pawlak, 1982), the patterns or internal 
structures of a set of condition-decision and data 
records can be easily reduced and extracted as a 
set of minimal rules without any prior knowledge. 
The philosophy of RST is based on the assumption 
that every object in a universe of discourse can be 
associated with some information, such as data or 
knowledge. Thus, objects that are characterized 
by the same information are indiscernible, that 
is similar, according to the available information 
about them (Wang and Li, 2004).

The major reason for applying rough set ap-
proach for rule induction is the qualitative nature 

of the data which makes it difficult to analyze by 
standard statistical techniques (Heckerman et al. 
1997; Simoudis et al. 1996). RST has been ap-
plied to areas such as fault diagnosis (Zhang et al 
2009; Shen et al, 2000), interval data clustering 
(Doumpos et al, 2009; Malcolm and Michael, 
2001), supply chain management (Gaudreault et 
al, 2009; Liang and Huang, 2006), image analysis 
(Xiao and Zhang, 2008; Bartłomiej et al, 2008), 
knowledge acquisition (Qian et al, 2008; Jerzy, 
1988), manufacturing quality control (Huang et 
al,2008; Tseng et al, 2004), customer relationship 
management (Tseng and Huang, 2007; Pawan et 
al, 2005). In this study, RST is applied to induct 
rules which aim at classify the infringement risk 
of patents.

Table 1. Two issues of patent infringement 

Issues Reference Description

The influences 
directly/indirectly 
resulted from patent 
indicators.

Hirschey and Richardson 
(2001)

Scientific measures of the quality of inventive output are useful and country-specific 
influenced indicators of the economic value tie to patenting activity.

Hereof, Schererc, and 
Vopel (2003)

The number of prior arts and the citations received are positively related to patent 
value

Hirschey and Richardson 
(2004)

Patent citation information may indeed help investors judge the future profit-earning 
potential of a firm’s scientific discoveries.

Von Wartburg, Teichert, 
and Rost (2005)

This paper proposed a methodological reflection and application of multi-stage pat-
ent citation analysis for the measurement of inventive progress.

Choy, Kim, and Park 
(2007)

This paper employed patent analysis in cross impact analysis of syntheses and inter-
actions between various technologies and expected to help practitioners to forecast 
future trend and to develop better R&D strategies.

Silverberg and Verspa-
genb (2007)

This paper focused on the analysis of size distributions of innovations by using pat-
ent citations as one indicator of innovation significance.

Chiu and Chen (2007) This paper proposed an objective scoring system for patents from the licensor side 
using the AHP to value patents for new products being developed by an actual 
enterprise.

Park and Park (2004) This paper proposed a valuation method that generates monetary value, rather than 
score or index, based on the structural relationship between technology factors and 
market factors.

The monetary values 
affected by patents.

Hereof and Hoisl (2007) This paper described the characteristics of the German Employees’ Inventions Act 
and discussed which incentives it creates by a survey of 3350 German inventors to 
test hypotheses regarding this institution, and finally concluded that the law creates 
substantial monetary rewards for productive inventors.

Van Trieste and Vis 
(2007)

This paper focused on valuating a patent on cost-reducing process improvements 
from the viewpoint of the patent holding firm by considering the relevant cash flows 
that result from owning the patent, wherein the patent value was determined by 
licensing fees, royalty income, and competitive advantage resulting from the patent 
and patent maintenance costs.
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MAIN FOcUs OF tHE cHAPtEr

Issues, controversies, Problems

Two issues are concerned in this study:

1.  There have been few research only attempts 
to develop a categorization for patent in-
fringement risk, specifically to develop a 
credible index, such as a categorization 
matrix to enhance the object evidence, 
which refers to concept hierarchy. In addi-
tion, previous studies have not categorized 
significant attributes and rules in patent 
analysis in order to categorization patent 
infringement. Patent documents may have 
qualitative information that was not included 
in the analysis by previous studies.

2.  In the rough set approach, reduct generation 
is determined by the attribute selection after 
measuring the upper and lower approxima-
tion (Pawlak, 1997). The reducts are estab-
lished by the roughness value. However, 
these conventional reduct generation ap-
proaches can not guarantee that the catego-
rization of a decision table is credible since 
the reducts do not have enough evidence of 
the result relationship. Fortunately, the avail-
ability of certain background knowledge, 
such as conceptual hierarchies, can improve 
the efficiency of the discovery process and 
the quality of categorization. For example, 
stronger regularities can be discovered at 
high concept levels and expressed in concise 
terms. Thus, it is often necessary to general-
ize low level primitive data in databases with 
relatively high level concepts for effective 
data mining.

solutions and recommendations

This solution approach focuses on how RST, 
together with conceptual hierarchical, and con-
dition constraints can be used cooperatively to 

create high quality rule-based models. The solu-
tion approach includes presenting characteristics 
of patent infringements, introducing rough set 
techniques to determine the optimal level of each 
patent attribute for credible categorization, and 
developing a structural approach for the discov-
ery of credible generalized and preference-based 
patent infringement decision rules. The discovery 
process is performed by heuristic approaches, and 
the patent infringement domain rules are finally 
evaluated.

characteristics of Patent 
Infringement

In this section, a general decision table for the rep-
resentation of the relationship between condition 
attributes and decision attributes is used. Patent 
information can provide significant condition 
attribute and decision attributes for the patent 
infringement risk. In Table 2, the element (eij) 
denotes the value of attribute (Aj) that an object 
(tuple) (Xi) contains, while Ok depicts the different 
decision attributes of the corresponding tuple. In 
addition, the number of values and weights are 
incorporated in this table.

An intelligent agent collects the patent infringe-
ment cases, including patent attributes, like “pat-
ent date” or “patent IPC code”, etc. Since 
“whether some patent attributes have a hierarchy 
in the decision table” is the focus of this study, 
the concept of the hierarchy framework is intro-
duced next.

Concept hierarchies are discussed in Kim 
(1990), Ziarko (1994) and Chen et al. (1996). 
Two examples of concept trees are introduced in 
this section: the patent date (see Figure 1) and the 
IPC code level (see Figure 2). The values on the 
left (e.g., level 0) label the depth of the tree, and 
the leaf values in a tree cover all possible values 
of the corresponding attribute.

To determine the most possible value combi-
nation, the DCmax is introduced. The maximum 
value for the degree of categorization (classifica-
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Table 2. Fundamental structure of a decision table 

 
j 
      i

          Condition attribute (Aj) Decision category (Ok) 
          (attribute)1 2 3 . . m

O 1 11 12 13 1m (Grouped with the 
same outcome)

1

b 2 21 22 23 2m 1

j 3 31 32 33 3m 2

e . . . . . . .

c . . . . . . .

t . . . . . . .

(Xi) n1 n2 n1 nm P

Set of values Weight 1 2 3 m Note: 
condition domain:C 
decision domain:D 
object domain:T

1 2 3 m

Figure 1. Concept tree for patent date

Figure 2. Concept tree for IPC code
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tory complexity) for a subset E of condition domain 
C, is defined as:

DCmax card V
j

= ( )
∈
∏
j E

 

where Vj is the number of values of condition 
attributes, the function “card” yields set cardi-
nality, and DCmax indicates the upper bound of 
classificatory complexity.

Level search based on 
credibility Measurement

A categorization is a partition of the instance 
space into equivalence classes based upon the 
condition attributes. Pawlak (1991) and Quinlan 
(1993) applied inductive algorithms to categorize 
data. To be credible, a categorization must provide 
decisions which should be adequately supported 
by evidence. Three relevant factors of credibility 
are used in the literature: coverage, consistency, 
and evidence of each decision.

In general, it is obvious that selecting a higher 
level concept for each attribute should increase 
coverage and support of each decision but not 
valuable rules since the rules are too general. 
Moreover, the decision table may be inconsistent 
since some of the data collected may be conflicting. 
Since the categorization measurement in terms of 
the credibility index is based on consistent data, 
all of the inconsistent data should be eliminated.

Three indexes related to credibility and reso-
lution:

Credibility index (CI(i)) and total credibility 
index (TCI):

CI i   
DC q

P(DC(j) F(D( ) = ( )
×( ) ( ))

1
1

-
-  −  

(1)

TCI CI(i)
i

n

=
=
∑

1

 (2)

where: q is the number of inconsistent classes; 
DC is the degree of categorization of the decision 
table; P(D|C(j)) is the probability of the decision 
“D” specified by the class C(j); F D( )  is the 
theoretical fraction of D.

This index is used to confirm each categoriza-
tion’s credibility, and the smaller the difference 
between D and C(j), the higher the value of the 
credibility index. The higher credibility index is 
the higher modified credibility index.

Modified credibility index (MCI(j)) and total 
modified credibility index (TMCI):

MCI(i) = CI(i) x (no_of_object)i (3)

TMCI MCI(i)
i

n

=
=
∑

1

 (4)

where (no_of_object)i is the number of objects 
that support the decision rule i

As the concept hierarchy is decreasing (i.e., less 
number of levels covered), the modified credibility 
index will change as the coverage is expanding. A 
higher MCI results in higher evidence of the cat-
egorization. The credibility reduct is determined 
based on wheather the highest categorization is 
identified.

Resolution index (RI):

RI L(j)
j

m

=
=
∑

1

 (5)

where: L(j) is the level of j-th attribute;
m is the number of condition attributes.
Whenever the level of concept hierarchical is 

generalized/specified, the resolution index must be 
recalculated since the lower RI indicates stronger 
support for the credibility.
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The procedure presented next is applied to 
determine credible categorizations. Condition at-
tributes are generalized by climbing their concept 
tree and one attribute is selected for generalization 
in each iteration. In this approach, the TMCI directs 
the algorithm. The decision table with its TMCI 
greater than the threshold value is defined as a 
credible categorization. The results of all combi-
nations at the level of each attribute for credible 
categorization are determined by this procedure.

Level-Search Procedure

Input:

1.  D: The infringement decision table have the 
attribute of patent;

2.  Ci: The concept hierarchy corresponding to 
D;

3.  Nj: The number of levels of each Ci;
4.  Vjr: Level number r in the Nj(0≤r≤Nj-1);
5.  T*: Threshold value to determine the quali-

fied categorization;
6.  B: Basket of the value set

Output: ConResult: Set of final desired cat-
egorizations

Output: ConResult: Set of final desired cat-
egorizations (see Algorithm 1)

An alternative approach to determining catego-
rizations is to normalize TMCI in the range [0,1] 
since decision-makers are more comfortable with 
this scale in determining the threshold value. For 
computing the resolution index (RI), an alternative 
approach is to assign a different weight for each 
attribute and recalculate the RI. If several catego-
rization credibility indexes (TMCI) are equivalent, 
the highest RI should be selected.

Discovery of credible 
Generalized and Preference 
based Decision rules

In this part, decision rules based on credible 
categorizations are discussed. In Figure 3, if the 
condition attributes do not contain the concept 
hierarchies, go to step 3 to generate a set of selected 
condition attributes to compute the TMCI. Step 
4 checks whether the set is empty or not. Step 
5 selects TMCI values that are higher than the 

Algorithm 1.

Step 1. Initialization 

         B ⟵ NULL  and ConResult ⟵ NULL

Step 2. Select qualified categorizations 

        For (i =0; i≤m; i++) 

          For each level V
ir
 (r = N

i
-1;i≤0;i--) 

             Compute TMCI for each categorization

             If  TMCI of a categorization > T*

                Then  B ⟵ 
The categorization

 

                Else  B ⟵ NULL

              Endif  

          Endfor 

        Endfor 

Step 3. Determine set of final desired categorizations 

       ConResult ⟵ B – {The categorization which violate the constraints or 

contain low value of RI}
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threshold value. In the final step, the credibility 
has been decided.

According to rough set theory, I = {U, A} is 
an information system, where U is a finite set of 
objects and A is a finite set of attributes. A set of 
its values Va is associated with every attribute a 
∈ A. Assuming A = C ∪ D, B ⊂ C, where B is a 
subset of C; the positive region POSB(D) = {x ∈ 
U: [x]B ⊂ D} can be defined. The positive region 
POSB(D) includes all objects in U which can be 
classified into classes of D, in the knowledge B. 
The degree of dependency between B and D can 

be defined as K B  D  
card POS K D

card POS K D

B

C

,( ) =
( )( )
( )( )

, where card yields the set cardinality. In general, 
if K(B, D) = K(C, D), and K(B, D) ≠ K(B-{a}, 
D), for any a ∈ B hold; then B is a reduct of C. 
Since reduct (B) preserves the degree of depen-
dency with respect to D and reduct (B) is a 
minimal subset, any further removal of condition 
attributes will change the degree of dependency. 
The following procedure for determining the 

reducts and cases is adopted from the Pawlak 
(1991).

The reduct generation procedure is presented 
next.

Input: A decision table T classified into C and D
Output: The reducts (see Algorithm 2)

Note that the represents the objects where each 
Aj attribute contains Vij, while V

ik oK i






|

 includes 

the objects with each Ok|i outcome (decision) at-
tribute containing Vik In order to find dispensable 
attributes, the examination of each attribute of the 
object is required. One might also have to drop 
one attribute at a time and check whether the 
intersection of the remaining attributes is still 
included in the decision attribute.

Next, identification of the reducts with desired 
condition attributes from a data set is discussed. 
The direct use of the result provided by reduct 
generation algorithm may lead to many reducts 
containing condition attributes that are not mean-
ingful. A strength index is introduced in order to 
identify meaningful reducts, and a reduct with a 

Figure 3. The solution approach for determining credible decision rules
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higher strength index is preferred over a reduct 
with a lower index. Note that comparison of the 
reducts is restricted to the same decision attribute 
and the number of attributes selected in the reducts.

The strength index of reduct f is defined as 
follows:

SI f v Wx n
j j f

j=1

m

( ) = ∑  (6)

where: f is the reduct number, f = 1,..., n;
vj = 1 if condition attribute j is selected, 0 

otherwise (Aj = “x”)
nf is the number of identical reducts f
In general, a rule is a combination of the 

values of some attributes such that the set of 
all objects matching it is contained in the set of 
objects labeled with the same class. In order to 
simplify the decision table, value-reducts of the 
attributes illustrated in the previous section should 
be determined. Denote rule ri as an expression:

ri: (Ai1 = ui1) ∧ (Ai2 = ui2) ∨... ∧ (Ain = uin) → (O 
= ud)  (7)

where: ui1, ui2,..., uin, and ud are the value contents 
of the attributes; set {∨, ∧, →} of connectives are 
disjunction, conjunction, implication, respectively

Basically, a set of specific decision rules (re-
ducts) forms a reduced information system. Each 
rule corresponds to exactly one equivalence class 
of the original system. In other words, a set of 
those decisions rules (reducts) can be represented 
in a concise form (rule).

The proposed rule-extraction algorithm pro-
vides an effective tool for the generation of concise 
decision rules. To facilitate the rule-extraction 
process, the concept of a case is introduced. A 
case represents a set of reducts with the same 
number of attributes and the same outcome. The 
same case number might be assigned to more 
than one object and in general, the reducts of the 
same case are merged. More details are provided 
in the next section. Furthermore, the concept of 
extracting the best reducts is incorporated into 

Algorithm 2.

Step 1. Initialization: List all object in T 

Step 2. Generation reducts for each object 

        For (i =1 ; i ≤ n ; i++) 

           For (j =1 ; j ≤ m; j++) 

              If ( )
|

V V
ij Aj ik oK i




 ⊂






              Then the reducts for  X
i
 is formed

              Else  

              For (j =1 ; j ≤ m; j++) 

                 If (C A V
j

[V

ik o

ij Aj

K i

∩ ⊂ 



]

|

)

                   Then the reducts for X
i
 is formed

                   Else the reducts forX
i
 is not formed

                Endfor 

              Endfor 

           Endfor 

Step 3. Termination: Stop and output all object reducts
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this algorithm. The quantitative information as-
sociated with each object is used to confirm the 
rules. The “weak” rules, i.e., those supported by 
only a few examples, are considered here as less 
important. Lastly, the final generalized relations 
are transformed into decision rules and the rules 
aggregation (simplification of decision rules) is 
also performed by this algorithm.

The Rule-Extraction Algorithm (REA) is 
presented next. (see Algorithm 3)

Evaluation of Decision rules

Four performance measures are introduced: ac-
curacy index, coverage index, length index, and 
robustness ratio.

The accuracy index is used to identify categoriza-
tion accuracy of original data set. The coverage 
index is used to verify the rule of the rule set. 
Accuracy index αR(D) and coverage index ΨR(D)
(Tsumoto, 1997):

a a
R

R

R

R
D

x] D

x]
D( ) =

∩
< ( ) ≤

[

[
, and 0 1  (8)

Ψ Ψ
R

R

R
D

x] D

D
D( ) =

∩
< ( ) ≤

[
, and 0 1  (9)

where: |A| denotes the cardinality of set A, αR(D) 
denotes the accuracy of R (e.g., eij = vij, in a deci-
sion table) as to categorization of D, and ΨR(D) 
denotes a coverage, respectively. In addition, 
αR(D) measures the degree of the sufficiency of 

Algorithm 3.

Input: 

R:  The origin reduct table of object. 

Procedure: 

Calculate the case number of each object in R 

Create the table T
1
 of all the reduct and sort by the case number

Select reduct from the T
1

For   

IF the reduct number is large than object number then 

      check the identified of the reduct. 

IF the reduct(i) can be identify by reduct(i+1) then merge to the T
2
  and se-

lect next reduct. 

Else add the reduct to the T
2
 

Next reduct   

Select one of the valid merge reduct in the T
2

For  

   IF the reduct number is large than object then  

     Check the identified of the reduct. 

   IF the reduct(i) can be identify by reduct(i+1) then merge to the T
3
 and se-

lect next reduct. 

Next reduct 

Select all the final merge rule in the T
3
 

Termination: Stop and output the results.
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a proposition, R → D, while ΨR(D) measures 
the degree of necessity of a proposition, D → R.

Length index refers to the count of the at-
tributes. Length index (LI) and robustness ratio 
(r_ratio) for rule j:

LI i  
m

j=1
e no of attribute in rule i

ji( ) = =∑ _ _ ,

and e
ji
¹  “x” in the decision table  (10)

r_ratio(i) = no_of _the_rule-i / 
n

i=1
(no of the_rule

iå _ _ )  (11)

In general, rules with fewer attributes are pre-
ferred, and the robustness ratio is used to indicate 
a measure of confidence. A higher robustness ratio 
indicates clearer evidence of the categorization.

case study

The ABC Inc. is a professional IT OEM firm 
producing professional software associated with 
different disciplines and it owns 1,242 patents. 
To date, the infringement risk has not been cat-
egorized in patent development. To apply the 
solution approach in this study, the Intelligent 
Infringement Risk Evaluation (IIRE) platform is 
developed and the patent infringement data sets are 
collected from a court database and text-mining 
technology or other cluster algorism are used to 
cluster the possible attributes. The attributes were 
based on other studies are: (a) patent date (Levine, 
1987), (b) patent title (Kuijk and Lobeck, 1984), 
(c) critical patent (Rupprecht, 1994), (d) license 
fee (Kamien et al, 1988), (e) product property 
(Verhaegen et al, 2009), (f) IPC code level (Foglia, 
2007), patent claims (Saiki et al, 2006), inventor 
education (Mariani et al, 2007) and of registration 
country (Chen, 2008). After identification by the 
experts, two disjoint infringement domains are 
determined: (i) Infringement patent information 
and (ii) the infringement case information. For 
example; “patent title relevance” and “critical 
patent” are in domain I, while domain II attributes 

include “license fee”, “product property”, and 
“IPC code level.” In addition, the two decision 
attributes used to evaluate the infringement risk 
(g), infringement and patent function (h), are in 
the data set. The attributes are qualitative except 
for “d” and “f”. Their domain usually consists of 
a limited number of values which are quantitative 
or linguistic terms. In addition, the domains of 
some attributes cannot be ordered, such as, “a”, 
“b”, ”c”, ”e”, “g”, “h”.

In the platform, a data set file is uploaded 
(Figure 4) and the initial decision table of the 
patent infringement risk categorization is viewed 
in Figure 5. Patent risk infringement categoriza-
tion’s attribute to the condition table and the result 
to the outcome table are determined in Figure 6. 
An object of the decision table refers to a patent 
which has been infringed.

In the condition table, patent date has 6 pos-
sible values and the patent title relevance has 2 
possible values. The maximum degree of catego-
rization is DCmax = 7 × 2 × 2 × 2 × 2 × 16 = 
1792. In this categorization, 6 equivalence 
classes are illustrated with the coverage of 6/1792 
= 0.33%.

In the categorization shown in the Decision 
Table, only two attributes involve concept hier-
archies, PD and ICL, which are represented in the 
first and sixth column. Note that a categorization 
is credible if all possible combinations of condi-
tion attributes can be covered in the decision table 
and each decision is supported by as many input 
instances as possible. The degree of categorization 
(DC) should represent the details of decision rules.

Find all of the categorization of the infringe-
ment. Establish the matrix of CI (credible index) 
and MCI (modified credible index) (see Figure 
7).The credibility index of the first tuple in the 
Figure 7 is

 

CI

4 2E 4 MCI CI 6 number of object

2

= × − −

= − = ( )
=

( ) ( )

. , *

.

1
1792

1
5
12

1
6
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Figure 4. The imported data

Figure 5. The original decision table
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Figure 6. The attribute set

Figure 7. Example of a credible categorization
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and the Resolution index (RI) is equal to 9. Since 
the total MCI is not acceptable, the generalization 
process is implemented next.

During the generalization of patent date (PD) 
level from level 3 to level 2, the instances (5, 2, 
2, 2, 1, 1, (2,1)), (6, 2, 2, 2, 1, 2, (2,1)) and (6, 2, 
2, 2, 1, 1, (2,1)) were combined to form the (2, 2, 
2, 2, 1, 1, (2,1)) instance in Figure 8. Since the 
degree of categorization (DC) decreased and no 
inconsistent decisions occurred, the TMCI in-
creased from 0.035 to 0.234. Note that the RI of 
Figure 8 is equal to 7.

However, during this generalization of the 
ICL, the decision does not remain consistent. For 
example, (2, 2, 2, 2, 1, 1, (2,1)) and (2, 2, 2, 2, 1, 
1, (1,1)) in Figure 8 are in conflict. These two 
tuples should be removed and the results are 
presented in Figure 9. The value of DC in Figure 
9 becomes 127 (=128-1). The increase of TMCI 
is not guaranteed as its value should be determined 
by the number of consistent tuplets and the degree 
of categorization (DC). In this case, the number 
of consistent tuplets and the value of DC decrease. 
However, the TMCI increases due to the weak 
impact of inconsistent instances on its value. Here, 
the value of RI is 6.

Consider the decision table shown in Figure 
9 as the input to the level-search algorithm. The 
first row represents the state of generalization 
from the concept hierarchy contained attributes 
(e.g., (a) and (f)); and the first column includes 
the state of non-hierarchy contained attributes 
(e.g., (b), (c), (d), and (e)). The resulting credible 
categorization (TMCI) of all combinations of the 
levels for each attribute is also illustrated in Fig-
ure 10. Note that the original table (Figure 7) 
corresponds to the bottom of the first column of 
Figure 10.

Through computation of the aforementioned 
algorithm, the credibility (TMCI) can be assessed 
for each categorization and the combinations are 
listed in Figure 10. For a threshold value equal to 
1, the shadowed cells in Figure 10 are the elements 
in CAN, for example, a1b0c0d0e0f3, a0b0c0d0e0f3, 

etc. Obviously, a1b0c0d0e0f0 corresponds to the 
highest value but it is not a valuable categorization 
since the value of RI is 1.

After the requirements for each attribute 
have been determined, the elements of CAN are 
restricted to rows (1), (2), (5), (6), (9), (10), (13) 
and columns (5), (6), (7). After comparing the 
RI of each element, the seven categorizations 
marked in bold font were selected, {a1b0c0d0e0f3, 
a1b1c0d0e0f2, a1b0c1d0e0f2, a1b0c0d0e1f2, 
a1b1c1d0e0f1, a1b1c0d0e1f1 and a1b0c1d0e1f1}, 
all of which have an RI value of 4. Note that gener-
alizing to the root of the concept tree is equivalent 
to removing the corresponding condition attribute. 
Finally, the summary of the TMCI based on a0, a1 
and a2 is represented in Figure 11.

An alternative approach to determine catego-
rization is to normalize the TMCI in the range [0, 
1] since decision-makers are more comfortable 
with this scale in determining the threshold value. 
For computing the resolution index (RI), an al-
ternative approach is to assign a different weight 
for each attribute and recalculate the RI. If sev-
eral categorization credibility indexes (TMCI) 
are equivalent, the highest RI should be selected.

In the previous section, seven categorizations 
were selected. Here, expertise is required to select 
the final categorization to generate the rules. Based 
on the domain expert’s judgment, attribute b is 
highly correlated to attribute e and attribute d has 
a less significant impact on decision attributes. 
Therefore, the categorization - a1b0c1d0e1f1 
(Figure 10) is selected. Note that attributes b and d 
are removed since they are at level 0 of the concept 
tree. Finally, the reducts of attributes equivalent to 
a set of generalized rules are determined as below 
(Figure 12). The weights are also assigned to the 
attributes a, c, e, and f (Figure 12).

The decision table in Figure 12 represents the 
final categorizations. After performing the reduct 
search procedure, the list of resulting value reducts 
for Figure 12 is obtained (see Figure 13). The 
heuristic procedure is applied to determine the 
reducts.
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Consider Table 3, which includes the data from 
object 1 in Figure 13 expanded with a column 
indicating the number of objects and a row con-
taining weights associated with the attributes.

The strength index for the three reducts with 
outcome (2, 3) is as follows:

Reduct 1, SI(1) = (1.0 x 1 + 1.0 x 0 + 0.9 x 1 + 
0.6 x 1) x 13 = 32.5
Reduct 2, SI(2) = (1.0 x 1 + 1.0 x 1 + 0.9 x 0 + 
0.6 x 1) x 13 = 33.8
Reduct 3, SI(3) = (1.0 x 1 + 1.0 x 1 + 0.9 x 1 + 
0.6 x 0) x 13 = 37.7

A higher value of the strength index implies 
that the corresponding reduct is preferable. In this 
case reduct 3 with SI(1) = 37.7 is preferred over 
reduct 1 and reduct 2.

Before executing the rule extraction algorithm, 
a case number is created in the Table 4, where S is 
the case number determined by outcome and total 
number of attributes contained in the reduct. This 
represents a set of reducts with the same number 
of attributes and the same outcome. The same 
case number might be assigned to more than one 
object. In general, the reducts of the same case 
are merged.

Next, consider the value reducts in Figure 13. 
After the rule-extraction algorithm was performed, 
the list of resulting concise rules was derived (see 
Table 5 and Table 6). The heuristic algorithm was 
used to determine the concise rules.

The four performance measures computed for 
the data in Figure 12 and Table 5 are summarized 
in Table 6. The concise decision rules are pre-
sented in Figure 14.

In Figure 14, performance measures of the 
decisions rules are illustrated. First, “accuracy” 
represents how accurate the rule performs based 
on empirical data while “coverage” indicates how 
many incidences can be covered by the rule. 
Second, “length” is the count of the attributes in 
the rule. Finally, the r_ratio emphasizes the con-
fidence of the rule.

In this case study, the company inducts the 
decision rules from the historical data. Four rules 
associated to measure the patent infringement 
risk are identified. The decision rules can help 
determine which patents plan to be extended or 
terminated. The R&D manager is able to choose 
desired patents with low risk to prevent from 
infringement. With effective risk management, 
the company can allocate resources optimally and 
can be more competitive in industry.

FUtUrE rEsEArcH DIrEctIONs

Future research can emphasize on collecting 
additional patent infringement data and cases 
and establishing an infringement rule database 
to fathom what features contribute more in high 
risk patent infringement. Exploration of the 
patent infringement risk categorization in differ-
ent industry domains is also desired to pursue. 
Furthermore, future efforts can be invested in 
developing a weighted hierarchy framework to 
improve credibility of the rules.

cONcLUsION

In this study, a methodology to induce infringe-
ment rules based on a credible index was proposed. 
Litigation data was collected from the court da-
tabase and used to analyze the desired attributes. 
The credible categorization is determined by 
the coverage, consistency and evidence of each 
decision. The level-search procedure was applied 
to determine credible categorizations. The con-
tribution of the credible categorization approach 
included providing exact required information. 
At the rule extraction stage, each strength index 
is computed according to each decision rule. Fi-
nally, the decision rules for patent infringement 
risk were developed. Businesses and industries 
can use this findings to determine which patents 
are more likely to be infringed, which patents 
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Figure 8. Example of generalization of the patent date and the IPC code

Figure 9. Example of generalization of the IPC code from the original table
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Figure 10. TMCI of the combination of the levels for all attributes
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Figure 11. Statistical summary of the TMCI based on a0, a1 and a2

Figure 12. Final credible categorization from the level-search procedure
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Figure 13. Value of reducts for the data in Figure 12

Table 3. Expanded data set for object 1 in Figure 13

Categorization 
No#.

Reduct No. a c e f (g, h) No. of 
objects

1 1 x 1 3 (2, 3) 13

          1 2 1 1 x 3 (2, 3) 13

3 1 1 1 x (2, 3) 13

Weight wj 0 .0 .9 .6

Table 4. Extension of Table 3

Categorization 
No#.

a c e f (g, h) Ui S

          5 2 x x x (1, 1) 1 1

          2 x x x 1 (1, 3) 1 2

1 x 1 3 (2, 3)

          1 1 1 x 3 (2, 3) 3 4

1 1 1 x (2, 3)

          3 x x 2 x (2, 3) 1 3

x x x 4 (2, 3)

          4 x x 2 x (2, 3) 1 3

x x x 2 (2, 3)

Note: 
(1) Ui: total number of attributes contained in the reduct i; 
          (2) S: case number which is determined by the outcomes and Ui.
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Table 5. Final value reducts 

No#. T(1) Reduct 
No.

a c e f Selected 
Weight

No. of 
Objects

a c e f Merged 
Objects

T(2) 
T(3)

Rule 
No.

5 1 1 2 x x x (1,1) 1 1 13 2 x x x 1 1

2 2 1 x x x 1 (1,3) 2 0.6 12 x x x 1 2 2

3 3 1 x x 2 x (2,3) 3 1 7

2 x x x 4 (2,3) 0.6 x x 2 x 3 & 4 3 3

4 4 1 x x 2 x (2,3) 3 1 5

2 x x x 2 (2,3) 0.6

1 1 x 1 3 (2,3) 2.5

1 5 2 1 1 x 3 (2,3) 4 2.6 13 1 1 1 x 4 4

3 1 1 1 x (2,3) 2.9

W 1 1 0.9 0.6

Table 6. Resulting concise rules 

a2 → g1h1

f1→ g1h3

(a1 c1 e1)∨ c2→g2h3

Figure 14. Final decision rules based on the infringement patent data sets and performance measures 
of the decisions rules
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are highly competitive, which patent categories 
require major budget investments for research 
and development.
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KEy tErMs AND DEFINItIONs

Accuracy Index: An index used to identify 
categorization accuracy of the original data set.

Categorization: A partition of the instance 
space into equivalence classes based upon the 
condition attributes.

Credible Index: An index used to confirm 
credibility of each categorization.. The smaller 
the difference between “decision attribute” and 
”condition attribute,” the higher the value of the 
credibility index. The higher credibility index is 
correlated to the higher modified credibility index.

Patent Infringement: A type of intellectual 
property damage that results when competing 
manufacturers imitate successful innovations or 
adapt them to their own use.

Reduct: The minimum data content necessary 
to represent an object.

Resolution Index: An index to indicate the 
level of concept hierarchical. After the hierarchy 
is generalized or specified, the resolution index 
must be recalculated since the lower resolution 
index indicates stronger support for the credibility.

Risk Analysis: It is a scientifically based 
process of evaluating hazards and the likelihood 
of exposure to those hazards, and then estimating 
the resulting public health impact.

Rough Set Theory: A theory was developed 
by Pawlak (1982) to classify imprecise, uncer-
tain, or incomplete information or knowledge 
expressed by data acquired from experience. It is 
a mathematical approach to managing vague and 
uncertain data or problems related to information 
systems, indiscernible relations and classifica-
tions, attribute dependence and approximation 
accuracy, reduct and core attribute sets, as well 
as decision rules.

Strength Index: An index introduced in order 
to identify meaningful reducts. A reduct with a 
higher strength index is preferred over a reduct 
with a lower index.
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Visual Survey Analysis 
in Marketing
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University of Ljubljana, Slovenia

Koen Vanhoof
Hasselt University, Belgium

AbstrAct

The authors present a use and visualization of the ordinal evaluation (OrdEval) algorithm as a promis-
ing technique to study questionnaire data. The OrdEval algorithm is a general tool to analyze data with 
ordinal attributes, including surveys. It has many favorable features, including context sensitivity, ability 
to exploit meaning of ordered features and ordered response, robustness to noise and missing values in 
the data, and visualization capability. The authors select customer (dis)satisfaction analysis, an important 
problem from marketing research, as a case study and present visual analysis on two practical applica-
tions: business-to-business and costumer-to-business customer satisfaction studies. They demonstrate 
some interesting advantages offered by the new methodology and visualization and show how to extract 
and interpret new insights not available with classical analytical toolbox.



152

Visual Survey Analysis in Marketing

bAcKGrOUND

In recent years we have observed large changes 
in economy in general and marketing in particular 
as a result of internet expansion, globalization, 
and ubiquitous information availability. One of 
the scientific fields which gained momentum as 
a result of this was data analysis under various 
names: statistics, data mining, machine learning, 
intelligent data analysis, knowledge discovery. 
Many new data analysis techniques emerged which 
exploit availability of more and different data 
from several sources, and increased computational 
power of nowadays computers. Some examples of 
these techniques are support vector machines, text 
analytics, association rules, ensemble techniques, 
subgroup discovery, etc. These techniques have 
been accepted into analytics’ standard toolbox in 
many disciplines: genetics, engineering, medicine, 
vision, statistics, marketing, etc.

The OrdEval algorithm (Robnik-Šikonja & 
Vanhoof, 2007) is a novel analytical tool which 
emerged in data mining context aiming to evaluate 
the importance and the impact of various factors 
in the given data (e.g., survey). For example, in 
the analysis of customer satisfaction data for a 
particular product/service, OrdEval can deter-
mine the importance of each product’s feature 
to the overall customer’s satisfaction, and also 
indicate the thresholds where satisfaction with the 
individual feature starts having a strong positive 
or negative impact on the overall satisfaction. 
The output of OrdEval are probabilistic factors 
indicating the probability that increase/decrease 
in the individual feature or the feature’s value 
will have impact on the dependent variable. The 
intuition behind this approach is to approximate 
the inner workings of the decision process tak-
ing place in each individual respondent, which 
forms the relationship between the features and 
the response. If such brain introspection would 
be possible one could observe a causal effect 
that the change of a feature’s value has on the 
response value. By measuring such an effect we 

could reason about the importance of the feature’s 
values and the type of the attribute. Also, we could 
determine which values are thresholds for change 
of behavior. While this is impossible, OrdEval 
algorithm uses the data sample and approximates 
this reasoning. For each respondent it selects its 
most similar respondents and makes inferences 
based on them. For example, to evaluate the effect 
an increase in a certain feature value would have 
on the overall satisfaction, the algorithm computes 
the probability for such an effect from the similar 
respondents with increased value of that feature. 
To get statistically valid and practically interesting 
results the overall process is repeated for a large 
enough number of respondents, and weighted 
with large enough number of similar respondents.

Feature (attribute) evaluation is an important 
component of many machine learning tasks, e.g. 
feature subset selection, constructive induction, 
decision and regression tree learning. Scores as-
signed to attributes during evaluation, also provide 
important information to the domain expert trying 
to get an insight into the problem domain. In this 
chapter we are interested in a subclass of feature 
evaluation, namely evaluation of conditionally 
strongly dependent ordinal attributes where each of 
the individual attribute’s values may be dependent 
on other attributes in a different way. The problem 
of feature (attribute) evaluation has received a lot 
of attention in the literature. There are several 
measures for evaluation of attributes’ quality. 
For classification problems the most popular are 
e.g. Gini index (Breiman et al., 1984), gain ratio 
(Quinlan, 1993), MDL (Kononenko, 1995), and 
ReliefF (Kononenko, 1994; Robnik-Šikonja and 
Kononenko, 2003). The first three are impurity 
based and measure quality of attribute according 
to the purity of class value distribution after the 
split on the values of that attribute. They evalu-
ate each attribute separately, are not aware of the 
ordering of the attribute’s values and cannot 
provide useful information for each individual 
value of the attribute. ReliefF on the other hand is 
context sensitive (by measuring how the attribute 
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separates similar instances) and could be adapted 
to handle ordered attributes (by changing the 
definition of its similarity measure), but cannot 
provide information for each value separately 
and does not differentiate between the positive 
and negative changes of the attribute and their 
impact on the class value. By converting ordered 
nominal attributes into numeric ones we could 
use RReliefF, a regression version of ReliefF 
(Robnik-Sikonja and Kononenko, 2003) which, 
at the cost of assuming linear ordering, naturally 
handles positive and negative changes of an at-
tribute, but cannot separate between positive and 
negative impact on a class value; also the extrac-
tion of information for each individual attribute’s 
value is not possible in the RReliefF.

A typical approach in practical marketing 
research of customer (dis)satisfaction is to de-
fine a number of features of the product/service 
and then to conduct a survey on a representative 
sample of customers where the customers rate 
their satisfaction with each of the features and 
also express their overall (dis)satisfaction. While 
all types of captured answers (features) can be 
integrated with our approach, we are interested 
only in those questions of the survey which cor-
respond to the product/service features. We 
consider them attributes in our data set and the 
overall (dis)satisfaction corresponds to the class 
value. The goal of feature analysis in marketing 
research is manifold:

1.  identify features which influence the overall 
(dis)satisfaction most,

2.  identify type of features: marketing research 
differentiates mostly between three types of 
important features:
a.  Basic features are taken for granted by 

customers. High score in these features 
does not significantly increase the 
overall satisfaction, while a low score 
usually causes dissatisfaction.

b.  Performance features are important 
features not taken for granted; they 

usually have a positive correlation 
with overall satisfaction: the higher 
the score the bigger the effect on the 
overall satisfaction,

c.  Excitement features usually describes 
properties of product/service which 
are normally not very important to the 
users, but can cause excitement (and 
boost in satisfaction) if the score is 
very high.

3.  identify those attribute values (thresholds) 
which have positive/negative impact on 
overall satisfaction, and

4.  identify typical behavior patterns of attribute 
values:
a.  upward reinforcement: the value of a 

feature has a positive effect on overall 
satisfaction,

b.  downward reinforcement: the value of a 
feature has a negative effect on overall 
satisfaction,

c.  anchoring: the value of a feature acts 
as an anchor on overall (dis)satisfaction 
and prevents its change,

d.  compensation is a type of behavior 
characteristic for subsets of features, 
namely low score in one of the features 
is compensated with high score in one 
or more others.

There are many different feature evaluation 
algorithms in data mining which can evaluate, rank 
and/or select the most informative features (goal 
1). For problems with highly dependent features 
as is predominantly the case in the marketing re-
search, the most suitable heuristics are probably 
ReliefF (Robnik-Sikonja & Kononenko, 2003) 
and CM (Hong, 1997). Other goals (2-4) remain 
mostly untouched by current work in machine 
learning and data mining.

The motivation and contribution of this chapter 
is to demonstrate how OrdEval works, how its 
output can be visualized and adapted to include 
information relevant for practitioners. As a means 
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for this we use a marketing context and present 
application of OrdEval on two costumer (dis)
satisfaction studies.

OrDEVAL APPrOAcH

OrdEval algorithm can be used for analysis of any 
data where the dependent variable has ordered 
values, meaning that it is also suitable for surveys 
where answers are given in the graded manner. 
The methodology uses conditional probabilities 
called ’reinforcement factors’ as they approximate 
the upward and downward reinforcement effect 
the particular feature value has on the dependent 
attribute. For each value of the feature we obtain 
estimates of two conditional probabilities: the 
probability that the response value increases given 
the increase of the feature value (upward reinforce-
ment), and the probability that the response value 
decreases given the decrease of the feature value 
(downward reinforcement). To take the context 
of other features into account, these probabilities 
are computed in the local context, from the most 
similar instances. The visualization of these factors 
gives clear clues about the role of each feature, the 
importance of each value and the threshold values. 
To understand the idea of OrdEval algorithm, the 
feature should not be treated as a whole. Rather 
we shall observe the effect a single value of the 
feature may have.

We use a notation where each of the n learn-
ing instances I is represented by an ordered pair 
(x,y), where each vector of attributes x consists of 
individual attributes Ai, i=1,...,a, (a is the number 
of attributes) and is labeled with one of the ordered 
class values yj, j=1,...,c (c is the number of class 
values) y1<y2<...<yc. Each discrete ordered attri-
bute Ai has values 1 through mi (mi is the number of 
values of attribute Ai). We use y(It) in a functional 
form when we refer to the class value of the t-th 
instance and It,i when we refer to the value of the 
attribute Ai for the t-th instance. We write p(yj) as 
the probability of the class value yj.

To explain the idea of the approach we need 
some definitions. Let R be a randomly selected 
observation and S the observation most similar to 
it. Let j be the value of the feature Ai at observation 
R. We observe the necessary changes of response 
value and features (Ai with value j in particular) 
which would change S to R. If these changes 
are positive (increase of response and/or feature 
values), let us define the following probabilities.

• P A
i j
p( )
,

 is a probability that j (the value of 
feature Ai at R) is larger than the value of 
feature Ai at its most similar observation S. 
By estimating P A

i j
p( )
,

 we gather evidence 
of the probability that the similar observa-
tion S has lower value of Ai and the change 
of S to R is positive.

• P C A
i j
p

i j
p( )

, ,
 is a probability that both the re-

sponse as well as j (the value of feature Ai 
at R) are larger than the response and fea-
ture value of its most similar observation S. 
With P C A

i j
p

i j
p( )

, ,
 we estimate the probabil-

ity that positive change in both the re-
sponse and Ai value of similar instance S is 
needed to get the values of R.

Similarly, for negative changes which would 
turn S into R (decrease of response and/or feature 
values), we defineP A

i j
n( )
,

 andP C A
i j
n

i j
n( )

, ,
. The 

outputs of the algorithm are two factors, upward 
and downward reinforcement, computed for each 
value of each feature. These factors measure the 
upward/downward trends exhibited in the data. 
The upward reinforcement of the i-th feature’s 
value j is defined as

U P C A
P C A

P Ai j i j
p

i j
p i j

p
i j
p

i j
p, , ,

, ,

,

( | )
( )

( )
= =  (1)

This factor reports the probability that a positive 
response change is caused by the positive feature 
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change. This intuitively corresponds to the effect 
the positive change in a feature’s value has on the 
response. Similarly the downward reinforcement 
is defined as

D P C A
P C A

P Ai j i j
n

i j
n i j

n
i j
n

i j
n, , ,

, ,

,

( | )
( )

( )
,= =  (2)

and reports the effect the decrease of attribute’s 
value has on the decrease of the class’ value. The 
Ui,j and Di,j factors are efficiently estimated by the 
OrdEval algorithm which we present below in a 
simplified form intended for easier comprehen-
sion.

Input: for each respondent a vector of feature 
values and the overall score
Output: Ui,j and Di,j for all features i and their 
values j

1.  for all features i and their values j 
initialize A

i j
p
,
, A

i j
n
,
, C A

i j
p

i j
p

, ,
,C A

i j
n

i j
n

, ,
 to 

0
2.  for pre-specified number of respondents
3.  randomly select a respondent R
4.  find k nearest respondents closest to R
5.  for each closest respondent S and each 

features i

 update weights of A
i j
p
,
, A

i j
n
,
, C A

i j
p

i j
p

, ,
,C A

i j
n

i j
n

, ,

as follows:

6.  if feature value of S is lower than j increment
A
i j
p
,
,

7.  if both feature and overall score value of S 
are lower than j incrementC A

i j
p

i j
p

, ,
,

8.  if feature value of S is higher than j increment
A
i j
n
,
,

9.  if both feature and overall score value of S 
are higher than j incrementC A

i j
n

i j
n

, ,

10.  for all features i and their values j compute

11.  U C A A
i j i j

p
i j
p

i j
p

, , , ,
/= andD C A A

i j i j
n

i j
p

i j
n

, , , ,
/=

The algorithm assumes that the cause of the 
differences in overall score are the differences in 
the attributes’ values and gives these values some 
credit for that, but only if the sign of the differ-
ences in class and attribute is the same. It first 
sets counters of (co)occurring changes to zero 
(line 1). Than it randomly selects a respondent R 
(line 3) and searches for its k nearest respondents 
(line 4). For each of these most similar respondents 
it updates the counters for all the features depend-
ing on the overall scores and feature values of the 
randomly selected respondent and the near re-
spondents (lines 5 - 9): if the feature value of the 
near instance is lower than the value of the random 
instance (line 6) then the change is positive and 
we update A

i j
p
,
,  for the value j of the given feature 

i (j is the value of feature i for respondent R). If 
additionally the overall score of the similar re-
spondent is lower than the score of the random 
respondent (line 7) then the change in both over-
all score and feature is positive and we update 
C A
i j
p

i j
p

, ,
,  for given feature i and its value of random 

respondent j. Similarly we do for negative 
changes in feature and overall score (lines 8-9). 
We repeat the whole process (lines 2 - 9) for a 
pre-specified number of iterations. Conserva-
tively we can set this number to be equal to the 
number of respondents, but we get useful results 
even if we run only a few iterations (e.g., logarithm 
of the number of respondents). Finally the upward 
and downward enforcement factors for all the 
values of attributes are computed as conditional 
probabilities (lines 10-11).

The increments depend on the values of at-
tribute Ai at the random instances R and its near 
instance S. The simplest form of update function 
w(R,S) (see Eq. (3)) takes into account only the 
number of nearest instances k. The idea is to aver-
age the results of k nearest instances.
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w R S
k

( , ) =
1  (3)

In our work we use value k=10 as this is the 
default value of most k-nearest neighbor classi-
fication studies. Depending on the nature of the 
problem other values could be more suitable, but 
this is not the topic of this work. For discussion 
see (Duda et al., 2001). A more sophisticated 
version of the updated function takes also the 
distance between the instances into account: 
closer instances should have greater impact. Ex-
ponentially decreasing weighted contribution of 
instances ranked by distance is recommended by 
Robnik-Šikonja and Kononenko (2003). See this 
reference for detailed explanation of this issue.

Missing entries which frequently occur in 
these types of problems can simply be excluded 
from computation. The similarity of instances 
is computed as Manhattan distance over all the 
attributes:

d I I A I I
t u i

i

a

t u
( , ) diff( , , ).=

=
∑

1

 (4)

The single attribute distance for two instances 
It and Iu is computed with the function diff(Ai,It,Iu). 
For ordinal attributes, when we do not have bet-
ter domain knowledge available we can assume 
linear ordering:

diff( , , )
| |

,, ,A I I
I I

mi t u

t i u i

i

=
−

−1
 (5)

where mi is the number of values of feature Ai.
The computational complexity of the algorithm 

is of the order O(m⋅ n⋅ a). The main computa-
tional burden within each of the m iterations is 
the search for the nearest instances (line 4), for 
which we have to compute the distances to all 
the instances in O(n⋅ a) steps. If the number of 

features is low we can reduce this computation 
by the use of smart data structures (for example 
k-d trees or R-trees) or we can investigate per-
formance of approximate k-nearest neighbors 
algorithms (Duda et al., 2001). Each iteration of 
the algorithm is independent and here we see a 
path to parallelization of the algorithm.

Our algorithm does not cover all the informa-
tion which could be extracted with the help of class 
and feature value changes in the nearest neighbor 
context. Important aspect could also be hidden 
in the amount of positive and negative changes 
resulting from no changes in attribute’s value. This 
could be a useful hint about the coherency in the 
data, noise, overall importance of the attribute, as 
well as the amount of dependency between the 
attributes. Also important is the anchoring effect 
uncovered by our algorithm, but this remains as 
further work.

Illustrative Example

To show the behavior and usability of the algorithm 
we first define a simple artificial problem which 
is motivated by the Behavioral Decision Theory, 
stating that there are several distinct manners ac-
cording to which marketing stimuli can be used 
during the formation of product attitude (Einhorn 
& Hogarth, 1981).

Our data set is described by six important and 
two irrelevant features. The important features 
correspond to different feature types from the 
marketing theory: two basic features (Bweak and 
Bstrong), two performance features (Pweak and Pstrong), 
two excitement features (Eweak and Estrong), and two 
irrelevant features (Iuniform and Inormal). The values of 
all features are randomly generated integer values 
from 1 to 5, indicating for example score assigned 
to each of the features by the survey’s respondent. 
The dependent variable for each instance (class) 
is the sum of its features’ effects, which we scale 
to the uniform distribution of integers 1-5, indi-
cating, for example, an overall score assigned by 
the respondent.
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The effects of attributes are as follows.
Basic features are taken for granted by cus-

tomers; a high score in these features does not 
significantly increase the overall score, while a 
low score has a decreasing effect on dependent 
variable. We define two variants of basic features, 
one with weaker and another with stronger nega-
tive impact:
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       Performance features have a positive correla-
tion with the overall score: the higher the value 
of the attribute the bigger the effect on the overall 
score. We define the performance effects as
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     Excitement features describe properties of 
product/service which are normally not very 
important to the users, but can cause excitement 
if the score is very high. We define two grades 
of excitement effect as
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We generated 1000 instances for this data set. 
While the value distribution and the independence 
of features are unrealistic, note that we have ex-
perimented also with more realistic distributions 
as well as with different types of correlation, but 
the results and conclusions remain unchanged. 
The upward and downward reinforcement factors 
the OrdEval algorithm returned for this data set 
are probabilities whose direct interpretation and 
analysis is of course possible, but visualization 
makes it easier.

The slope visualization proposed by Robnik-
Sikonja & Vanhoof (2007) (upward and downward 
reinforcement are represented with the steepness of 
the line segment between two consecutive feature 
values) is unusual for marketing research practi-
tioners and, as we argue below, does not convey 
all the information necessary for this specific 
field. We therefore propose a marketing friendly 
visualization of the OrdEval results on Fig. 1, 
which contains results for each feature separately.

The eight subgraphs are a sort of bar charts 
with addition of confidence intervals. For each 
graph a left-hand side contains downwards rein-
forcements for each feature score separately. 
Upwards reinforcement factors for all the scores 
are represented on the right-hand side of each 
graph. Before we explain the results let us give a 
motivation for box-and-whiskers graphs on top 
of each reinforcement bar.

There are two problems with these reinforce-
ment factors in general and also when used in 
marketing:

• Imbalanced value distribution: it is quite 
common that for certain features some 
scores are almost non-existent (e.g., ex-
tremely low score of a basic feature is very 
rare - such a customer, would probably 
change the supplier), and also the reverse 
might be true, namely on a scale 1-5 it is 
not uncommon that almost all the scores 
are 4 and 5. Such imbalance also has con-
sequences for reinforcement factors, since 
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Figure 1. Visualization of reinforcement factors and their confidence intervals on the problem with dif-
ferent types of features
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the probability of the increased/decreased 
overall score might be an artifact of the 
skewed distribution of values.

• Lack of information about significance of 
the reinforcement factors: the user does not 
know what expected range of a certain re-
inforcement factor is and weather the com-
puted score is significantly different from 
the uninformative feature.

To solve both problems we compute confidence 
intervals for each reinforcement factor. Since we 
cannot assume any parametric distribution and 
have to take the context of a similar respondent 
into account we construct bootstrap estimates and 
form confidence intervals based on them (Efron 
& Tibshirani, 1993). We proceed as follows:

1.  for each feature we construct e.g. n=200 
features with bootstrap sampled values from 
the original feature (alternatively the values 
can be randomly shuffled), we call these 
features normalizing features,

2.  when searching similar respondents we only 
take original features into account, but we 
estimate also the reinforcement factors of 
randomly constructed features,

3.  for each reinforcement factor Ui,j and Di,j 
(upward and downward reinforcement for 
each value of each feature) we perform a sta-
tistical testing based on bootstrap estimates.
a.  the null hypothesis states that the rein-

forcement factor is uninformative, i.e., 
it is equal to the median of its random 
normalizing features

b.  the alternative hypothesis is one-sided, 
as we are interested if the reinforcement 
of the original feature is larger than 
the random normalizing reinforcement

c.  set fixed confidence level, e.g. α=0.05
d.  sort the reinforcement factors of ran-

dom normalizing features in ascending 
order

e.  if the reinforcement factor of the 
original feature is larger than n(1- α)th 
sorted factor we can reject the null hy-
pothesis, and assume that the computed 
reinforcement contains significant 
information

4.  the sorted reinforcement factors are the 
source of information for box-and-whiskers 
plot: the box is constructed from the 1st and 
3rd quartile, middle line is median, while 
the whiskers are 100α/2 and 100(1- α)/2 
percentiles (e.g. 2.5 and 97.5 percentiles) 
giving the borders of confidence interval 
(e.g., 95% confidence interval).

On Fig. 1 reinforcement factors reaching 
beyond the box-and-whiskers therefore contain 
significant information. Since the way we con-
struct confidence intervals is not sensitive to the 
number of instances, these intervals are valid even 
for low number of scores. We can observe that the 
algorithm has captured the important landmarks 
of the features:

• for performance features Pweak and Pstrong 
(two graphs in the top row) all the upward 
and downward reinforcements are signifi-
cant, and the relative length of the bars is 
roughly proportional to the difference be-
tween impacts of the values,

• for basic feature Bweak (left-hand graph 
in the second row) the thresholds at val-
ues 2 and 3 (increasing feature from 2 to 
3 strongly increases the overall score, and 
decreasing this feature from 3 to 2 strongly 
decreases the overall score),

• for basic attribute Bstrong (right-hand graph 
in the second row) the upward thresholds 
at values 3 and 4 and downward reinforce-
ment thresholds 4 and 5,

• for excitement features Eweak and Estrong 
(third row graphs) the jump from 4 to 5 and 
back is detected, in upward and downward 
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enforcement, respectively. The reinforce-
ments are larger for Estrong as expected,

• irrelevant random features Iuniform and Inormal 
have no significant values (bottom row).

Note that only the reinforcement for the thresh-
olds we have defined, are significantly larger than 
the boundaries of confidence intervals defined by 
the normalization features.

The properties of the used approach relevant 
to our study in particular, and in more general 
terms, to the analysis of arbitrary survey at large, 
are manifold. Firstly, there is substantial context 
sensitivity. Typically the features are highly con-
ditionally dependent upon the response and have 
to be evaluated in the context of other features. 
OrdEval is intrinsically contextual and assumes 
neither independence nor some fixed distribution 
of the features. The context of other features is 
handled through the distance. By using different 
distance measures and different features in the 
calculation of the distance, we are even in a posi-
tion to use different contexts, e.g., we could use 
some background socio-economic information to 
calculate the similarity of respondents. Secondly, 
there is the ability to handle ordered features and 
ordered response and to use the information the 
ordering contains. The order of attribute’s values 
contains information which is comparable but not 
the same as values of numerical features, e.g., 
values poor, good, very good, excellent are ordered 
in expressing certain attitude but this ordering is 
not necessarily linear. Thirdly, we have awareness 
of the meaning implied by the ordering of the 
answers and the positive (negative) correlation of 
changes between feature values and the response 
(e.g., if the value of the feature increases from 
poor to good, we have to be able to detect both 
positive and negative correlation to the change 
of the overall response value). Fourthly, OrdEval 
has the ability to handle each value of the feature 
separately, e.g., for some features the value of good 
and very good have identical neutral impact on the 
response, value poor may have a strong negative, 

and value excellent a highly positive impact. We 
are able to observe and quantify each feature’s 
values separately and thereby identify important 
thresholds. Next to that, visualization of the output 
allows experts to use it as a powerful exploratory 
data analysis tool, e.g., to identify type of features 
and the impact of their individual values. Also, the 
output is in the form of probabilities. Probability 
theory is commonly used and therefore the results 
in form of probabilities are comprehensible and 
interpretable by a large audience and can also be 
used operationally. Finally, we have fast computa-
tion and robustness to noise and missing values. 
A study of the family of the algorithms similar 
to OrdEval has shown that feature evaluation is 
possible and reliable even for extremely noisy data 
(Robnik-Sikonja & Kononenko, 2003).

case study: customer satisfaction 
Analysis In Marketing

Over the last forty years, consumer (dis)satisfac-
tion has taken a prominent position in the mar-
keting research literature (e.g. Anderson, 1973; 
Anderson and Sullivan, 1993; Cardozo, 1965; 
Churchill and Surprenant, 1982). This attention is 
justified since consumer (dis)satisfaction (directly 
or indirectly) impacts upon repurchase intention 
(Szymanski and Henard, 2001), consumer reten-
tion (Anderson, 1994; Mittal and Kamakura, 2001) 
and eventually upon firm performance (Anderson 
et al., 1994). Consumer (dis)satisfaction is a sum-
marizing response that results from a consumer’s 
post-consumption cognitive and affective evalu-
ation of a product or service performance given 
pre-purchase expectations (Anderson and Sul-
livan, 1993; Oliver, 1993; Tse and Wilton, 1988).

Focusing on the antecedents of consumer (dis)
satisfaction, two main issues dominate today’s dis-
course: the expectancy-disconfirmation theory and 
the nature of the relationship between consumer 
(dis)satisfaction and its antecedents.

First, the expectancy-disconfirmation para-
digm is a dominant framework for explaining con-
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sumer (dis)satisfaction (Oliver, 1997; Szymanski 
and Henard, 2001). In its basic format, the model 
proposes that consumers’ overall (dis)satisfaction 
response is the result of two cognitive processes 
(Oliver, 1997). In the first, consumers form pre-
purchase expectations on the performance of 
a product or service. In the second, consumers 
evaluate the actual performance of the product 
and compare this perceived performance to their 
expectations. If performance meets expectations, 
consumers experience confirmation of their 
expectations. If performance is greater than ex-
pected, they experience positive disconfirmation; 
if performance is less than expected, consumers 
experience negative disconfirmation (see Oliver 
(1997) and Yi (1991) for reviews).

Secondly and related to the first is the debate 
on the nature of the relationship between consumer 
(dis)satisfaction and its antecedents. Initially, the 
effects of the antecedents and in particular of 
attribute-level performance on consumer (dis)
satisfaction were assumed linear and symmetric 
(Mittal et al., 1998; Sethi and King, 1999; Spreng 
et al., 1996). Only recently, marketing scholars 
have questioned this double assumption on the 
basis of economic and psychological theory as well 
as on a better empirical insight in the satisfaction 
response function (Anderson and Sullivan, 1993).

The presented attribute evaluation method 
attempts to extend the knowledge on the relation-
ship between consumer (dis)satisfaction and its 
main antecedents. More specifically, we try to 
quantify and visualize the relationship between 
attribute-level (dis)satisfaction and overall (dis)
satisfaction.

We report performance of our methods on 
one recent business-to-business (B2B) and one 
recent consumer-to-business (C2B) customer 
satisfaction study. For the business-to-business 
study the product involved is a high-tech product. 
Requirements are specified by the customer; the 
product is produced and delivered on demand. 
The whole process from order to delivery can take 
two or three months. The database provides the 

satisfaction scores of customers, who are active 
and have on-going orders. They reported their (dis)
satisfaction with 11 product/service attributes as 
well as their overall satisfaction with the product. 
Overall satisfaction and attributes were measured 
on a 5-point scale. This data set is small (less than 
100 records).

The consumer-to-business study is based on a 
study of a main European player in the entertain-
ment sector. The survey is hierarchically orga-
nized. Satisfaction has been measured as general 
(overall satisfaction), on different dimensions (like 
personnel, administration, communication, etc.) 
and on aspects of the dimensions (like personnel 
friendliness, clearness of invoice, etc.). Dimen-
sions and aspects are measured on a 10-point 
scale. The data set contains over 4000 instances.

Due to confidentiality we cannot go into de-
tails or give all the results. Therefore we will give 
some examples from both data sets. The chosen 
attributes/dimensions are attributes/dimensions 
that occur in most customer satisfaction data sets.

We report on the findings and types of behavior 
our algorithm can discover and give some rela-
tions to marketing literature. The visualization 
proposed by Robnik-Šikonja & Vanhoof (2007) 
conveys the information with the slope of the line 
segments between attribute values. The upward 
and downward reinforcement numbers repre-
sent the steepness of the line segment between 
two consecutive feature values (coefficient of 
the straight line between the two values) e.g., 0 
is horizontal line, 1 corresponds to 45 degrees 
angle (the maximum), 0.5 ≈ 26.6 degrees angle, 
etc. We visualize Uij and Di,j for all the values of 
one attribute in a single graph on the left-hand 
side of Figure 2. Feature values are displayed on 
horizontal axis, and the cumulative enforcement 
(sum of reinforcements up to the particular value) 
on the vertical axis. Upward reinforcement factors 
cover the upper part of the graph and downward 
reinforcement factors reside in the lower part of 
the graph. Arrows indicate the direction of the 
change. Beside slopes note also the total cumula-
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tive height of the slopes as it is indicative of the 
overall importance of the feature.

For a real world data set it is of course irratio-
nal to expect so clear distinctions between features 
as evident for our toy data in Fig. 1. In reality we 
find the same characteristics as predicted by 
theory (basic, performance, and excitement fea-
tures) but less clearly expressed, or expressed 
only for some, usually most frequent, values.

We first look at the results obtained for “price” 
(Figure 2) from C2B study. The reinforcement 
factors are presented on the left-hand side with 
the slope of line segment, and on the right hand 
side with bar charts. If we only look at the left-
hand side we see a clear picture of performance 
feature and the managerial conclusion would be 
that for all costumers the better the satisfaction 
with price the better the overall satisfaction, so 

with price we can clearly regulate the overall 
satisfaction. The right-hand side graph gives 
much more precise information. First, the human 
eye is not sensitive enough to the angle of the 
line segment slope; therefore it is difficult to see 
even quite large differences. Additional benefit 
of confidence intervals is also clearly visible, 
namely for upward reinforcement only increases 
from values 1, 2, 3, and 4 are significantly larger 
(at 95% level) than the score obtained by random 
permutation of values. For downward reinforce-
ment the significant values are 7, 6, and 5. The 
managerial consequences are clear: if management 
wants to increase the satisfaction of the custom-
ers the price reduction will have effect only on 
the least satisfied customers (scores 1, 2, 3, 4). 
On the other hand price increase will decrease 
overall satisfaction for a group of respondents 

Figure 2. The results for “price” in C2B data set. The left-hand side visualizes the reinforcement factors 
with the slope of line segment, and the right hand side gives additional information with bar charts and 
confidence intervals
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who claim medium price satisfaction. Similar 
conclusions are possible for other attributes and 
allow much more focused and precise managerial 
decisions as with classical statistical approaches, 
e.g., linear regression.

Besides “price” several other attributes in 
B2C and B2C study can also be classified as 
performance attributes, e.g., “information about 
promotions”, or “communication”, where for sev-
eral values an increase (decrease) of the attribute 
level influences satisfaction (dissatisfaction).

Several attributes show a very similar pattern 
to a basic attribute. The example given is “product 
quality” (Figure 3) from B2B study.

A basic attribute behaves like a threshold or 
stepwise function: it creates (dis)satisfaction when 
(not) fulfilled. For example ‘quality of the prod-
uct’ (Figure 3) is a basic requirement that obtains 
the quality level 3 or higher. Only these values 

are presented in the study which is not surprising 
(customers dissatisfied with the product quality 
at this level would change the supplier). We can 
observe that only increase from 3 to 4 signifi-
cantly influences satisfaction and a decrease from 
5 to 4 significantly influences dissatisfaction.

Prospect theory in general and its assumptions 
of loss aversion and diminishing sensitivity in 
particular (Einhorn and Hogarth, 1981; Mittal 
and Kamakura, 2001) proposes an asymmetric 
S-shaped relationship between attribute-level 
performance and overall (dis)satisfaction. Indeed, 
it has been observed that the marginal contribution 
of attribute-level performance on overall (dis)
satisfaction decreases with its size and that losses 
have more impact than gains. This is confirmed 
by evidence and theory on memory accessibility: 
negative information is more perceptually salient, 
is given more weight, and creates a stronger 

Figure 3. The results for “product quality” in B2B data set.The left-hand side shows reinforcement 
factors with confidence intervals, while the right-hand side shows the same information, but significant 
values are indicated with a different shade
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response than positive information (Mittal and 
Kamakura, 2001; Peeters and Czapinski, 1990). 
Our results show higher values for the downward 
reinforcement than for upward reinforcement. All 
these figures demonstrate clearly the asymmetric 
and non-linear nature of the relationship between 
consumer (dis)satisfaction and the attribute under 
consideration. Marketing managers are specifi-
cally interested in the height and the shape of the 
curves and the position of the breakpoints.

FUtUrE rEsEArcH DIrEctIONs

It is our belief, that the ordered attribute evaluation 
can be used in fields other than marketing. The 
algorithm and its visualizations can be useful in any 
survey analysis where the answers are graded. So 
far we have used only part of information hidden in 
the difference between class and feature values of 
similar instances. Other effects in marketing (such 
as anchoring) and new applications in other fields 
may demand definition of additional factors and 
development of novel visualization techniques.

For example, survey data collection is one of 
the most important sources of socio-demographic 
data and its quality is of key importance for 
informed policy-decision making. The design 
of survey questionnaires (visual appearance, 
structural organization, and wording) for collect-
ing socio-demographic data is one of the most 
important factors affecting the quality of the 
data. We believe that OrdEval could be efficient 
in testing and evaluating the wording of survey 
questions based on experimental or post-survey 
data in the socio-demographic research. Due to 
OrdEval properties it is possible to adapt this 
analytical approach to test and evaluate survey 
questionnaires where many of the key survey 
variables are using ordinal scales.

cONcLUsION

OrdEval algorithm exploits the information hid-
den in the ordering of class and attribute values 
and their inherent correlation. Based on nearest 
neighbor paradigm and probability theory the 
algorithm is context sensitive, able to handle or-
dered attributes and ordered classes, aware of the 
information the ordering contains, able to handle 
each value of the attribute separately, and provides 
output which can be effectively visualized. The 
visualizations we developed turned out highly 
useful in our marketing research case study. From 
a data mining point of view the paper has adapted 
a general methodology for analysis of ordered data 
to the specifics of marketing. OrdEval algorithm 
possesses also other favorable properties like 
output in the form of probabilities, fast compu-
tation, robustness to noise and missing values, 
and a possibility of parallelization. Additionally 
it is possible to efficiently compute confidence 
intervals for reinforcement factors. For example 
imbalanced value distribution is quite a common 
phenomenon but it has severe consequences for 
reinforcement factors, since the probability of 
the increased/decreased overall score might be 
an artifact of the skewed distribution of values. 
Another such obstacle is information about the 
significance of the reinforcement factors: the 
user does not know what the expected range of 
a certain reinforcement factor is and weather 
computed score is significantly different from the 
uninformative feature. By computing distribution 
independent confidence intervals we provide 
information on reliability of the reinforcement 
scores which give them practical importance and 
enables confident decision making. Additionally 
the proposed visualization of the reinforcement 
factors enables detection of (non)linearity, (a)
symmetry, threshold values and significance of 
the results.

This paper also has technical implications for 
academic research on costumer (dis)satisfaction. 
Extracting the kind of knowledge we discussed in 
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the present study is not self-evident. In marketing 
research, the potential of the ordered attribute 
evaluation to unravel the decision-making heu-
ristics of customers when ’deciding’ on a certain 
level of (dis)satisfaction seems to outperform that 
of more traditional statistical models. This is due 
to the power of the method to allow for non-linear 
and asymmetric effects as well as to the fact that 
researchers should not a priori postulate the roles 
the different attributes will take. Although the 
algorithm appears analytically complex, it may 
yield parsimonious results. This paper illustrates 
and confirms earlier advice that managers should 
identify the ‘optimal’ performance level for each 
attribute. The goal should be to optimize, not to 
maximize attribute-level performance at a level 
where the payoff in terms of overall customer (dis)
satisfaction is maximized. This optimal level can 
be determined by analyzing the different figures 
offered by our method. As such, the OrdEval al-
gorithm can be a valuable technical contribution 
to the analysis of this particular task.
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KEy tErMs AND DEFINItIONs

Attribute Evaluation: A data mining proce-
dure which estimates the utility of attributes for 
given task (usually prediction). Attribute evalua-
tion is used in many data mining tasks, for example 
in feature subset selection, feature weighting, 
feature ranking, feature construction, decision 
and regression tree building, data discretization, 
visualization, and comprehension.

Context of Attributes: In a given problem the 
related attributes, which interact in the description 
of the problem. Only together these attributes 
contain sufficient information for classification 
of instances. The relevant context may not be 
the same for all the instances in given problem.

Evaluation of Ordered Attributes: For or-
dered attributes the evaluation procedure should 
take into account their double nature: they are 
nominal, but also behave as numeric attributes. 
So each value may have its distinct behavior, but 
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values are also ordered and may have increasing 
impact.

Feature Subset Selection: Procedure for 
reduction of data dimensionality with a goal to 
select the most relevant set of features for a given 
task trying not to sacrifice the performance.

Feature Weighting: Under the assumption 
that not all attributes (dimensions) are equally 
important feature weighting assigns different 
weights to them and thereby transforms the 
problem space. This is used in data mining tasks 

where the distance between instances is explicitly 
taken into account.

Non-Myopic Attribute Evaluation: An attri-
bute evaluation procedure which does not assume 
conditional independence of attributes but takes 
context into account. This allows proper evaluation 
of attributes which take part in strong interactions.

Ordered Attribute: An attribute with nominal, 
but ordered values, for example, increasing levels 
of satisfaction: low, medium, and high.
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AbstrAct

One way to enhance the likelihood that more students will graduate within the specific major that they 
begin with is to attract the type of students who have typically (historically) done well in that field of 
study. This chapter details a study that utilizes data mining techniques to analyze the characteristics of 
students who enroll as actuarial students and then either drop out of the major or graduate as actuarial 
students. Several predictive models including logistic regression, neural networks and decision trees are 
obtained. The models are then compared and the best fitting model is determined. The regression model 
turns out to be the best predictor. Since this is a very well understood method, it can easily be explained. 
The decision tree, although its underpinnings are somewhat difficult to explain, gives a clear and well 
understood output. Not only is the resulting model a good one for predicting success in the major, it also 
allows us the ability to better counsel students.
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INtrODUctION

One of the significant issues confronting higher 
education is the area of enrollment management 
with specific attention paid to student retention. 
In an analogous way, on the departmental level, 
university faculty and administration members 
are often interested in determining what percent-
age of students who begin in a certain major will 
eventually graduate in the same major. This in-
formation is important for individual departments 
in determining how to allocate limited resources 
in making decisions as to the appropriate number 
of classes and sections to offer and the number 
of faculty lines needed to staff the department. 
It is also important for admissions departments 
in deciding which students to target for specific 
programs and majors and for enrollment manage-
ment in addressing student retention.

One way to enhance the likelihood that more 
students will graduate within the specific major 
that they begin with is to attract the type of students 
who have typically (historically) done well in that 
field of study. This chapter will detail a study that 
utilizes data mining techniques to analyze the 
characteristics of students who enroll as actuarial 
mathematics students and then either drop out of 
the major or graduate as actuarial students.

bAcKGrOUND

In a previous paper (Schumacher et al., in press). 
data mining techniques were applied in a study 
that investigated the likelihood that incoming col-
lege freshmen majoring in Actuarial Mathematics 
(AM) will graduate in this major. The study applied 
data mining to an earlier study which predicted 
success using only traditional logistic regression. 
The original study contained data spanning seven 
years of incoming university freshmen who started 
as AM majors in the years 1995-2001 (Smith and 
Schumacher, 2006).

There have been other recent studies utilizing 
the various techniques of data mining applied to 
issues within higher education. For example, in 
one comprehensive paper (Davis et al., 2008), 
predictive models were generated for three im-
portant educational concerns: student retention, 
student enrollment and donor giving. In another 
study (Herzog, 2006), used logistic regression, 
decision trees and neural nets to predict student 
retention and degree completion time for new and 
transfer students. Similarly, student retention was 
analyzed through six-year graduation predictive 
models which were developed with the use of 
various data mining techniques (Campbell, 2008). 
Furthermore, data mining methods, including 
neural nets and random forests were applied to an 
investigation (Vandamme et al., 2007) of academic 
success among first year college students. A data 
mining approach to predicting the disposition of 
admitted students as enrollees or nonenrollees 
was completed in another investigation (Antons 
and Maltz, 2006). There are additional papers 
involving applications of data mining within a 
university setting which are cited in the previous 
study (Schumacher et al., in press).

Since the goal of the original study was to 
predict whether or not a student graduated in the 
major, this became the target variable. The input 
variables included gender, math and verbal SAT 
scores, percentile rank in high school class and 
percentile rank on a department mathematics 
placement test. These variables were chosen from 
among data available from the admissions depart-
ment collected from incoming students because 
they were know to be relevant to forecasting the 
student’s grade point average in their concentration 
(Smith and Schumacher, 2005). The variable high 
school rank in class did have more missing values 
than high school GPA, which was available and 
could have been used. However, rank in class had 
previously been shown to be a better predictor of 
student success in the 2005 study and so was used 
in the 2006 and the 2010 studies as well.
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The data mining procedures used in the previ-
ous study included logistic regression, decision 
trees and neural networks. The main conclusion 
drawn from this study was that these three ap-
proaches provided similar results with respect to 
predictive ability but that the decision trees had 
the additional advantage of treating cases with 
missing data without imputation. It was further 
concluded that if one technique was to be speci-
fied, then the pruned tree appeared to be the best 
choice in that it provided a simple set of rules to 
follow and avoided over-fitting of the data, that is, 
the phenomena of obtaining an exceptionally well 
fitting model that is not applicable to new data.

ANALysIs OF ActUArIAL 
sUccEss rAtE

In this chapter, we will extend the analysis of the 
initial paper in several ways using SAS™ Enter-
prise Miner (2006) 5.3 (EM5.3). We have obtained 
four more years of data, beyond the original study, 
so that we can enhance the predictability of the 
original models by adding this data to the existing 
data set. The addition of new observations will 
allow us to partition the data and therefore obtain 
better assessments of the models using the valida-
tion data. We will also add an ensemble model 
prior to the model comparison. Moreover, we will 
investigate more ways to assess and compare the 
various models, by considering lift charts, and 
receiver operating characteristic (ROC) curves. 
Finally, we will utilize our best chosen model to 
score the data for students currently enrolled as 
actuarial majors.

Data

As mentioned above, the variable of interest in this 
study and therefore the variable to be predicted is 
whether or not a student, who started as a freshman 
in the AM major eventually graduated in the same 
major. Therefore this is the target variable in the 

data analysis that follows. It is a binary variable, 
MAJOR with value =0: failure to graduate as an 
AM major, and value = 1: successful completion 
of the major. In order to be consistent and utilize 
the previous data, the predictor or input variables 
used are: GENDER, MSAT (math SAT score), 
VSAT (verbal SAT score), RANK (percentile 
rank in class), and TEST (percentile score on a 
mathematics placement test). The original study 
included 201 observations. Since that time, 127 
observations have been added, increasing the 
data set to 328, still not an extremely large data 
set but larger than the original study. This will 
allow us to partition the data into a training and 
validation set which was not done in the original 
study. The addition of a validation set will allow 
us to measure the fit of the model with data that 
were not used to obtain the model. This is clearly 
an improvement over the original study.

The combined data set, consisting of 6 vari-
ables and 328 observations, includes all students 
starting as AM majors in the years 1995- 2005. 
It is the data that will be used in the following 
analysis. We also have a set of 119 observations of 
the same variables for current juniors and seniors, 
who were AM freshman in 2006 and 2007. We 
will use this final set of observations for scoring. 
After scoring the data we will check how well we 
are doing by considering a success at this time as 
being currently still enrolled in the AM major.

Process Flow Diagram

The Process Flow Diagram, presented below in 
Figure 1, illustrates the order of the procedures 
that were run in SAS Enterprise Miner to analyze 
the data set and to predict successful completion 
of the AM major with data mining techniques. 
Procedures are run in SAS Enterprise Miner 
through the use of such diagrams or streams, as is 
also the case in other data mining programs like 
SPSS Clementine. A stream, which is similar to 
a computer programming flow chart, is made up 
of a series of nodes connected by arrows. The 
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nodes indicate the procedure to be run whereas 
the arrows indicate the flow of the procedure. 
The set of procedures in SAS makes up a Data 
Project and the diagram is created in a project 
panel where the user manages the data sources 
and the procedures.

We have used SAS Enterprise Miner for our 
analysis which uses the mnemonic SEMMA 
(Sample, Explore, Modify, Model, and Assess) 
for the various components available for the 
overall analysis. Each individual procedural node 
is selected from within these categories and placed 
on the diagram. As can be observed in Figure 1, 
the stream used to execute the procedures in our 
study starts with a source node to read the data, 
followed by a data partition node to separate the 
data into training and validation data sets. Next 
an imputation node is added to estimate missing 
values. The imputation node flows into three of 
four forecasting techniques: a stepwise regression, 
and two neural networks one of which utilizes the 
data which is output from the regression. A fourth 
prediction procedure, a decision tree, follows 
directly from the data partition since it does not 
need to have missing values replaced. An en-
semble model is connected to the four models and 
is used to combine the output from the other 
models into one model. These five models are 
then connected to a model comparison node which 

is used to measure the effectiveness of all of the 
models and it is used to help in choosing the most 
appropriate model. Finally, the new data for test-
ing the model is added in a new data source node 
and it and the model comparison node are con-
nected to a scoring node which allows us to test 
or score the model with the new data. Each of 
these procedures will be explained more fully 
below.

The space in which this diagram appears is 
also called the diagram workspace and within this 
space the diagrams are not only created but they 
are also edited and run. As one runs the various 
procedures, indicated by the rectangles (nodes) a 
small green check appears at the right hand bottom 
corner indicating that procedure has been run. The 
arrows in the process flow diagram indicate the 
order in which the procedures should be run. Once 
a node is added to the diagram, the procedure can 
be run by clicking on the node and selecting to 
run the procedure. All previous connecting nodes 
will then be run with the procedure.

(It should be noted that a gradient boosting 
node appears in the process flow. This node was 
used in an additional research study and will be 
briefly discussed later in the future research sec-
tion of the paper (Olinsky, 2010).

Figure 1. Process Flow Diagram
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Data source

The first node in a typical data analysis stream is 
the data source node which brings the data into 
the program for analysis. Only SAS data sets 
can be input by a data source node. We obtained 
the data for our study in an EXCEL data file. We 
needed to convert this data to a SAS data file in 
order to be able to analyze it with EM5.3. Once 
the data was converted we could then use it as a 
data source. Once a SAS data set is entered into 
the diagram as a data source, one utilizes a data 
source wizard to check the data and see that the 
variables are coded correctly as binary, nominal, 
ordinal, or interval. When a data set is read into 
Enterprise Miner, it is assigned to one of these 
categories but it is necessary to check to see if 
the assignments are correct. At this point it is 
also necessary to indicate which variable is to 
be used as the target or response variable. In our 
case this is the variable MAJOR, which is binary 
and indicates whether or not the student is an AM 
graduate. GENDER is also a binary variable and 
the remaining variables used for prediction vari-
ables are all coded as interval variables. If one is 
working with a large data set and only interested 
in some of the variables, it is possible at this step 
to reject any variables in the data set which are 
not going to be used for the study.

Data Partition

After entering and editing our data source, we 
created a data partition, with 75% of the data used 
for obtaining the various predictive models, and 
25% of the data reserved as a validation set used 
to improve the model and which also can be used 
for model assessment. It is actually possible with 
very large data sets to partition the data into three 
sets, a training set, a validation set and a testing 
set. Although our data set had been enlarged since 
the original study, we felt that we still did not 
have enough data to obtain three sets. The 75/25 
split that we chose left us a large enough set to 

obtain reasonable models. The typical default is 
split is 40% training, 30% validation and 30% 
testing. However, even with a smaller data set, 
it is very important to have a validation set. The 
validation data is essential to avoid overtraining of 
the model and to help assess the fit of the models 
in the absence of a testing set. The data may be 
split by different techniques including simple 
random sampling, stratified sampling or cluster 
sampling. We chose to use the simple random 
sampling method.

Imputation

Following the data partition node we ran an impute 
node, which imputes missing data, prior to the re-
gression and neural network nodes. The imputation 
node is used to replace the missing values with 
estimates. Without estimating the missing data, we 
would have lost a significant number of cases. The 
missing data can be replaced by different methods 
including the default of replacing missing values 
with the average of all values of the variable for 
quantitative variables and the mode for qualitative 
values, which was the method that we used. We 
could have chosen several other techniques such as 
a tree-based imputation method for interval values 
or a distribution based method for class variables. 
We placed the impute procedure to replace the 
missing data in the process flow diagram prior to 
the neural network and logistic regression nodes. 
It should be noted that decision trees have their 
own method for handling missing values. This is 
the reason that the node for imputation of missing 
values flows from the data partition to the neural 
network and the regression procedure nodes but 
not into the classification tree node.

Decision tree

Directly following the data partitioning, we ran 
a decision tree, which is able to handle the miss-
ing data and therefore need not be attached to 
the imputation node. Decision trees are a very 



174

Assessing Data Mining Approaches for Analyzing Actuarial Student Success Rate

popular data mining tool for prediction of a target 
variable. The results are presented as trees which 
are visually attractive and easy to interpret and 
explain. The decision node actually uses regres-
sion to classify and predict a dependent variable, 
in this case, successful completion of the major. 
The output of the decision tree is composed of a 
diagram of a tree with nodes and branches with 
rules for splitting the data at each of the nodes. 
There are different methods for splitting the data 
which can be done automatically or interactively 
with the analyst making the decision where the split 
should occur. Since the trees, which often yield 
an excellent fitting model, can grow very large 
and be overly intricate and difficult to interpret, 
they are typically pruned back by reducing the 
number of branches and leaves. This can be done 
either manually or by for example, Enterprise 
Miner’s default pruning method which makes use 
of the withheld validation sample. There are three 
methods in EM5.3 which can be used as splitting 
criteria for a categorical target variable. They 
include chi-square, logworth, entropy, and GINI. 
We used the GINI method because it seemed to 
work well with our data set. Because we had so 
few independent variables, it was not necessary 
to obtain a pruned tree.

Logistic stepwise regression

Logistic regression describes the relationship 
between a dichotomous dependent variable and a 
set of predictor variables. The predictor variables 
may be either numerical or categorical (dummy 
variables). This model is used for the prediction 
of the probability of the occurrence of an event by 
fitting data to a logistic curve. With a given nu-
merical cutoff (often 0.5), cases with probabilities 
above this value are categorized as a 1 (success) 
while cases below this value are classified as a 
0 (failure). When one runs a regression node in 
EM5.3, the target variable is detected and a lo-
gistic regression is run if it is binary and a linear 
regression is run if it is interval. Since our target 

variable, MAJOR, is a binary variable, logistic 
regression is the appropriate choice. We chose 
to use the step-wise regression model since we 
were interested in which of our input variables 
were the most useful predictors of success as an 
actuarial major.

Neural Networks

In addition to the regression, we also ran two neural 
networks, one was run directly from the imputed 
data and the second of the neural networks utilized 
the variables selected by the stepwise regression 
and therefore was connected by a flow arrow from 
the regression node. A Neural Network gets its 
name from the fact that it works something like a 
human brain in the way it processes information. 
That is, it simulates many interconnected process-
ing units which are said to resemble neurons. 
These processing units are usually arranged in 
layers, an input layer, where the input data are 
presented; one or more hidden layers, where the 
values are re-generated; and an output layer, from 
which the result is eventually relayed. The units 
are connected with varying connection weights. It 
is essentially a regression but the regression may 
be non-linear. The network considers individual 
inputs, generates a prediction for each record, 
evaluating the predictions and making adjustments 
to the weights whenever it makes an incorrect 
prediction. This process is repeated over and over, 
with continual improvements until one or more of 
the stopping criteria have been met. (SPSS, 2006)

A caveat, especially true with the use of neural 
networks, deals with overfitting in which the neural 
network, which can map nonlinear relationships, 
is trained to fit the training data extremely well. 
However, it is then possible that the resulting 
model is a poor predictor with new data. This is 
usually avoided in larger datasets by using training, 
validation, and even test portions of the dataset. 
Again, since this procedure is used for prediction, 
it is appropriate to use it with the actuarial data. 
With the addition of a validation set created by the 
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data partition, we were able to compare the fit of 
the validation set and the training set to check for 
overfitting. The simplest neural net is equivalent 
to running a linear regression. As the network 
becomes more complex with hidden nodes, allow-
ing for a better fit, it may actually be equivalent 
to a non-linear regression. One drawback of the 
neural net is that one cannot interpret the coef-
ficients, which is a problem if we are interested 
in how the independent variables influence the 
dependent variable.

Ensemble Model

Next in our process flow, all four of the prediction 
procedures were connected to an Ensemble node 
which provides a new model by combining the 
predictions from the previous models. This is typi-
cally done in EM5.3 by averaging. As pointed out 
in the EM training manual, the ensemble model is 
only more accurate than the individual models if 
the individual models disagree. (SAS Enterprise 
Miner 5.3: Course Notes, 2009)

Model comparison

The next node in our process flow is a model 
comparison node, which provides a comparison 
and assessment of the various models. The four 
models and the ensemble model are all connected 
to this node in order that the most appropriate 
model can be chosen. The output from this com-
parison includes tables and charts, such as lift 
charts which describe and compare the usefulness 
of the models.

scoring Node

In order to test the model selected by the model 
comparison procedure and in the absence of a test-
ing data set the new data for our current juniors and 
seniors is now added to the data flow as a second 
data source node in order to test the model. The 
scoring node accomplishes this and is the last node 

in our process flow. One can see, with reference to 
the process flow diagram, that the new data source 
node and the model comparison node flow into the 
scoring node. The data to be scored comes from 
the new data source and the model used to score 
the data is the model which is selected as best by 
the model comparison procedure.

rEsULts

Decision tree results

The output from the Decision Tree procedure is 
presented below in Figure 2. First, it should be 
reiterated that the sample size of 328 observations 
which we have been able to compile thus far is 
still not large enough to provide a sufficient size 
validation set when partitioning the data to allow 
a good comparison with the training data set. 
However, it was still important that we create a 
validation set in order to compare how well the 
model fits with data that were not used to create 
the model. The fact that the validation data set is 
so much smaller that the training data set with the 
25%/75% split may play a role in the fact that the 
validation and training results are not as close as 
would be expected with a larger sample. Never-
theless, the results are very nteresting and as can 
be seen in the diagram easy to read and interpret.

According to this model, the most important 
factor in determining whether a student completes 
the major is his/her score on our entering math-
ematics placement exam. As shown in the first 
split in the tree, considering the validation data, 
if a student obtains a score of 70 or higher, there 
is a 57.7% chance that student will complete the 
major. Whereas, if a student does not achieve that 
score, he or she has approximately a 65.5% chance 
of not completing the major. Clearly, the math-
ematics placement test is an important predictor 
of success in the major. The next split in the tree 
indicates that for those with 70 or higher on the 
exam, the Math SAT score is the next most im-
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portant criterion for success in the AM major. Of 
those with a score of 685 or higher, 80% of those 
in the validation were predicted to complete the 
major, while of those with a score below 685, 
about half will not complete the major. The final 
split indicates then that for those with a Math SAT 
below 685, rank in high school becomes important. 
For those students who had a rank in high school 
class below 81.85%, approximately 60% do not 
complete the major, while for those with a rank 
of 81.85% or higher, approximately one half will 
complete the major. These results actually do not 
agree completely with our prior results which had 
a smaller data set and no validation set. In the 
previous study, math SAT was the highest predic-
tor, followed by rank in class and then placement 
test score. Although the order of the significant 

predicting variables is different, the same three 
variables do appear in the final output.

Each of the models produces as part of the 
output a cumulative lift chart. We have included a 
picture of the cumulative lift chart for the decision 
tree model. In examining the lift chart, we focus 
on the validation plots. The lift chart indicates 
that if we sort our model predictions in decreasing 
probability of completing the major, that we find, 
for example, at the top 20th percentile, we have ap-
proximately 60% more majors than if we selected 
a random sample of 20% of the students. This is 
interesting but would be much more meaningful 
in a marketing scenario where we are trying to 
predict more positives than negatives. In our situ-
ation, we are concerned with not making errors 
in predicting both success and failure.

Figure 2. Decision Tree Output
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The results of the decision tree are further 
explained by the classification table which occurs 
in Table 1. Focusing on the results from the vali-
dation set, 52 out of 81 or 64.20% of the students 
are correctly classified. For the 43 who are pre-
dicted to complete the AM major by the neural 
network model, 27 or 62.79% were correctly 
classified and for the 38 predicted to not finish, 
25 or 65.79% were correctly classified.

Logistic stepwise regression 
results

The results of the stepwise regression are presented 
below in Figure 4. The output presented is the 
last step in the stepwise regression procedure. 
Since the procedure was run following imputation 
of missing values, the input variables included 
along with GENDER, the other variables with 
missing values imputed which were automati-
cally renamed by the program as IMP_MSAT, 
IMP_VSAT, IMP_RANK, and IMP_PMT. The 
target variable is again MAJOR. The variables in 
this final step are the independent variables which 
were chosen in order of level of significance as 
predictors of success in the major. Since this is 
a step-wise regression, the fact that a variable 

does not appear in the final step does not mean 
that it is not correlated to the target variable but 
that it might have been dropped because it had a 
high correlation with another variable which does 
appear in the final predicting variables. It can be 
seen that the most significant predicting variable 
is the imputed Math SAT score, with a significant 
p-value of 0.0013, followed by a second significant 
predictor the imputed math placement score, with 
a p-value of 0.0106. These two variables therefore 
emerge as the best predictors of success in the AM 
major according to this model.

The estimates of the regression coefficients 
appear in the next to the last column in the output. 
Since both values are positive, increases in Math 
SAT score and increases in placement test scores 
indicate an increase in the predicted probability 
of success in the major. The odds ratios represent 
the exponentiation of the coefficients of the 
model. The estimates of the odds ratios for the 
predictor variables appear at the bottom of the 
output. These ratios indicate the increase in the 
odds of completing the major for each one unit 
increase in the value of the predictor variable. The 
odds ratio of 1.008 for the MSAT score indicates 
that for each 1 point increase in the Math SAT 
score, the odds of a student completing the major 

Figure 3. Decision Tree Cumulative Lift Chart

Table 1. Decision Tree Classification Results 

Predicted AM Majors Predicted to Drop Total

Correct 27 25 52

Incorrect 16 13 29

Total 43 38 81
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increase by 0.8 percent. The placement score odds 
of 9.383 indicate an increase of the odds of com-
pleting the major by 838% for each additional 
percentage point in the students rank on the place-
ment exam.

The results of the regression are further ex-
plained by the classification table which occurs 
in Table 2. Focusing on the results from the vali-
dation set, 58 out of 81 or 71.60% of all students 
are correctly classified. For the 45 predicted to 
complete the AM major by the neural network 
model, 31 or 68.89% were correctly classified 
and for the 36 predicted to not finish, 27 or 75% 
were correctly classified.

Neural Network results

One neural network procedure was run from the 
data which was output directly from the impute 
node. It therefore used all of the variables with 
missing values imputed. A second neural net 
was run using the results of the step-wise logis-
tic regression. The reason for running a neural 
network following a regression is to reduce the 
dimensionality and give the neural net a better 
chance of convergence. However, in this case, 
since only two variables were output from the 
regression and we only had five independent 
variables to start with, there was no added benefit 
to the model by using the regression node first. 
We know this by looking the model comparison 
which will be discussed later.

Figure 4. Stepwise Logistic Regression Output

Table 2. Logistic Regression Classification Results 

Predicted AM Majors Predicted to Drop Total

Correct 31 27 58

Incorrect 14 9 23

Total 45 36 81
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We have provided some of the resulting output 
from the neural network node which flowed from 
the impute node. In order to illustrate the format of 
the output from a Neural Network, we have chosen 
to include the starting weights which are provided 
in Table 3. Unlike regression, these weights do 
not have a simple meaningful interpretation. They 
are the weight estimates assigned to the units and 
hidden units in the neural network.

The interpretation of the neural network is 
better explained by the classification table which 

occurs in Table 4. Focusing on the results from 
the validation set, 53 out of 81 or 65.43% are 
correctly classified. For the 42 predicted to com-
plete the AM major by the neural network model, 
27 or 64.29% were correctly classified and for 
the 39 predicted to not finish, 26 or 66.67% were 
correctly classified. Therefore the neural network 
was equally accurate at predicting those who 
completed the major and those who did not.

The diagram in Figure 5, also part of the neu-
ral network output, illustrates the importance of 

Table 3. Initial Neural Network Weights 

The NEURAL Procedure

Optimization Start 
Parameter Estimates

 
 

N

 
 

Parameter

 
 

Estimate

Gradient 
Objective 
Function

1 IMP_MSAT_H11 0.381430 -0.002900

2 IMP_PMT_H11 0.271467 -0.010792

3 IMP_RANK_H11 0.291735 0.003861

4 IMP_VSAT_H11 -1.713889 0.004815

5 IMP_MSAT_H12 -0.320307 0.006068

6 IMP_PMT_H12 -1.031278 -0.012689

7 IMP_RANK_H12 -0.832053 0.010696

8 IMP_VSAT_H12 1.229476 0.006839

9 IMP_MSAT_H13 1.218358 0.013218

10 IMP_PMT_H13 0.075420 0.024612

11 IMP_RANK_13 0.238440 0.005467

12 IMP_VSAT_H13 -1.759124 0.005626

13 IMP_GENDER0_H11 0.915266 0.023131

14 IMP_GENDER0_H12 -0.017996 -0.005780

15 IMP_GENDER0_H13 2.019399 -0.008500

16 BIAS_H11 0.875424 -0.023340

17 BIAS_H12 0.367736 -0.002507

18 BIAS_H13 1.168478 0.002344

19 H11_MAJOR1 -2.808040 0.006537

20 H12_MAJOR1 -1.696647 -0.006424

21 H13_MAJOR1 1.746010 0.000852

22 BIAS_MAJOR1 0.646581 0.010833

Value of Objective Function = 0.5606883961
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having a validation data set when running a neu-
ral network. It plots the average squared error at 
each iteration of the neural network for both the 
training and the validation set. As can be seen 
from this picture, the training set improves in 
accuracy as the iterations increase. This is what 
was referred to earlier as “overfitting.” However, 
the results of the validation data set show that 
beyond a certain, in this case around 7 iterations, 
the error actually increases and then levels off. 
The neural network therefore is terminated at the 
iteration which minimizes the average square 
error for the validation data set, thus avoiding the 
problem of “overfitting”.

Ensemble Node Output

The classification table from the ensemble node is 
presented below in Table 5. Focusing on the results 
from the validation set, 53 out of 81 or 65.43% 
are correctly classified. For the 42 predicted to 
complete the AM major by the ensemble method, 
27 or 64.29% were correctly classified and for 
the 39 predicted to not finish, 26 or 66.67% were 
correctly classified.

The remainder of the output from this model 
is a combination of the previous models. The only 
other pertinent output from this model includes 
the cumulative lift charts. The lift charts are part 
of the individual output for every model but they 

Table 4. Neural Network Classification Table 

Predicted AM Majors Predicted to Drop Total

Correct 27 26 53

Incorrect 15 13 28

Total 42 39 81

Figure 5. Training of the Neural Network

Table 5. Ensemble Classification Table 

Predicted AM Majors Predicted to Drop Total

Correct 27 26 53

Incorrect 15 13 28

Total 42 39 81
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also appear as multiple graphs in the model com-
parison output. We have chosen, therefore to in-
clude the comparison lift chart later when we 
discuss the comparison of the models.

Model comparison

The output from the model comparison node is 
used to identify the best model. This can be done 
by different criteria, such as misclassification rate 
and average square error, which are produced as 
part of a table in the output. In addition to the table, 
the model comparison node produces cumulative 
lift charts and ROC charts.

A piece of the output table is provided in Figure 
6 below. As can be seen in this partial output, the 
Regression model has the lowest misclassification 
rate for the validation data set (VMISC) which 
was set as a goal in the model. In addition, the 
average squared error for the validation data set 
(VASE) is also the lowest for the regression model. 
Therefore the EM5.3 program has selected the 
regression model as the best which is indicated by 
its position as the first model in the output. Since 
it is chosen as the best model, it will automatically 
be used it for scoring new data.

We next look at the ROC charts and cumulative 
lift charts for our models. We can see that the 
charts include the four prediction models and the 
ensemble node which was added as an addi-
tional model. This ensemble model works best 
when the other models, which comprise this 
model, differ to a reasonable extent. In the lift 
charts the best procedure is the one with the high-
est lift as was defined and discussed earlier in 

relation to the decision tree. It should be noted in 
Figure 7 that, in focusing our attention on the 
validation data sets, regression does yield the 
highest lift until approximately the 15th percentile. 
Then the ensemble node provides the best lift 
until approximately the 35th percentile. Regres-
sion then dominates until about the 65th percen-
tile.

In addition to cumulative lift charts, Receiver 
Operating Characteristics (ROC) charts are a 
useful technique for comparing models and visu-
alizing their performance. The combined ROC 
charts are presented in Figure 8.

In the ROC charts one should again focus on 
validation data set and note the area below the 
curves with the largest area being best. This should 
agree to a large extent with the cumulative lift 
charts. Here, the results are in agreement with the 
lift charts with the best model being the regression 
followed by the ensemble model. This result is 
further clarified by the model comparison output 
by the data in Table 6, which measures the area 
below the curve.

scoring New Data Output

After completing this project, we were provided 
with new data. The new observations are from 
students who are now in their junior or senior 
year who started as AM majors and are now well 
established as actuarial majors or in other majors. 
To further test the model, we scored these students 
as if we didn’t know their major. Scoring is ac-
complished in the process flow by combining the 
results of the model comparison, which exports the 

Figure 6. Results from Model Comparison Node
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best model (in this case, the regression model), and 
the new dataset into a scoring node. The scoring 
node then predicts the probability of success in 
the major for these students. Based on the default 
cutoff point of.5, all individuals with probabilities 
above.5 are categorized as successful actuarial 
majors, those below.5 as non-actuarial majors. We 
then compared these results to the known results, 

as to whether or not the students were still AM 
majors or not, and developed the following clas-
sification table (similar to earlier ones). The results 
of our scoring this new dataset are explained by 
the classification table which occurs in Table 7. 
Seventy-five out of 119 or 63.03% are correctly 
classified. For the 86 predicted to complete the 
AM major, 63 or 73.26% were correctly classi-

Figure 7. Combined Cumulative Lift Charts from Model Comparison Node

Figure 8. ROC charts
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fied and for the 33 predicted to not finish, 12 or 
36.36% were correctly classified. Apparently, we 
were better able to predict majors than non-majors.

It should also be pointed out that, if we had 
this new data sooner, we could have added it to 
the original data source and created a test partition 
in addition to the training and validation datasets.

cONcLUsION AND 
FUtUrE rEsEArcH

Our goal was to create a viable model for predict-
ing whether an individual student, who begins his/
her studies in actuarial math, actually is successful 
in completing this major or switches to another 
major. It appears that the regression model is the 
best predictor. Since this is a very well understood 
method, it can easily be explained. The decision 
tree, although its underpinnings are somewhat 
difficult to explain, would give a clear and well 
understood output. The neural network would be 
the most difficult to explain. However, whichever 
model works best would be our choice.

Not only is this model a good one for predicting 
success in the major, it also allows us the ability 
to better counsel students. However, it should be 
cautiously applied. It would be a more serious 
error for us to predict non-success for a student 

who might well be able to achieve a successful 
completion of the major than predicting success 
for a student who eventually changes majors or 
drops out. The reason that incorrectly predicting 
a student to be a nonmajor is a more serious prob-
lem is because that the actuarial major requires 
a specific sequence of courses that other majors 
at the university do not usually take. If a student 
does not start as an actuarial major during their 
first year, then decides to become one later, they 
either have to double up on their coursework or 
spend an extra semester or two as a student. On the 
other hand, a student who begins as an actuarial 
student, but then switches to another major, can 
generally have the mathematics courses in the 
actuarial curriculum applied to their new major. 
To this end, future models might well use carefully 
determined decision weights to accommodate the 
ramifications of the two types of errors.

We thought that the Math SAT exam would 
be a good predictor of success in actuaral math. 
However, we were surprised that our own math-
ematics placement test, which is given to all of 
our incoming freshman, would also be an excel-
lent predictor. Another caveat, however, would be 
that the stepwise regression might have omitted 
an important predictor which is highly correlated 
with one of our resulting significant predictors.

Table 6. ROC Indexes 

Statistics Reg Ensmbl Neural2 Neural Tree

Valid: Roc Index 0.780 0.752 0.746 0.710 0.687

Table 7. Classification Results from Scoring New Students 

Predicted AM Majors Predicted to Drop Total

Correct 63 12 75

Incorrect 23 21 44

Total 86 33 119
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Another suggestion for future investigation 
would be to include modifying the default cutoff 
point of the.5 probability for separating cases into 
predictions of success versus failure. SAS EM5.3 
has added a new experimental cutoff node which 
allows one to simulate the process for different 
possible cutoff values. In addition, we plan on 
exploring the use of gradient boosting, which is 
now available in the latest version of Enterprise 
Miner, to improve the accuracy of classification 
trees. One of the authors has started to study the 
use of gradient boosting in predictive modeling 
(Olinsky, 2010). The procedure is defined in the 
AAEM manual in the following way:

Gradient boosting is a boosting approach that 
resamples the data set several times to gener-
ate results that form a weighted average of the 
resampled data set. Tree boosting creates a series 
of decision trees which together form a single 
predictive model. A tree in the series is fit to the 
residual of the prediction from the earlier trees 
in the series. This residual is defined in terms 
of the derivative of a loss function. For squared 
error loss with an interval target the residual is 
simply the target value minus the predicted value. 
Each time the data is used to grow a tree and the 
accuracy of the tree is computed. The successive 
samples are adjusted to accommodate previously 
computed inaccuracies. Because each successive 
sample is weighted according to the classifica-
tion accuracy of previous models, this approach 
is sometimes called stochastic gradient boosting. 

Boosting is defined for binary, nominal, and in-
terval targets. Like decision trees, boosting makes 
no assumptions about the distribution of the data. 
For an interval input, the model only depends on 
the ranks of the values. For an interval target, the 
influence of an extreme value theory depends on 
the loss function. The Gradient Boosting node 
offers a Huber M-estimate loss which reduces 
the influence of extreme target values. Boosting 

is less prone to overfit the data than a single 
decision tree, and if a decision tree fits the data 
fairly well, then boosting often improves the fit. 
(AAEM, 2009)

In the future, we also plan on adding more 
students to our dataset and further refining our 
model in accordance with our aforementioned 
thoughts.
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KEy tErMs AND DEFINItIONs

Actuarial Mathematics: The discipline that 
applies mathematical and statistical methods to 
assess risk in the insurance industry

Data Imputation: The process of replacing 
missing data in databases; especially useful in 
regression and related models, less so in deci-
sion trees.

Data Mining: The process of finding patterns 
in large datasets.

Decision Tree: One of the most popular clas-
sification algorithms in current use in Data Mining

Logistic Regression: The statistical technique 
used for the prediction of the probability of the 
occurrence of an event by fitting data to a logistic 
curve.

Neural Network: A technique based on the 
observed behavior of neurons and used in predic-
itve modeling.

Predictive Modeling: The process by which 
a model is created or chosen to try to best predict 
the probability of an outcome; includes techniques 
of logistic regression, decision trees, and neural 
networks.

Student Retention: The process of retain-
ing students once they are accepted into your 
institution
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AbstrAct

Web recommendation or personalization could be viewed as a process that recommends the customized 
web presentations or predicts the tailored web contents to web users according to their specific need. 
The first step in intelligent web personalization is segmenting web log data into web user sessions for 
constructing user model. These segments are later used to recommend relevant URLs to old and new 
anonymous users of a web site. The knowledge discovery part can be executed offline by periodically 
mining new contents of the user access log files. The recommendation part is the online component of 
a usage-based personalization system. In this study, we propose a robust Biclustering algorithm to dis-
close the correlation that exists between users and pages. This chapter proposes a Robust Biclustering 
(RB) method based on constant values for integrating user clustering and page clustering techniques 
which is followed by a recommendation system that can respond to the users’ individual interests. To 
evaluate the effectiveness and efficiency of the recommendation, experiments are conducted in terms of 
the recommendation accuracy metric. The experimental results have demonstrated that the proposed 
Biclustering method is very simple and is able to efficiently extract needed usage knowledge accurately 
for web page recommendation.
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1. INtrODUctION

Web Mining specifies three domains: web content 
mining, web structure mining and web usage min-
ing. The last domain is the most popular one in the 
area of recommendation(Claypool et al., 2001). 
Web usage mining, also known as web log mining, 
aims to discover user patterns from the data stored 
in server logs or browser logs while surfing the web 
system. Most of these efforts have been proposed 
to discover web usage patterns using various data 
mining or machine learning techniques to model 
and understand web user activity (Haibin Liu 
et.al, 2000). The mined knowledge can improve 
the design of web pages, and develop adaptive 
usage scenarios more efficiently and effectively.

Web usage mining consists of three steps, i.e. 
data collection and preprocessing, pattern min-
ing as well as knowledge application. Feature 
selection is a preprocessing step in data mining, 
and it is very effective in reducing dimensions, 
reducing the irrelevant data, increasing the learn-
ing accuracy and improving comprehensiveness. 
Log files usually contain nonessential informa-
tion from the analytical point of view. Thus the 
first data pre-processing step is the selection of 
features. The output of the pre-processing phase 
must be divided into sessions (Hannah Inbarani 
et al., 2007). These feature selection algorithms 
are used for selecting significant attributes for 
describing a session which is suitable for pattern 
discovery phase.

Pattern mining draws upon the methods and 
algorithms developed from several fields such 
as statistics, data mining, machine learning and 
pattern recognition. The usage mining tasks can 
involve the discovery of association rules, se-
quential patterns(Mamata Jenamani et al., 2002) 
page view clusters(Mobasher, 2002) transaction 
clusters(Hannah Inbarani et al., 2009) or any other 
pattern discovery method from user transactions.

The aim of web recommendation is to find the 
most matched user access pattern to the active 
user session, which is derived from web usage 

mining, and to recommend a list of pages that 
the users might be interested in, via referring to 
the visiting preferences of the chosen usage pat-
tern. To perform recommendations efficiently 
and effectively, there are a variety of machine 
learning algorithms that have been well studied 
and developed, and can be used in web recom-
mendation (Guandong Xu, 2008).

Basically, there are two kinds of technologies 
to carry out personalization recommendation: as-
sociation rules and cluster analysis (TAN Xiaoqiu 
et al., 2006).

In this chapter, we present and experimentally 
evaluate a new technique, based on integrated 
clustering of both user transactions and of page 
views, in order to discover user and page biclus-
ters of users and pages that can be effectively 
used by recommender systems for real-time web 
personalization.

The main contribution of this chapter is to 
propose Robust Biclustering (RB) algorithm for 
page recommendation. The proposed algorithm 
performs simultaneous clustering of users and 
pages to provide more accurate recommendations.

The rest of this chapter is organized as follows. 
Section 2 describes the Background Section 3 
describes the Methodology for Recommendation 
process. Section 4 summarizes the related work 
and Experimental results are given in Section 5. 
Finally, Section 6 concludes this chapter with 
observations from the experimentation.

2. bAcKGrOUND

The stages of page recommender systems include 
preprocessing, segmenting web log data into web 
user sessions, and learning a usage model from 
this data. The usage model can come in many 
forms: from the modeling used in collaborative 
filtering, that simply stores all other users’ infor-
mation and then relies on K Nearest Neighbors to 
provide recommendations from previous history 
of neighbors or similar users, to a set of frequent 
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itemsets and associations, to a set of clusters of 
the user sessions, and resulting web user profiles 
or summaries(Olfa Nasraoui, 2003).

Web clustering can involve either users group-
ing of users who exhibit similar browsing patterns 
or pages grouping of pages having related con-
tent based on information derived from different 
sources. Specifically, user clustering approaches 
can be based on usage data and create groups of 
users with similar browsing behaviour (Pallis G., 
Angelis. L and Vakali A.,2007). On the other hand, 
in web page clustering approaches, information 
can be extracted from pages content(Hammouda, 
K.M and Kamel, M.S., 2004) and usage data 
(Sophia G. Petridou et al., 2008). Moreover, the 
clustering results may be beneficial for a wide 
range of applications such as websites’ person-
alization (Nasraoui et al., 2008), web caching 
and prefetching (Li et al., 2007), search engines, 
(Hui et al., 2006) and Content Delivery Networks 
(Pallis G. et al., 2006). In addition, the cluster-
ing results can contribute to the enhancement of 
recommendation engines (Chi, C-C et al., 2008) 
and to the design of collaborative filtering systems 
(Srinivasa et al., 2004).

A number of different approaches to web page 
prediction have been proposed, including col-
laborative filtering (CF) (Goldberg et al.,1992), 
Markov models (Sarukkai, 2000), association 
rule mining (Mamata Jenamani et al., 2002), 
clustering (Fu et al., 1999). One research area that 
has recently contributed for this problem is web 
mining. In this work, Biclustering is proposed for 
page recommendation.

3. MEtHODOLOGy

Web personalization system based on web usage 
mining discovers web usage profiles, followed by 
a recommendation system that can respond to the 
users’ individual interests. The Recommendation 
system architecture is specified in Figure 1.

The Recommendation Process consists of four 
major steps.

i.  Preprocessing,
ii.Biclustering of users and pages
iii.  User Profiling,
iv.  Page Recommendation

Figure 1. System Architecture
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3.1 Preprocessing

Data cleaning operation is performed as defined in 
(Doru Tanasa and Brigitte Trousse 2004), which 
removes image files and style sheet files. The 
access log of a web server is a record of all files 
(URLs) accessed by users on a web site. Each log 
entry consists of the information components such 
as remotehost, Authuser, date,time, URL request, 
status and bytes.

The sample entries in the web log file are 
listed in Figure 2.

In the next step, using user session identifica-
tion process, user sessions are identified and 
Session Matrix is created. User Access Matrix A 
= {aij } where aij =1 if page j has been visited by 
user i otherwise it is set to zero. The weight as-
sociated with each visited page is represented by 
Wt = {wtij} where each entry in the weight matrix 
specifies the number of hits on a specific page as 
defined in (Claypool M., 2001). For each user, 
the weight vector of each navigational session is 
represented as a sequence of visited pages with 
corresponding weights {wt11, wt12, wt13,…,wt1n} 
where wtij denotes the weight for a page j visited 
in ith user session.

3.2. User Profiling

User profiling is the process of collecting infor-
mation about the characteristics, preferences, and 
activities of a web site’s visitors. This can be ac-
complished either explicitly or implicitly. Explicit 
collection of user profile data is performed through 
the use of online registration forms, questionnaires, 
and the like. The methods that are applied for 
implicit collection of user profile data vary from 

the use of cookies or similar technologies to the 
analysis of the users’ navigational behavior that 
can be performed using web log mining techniques 
(Jian-Guo Liu et al., 2004).

In the web domain and especially in e-com-
merce, user profiling has been developed sig-
nificantly because Internet technologies provide 
easier means of collecting information about the 
users of web site, which in the case of e-business 
sites are potential customers(Jian-Guo Liu et 
al., 2004). An efficient and effective algorithm 
for web recommendations is the user profiling 
approach, which is on a basis of collaborative 
filtering techniques, a kind of commonly used 
algorithms in recommender systems.

Mobasher B. et al., (2002) have proposed a 
potentially effective method for the derivation of 
profiles from transaction clusters. In this work, 
Profile Aggregations based on Clustering Trans-
actions (PACT) method is proposed to generate 
aggregate profiles based on the centroids of each 
transaction cluster. However the centroid of each 
cluster may represent the different groups of pages 
without much correlation. Hence in this chapter, 
biclustering approach is proposed to generate 
profiles which represent the implicit relationship 
that exists between the pages and users.

3.3.1. Discovery of Aggregate 
Profiles Based on Biclustering

In this proposed method, for each bicluster, the 
weight of each page view is computed by the ratio 
of the mean weight value of pages in the biclus-
ter. In generating the usage profiles, low-support 
pageviews (i.e. those with mean value below a 
certain threshold α) are filtered out.

Figure 2. Sample Web Log file
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3.4 recommendation Process

Web Personalization aims to provide intelligent 
online services such as web recommendations, 
based on past web user navigation patterns. Web 
personalization can be accomplished in four dif-
ferent ways: Manual decision rule, collaborative 
filtering, content based filtering, and web usage 
mining. The most promising approach is web 
usage mining, which mines web logs to extract 
useful patterns concerning the users’ navigational 
behavior(Mamata Jenamani et. al.,2002). Most of 
the page recommender systems are mainly based 
on user and page clustering techniques. However 
user and page clustering techniques are one sided 
approaches which cannot discover possible cor-
relations between web pages and user groups. 
Hence this chapter proposes Biclustering approach 
for page recommendation.

3.4.1 Need for Biclustering Approach 
for Page Recommendation

The first step in intelligent web personalization is 
clustering web log data into web user sessions for 
constructing user model. These session clusters 
are later used to recommend relevant URLs to old 
and new anonymous users of a web site.

The limitations of traditional user/page cluster-
ing approaches such as K-Means are

• Puts each user in exactly one cluster
• Different preferences, of the user are not 

taken into account for the process of as-
signing the user to clusters.

• Number of clusters must be given as input

Collaborative filtering approach finds other 
users with similar tastes to the current user and 
recommends what they have liked to that user. 
Traditional collaborative filtering requires explicit 
user participation for providing his/her interest to 
the pages(Breese et al., 1998 and Chein-Shung 
Hwang et al., 2001). However, despite their suc-
cess, the explicit ratings may suffer from some 
limitations, such as additional user effort, user 
behavior alteration and data sparsity. To overcome 
such problems, several researchers (Claypool 
2001, Parsons J et al., 2004) have investigated the 
use of implicit interest indicators. An important 
implicit indicator of the user’s navigation path 
is the time spent or number of hits on different 
pages. In this chapter, number of hits on differ-
ent pages is used as an implicit indicator of page 
rating since implicit rating can be used for the 
analysis of any web site.

Regarding Recommendation approaches, 
there exist two main approaches: (a) User-Based 
(UB), which recommends pages on similarity 
between users; and (b) Page- Based(PB)(Sarwar 
B. Karypis et al., 2006), which recommends pages 

Figure 3. Building user profile based on Biclustering
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based on correlation between pages. User-Based 
approaches identify users whose interests are 
similar to an active user and recommends items 
they like. However, they suffer from serious scal-
ability problems which make them unsuitable for 
on-line processing. On the other hand, page based 
approaches suggest pages that are most similar 
to the set of pages the active user has accessed. 
User-based (UB) CF is proposed in (Resnick et 
al., 1994) which forms neighborhoods based on 
similarities between users. Then, UB recommends 
to the test user, the most frequent items in the 
formed neighborhood.

In web usage mining, both UB and PB are 
one-side approaches, in the sense that they ex-
amine similarities either only between users or 
only between items, respectively. This way, they 
ignore the clear duality that exists between users 
and items. Furthermore, UB and PB algorithms 
cannot detect partial matching of preferences, 
because their similarity measures consider the 
entire set of items or users, respectively. However, 
two users may share similar preferences only for 
a subset of items.

Our attention in this chapter is focused on 
specific Biclustering techniques for the discov-
ery of the relevant components of user and page 
clusters. Recommendation process consists of two 
components. In the offline component, user and 
page biclusters are discovered using Biclustering 
algorithms. In the online component of the system, 
the Web server keeps track of the active server ses-
sion as the user’s browser makes HTTP requests. 

The recommendation engine considers the active 
server session in conjunction with the discovered 
patterns to provide personalized content based on 
the similarity between the current session and the 
discovered biclusters. Only the top N hyperlinks 
with weight larger than the given threshold value 
is considered for recommendation.

Biclustering based Recommendation proce-
dure is specified in Figure 4. The similarity be-
tween test user u and user profile UPj is calculated 
using cosine similarity as defined in (Bamshad 
Mobasher, 2002). It is obvious that similarity 
values range between [0,1].

In CB approach, the Weighted Frequency (WF) 
of a page p in a bicluster b, is defined as the mean 
weight of pages in the recommended biclusters.

WF(Pi, Bk) = Wt (Ui,Pj) / ∑ Wt(Ui,Pj) if Ui ∊ 
Bk and Pj∊ Bk

for i= 1,2,..,m, j= 1,2,..,n k= 1,2,..,NB
where m- Number of users, n- Number of 

pages and NB-number of biclusters
In order to provide recommendations, we 

have to find the biclusters containing users with 
preferences that have strong partial similarity 
with the test user. This stage is executed online 
and consists of two basic operations:

• The formation of test users’ neighborhood, 
i.e., to find the K nearest biclusters.

• The generation of the top-N recommenda-
tion list of pages

Figure 4. Biclustering Based Recommendation



192

A Robust Biclustering Approach for Effective Web Personalization

For User and page clustering algorithms, Top 
N weighted scoring algorithm proposed in (Guan-
dong Xu, 2008) is used for Recommendation.

4. rELAtED WOrK

4.1 biclustering Approach

The biclustering, in data mining, is referred to 
the process of simultaneously finding clusters on 
the rows and columns of a matrix (Cheng Y. et 
al., 2000). There are several approaches to deal 
with the biclustering problem. Many different 
algorithms for biclustering have already been 
proposed in the literature (Sheng Q. et al., 2001 
and Tang et al., 2001). In short, these methods 
can be classified by (i) the type of biclusters they 
find; (ii) the structure of these biclusters; and (iii) 
the way the biclusters are discovered.

The type of the biclusters is related to the 
concept of similarity between the elements of 
the matrix. For instance, some algorithms search 
for constant value biclusters, while others search 
for coherent values of the elements or even for 
coherent evolution biclusters (Pablo A. et al., 
2007).The structure of the biclusters can be of 
many types. There are single bicluster algorithms, 
which find only one bicluster in the center of the 
matrix; the exclusive columns and/or rows, in 
which the biclusters cannot overlap in either col-
umns or rows of the matrix; arbitrary positioned, 
overlapping biclusters and overlapping biclusters 
with hierarchical structure. The way the biclusters 
are discovered refers to the number of biclusters 
discovered per run. Some algorithms find only 
one bicluster, others simultaneously find several 
biclusters and some of them find small sets of 
biclusters at each run. The algorithm proposed in 
this chapter finds a set of pages in the bicluster 
simultaneously followed by set of users in the 
bicluster.

4.2 biclustering for Web 
Usage Mining

By analyzing the characteristics of the clusters, 
web designers may understand the users better 
and may provide more suitable, customized ser-
vices to the users. Regarding web usage cluster-
ing algorithm, there exist two main approaches: 
User clustering which clusters users based on 
their similarity and Page clustering which creates 
page clusters based on similarity between pages 
(Qinbao Song et al., 2006, Tang C. et al., 2001 
and Xiao J. et al., 2001). Instead of performing 
only user clustering, we perform simultaneous 
clustering of users and pages which correspond 
to group of users that exhibit highly correlated 
ratings on groups of pages. User clustering and 
page clustering algorithms cannot detect partial 
matching of preferences because their similarity 
measures consider the entire set of users or pages 
respectively.

The simultaneous clustering of users and pages 
discovers biclusters which correspond to group of 
users which exhibit highly correlated ratings on 
groups of pages. In this chapter two Biclustering 
algorithms are proposed to extract user profiles 
by integrating user clustering and pages clustering 
techniques. Therefore, this research explores a new 
user profiling method integrating user clustering 
and page clustering techniques.

4.3 robust biclustering 
Approach(rb)

The Robust Biclustering (RB) Algorithm works 
as follows: In the first step, distinct patterns of 
the session matrix are extracted. Given that A is 
made up of L distinct patterns, Pattern Matrix P 
can be expressed as P = plj where l is the number 
of distinct patterns and j = 1,2,.., n and n is the 
number of pages. The distinct patterns are ex-
tracted using Hadamard product (Roger Horn, 
1994). In the second step, one can identify the 
pages accessed by two users simultaneously by 
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performing element wise product of plj and aij 
thereby forming the bicluster.

The main goal of the RB algorithm is to find 
all possible biclusters. The required input to RB 
is the minimum number of pages in a bicluster. 
The default minimum value is taken as 2. Hence 
RB algorithm finds a large number of overlapping 
biclusters. The degree of overlapping can be re-
duced by increasing the minimum number of 
pages in the bicluster.

4.4 simple biclustering(sb)

In this Biclustering algorithm, the similarity be-
tween users is obtained using Jaccard coefficient 
as defined in (Daxin Jiang et. al., 2004) and the 
biclusters are obtained from the submatrix by 
elementwise Hadamard product of row vectors as 
defined in (Alain B. Techagang et. al., 2005). The 
proposed algorithms allow overlapping to some 
extent based on threshold value given.

The degree of overlapping in this algorithm 
can be controlled by threshold α. As the value of 
α is increased, degree of overlapping reduces. 
Though SB produces minimum number of biclus-
ters that are inclusion maximal, SB is not efficient 
in terms of memory and time as illustrated in 

section 4. It consumes large amount of memory 
space and so it is not suitable for large data sets.

5. EXPErIMENtAL EVALUAtION

5.1. Experimental setup

Data Source

We used the access logs from www.bbminfo.com 
for our experiments. After preprocessing and 
removing references by web spiders, image files 
and style sheet files, a total of 6244 transactions 
are produced using the transaction identification 
process. The total number of URLs represent-
ing pageviews is 145 and we eliminated the 
pageviews appearing in less than 0.25% of the 
transactions. Approximately 25% of these trans-
actions are randomly selected as the testing set, 
and the remaining portion is used as the training 
set for page recommendation. The total number 
of remaining pageview URLs in the training and 
the evaluation sets is 83.

Figure 5. Biclustering(Ses,m,n,BP,BU,NB)
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5.2. User Profiles

User profiling on the web consists of studying 
important characteristics of the web visitors. 
The biclustering process is an important step in 
establishing user profiles. Some of the discovered 
user profiles obtained using Robust Biclustering 
algorithm is summarized in Table 1. These sample 
user profiles are obtained as per the method speci-
fied in section 3.

5.3 Evaluation Metrics

For measuring the performance of the proposed 
algorithm, widely accepted metrics from infor-

mation retrieval is used in this chapter. For a 
test user that receives a top-N recommendation 
list, let R denote the number of relevant recom-
mended pages.

The F-measure is defined as the harmonic 
mean of precision and recall as given in. In the 
recommender evaluation literature the F-measure 
is often referred to as

F Measure
2*precision*Recall
Precision+Recall

− =  (1)

Figure 6. Simple Biclustering(Ses,m,n,BP,BU,NB)

Table 1. Sample User Profiles 

Bicluster Pageviews Weight

1 /support.html 
/travels/Package.html 
/travels/spots.html

1 
0.7687 
0.7261

2 /bbmsoftsolutions/web.html 
/help.html 
/support.html

   1 
0.3928 
0.3457

3 bbmsoftsolutions/ecommerce.html 
/help.html 
/support.html 
/bbmsoftsolutions/services.html 
/index.html 
/services/services.html

   1 
0.7222 
0.7222 
   0.5000 
   0.5000 
   0.5000
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E Measure

Precision
+(1- )*

Recall

− =




















1

1 1
a a* 

 

(2)

The parameter α controls the trade-off between 
precision and recall. In this work, α is taken 0.6.

5.4 Parameter setting

The maximum size of the recommendation list 
is set to 10 and the minimum number of pages 
and users in a bicluster is set to 2. The implicit 
rating obtained from the hits of users are stored 
as weights and the weight of each page in the bi-
cluster is determined from mean weights of pages 
visited by all the users in the bicluster. The weights 
are normalized so that the range of weights fall 
from 0 to 1. In E-measure, the value of α is taken 
as 0.6. Table 2 summarizes the symbols that are 
used in the sequel.

5.5 recommendation results of 
robust biclustering

The recommendation engine takes a collection of 
user profiles as input and generates a recommen-
dation set by matching the current user’s activity 
against the discovered patterns. We use a fixed-size 

sliding window over the current active session to 
capture the current user’s history depth. Thus, the 
sliding window of size n (n <= number of pages) 
over the active session allows only the last n 
visited pages to influence the recommendation 
value of items in the recommendation set. This 
sliding window is called as active session window.

In each iteration, each transaction t in the 
evaluation set was divided into two parts. The 
first n page views were used for generating rec-
ommendations, whereas, the remaining portion 
of t (target set) was used to evaluate the gener-
ated recommendations. For the recommendation 
process we chose a session window size of 2. The 
recommendation results are given in Table 3 for 
the sample path.

5.6 Performance Analysis for robust 
biclustering

The required input of the algorithm is minimum 
number of pages to be included in the bicluster. In 
order to discover the best biclusters it is important 
to fine-tune this input variable. For the 100 K data 
set, we examine the performance of F- metric 
and E-Meric versus different values for minp 
where minpis the minimum allowed number of 
pages in a bicluster, Figure 7 depicts the average 
numbers of pages in a bicluster, which increases 
with increasing minp.

In the following, the comparative results for 
effectiveness are shown. Figure 8 Illustrates the 
values of F- measure and E-Measure for varying 
values of minp. As illustrated in the figure, the 
best performance is attained for n = 2. As minimum 
number of biclusters are recommended which are 

Table 2. Symbols 

Symbol Description

K 
N 
nn

Number of Biclusters Recommended 
Number of Recommended pages 
Number of pages in the Active session window

Table 3. Recommendation Results for a Typical User Navigation Path 

          Pages of Active User session           Recommended Web pages           Recommendation score

/bbm/index.html 
/services/services.html 
/bbmsoftsolutions/services.html

          bbmsoftsolutions/web.html 
          hr/employment.html 
/bbmsoftsolutions/multimedia.html 
          /bbm/contact.html

          0.4512 
          0.5218 
          0.5477 
          0.5492
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very similar to the current active session, the 
values of F-Measure and E-Measure remains 
increased.

RB finds all possible biclusters. It is obvious 
that this characteristic generates overlapping bi-
clusters. The number of overlapping biclusters 
can be enormously large. To avoid this, we can 
set minimum number of pages to be included in 
a bicluster with respect to the desired overlapping 
degree.

5.7 Performance Analysis 
for simple biclustering

In the following, we show the comparative results 
for effectiveness. Figure 9 Illustrates the values of 
F1 measure and E-Measure for varying values of 
minp. As shown, the best performance is attained 
for n = 2. As minimum number of biclusters are 
recommended which are very similar to the cur-

Figure 7. Average number of pages in the bicluster for 100 k data set for various values of minp

Figure 8. Number of Recommended Biclusters versus F-Measure and E-Measure For RB
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rent active session, the values of F-Measure and 
E-Measure remains decreased.

5.8 comparative results for 
Effectiveness

In this section, the performance of RB with SB 
are compared for page recommendation. The 
parameters, are tuned as follows: the size of the 
recommendation list (N, default value 10), and 
the size of training set (default value 75%). The 
test set consists of all remaining users, i.e., those 
not in the training set. Users in the test set are the 
basis for measuring the examined metrics. The 
performance comparison of RB and SB using 
E-Measure for various data set sizes 1000, 2000, 
3000, 4000 and 5000 are illustrated in Figure 10. 
It can be observed from the figure that the perfor-
mance of RB is better than the performance of SB.

Fig. 10 shows the values of E-Measure for 
various sizes of data set and Figure 11 shows the 
values of F-Measure for various sizes of data set.

6. FUtUrE rEsEArcH DIrEctIONs

The limitation of conventional Biclustering 
algorithm is the biclusters may overlap, which 
means that several users or pages of the session 
matrix may participate in multiple biclusters. The 
degree of overlapping is not taken into account 
for each user and for each page in the bicluster. 
Hence Fuzzy sets can be included in the bicluster-
ing approach to capture the overlapping between 
user’s interests.

7. cONcLUsION

In this chapter a new personalized recommenda-
tion method is proposed, which is applied to web 
log mining by integrating user and page cluster-
ing techniques to improve web personalized 
Recommendation. The accuracy of the proposed 
algorithm is computed using recommendation 
measures. Our extensive experimental results 
illustrate the effectiveness and efficiency of the 
proposed algorithm.

Figure 9. Number of Recommended Biclusters versus F-Measure and E-Measure for SB
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Chapter 12

Web Mining and Social 
Network Analysis

Roberto Marmo
University of Pavia, Italy

AbstrAct

Research on social networks has advanced significantly due to wide variety of on-line social websites 
and very popular Web 2.0 application. Social network analysis views social relationships in terms of 
network and graph theory about nodes (individual actors within the network) and ties (relationships 
between the actors). Using web mining techniques and social networks analysis it is possible to process 
and analyze large amount of social data (such as blogtagging, online game playing, instant messenger 
etc.) and by this to discover valuable information from data. In this way, we can understand the social 
structure, social relationships and social behaviors. This new approach is also denoted as social network 
mining. These algorithms differ from established set of data mining algorithms developed to analyze 
individual records, because social network datasets are called relational due to centrality of relations 
among entities. This chapter also sets out a process to apply web mining.
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INtrODUctION

A social network is a social structure made of 
individuals (organizations, company etc.) also 
called nodes, which are connected by links rep-
resent relationships and interactions between 
individuals, a rich relational interdependency and 
content for mining. Figure 1 shows an example 
of social network.

Online social network focuses on building on 
Internet communities of people who share inter-
ests and/or activities, who are interested in explor-
ing the interests and activities of others or who 
are interested to communicate, interact and share. 
So, they are very popular Web 2.0 application. 
Some well-known social networking websites 
are: Facebook as general network, LinkedIn and 
Viadeo as business social network, Flickr about 
photo sharing etc. Thus, social network is a rel-
evant part of human life (Fu, 2007; Goth, 2008).

This chapter describes how to use web mining 
techniques and online social networks analysis 
to obtain analysis regarding user profile and 
behaviour, information suitable for marketing, 
sociology etc. The analysis are focused on web 
resources such as user content, network structures, 
user behaviour on network website and how user 
creates its network

This chapter is structured as follows: section 1 
presents social network analysis, section 2 presents 

web mining algorithms and techniques can be 
used for social networks analysis, section 3 pres-
ents techniques and process, section 4 discusses 
some applications. Finally, future challenges and 
research directions are explained.

sOcIAL NEtWOrK ANALysIs

Social network analysis (SNA) is a mathematical 
technique developed in modern sociology, in order 
to understand structure and behaviour between 
members of social systems, to map relationships 
between individuals in social network, also to 
serve up business intelligence on the ties. Social 
network analysis is related to network theory and 
graph theory, so the network topology helps to 
determine a network’s usefulness to its individuals. 
It is possible to classify objectives in: static to find 
community structures, dynamic to monitor com-
munity structure evolution and to spot abnormal 
individuals or abnormal time-stamps.

Evaluation of people location in network, that 
is the centrality of a node, is relevant to understand 
networks and their participants. These measures 
provided by social network analysis give us insight 
into the various roles and groupings: who are the 
connectors, leaders, bridges, isolates, the clusters 
existing and who is in them, who is in the kernel 
of network and who is on the periphery.

Figure 1. An example of social network: individuals on nodes and links represent relationships
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Social network analysis is descriptive rather 
than predictive, because it is built with only a few 
global parameters, so it is not useful for making 
prediction of future behaviour of network. This is 
due to networks availability, few information about 
each node and lack of data. In Web 2.0 age we 
have very large social networks creating massive 
quantities of data and we have substantial quanti-
ties of information at level of individual nodes 
suitable to build statistical models of individuals. 
The relevant difficult regards how to extract social 
data from a set of very different communication 
resources (Jin, 2007; Matsuo, 2007).

Adjacency matrix is a simply way to repre-
sent a network by representing which vertices 
of a graph are adjacent to which other vertices: 
if person i and j are connected with one direct 
link we have (i,j)=1 and (i,j)=0 otherwise. Using 
matrix algebra on adjacency matrix it is possible 
to evaluate some numerical properties useful for 
SNA, such as computing the intensity of relation 
between person (Kolaczyk, 2009; Scott, 2000; 
Wasserman, 1994) based on:

• degree: number of ties or relations for per-
son, related to Figure 1 Diane has the most 
direct connections in the network, making 
hers the most active node in the network, 
she is a connector or hub in the network

• betweenness: lying between each other 
pairs of persons, related to Figure 1 Diane 
has many direct ties, Heather has few di-
rect connections compared to average in 
network, Heather is between two impor-
tant sub-network or cluster and she plays a 
broker role in network, but she is a single 
point of failure so this is a risk because Ike 
and Jane would be cut off from informa-
tion and knowledge in Diane’s cluster, so 
a person like Heather holds a lot of power 
over the outcomes in network

• flow centrality is similar to betweenness 
centrality, except that we consider all paths 

instead of considering only the shortest 
paths between pairs of nodes

• closeness: length of paths to other person, 
related to Figure 1 Fernando and Garth 
have fewer connections than Diane, but re-
lation allow them to access all the nodes in 
network by the shortest paths. so they are 
close to everyone else and they are in an 
excellent position to monitor the network 
flow

• network centralization: a very centralized 
network is dominated by one or few cen-
tral nodes that can become a point of fail-
ure, in fact if these nodes are removed or 
damaged, the network quickly fragments 
into unconnected sub-networks; related 
to Figure 1 Diane is an example of central 
node

• network reach: the shorter paths in net-
work are more important, related to Figure 
1 Fernando and Garth can reach everyone 
else in three steps or less

• boundary spanners: nodes that connect 
their cluster to others have high network 
metrics, related to Figure 1 Fernando, 
Garth, and Heather are boundary spanners 
because are more central in network than 
their neighbours whose connections are 
only local

• peripheral nodes can be connected to net-
works not currently mapped in order to 
create a new information flow, related to 
Figure 1 Ike and Jane receive very low 
centrality scores in this mapped network, 
but they may be contractors toward anoth-
er not mapped networks

• dynamism of the network due to changing 
edges and the strengths of association of 
the nodes.

Another goals of SNA regards to explain 
the observed network in a predictable manner, 
identification of subgroup, inferring real-world 
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connections and discovering, labelling, character-
izing communities. (Adamic, 2007).

Topic identification of flowing textual data can 
be used to cluster the social network, five classical 
methods for topic identification are: topic unigram 
based on counting the number of occurrence of 
each word, cache model, topic perplexity, TFIDF 
classifier, weighted model used for sparse data like 
email based on computing scores of topics so high-
est score value determines the topic (Bigi, 2001).

Information Visualization is also a relevant 
topic and suitable visual technique for social 
network analysis. In fact, visualization of social 
networks provides an easily understood of the 
structure of networks, distribution of nodes, links 
between nodes and clusters and groups (Card, 
1999; Heer, 2005; Spence, 2000) to benefit from 
the power of both human visual perception and 
computing. The social graph as Figure 1 shows 
you and your friends, the networks they belong 
to, and the social cliques they are part of. It is 
possible to see who is central to a particular group 
and which friends are connectors between two 
groups. An example of software for visualization 
is TouchGraph Facebook Browser available on 
www.touchgraph.com/TGFacebookBrowser.html 
that lets you see how your friends are connected 
on network Facebook, it is possible to explore the 
friend network by graphing photos from friend’s 
photo album.

Relevant visualization tools for social network 
support a wide range of visualization options and a 
support for calculating structural graph properties, 
including interactive views, but they are limited 
to uni-modal graph representations.

MINING tEcHNIQUEs

Several techniques for learning statistical models 
have been developed recently by researchers in 
machine learning and data mining. Actually focus 
is on statistical challenges raised by relational 
data, so denoted because the relations among in-

terrelated people are central, distinguishing from 
meaning of data stored in relational databases 
because while relational databases can represent 
relational data, relational data can also be repre-
sented and accessed in other ways (Jensen, 2002; 
Scott,2000).

Web mining regards application of data min-
ing techniques to discover patterns and extracting 
useful information from web site (Chakrabarti, 
S. 2003). According to different target and data 
resources, web mining techniques can be classi-
fied into:

• web usage mining is the process of finding 
out what users are looking for on web site 
to define the navigation patterns of users

• web structure mining is the process of us-
ing graph theory to analyse the node and 
connection structure of a web site. in order 
to improve navigation

• web content mining explores and discovers 
useful information from text, image, audio 
or video data in the web.

Graph mining can handle thousands of nodes 
and millions of edges in a graph using a specific 
set of algorithms tailored to extracting knowledge 
from massive graph data structure (Chakrabarti D., 
2006). Graph mining and social network analysis 
regards graphs, so they share many concepts and 
ideas, but some of the algorithms in use in SNA 
(such as combinatorial optimizations) become 
impractical for large datasets. Graph mining 
community have not worked on social roles or 
the power of nodes, due to the different semantics 
of the datasets analyzed.

The goal of process mining is to extract a 
structured process description about processes 
from transaction logs created by set of information 
regarding real executions (Aalst. 2004a; Agrawal, 
1998; Grigori, 2001; Sayal, 2002). Process mining 
can be used to construct models that explain some 
aspect of the behavior registered. The focus is on 
the various process activities and their dependen-
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cies, deriving roles and other organizational enti-
ties. Regarding social network analysis, the focus 
is on: the relation between person or groups of 
person acting in the process (Aalst, 2004b). Metrics 
proposed for mining organizational relations are 
based on: (possible) causality, joint cases, joint 
activities, special event types (e.g., delegation).

Visual data mining is a collection of interactive 
reflective methods that support visual exploration 
of data sets by dynamically adjusting parameters 
to see how they affect the information being 
presented, moreover it offer the luxury of being 
able to make observations without preconception. 
Also above mentioned, a social network can be 
represented by a graph, so visual data mining is 
useful tool to explore the network about task as 
finding group of closest people. Invenio (Singh, 
2007) is a tool for visual mining of socials that 
integrates a wide range of interactive visualiza-
tion options. Invenio interactively explore multi-
modal, multi-relational social networks and it also 
supports construction of views using both database 
operations and basic graph mining operations.

Software MiSoN (Aalst, 2004a) has been 
developed to discover relationships between in-
dividuals from a range of enterprise information 
systems including workflow management systems 
such as Staffware, InConcert, and MQSeries, 
ERP systems, and CRM systems. Based on the 
event logs extracted from these systems MiSoN 
constructs sociograms that can be used as a start-
ing point for SNA.

cOMbINED APPrOAcH

Assembling social network analysis and web 
mining give us an innovative level of detail in 
social network analysis useful for new under-
standing, predictions, use in decision-making, 
viral marketing.

Social network website is, however, a clas-
sic website so web mining techniques and log 

data extracted from webserver can be adopted to 
improve user navigation by web administrator.

In case of social network analysis, web mining 
techniques can be re-classified as follows:

• web usage mining is useful to transform 
usage data and user communication on net-
work into relational data (Nowson, 2007), 
as example we can calculate the closeness 
of blog users (Tseng, 2005)

• web structure mining is useful to extract 
the links from many source of information 
(WWW link, email etc.) for extracting and 
constructing social network between users 
and other basic information suitable for so-
cial network analysis

• web content mining explores and discov-
ers users0 reading interests and favourite 
content.

Typically it is usually necessary to utilize all 
three types of web mining and techniques together.

There are many different kinds of web mining 
techniques. The two relevant techniques are clus-
tering and association rule mining and they can 
be combined using visualization (Tseng, 2005).

Clustering covers a wide class of methods 
to locate relevant information and organize it 
in an intelligible way, such as to find group of 
closest people in a network. Clusters have more 
desirable properties such as the weight of edges 
across different clusters are much smaller. This 
task is normally achieved by using a visualiza-
tion technique in case of small social network, 
clustering can be used with a large network. A 
k-way hierarchical spectral clustering algorithm 
with heuristics to balance cluster sizes for social 
network analysis is discussed in (Kurucz, 2009).

Association rule mining, so called market-
basket analysis, can help discover the hidden rela-
tionships between nodes and it provide information 
in the form of if-then statements. These rules are 
computed from the data an, compared to if-then 
rules of logic, are provided with probabilistic 
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measures, such as: “if Fernando knows Heather 
and also knows Diane then ” or Fernando read 
Diane’s blog and also see Ike’s video, numeric 
parameters are: support 0.8 and confidence 0.6”. 
This approach is helpful for the application after 
social networks analysis, such as recommenda-
tion systems or information filtering systems 
(Mishne, 2007).

The paper (Jin, 2007) expand the existing 
techniques for social network mining from the 
Web and apply them to obtain a social network 
for different entities. Two types of networks are 
investigated: firms and artists. Two technical im-
provements are made: relation identification and 
threshold tuning. Evaluations and effectiveness 
of these methods are discussed.

A new mining problem consists of finding 
periodic subgraphs in dynamic social networks to 
discover interaction patterns that occur at regular 
time intervals. The paper (Mayank Lahir, 2008) 
propose an efficient and scalable algorithm to 
find subgraphs that takes imperfect periodicity 
into account, a potential applications of periodic 
behavior analysis can be detection of predictable 
behavior.

A typical process to combine web mining and 
online social networks analysis includes (Hsien 
Ting, 2008):

1.  selection of data analysis targets: email, 
video, blog, status update etc.

2.  selection of online social networks analysis
3.  data collected from log server and preparation
4.  selection and combination of web mining 

techniques
5.  results presentation and visualization
6.  results interpretation and action.

The point (3) is very difficult because it is very 
hard to obtain data from administrators of social 
network. The required data can be collected in 
several ways like questionnaires, interviews and 
observations also by keep looking of flowing 
data in the web (Lauw, 2005) monitor the state 

of the network, based on time, location or both of 
them (Lauw, 2005). About point (6) some actions 
regards suggest two persons to create a contact, 
to invite a person to be more sociable, to invite a 
person to write more post on blog. Due to daily 
use of social network, this process can be a con-
tinuous process.

APPLIcAtIONs

It is possible to design viral marketing (that is, 
a recommendation from a friend or other trusted 
source has the credibility that advertisements 
lack) project to maximize positive word-of-mouth 
among customers and to achieve much higher 
profits compared to discarding interactions among 
customers and the corresponding network effects, 
as marketing does (Domingos, 2005; Leskovec, 
2007). Therefore, we can try to look at certain 
online groups and predict whether the group will 
flourish or disband.

Using blog-specific properties it is possible to 
improve opinion retrieval effectiveness (Mishne, 
2007). Blog timestamps are used to increase the 
retrieval scores of blog posts published near the 
time of a significant event, an inexpensive ap-
proach to comment amount estimation is used to 
identify the level of opinion expressed in a post (a 
message written on a blog), query-specific weights 
are used to change the importance of spam filter-
ing for different types of queries. Each technique 
is based on a property of the blog-space and it is 
implemented with a simple mechanism.

ArnetMiner is a social network about research-
er profiles and publications available at www.
arnetminer.org (Tang, 2008) to provide services 
for managing academic information. Several key 
issues in extraction and mining are discussed: 
extraction of a researcher social network from 
the existing Web, integration of the publications 
from existing digital libraries, expertise search 
on a given topic, association search between 
researchers.
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An advertisement according to user favorites 
and interests by mining his/her interactions in 
social networks is a desiderable chance. In paper 
(Zadeh, 2008) social network users are catego-
rized based on the topic exchanges by them in the 
network, these topics are discovered by mining 
of flowing data in that environment, considering 
that these topics shows the user willing. Metrics 
are: environment’s users amount, popularity and 
amount of time that user spend on that place. So, 
relevant advertisements will be represented to 
them increasing probability to accept the desired 
advertisement over traditional method at lowered 
cost.

The paper (Zhou, 2009) discusses a architecture 
solution by analyzing users’ static attribute and 
interaction of BBS (Bulletin Board System) to 
mine what kinds of attitudes they show to others 
and what kind of relationship between them using 
mining technology, to establish users’ social net-
work, and to find out the key figures in networks. 
Construction of data sources, analysis of the static 
attribute information of personnel, analyze of 
members’ interaction, network organizations are 
discussed.

Other application regards detection of emerg-
ing phenomena of community structure in social 
networks, anti web spamming, content quality, 
finding risky terroristic groups and business 
purposes specially viral marketing (Richardson, 
2002), advertise management (Yang, 2006), 
community discovery (Zhou, 2007; Yang, 2007), 
email and instant messenger mining (Bird, 2006; 
Domingos, 2005; Staab, 2005).

FUrtHEr cHALLENGEs

Problems are due to agent with local view of the 
network and direct interaction only with neigh-
bours. Algorithmic challenges regard: large-scale 
networks, linear algorithms typically unfeasible 
due to network size, network is dynamic in many 
cases. Some trends regard accurate description 

of communities of interest in network based on 
collection and processing of statistics over past 
interactions.

Specific problem of maintaining individual 
privacy in studies of social networks is very 
relevant, because while much of the research on 
large-scale social systems has been carried out on 
public data, richest sources of social interaction 
information come from e-mail, instant messaging, 
or phone communication by strong expectations 
of privacy. A compromise between such avail-
ability and protection of privacy of the individuals 
must be adopted. Standard approaches consists 
on anonymization: the names of individuals are 
replaced with meaningless unique identifiers, in 
this way the network structure is maintained and 
private information has been deleted.

The book (Aggarwal, 2008) proposes a number 
of techniques to perform the data mining tasks in 
a privacy-preserving way.

The intersection of social network analysis 
and ontology emergence create a fertile ground 
for semantic social network research.

cONcLUsION

This paper describes extraction mining methods 
useful to social network analysis. How to combine 
different types of web mining techniques is also an 
open issue. This research field is very interested 
due to a moltitude of applications and actuality 
of online social network in real life.
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KEy tErMs AND DEFINItIONs

Adjacency Matrix: To represent a network 
by representing which vertices of a graph are 
adjacent to which other vertices.

Business Social Network: Social networking 
sites for businesses.

Information Visualization: Techniques for 
visual representation of large-scale collections 
of non-numerical information.

Social Data: Information created by members 
of social network, such as blogtagging, online 
game playing, photo tagging, instant messenger 
etc.

Social Graph: Chart that illustrates intercon-
nections among people and organizations in a 
social network.

Social Network: A social structure made 
of individuals (organizations, company etc.) 
also called nodes, which are connected by links 
represent relationships and interactions between 
individuals.

Social Network Analysis: Mathematical 
technique developed to understand structure and 
behaviour between members of social system, to 
map relationships between individuals in social 
network.

Social Networking: Grouping of individuals 
into specific groups or communities.

Social Network Mining: Application of data 
mining on data from social network.

Viral Marketing: A new trend on marketing, 
based on the fact that a recommendation from a 
friend or other trusted source has the credibility 
that advertisements lack.



Section 3
Visual Systems, Software

 and Supercomputing



213

Copyright © 2011, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global is prohibited.

DOI: 10.4018/978-1-60960-102-7.ch013

Chapter 13

iVAS:
An Interactive Visual Analytic 

System for Frequent Set Mining

Carson K.-S. Leung
The University of Manitoba, Canada

Christopher L. Carmichael
The University of Manitoba, Canada

AbstrAct

Nowadays, various data, text, and web mining applications can easily generate large volumes of data. 
Embedded within these data is previously unknown and potential useful knowledge such as frequently 
occurring sets of items, merchandise, or events. Hence, numerous algorithms have been proposed for 
finding these frequent sets, which are usually presented in a lengthy textual list. However, “a picture 
is worth a thousand words”. The use of visual representations can enhance user understanding of the 
inherent relations among the frequent sets. Although a few visualizers have been developed, most of them 
were not designed for visualizing the mined frequent sets. In this chapter, an interactive visual analytic 
system called iVAS is proposed for providing visual analytic solutions to the frequent set mining problem. 
The system enables the visualization and advanced analysis of the original transaction databases as 
well as the frequent sets mined from these databases.
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INtrODUctION

Due to advances in technology, large volumes 
of data can be easily generated. Examples of 
these data include structured data in relational or 
transactional databases, as well as semi-structured 
data in text documents or the World Wide Web. 
Embedded within these data is potentially use-
ful knowledge that professionals, researchers, 
students, and practitioners want to discover. This 
calls for data mining (Frawley et al., 1991), which 
aims to search for implicit, previously unknown 
and potential useful information or knowledge 
from large volumes of data. A common data min-
ing task is frequent set mining (Agrawal et al., 
1993), and it analyzes the data to find frequently 
occurring sets of items. These frequent sets serve 
as building blocks for many other data mining 
tasks such as the mining of association rules, cor-
relation, sequences, episodes, emerging patterns, 
web access patterns, maximal frequent patterns, 
closed frequent patterns, and constrained patterns 
(Agrawal & Srikank, 1994; Bayardo, 1998; Pas-
quier et al., 1999; Pei et al., 2000; Lakshmanan 
et al., 2003; Leung et al., 2007; Leung, 2009). 
Moreover, these frequently occurring sets of items 
can be used in the mining tasks like classifica-
tion (e.g., associative classification (Liu, 2009)). 
Frequent sets can also answer many questions 
that help users to make important decisions for 
real-life applications in different domains such 
as health care, bioinformatics, social science, as 
well as business. For example, knowing the sets 
of frequently purchased merchandise helps store 
managers to make intelligent business decisions 
like item shelving, finding the sets of popular elec-
tive courses helps students to select the combina-
tion of courses they wish to take, and discovering 
the sets of frequently occurring patterns in genes 
helps professionals and researchers to get a bet-
ter understanding of certain biomedical or social 
behaviours of human beings.

As frequent set mining has played important 
roles in many data mining tasks and has contrib-

uted to various real-life applications, it has drawn 
attention of many researchers. This explains why 
numerous frequent set mining algorithms (Han 
et al., 2007; Cheng & Han, 2009) have been 
proposed since the introduction of the frequent 
set mining problem (Agrawal et al., 1993). Most 
of these algorithms return the mining results in 
textual forms such as a very long unsorted list of 
frequent sets of items. However, presenting a large 
number of frequent sets in such a conventional 
lengthy list does not lead to ease of understand-
ing. As a result, users may not easily discover the 
useful knowledge that is embedded in the large 
volumes of data.

It is well known that “a picture is worth a thou-
sand words”. As visual representation matches the 
power of the human visual and cognitive system, 
having a visual representation of the frequent 
sets makes it easier for users (e.g., professionals, 
researchers, students, practitioners) to view and 
analyze the mining results when compared to 
presenting a lengthy textual list of frequent sets of 
items. This leads to visual analytics, which is the 
science of analytical reasoning supported by inter-
active visual interfaces (Thomas & Cook, 2005; 
Keim et al., 2009). Since numerous frequent set 
mining algorithms (which analyze large volumes 
of data to find frequent sets of items) have been 
proposed, what we need are interactive systems 
for visualizing the mining results so that we could 
take advantages of both worlds (i.e., combine 
advanced data analysis with visualization).

Among the existing visualization systems, 
many of them were built to visualize data other 
than the mining results. For those that were built 
for visualizing the mining results, they mostly 
show the results for other data mining tasks—
such as groups of similar objects (for clustering), 
decision trees (for classification), and rules (for 
association rule mining)—rather than frequently 
occurring sets of items (for frequent set mining). 
Hence, an objective of this chapter is to propose 
an interactivevisualanalyticsystem called iVAS 
for effective visualization and advanced analysis 
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of large volumes of data and the frequent sets of 
items mined from these data.

In general, iVAS visually presents each transac-
tion in the database (the input of the knowledge 
discovery process) and each frequent set of items 
in the mining results (the output of the knowledge 
discovery process) as a horizontal line in a two-
dimensional space. By doing so, iVAS reduces 
unnecessary bends and avoids crossover of lines. 
Moreover, iVAS is equipped with interactive 
features and analytical capabilities so that users 
can easily perceive, relate, and conclude in the 
knowledge discovery process. Specifically, it 
follows the visual analytics mantra (Keim et al., 
2006): “Overview first, zoom and filter, details 
on demand”. To elaborate, iVAS shows an over-
view of the transaction database so that users can 
gain insight about the distribution of items in the 
database, allows users to express their interests 
and filter out the uninteresting data, and finally 
provides users with interactive features to zoom 
in and zoom out examining the details of the in-
teresting data at different resolutions. Afterwards, 
iVAS further analyzes the data automatically to 
discover useful knowledge in the form of fre-
quent sets of items. The proposed iVAS shows 
an overview of these mined frequent sets so that 
users can gain insight about the distribution of 
the mining results, allows users to express their 
interests and filter out the uninteresting sets, and 
provides users with interactive features to zoom 
in and zoom out exploring the interesting frequent 
sets at different resolutions so that users can obtain 
more details on the discovered knowledge (i.e., 
the mined frequent sets).

This chapter is an extension of our previ-
ously published paper (Leung & Carmichael, 
2009). New materials in this chapter include (a) 
presentation of the visual analytics of database 
transactions, (b) descriptions on some additional 
interactive features for visual analytics of the 
mined frequent sets, (c) case studies on how to 
apply iVAS to various data mining applications, 

as well as (d) discussions on the applicability of 
iVAS to text mining and web mining applications.

The remainder of this chapter is organized as 
follows. We first provide a historical perspective 
on relevant data mining, frequent set mining, 
and visualization techniques. Then, we focus on 
our proposed interactive visual analytic system 
(iVAS). We explain how it represents database 
transactions and frequent sets as horizontal lines 
in a two-dimensional space, detail its interactive 
features for conducting visual analytics, and il-
lustrate how iVAS can be applied to various real-
life applications (e.g., exploring a social network 
via communication patterns, examining popular 
courses). We also outline our plan for future ex-
tension of iVAS, and summarize the key features 
of iVAS in the conclusion.

bAcKGrOUND

Developing effective visualization systems has 
been the subject of many studies. Examples 
of data visualization systems include Spotfire 
(Ahlberg, 1996), VisDB (Keim & Kriegel, 1996), 
independence diagrams (Berchtold et al., 1998), 
and Polaris (Stolte et al., 2002). These systems 
provide features to arrange and display data in 
various forms. For example, VisDB provides 
users with pixel-oriented techniques, parallel 
coordinates, and stick figures for exploring large 
volumes of data. Polaris provides a visual inter-
face to help users to formulate complex queries 
against a multi-dimensional data cube. However, 
the majority of these systems are not connected 
to any data mining engine, let alone were they 
designed to display the mining results. In contrast, 
our proposed iVAS allows users to visualize and 
analyze the data as well as the mining results (in 
the form of frequent sets of items).

Besides the above systems for visualizing 
data, there are also systems that were designed to 
visualize the results of various data mining tasks 
such as classification, clustering, and association 
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rule mining. For example, Ankerst et al. (1999) 
proposed a visual framework, which allows users 
to participate in the building of decision trees. 
Koren and Harel (2003) designed a visualiza-
tion method for cluster analysis and validation. 
Schreck et al. (2008) used interactive Kohonen 
Maps to perform visual cluster analysis on trajec-
tory data. AViz (Han & Cercone, 2000) discretizes 
numeric attributes, and visualizes the mined two-
dimensional association rules as a collection of 
two-dimensional planes in a three-dimensional 
space. ARVis (Blanchard et al., 2007) uses a 
rule-focusing methodology, which is an interac-
tive methodology for the visual post-processing 
of association rules, to perform constraint-based 
association rule mining. Each of the mined rules 
is represented by an object consisting of a sphere 
perched on top of a cone. Note that all these systems 
visualize the results of classification, clustering, 
or association rule mining; our proposed iVAS 
visualizes the results of another data mining 
task—namely, frequent set mining.

Among the systems that were built for visual-
izing association rules, some of them can be used 
for visualizing frequent sets. For instance, Yang 
(2005) designed a system mainly to visualize as-
sociation rules in a two-dimensional space consist-
ing of many vertical axes. Such a system can also 
be used to visualize frequent sets. In his system, 
all domain items are sorted according to their 
frequencies and are evenly distributed along each 
vertical axis. A frequent set consisting of k items 
(also known as a k-itemset) is then represented 
by a curve that extends from one vertical axis to 
another connecting k such axes. The thickness of 
the curve indicates the frequency of the frequent 
set. However, such a representation suffers from 
the following problems:

• The use of thickness only shows the rela-
tive (but not the exact) frequency of the 
frequent set. Comparing the thickness of 
curves is not easy.

• Since domain items are sorted and evenly 
distributed along the axes, users only know 
some items are more frequent than the oth-
ers, but cannot get a sense of how these 
items are related to each other in terms of 
their exact frequencies (e.g., whether item 
a is twice as frequent as, or just slightly 
more frequent than, item b).

In contrast, Munzer et al. (2005) presented the 
PowerSetViewer (PSV), which was designed to 
visualize frequent sets. The PSV provides users 
with guaranteed visibility of frequent sets in the 
sense that the pixel representing a frequent set 
is guaranteed to be visible by highlighting such 
a pixel. However, multiple frequent sets mined 
from large volumes of data may be represented 
by the same pixel.

Recently, we (Leung et al., 2008a) proposed a 
frequent itemset visualizer (FIsViz), which aims 
to visualize frequent sets. FIsViz represents each 
frequent set by a polyline (which is a continuous 
line composed of one or more line segments) 
in a two-dimensional space. The location of the 
polyline explicitly indicates the exact frequency 
of the frequent set. While FIsViz enables users to 
visualize the mining results (i.e., frequent sets) 
for many real-life applications, users may require 
more effort to be able to clearly visualize frequent 
sets when the number of frequent sets is huge. 
The problem is caused by the use of polylines for 
representing frequent sets because the polylines 
can be bent and/or can cross over each other. 
Consequently, one may encounter some difficul-
ties in distinguishing one polyline (representing 
a frequent set) from another.

To deal with this problem, we developed WiFIs-
Viz (Leung et al., 2008b) and FpViz (Leung & 
Carmichael, 2009). Among them, WiFIsViz uses 
two half-screens to visualize the mined frequent 
sets. Specifically, the left half-screen gives the 
frequency information of the frequent sets, and the 
right half-screen shows the relationships among 
the frequent sets. In contrast, FpViz uses a full-
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screen to visualize the mined frequent sets. As a 
preview, our proposed iVAS, on the other hand, 
can be used for visualizing not only the mined 
frequent sets (the output of the knowledge dis-
covery process) but also the database transactions 
(the input of the knowledge discovery process).

IVAs: AN INtErActIVE 
VIsUAL ANALytIc systEM

In this section, we present our interactive visual 
analytic system (iVAS), which helps users to 
analyze the data for finding frequent sets of items 
(which are also known as frequent itemsets). The 
system follows the visual analytic mantra: It first 
gives users an overview, then allows users to 
zoom and filter, and finally provides users with 
details on demand.

Interactive Mining of Frequent 
sets of Items with iVAs

Given a database of n transactions, we propose 
an interactive visual analytic system—called 
iVAS—to provide users with an overview so that 
they can gain some insight about the distribution 
of data. Specifically, iVAS displays the contents 
of the transaction database in a two-dimensional 
space. The x-axis shows the domain items, and 
the y-axis shows the transaction IDs. A transaction 

containing k items is then represented by k circles, 
and these circles are linked by a horizontal line. 
With this representation, users can easily spot the 
presence or absence of some domain items in each 
database transaction. For instance, the presence of 
a circle at (x, ty)-location implies that transaction 
ty contains item x. Conversely, the absence of a 
circle from (x′, ty′)-location implies that transac-
tion ty′ does not contain item x′. Let us consider 
a database containing five domain items a, b, c, 
d and e. Suppose the first transaction t1 of the 
database contains four items a, b, d and e. Then, 
iVAS represents t1 by a horizontal line connecting 
four circles that are located at (a, t1), (b, t1), (d, 
t1) and (e, t1). Similarly, suppose the next three 
transactions t2, t3 and t4 of the database contain 
two items b & e, three items b, d & e, and only 
one item b, respectively. Figure 1 shows how our 
iVAS represents these four transactions. From 
the figure, one can easily observe the following:

• Items a, b, d and e are present in some of 
these transactions.

• In particular, item b occurs very frequently.
• Item c is absent from all four transactions.

To give an overview, iVAS squeezes all the 
horizontal lines and fits them onto a single screen. 
Such a visual representation helps users to gain 
some insight about the data distribution, especially 
for datasets following certain distribution. An 

Figure 1. The representation of some database transactions in iVAS
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example of these datasets is a seasonal database, 
in which certain items appear in some portions 
of the database and some other items appear in 
other portions of the database (e.g., ski jackets, 
snow boots, and winter gloves are often purchased 
together in the winter, whereas swimwear, beach 
towels, and sandals are often purchased together 
in the summer). See Figure 2 for a snapshot show-
ing large volumes of data in a seasonal database.

To draw an analogy, the overview gives users 
a “world map” showing the overall distribution 
of domain items in the database transactions. 
However, to obtain more detailed information, 
users need to zoom in and read the “street map”. 
Hence, iVAS provides users with a resolution 
slider, which enables users to zoom in to or to 
zoom out from certain regions of the screen. When 
zooming out, users see an overview of the data 
on one screen; when zooming in, users get the 
details about the data split onto multiple screen 
space. To allow users to view the information 
across multiple screen space, iVAS provides users 
with (a) a vertical scrollbar for visualizing dif-

ferent transactions and (b) a horizontal scrollbar 
for visualizing different domain items. With the 
zoom-in view, users can obtain more details about 
the data in the database.

With this zoom-in view or with the overview 
(i.e., the zoom-out view), iVAS allows users to 
interactively select some domain items and/or 
transactions of interest. For example, users can 
draw a box in the overview to enclose those items 
and/or transactions in some dense regions of the 
screen (e.g., a region representing some winter 
transactions) for further analysis. Alternatively, 
users can click on the domain items (on the x-axis) 
and/or the transaction IDs (on the y-axis) shown 
in the zoom-in view to interactively select some 
specific items and/or transactions. By doing so, 
iVAS filters out the items and/or transactions that 
are uninteresting to users. For a real-life example, 
a store manager, who wants to put a promotion 
campaign on a specific brand of snow boots, can 
specify that he wants to explore only those trans-
actions taking place in the month of December 

Figure 2. A snapshot of iVAS showing a seasonal database



219

iVAS

and containing a specific brand of snow boots for 
further analysis.

In addition, iVAS also provides users with 
details on demand, which consists of techniques 
that provide more details whenever users request 
them. The key idea is that, when users hover the 
mouse over a horizontal line or a circle, iVAS 
shows the contents (i.e., items within the trans-
action represented by circles on that line). For 
instance, when users hover the mouse over the 
second horizontal line in Figure 1 representing 
a transaction that contains two items, iVAS dis-
plays the details of the transaction by showing its 
contents: an itemset {b, e}.

After gaining an insight about the distribution 
of data in the transaction database and selecting 
interesting data from the overview or the zoom-
in view, users can then request iVAS to start 
the frequent set mining process to analyze the 
selected data for finding frequent sets of items. 
The results of this mining process—i.e., frequent 
sets of items—are displayed by iVAS in a two-
dimensional space. The x-axis shows the domain 
items, and the y-axis shows the frequency. A fre-
quent set of items consisting of k items (also known 
as a frequent k-itemset) is then represented by k 
circles, and these circles are linked by a horizontal 
line. For example, a frequent 2-itemset {a, d} is 
represented by a horizontal line connecting two 
circles representing items a and d.

With this representation, users can easily vi-
sualize frequent itemsets and their frequencies. 
Note that, among all the frequent itemsets, it is 
not uncommon that multiple frequent itemsets 
may have the same frequency. A naïve representa-
tion is to have a band showing several frequent 
itemsets of the same frequency. However, such 
a representation would require a large amount 
of vertical space that may go beyond a single 
screen. In order to give users an overview of all 
the mined frequent itemsets on a single screen, a 
compressed representation is needed.

To reduce the amount of required vertical 
space, iVAS fills the last circle representing the 

last item in a frequent k-itemset. By doing so, if 
two itemsets X and Y having the same frequency 
such that X is a prefix of Y, then iVAS reduces 
the number of horizontal lines from two to one 
such that the last items of X and Y are filled. To 
elaborate, let X be a j-itemset and Y be a k-itemset 
such that X ⊂ Y (where j < k). If X and Y have the 
same frequency, then X and Y are represented by 
a single horizontal line connecting k circles with 
the jth and the kth circles filled (and the remain-
ing k–2 circles are unfilled). To a further extent, 
this compression technique is not confined to 
combining two horizontal lines (representing two 
itemsets that have the same frequency and are 
related by the prefix relationship) but multiple 
horizontal lines (representing several itemsets 
that have the same frequency and are related by 
the prefix relationship). Let us consider a concrete 
example with two itemsets X = {b, c} and Y = 
{b, c, d} both having the same frequency (say, 
65%). Then, X can be represented by a horizontal 
line connecting an unfilled circle for item b and 
a filled circle for item c; Y can be represented by 
a horizontal line connecting two unfilled circles 
for items b & c and a filled circle for item d. Since 
X ⊂ Y, iVAS represents these two itemsets (as 
shown in Figure 3) by a horizontal line connect-
ing three circles such that the circles for items c 
& d are filled indicating that c & d are the last 
items of the respective itemsets. In addition, one 
can also observe from Figure 3 that itemset {a, 
b, d, e} and its prefix {a, b} both share the same 
frequency of 60%.

Next, let us consider situations where two 
itemsets X and Y having the same frequency and 
sharing a common prefix but X ⊂ Y. In these 
situations, iVAS is unable to reduce the number 
of horizontal lines, but it can reduce the number 
of circles. To elaborate, let X be a j-itemset and 
Y be a k-itemset such that X and Y share the com-
mon prefix consisting of h items (where h < j, k). 
If X and Y have the same frequency, then X and 
Y are represented by a “fork”: A horizontal line 
connecting j circles with the last circle filled and 
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another horizontal line (which connects the last 
k–h items of Y with the last circle filled) “branch-
ing” from the hth circle of the first line. Here, to 
improve the legibility of graphs and to preserve 
graph aesthetics, iVAS reduces the number of 
edge crossings by using an orthogonality mecha-
nism that limits edge crossings to a minimum. 
Specifically, bends for the “branch” occur only 
at 0° or 90° angles. This minimizes crossings, 
facilitating legibility and visual comprehension. 
Again, the compression technique can be applied 
to multiple itemsets sharing some common prefix 
and the same frequency. Let us consider a concrete 
example. Suppose X = {a, b, d, e} and Y = {a, b, 
e} having the same frequency (say, 60%). Then, 
X can be represented by a horizontal line con-
necting three unfilled circles for items a, b & d 
and a filled circle for item e; Y can be repre-
sented by a horizontal line connecting two unfilled 
circles for items a & b and a filled circle for item 
e. Since X and Y share the common prefix {a, b}, 
iVAS represents X and Y by a “fork” consisting 
of the horizontal line of X and another line con-
taining the filled circle for item e “branching” 
from the unfilled circle for item b. If the common 
prefix {a, b} happens to be an itemset having the 
same frequency as X and Y, the circle for item b 
is then filled as shown in Figure 3.

Note that the aforementioned compression 
techniques help to reduce the number of hori-
zontal lines as well as the number of circles to 
be displayed. However, for a large number of 
frequent itemsets, further reduction in the num-
ber of horizontal lines is needed so that the final 
results could all fit onto a single screen for the 
overview. To do so, iVAS projects all p horizontal 
lines representing multiple (≥ p) itemsets having 
the same frequency onto a single line (regardless 
whether or not they share any common prefix). 
The resulting horizontal line is a single line 
without any “branches”, and it connects all the 
circles that can be found in the p horizontal lines. 
In this resulting line, a circle representing an item 
x is filled if it is filled in any of the p horizontal 
lines; a circle representing an item x is unfilled if 
it is unfilled in all of the p horizontal lines. For 
example, let us consider four itemsets {a, b}, {a, 
b, d, e}, {a, b, e} and {b, d, e} having the same 
frequency (say, 60%). Then, iVAS projects the 
horizontal lines representing these four frequent 
itemsets onto a single horizontal line connecting 
two unfilled circles (for items a and d) and two 
filled circles (for items b and e, which are the 
last items of these itemsets). Note that the result-
ing horizontal line represents a “virtual” itemset 
formed by projecting multiple itemsets of the 

Figure 3. The representation of some mined frequent itemsets in iVAS
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same frequency. To distinguish such a “virtual” 
itemset from the real one, iVAS uses a dashed 
horizontal line to represent the “virtual” itemset 
(the projection result) and uses a solid horizontal 
line to represent a real itemset. For example, in 
Figure 4, the solid horizontal line for frequency 
65% represents two real itemsets {b, c} and {b, 
c, d}. The dashed horizontal line for frequency 
70% does not represent a real itemset {a, d, e}; 
it represents the result of projecting two itemsets 
onto a single line.

Again, as iVAS tries to squeeze all the hori-
zontal lines and fit them onto a single screen in 
the overview, users sometimes need to zoom in 
to get more detailed information. Hence, iVAS 
provides users with a resolution slider, which 
enables users to zoom in/out certain regions of 
the screen. When zooming out, users get an over-
view on one screen; when zooming in, users get 
the details split onto multiple screen space. To 
allow users to view the information across mul-
tiple screen space, iVAS provides users with (a) 
a vertical scrollbar for visualizing itemsets hav-
ing different frequency values and (b) a horizon-
tal scrollbar for visualizing different domain items 
within some itemsets. With the zoom-in view, 
users could obtain more details about the frequent 
itemsets mined from the transaction database.

With this zoom-in view or with the overview 
(i.e., the zoom-out view), iVAS provides users 
with interactive features to perform the following 
operations:

• Select some frequent itemsets of interest 
based on (a) the domain items within the 
itemsets and/or (b) the frequency values of 
the itemsets.

• Filter out the uninteresting frequent 
itemsets.

To perform the selection, users can draw a box 
to enclose interesting frequent itemsets in some 
regions of the screen (e.g., a region representing 
itemsets with very high frequency) for further 
analysis. Users can also click on the items (on the 
x-axis) and/or the frequency values (on the y-axis) 
to interactively select those interesting itemsets. 
By doing so, iVAS filters out the frequent itemsets 
that are uninteresting to users. For example, a store 
manager, who wants to put a promotion campaign 
on very frequently purchased collections of winter 
clothing, can specify that he wants to explore only 
those frequent itemsets having frequency ≥ 80% 
and containing a specific brand of winter clothing 
for further analysis.

In addition to allowing users to select interest-
ing frequent itemsets based on the domain items 
and/or frequency, iVAS also provides users with 
an option to select frequent itemsets of certain 
cardinality (e.g., only show frequent 2-itemsets 
and 3-itemsets). This reduces the number of fre-
quent itemsets to be shown, and thus enables users 
to focus on those interesting frequent itemsets. 
Besides showing frequent itemsets, iVAS also 
provides users with an option to visualize two other 

Figure 4. A representation of some mined frequent itemsets in iVAS, in which horizontal lines represent-
ing multiple itemsets of the same frequency are projected onto a single line



222

iVAS

variants of frequent itemsets—namely, closed 
frequent itemsets and maximal frequent itemsets. 
A frequent itemset X is closed if there does not 
exist any proper superset of X having the same 
frequency as X; a frequent itemset Y is maximal 
if there does not exist any proper superset of Y 
that is also frequent.

Recall that, in order to fit all frequent itemsets 
in the overview, iVAS projects all the horizontal 
lines representing itemsets having the same fre-
quency onto a single line. To reveal the details 
(i.e., the itemsets embedded within such a dashed 
line), iVAS allows users to interactively expand 
the line by clicking the [+] button. Once the line 
is expanded, users can view all horizontal lines 
representing real itemsets having such frequency. 
For example, by clicking the [+] buttons of all three 
lines shown in Figure 4 (representing the result 
of projecting itemsets of three distinct frequency 
values onto three different lines), users get Figure 
3 (representing the mined frequent itemsets before 
projection). Conversely, clicking the [–] buttons 
in Figure 3 projects the itemsets that have the 
same frequency value onto a single line, which 
results in Figure 4.

Besides providing an overview and allowing 
users to zoom & filter, iVAS also provides users 
with details on demand. When users hover the 
mouse over a horizontal line or a circle, iVAS 
shows the contents (i.e., items within that frequent 
itemsets represented by circles on that line).

Application of iVAs in Mining 
cellular Phone call records

In this section, we illustrate how our proposed 
iVAS can be applied to the VAST 2008 Mini-
challenge (Grinstein et al., 2008) for visualizing 
and analyzing cellular phone call records that 
were collected over a period of 10 days in June 
2006. The goal of this mini-challenge is to apply 
the visual analytic approach to help users (e.g., 
investigators) to understand this collection of 
phone call records and get some idea about the 

social network of a specific caller (Caller 200 
named Ferdinando Catalano).

Given this collection of phone call records, our 
proposed iVAS first gives a single-screen over-
view showing these n = 9,834 cellular phone call 
records made by m ≈ 400 unique cellular phone 
callers (each caller can be uniquely identified by 
a caller ID) in a two-dimensional space. The x-
axis shows the caller IDs, and the y-axis shows 
the phone call record IDs. Each record consists of 
two callers (Callers X and Y such that X called Y), 
which are represented by two circles. The circles 
are linked by a horizontal line. Then, users (e.g., 
investigators) can use the resolution slider of iVAS 
to change the display resolution so that they can 
zoom in to a certain region of the screen and get 
more details on that region. Then, as information 
is scattered across multiple screen space, users 
can use the vertical scrollbar to visualize different 
phone call records and the horizontal scrollbar to 
visualize different callers. As users are interested 
in a specific caller (Caller 200 named Ferdinando 
Catalano), they can interactively select Caller 
200 by clicking the x-label for caller ID = 200. 
By doing so, iVAS highlights all 47 phone call 
records related to this caller (i.e., all 23 outgoing 
phone calls made by Caller 200 and all 24 incom-
ing calls received by Caller 200), sends them for 
further analysis (e.g., data mining), and ignores 
the remaining 9,834 – 47 = 9,787 records.

After applying the frequent set mining process 
to these 47 records, iVAS gives an overview of the 
mining results in a two-dimensional space. Similar 
to the overview of the phone call records, the x-axis 
of the overview of the mining results also shows 
the caller IDs. Unlike the y-axis of the overview 
of the phone call records (which shows the record 
IDs), the y-axis of the overview of the mining re-
sults shows the frequency. Here, the mining results 
are in the form of frequent 2-itemsets, which are 
indicated by five horizontal lines. Among them, 
four are solid lines indicating four real itemsets. 
Each of these lines connects two circles represent-
ing the caller who made the phone call and the 
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caller who received the call. For example, one 
of them is the frequent itemset {Caller 5, Caller 
200} with a frequency value of 14, which means 
that Callers 5 and 200 communicated with each 
other in 14 phone calls. Another frequent itemset 
is {Caller 1, Caller 200} with a frequency value of 
9. The other two frequent itemsets have frequency 
values of 5 and 3. The fifth horizontal line shown 
by iVAS is a dashed one with a frequency value 
of 8, which indicates that more than one frequent 
itemset has a frequency of 8. Horizontal lines 
representing multiple itemsets are projected onto 
this single dashed line. By interactively clicking 
the [+] button, our proposed iVAS expands the 
dashed line and reveals to users the details that 
the two mined frequent itemsets {Caller 2, Caller 
200} and {Caller 3, Caller 200} both have the 
same frequency value of 8.

For this VAST 2008 Mini-challenge on cel-
lular phone call records, users were also given 
prior information as follows: “Close relatives and 
associate that Ferdinando Catalano would be call-
ing include David Vidro, Juan Vidro, Jorge Vidro 
and Estaban Catalano. Ferdinando would call his 
brother, Estaban, most frequently. David Vidro 
coordinates most activities.” Based on this prior 
information and the six mined frequent itemsets 
displayed by iVAS, users can induce that Caller 5 
is highly likely to be Estaban Catalano (brother of 
Ferdinando—Caller 200) because these two call-
ers communicated most frequently. Users can also 
induce that the next three frequent callers (in terms 
of communication with Caller 200)—namely, 
Callers 1, 2 and 3—are likely to be David Vidro, 
Juan Vidro and Jorge Vidro. In other words, by 
using our interactive visual analytic system iVAS, 
users can reveal the social network of Ferdinando 
Catalano (Caller 200).

Since data mining is supposed to be explor-
atory and be an iterative process, users can make 
use of iVAS to further discover more useful 
knowledge. For example, if users not only select 
records related to Caller 200 from the overview of 
phone call records but also select all 9,834 records 

related to every caller for the frequent set mining 
process, then users can visualize more frequent 
itemsets. Among them, the 1-itemset {Caller 1} 
has the highest frequency of 313, which means 
that Caller 1 communicated 313 times (with 54 
distinct callers): He made 24 calls (to 15 callers) 
and received 289 calls (from 51 callers). Based 
on this result and the prior information that David 
Vidro coordinated most activities, users can induce 
that Caller 1 is highly likely to be David Vidro.

As another example, let us consider a case 
where, after clicking Caller ID = 200 (which 
selects and highlights all the records related to 
Caller 200) from the overview of phone call 
records, users further refine their selection by 
drawing a box to select only the incoming calls 
received by Caller 200 (and ignore the outgoing 
calls made by Caller 200). The mining results on 
these 24 incoming calls, shown by iVAS, provide 
users with more details: Caller 200 received seven 
calls from Caller 5, six calls from Caller 1, five 
from Caller 3, four from Caller 2, and one call 
each from Callers 97 as well as 137. Alternatively, 
users can draw a box to refine his selection so that 
only those outgoing calls made by Caller 200 are 
sent to the data mining process. As such, iVAS 
analyzes these 23 outgoing calls and visualizes 
the results that Caller 200 called Caller 5 seven 
times, Callers 2 and 137 four times each, Callers 
1 and 3 three times each, and Caller 97 twice.

Besides selecting phone call records based on 
the direction of calls (e.g., select only the incoming 
calls or only the outgoing calls), users can also 
select the records based on the day (e.g., select 
only the records for some specific date). For ex-
ample, users can draw a box to select only those 
records captured on Day 1. Then, iVAS provides 
more details about Day 1: Callers 1, 2, 3 and 5 
called Caller 200, who also returned calls to Call-
ers 1 and 5. Similarly, users can also draw a box 
to select the records captured on each of the nine 
subsequent days for further analysis, and iVAS 
then returns the following details:
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• On Day 2, Callers 1, 2, 3 and 5 communi-
cated both ways with Caller 200, who also 
called Caller 137 but did not receive any 
phone calls from Caller 137.

• For the next five days (Days 3-7), Caller 
200 continued to communicate with some 
of Callers 1, 2, 3 and 5.

• Caller 200 did not communicate with any-
one on Day 8.

• On Days 9 and 10, communication pat-
terns between Caller 200 and others were 
changed. Specifically, Caller 200 no longer 
communicated with his usual callers (e.g., 
Callers 1, 2, 3 and 5). Instead, he commu-
nicated with a new caller (e.g., he called 
Caller 97 twice on Day 9 and received a 
call from Caller 97 on Day 10).

To summarize, the detailed information pro-
vided by iVAS helps users (e.g., investigators) to 
visualize and analyze the temporal behaviour of 
these callers and their social network.

Application of iVAs in Mining 
student Enrolment Databases

In the previous section, we illustrated how our 
proposed iVAS can be applicable for the visual 
analytics of cellular phone call records. In this 
section, let us illustrate the applicability of iVAS 
to another domain—namely, a student enrolment 
database. Here, each transaction in the database 
represents a collection of courses taken by a uni-
versity student in an academic term. In a term, a 
student can take at least one course and at most 
six courses concurrently. Given such an enrolment 
database, iVAS shows an overview of the data 
distribution of student enrolment. This gives users 
(e.g., administrators, course instructors, etc.) an 
insight about the data distribution.

In the overview, the x-axis shows the course 
IDs, and the y-axis shows student IDs. Each trans-
action is denoted by either a circle (representing 
a student taking a single course) or a horizontal 

line connecting at least two and at most six circles 
(representing a student taking at least two and at 
most six courses). When users adjust the resolution 
slider to zoom in, they can get more details and/
or can select and focus on only computer science 
courses. By vertically counting the number of 
circles for each course ID, users can obtain the 
exact number of students enrolled in each course. 
Even without precise counting, users can get an 
insight about the popularity of a course by observ-
ing whether there are many or just a few circles 
along the “vertical axis” for that course. If there 
are any courses of interest, users can select those 
courses by clicking their course IDs or by drawing 
a box enclosing those enrolment records of inter-
est. Similarly, if there are any students of interest, 
users can select those students by clicking their 
student IDs or by drawing a box enclosing those 
enrolment records of interest. These enrolment 
records are then passed to the mining process for 
further analysis.

Once the frequent itemsets are found from the 
selected enrolment records, iVAS displays them 
in a two-dimensional space. The x-axis shows the 
course IDs, and the y-axis shows the frequency 
of the frequent itemsets. Each itemset is denoted 
by either a circle (representing a popular course) 
or a horizontal line connecting at least two and 
at most six circles (representing a set of popular 
courses taken concurrently by students). With 
the overview of the frequent sets (the output of 
the data mining process), users can automatically 
obtain the exact count of the students enrolled in a 
course without manually counting the number of 
circles along the “vertical axis” for that course in 
the overview of the enrolment records (the input 
of the data mining process).

For an enrolment database, it is not unusual 
that several combinations have the same frequency 
so that their corresponding horizontal lines are 
projected onto a single dashed one in the over-
view. To obtain the details, users need to expand 
such a line by clicking the [+] buttons. In such 
an expanded view, users (e.g., administrators, 
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course instructors, etc.) can get answers to many 
questions, including the following:

• Which course is the most popular (i.e., 
1-itemset with the highest frequency)?

• Which combination of courses is the most 
popular (i.e., k-itemset with the highest 
frequency)?

• What are some other popular combinations 
of courses (i.e., frequent k-itemsets)?

• Which combination of courses is the least 
popular (i.e., k-itemset with the lowest 
frequency)?

Answers to these questions help users to make 
intelligent administrative decisions such as the 
following:

• If users have resources to add an extra sec-
tion of a course, which course should they 
add?

• If users need to reduce the offerings of 
courses, which courses should they reduce?

• When users schedule for exams, which 
courses should they avoid scheduling on 
the same day so as to reduce the chance of 
exam hardship?

For example, using the student enrolment 
data that we collected last academic term, users 
can observe the following: (a) COMP 4380 is 
the most popular course; (b) COMP 4300 is the 
least popular course; (c) {COMP 2150, COMP 
3010}, {COMP 4350, COMP 4380, COMP 4580} 
and {COMP 4380, COMP 4550} are some other 
popular combinations of courses. Based on these 
observations, users may consider (a) offering an 
extra section of COMP 4380 if resource permits, 
(b) cancelling COMP 4300, and (c) spreading 
out the exam dates for COMP 4350, COMP 4380 
and COMP 4580 as well as for the other popular 
combinations of courses.

Discussion: Other 
Applications of iVAs

So far, we have presented our interactive visual 
analytic system iVAS for two data mining ap-
plications: visual analytics on (a) cellular phone 
call records and (b) student enrolment records. In 
this section, we discuss applicability of iVAS to 
text mining as well as web mining.

For example, one can apply iVAS to visualize 
and analyze text databases consisting of large col-
lections of documents from various sources like 
digital libraries, e-mail messages, news articles, 
references, research papers, and textbooks. Spe-
cifically, each document in the text database can 
be considered as a transaction. Each transaction 
consists of a set of keywords found in the text 
document. Then, users (say, readers of some 
text documents) can use iVAS to get an insight 
from the overview showing the distribution of 
keywords, select those keywords and/or docu-
ments of interest. After applying the text mining 
technique (specifically, keyword-based associa-
tion analysis), iVAS helps users to visualize the 
mined associations in the form of terms/phrases 
that comprise sets of frequently occurring con-
secutive or closely located keywords. Among the 
mined keyword-based associations, some can be 
compound associations (e.g., domain-dependent 
terms or phrases like {“Barack”, “Obama”}) while 
others can be non-compound associations (e.g., 
{“balance”, “charges”, “invoice”, “tax”, “total”}). 
The mined keyword-based associations help users 
to get a deep understanding of the text documents.

As another example, one can also apply iVAS 
to visualize and analyze web data. Note that the 
Web can be considered as a huge widely distrib-
uted global information service center for adver-
tisements, consumer information, e-commerce, 
education, financial management, government, 
news, and other services. It also contains a rich 
collection of hyperlink information as well as 
web page access and usage information. Users 
(say, web service providers) can apply iVAS to 
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conduct visual analytics on the web log data that 
contain web page access and usage information. 
Specifically, each transaction consists of the web 
pages visited by web surfers in a single session. 
Then, users can use iVAS to get an insight from 
the overview showing the distribution of web 
pages and select those pages of interest. After 
applying the web mining technique (specifically, 
web usage mining), iVAS helps users to visualize 
the mined web access patterns that consist of sets 
of frequently visited web pages. This helps users 
to discover web access patterns, allows users to 
identify potential clients, and thus enables users 
to enhance the quality of services provided to the 
web surfers.

FUtUrE rEsEArcH DIrEctIONs

So far, we have presented our interactive visual 
analytic system—iVAS—for exploratory or visual 
data mining. The system visualizes and analyzes 
the transactions in a traditional static database as 
well as the frequent itemsets mined from these da-
tabase transactions. Due to advances in technology, 
large volumes of data streams (Gaber et al., 2005; 
Leung & Hao, 2009) can be easily generated at a 
rapid rate. In many real-life applications, technolo-
gies for visualizing and analyzing these dynamic 
streams of data are needed. As future work, we 
plan to extend our iVAS to visualize and analyze 
these streaming data as soon as they arrive.

Our iVAS visualizes and analyzes a traditional 
transaction database containing precise data such 
that the presence of an item in a transaction or the 
absence of an item from the transaction is definitely 
known. However, we are living in an uncertain 
world. There are situations (e.g., laboratory test 
results, medical diagnosis, etc.), in which we need 
to handle uncertain data (Leung et al., 2008c; 
Aggarwal & Yu, 2009). In these situations, the 
presence of an item in a transaction is uncertain. 
One can only express the likelihood of the occur-
rence of such an item or event, but one cannot 

guarantee the absolute presence or absence of 
such an item or event. Hence, the second future 
research direction is to extend our proposed iVAS 
to handle uncertain data so that the resulting sys-
tem will allow users to interactively visualize and 
analyze the uncertain data in the database as well 
as the frequent itemsets mined from these large 
volumes of uncertain data.

cONcLUsION

Many frequent set mining algorithms return the 
data analysis results in the form of a textual list of 
frequently occurring sets of items. This lengthy list 
can be difficult for the human user to comprehend. 
As suggested by the adage “a picture is worth a 
thousand words”, it is desirable to use visualiza-
tion techniques. In this chapter, we proposed 
an interactive visual analytic system—called 
iVAS—for effective visualization and advanced 
data analysis for various real-life data, text, and 
web mining applications. For both the input (i.e., 
the original data) and the output (i.e., the mined 
frequent sets) of the mining process, our iVAS 
gives the user an overview, allows the user to 
filter uninteresting information and to zoom in 
on the information of interest, and provides the 
user with details on demand.
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KEy tErMs AND DEFINItIONs

Data Mining: Data mining refers to non-trivial 
extraction of implicit, previously unknown, and 
potentially useful information from data.
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Database Transaction: A database transac-
tion is a record, which can be uniquely identifiable 
by its transaction ID (or record ID), containing a 
set of co-occurring items or events in the domain 
of the database.

Frequent Itemset: A frequent itemset is a set 
of items having frequency exceeds or equals the 
user-specified minimum threshold.

Frequent Set Mining: Frequent set mining 
aims to search for implicit, previously unknown, 
and potentially useful sets of frequently co-
occurring items from large volumes of data.

Itemset: An itemset is a set of items.
Text Mining: Text mining is the discovery of 

knowledge from text databases or document data-

bases—which usually consist of semi-structured 
data—based on the extracted keywords, tags, or 
semantic information in the text.

Visual Analytics: Visual analytics is the sci-
ence of analytical reasoning supported by interac-
tive visual interfaces; it is also the new enabling 
and accessible analytic reasoning interactions 
supported by the combination of automated and 
visual analysis.

Web Mining: Web mining is a search from the 
World Wide Web (especially, from the webpage 
layout or semantic structure, hyperlink structure, 
and usage information) for useful knowledge such 
as web contents, web linkage structures, and web 
access patterns.
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AbstrAct

Image mining deals with the extraction of implicit knowledge, image data relationship, or other patterns 
not explicitly stored in the images. It is an extension of data mining to image domain and an interdisci-
plinary endeavour. This chapter focuses on mammogram classification using genetic Ant-Miner. The key 
idea is to generate classifier for classifying mammograms as normal or abnormal using the proposed 
Genetic Ant-Miner algorithm. The Genetic Algorithm has been employed to optimize some of the ant 
parameters. A comparative analysis is performed in order to achieve the efficiency of the proposed 
algorithm. Further, the experimental results reveals that the improvement of the proposed Genetic Ant-
Miner in the domain of Biomedical image Analysis.



233

Mammogram Mining Using Genetic Ant-Miner

INtrODUctION

A mammogram is an X- ray of the breast. Mam-
mography is a specific type of imaging that uses 
low-dose x-ray system to examine breasts. A 
mammography examination called a mammogram 
is used to aid in the early detection and diagnosis 
of breast diseases.

Breast cancer is a cancer that starts in the 
breast, usually in the inner lining of the milk ducts 
or lobules. It occurs in both men and women, 
although male breast cancer is rare.

A lot of research has been focused on the devel-
opment of algorithms for the automated classifica-
tion of abnormal mammograms. These algorithms 
are based either on morphology and distribution 
features of Micro Classifications (MCs) extracted 
by radiologists or on computer-extracted image 
features (Baker, Kornguth, Iglehart & Floyd, 
1996). There are two methods to extract image 
features. The first category accounts for morphol-
ogy / shape features of individual MCs or of MC 
clusters, while the second category corresponds to 
texture features extracted from Regions of Interest 
(ROI) containing the MCs.

The performance of the Computer Aided Diag-
nosis schemes is differentiated with respect to the 
features investigated, the classifiers used and the 
data sets analyzed. The success of the morphologi-
cal features-based schemes strongly depends on 
the robustness of the MCs segmentation algorithms 
(Veldkamp & Karssemeijer, 1996). Specifically, 
in the case of dense breast parenchyma abutting 
the MCs, classification is a challenging task due 
to difficulty in the segmentation process. The 
texture analysis approach seems to overcome this 
limitation as no segmentation stage is required. 
The rationale of using texture features is based 
on capturing changes in the texture of the tissue 
surrounding MCs.

Mining information and knowledge from large 
data-base has been recognized by many research-
ers as a key research topic in database system and 
machine learning. One of the data mining tasks 

gaining significant attention is the classification 
rules extraction from databases. The goal of this 
task is to assign each case (object, record, and 
instance) to one class, out of a set of predefined 
classes, based on the values of some attributes for 
the case. There are different classification algo-
rithms used to extract relevant relationship in the 
data as decision trees which performing a succes-
sive partitioning of cases until all subsets belong 
to single class (Quinlan, 1987). Medical images 
have been classified by Osmar R. Zaiane, M.L 
Antonie and A. Coman (2002) using Association 
Rule based classifiers. Shuyan Wang, Mingquan 
Zhou and Guohua Geng (2005) proposed medical 
image classifier based on decision tree algorithm. 
The experimental results show the classification 
accuracy is around 69% to 80%. Walid Erray, 
and Hakim Hacid (2006) proposed a method 
that was able to take into account the costs in the 
automatic learning process using decision trees 
and got promising results.

Metaheuristics are generally applied to prob-
lems for which there is no satisfactory problem-
specific algorithm or heuristic; or when it is not 
practical to implement such a method. Most 
commonly used metaheuristics are targeted to 
combinatorial optimization problems. The Ant-
Miner algorithm is proposed by R. S. Parpinelli, 
H. S. Lopesand, A. Freitas (2002) applies an ant 
colony optimization heuristic to the classification 
task of data mining to discover an ordered list of 
classification rules. In a colony of social insects, 
such as ants, bees, wasps and termites, each insect 
usually performs its own tasks independently 
from other members of the colony. However, the 
tasks performed by different insects are related 
to each other in such a way that the colony, as a 
whole, is capable of solving complex problems 
through cooperation. Ant-Miner is interested in 
a particular behavior of real ants, namely the fact 
that they are capable of finding the shortest path 
between a food source and the nest without the 
use of visual information. As ant move, a certain 
amount of pheromone is dropped on the ground, 
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marking the path with a trail of this substance. The 
more ants follow a given trail, the more attractive 
this trail becomes to be followed by other ants. 
This process can be described as a loop of posi-
tive feedback, in which the probability that an ant 
chooses a path is proportional to the number of 
ants that have already passed by that path.

This chapter attempts to apply Ant-Miner 
in mammogram processing and the Ant-Miner 
Parameters are optimized by using Genetic Al-
gorithms.

MEtHODs AND MAtErIALs

The Mammographic Image Analysis Society 
(MIAS) Database is used to perform the analysis 
of the efficiency of the proposed algorithm. The 
data is available at http://peipa.essex.ac.uk. The 
database contains 322 mammograms including 
normal, mass, and micro calcification cases. It 
indicates different classes of abnormalities such 
as calcification, well-defined circumscribed 
masses, speculated masses, ill-defines masses, 
architectural distortion, asymmetry and normal. 
For experimental analysis 300 mammograms are 
considered. The images are digitized at a size of 
1024 X 1024 with 256 gray levels.

Digital Mammograms

Digital mammograms are among the most dif-
ficult medical images to be read due to their low 
contrast and differences in the types of tissues. 
Important visual clues of breast cancer include 
preliminary signs of masses and calcification 
clusters. Unfortunately, in the early stages of breast 
cancer, these signs are very subtle and varied in 
appearance, making diagnosis difficult, challeng-
ing even for specialists. This is the main reason 
for the development of classification systems to 
assist specialists in medical institutions. Due to the 
significance of an automated image categorization 
to help physicians and radiologists, much research 

in the field of medical images classification has 
been done recently. With all this effort, there is 
still no widely used method for classifying medical 
images. This is due to the fact that the medical 
domain requires high accuracy and especially the 
rate of false negatives to be very low. In addition, 
another important factor that influences the suc-
cess of classification methods is working in a team 
with medical specialists, which is desirable but 
often not achievable. Mammography alone cannot 
prove that a suspicious area is malignant or benign. 
To decide that, the tissue has to be removed for 
examination using breast biopsy techniques. A 
false positive detection may cause an unnecessary 
biopsy. Statistics show that only 20-30 percentages 
of breast biopsy cases are proved cancerous. In a 
false negative detection, an actual tumor remains 
undetected that could lead to higher costs or even 
to the cost of a human life. Here is the trade-off 
that appears in developing a classification system 
that could directly affect human life. Due to the 
significance of an automated image categorization 
to help physicians and radiologists, much research 
in the field of medical images classification has 
been done recently.

IMAGE PrEPrOcEssING

Since pre-processing is always necessary when-
ever the data to be made in noisy, inconsistent 
or incomplete environment and preprocessing 
significantly improves the efficiency of the data 
mining techniques, preprocessing of mammo-
grams are necessitated. (Haralick, Shanmugam, 
& Dinstein, 1973)

To mine the mammogram two steps of data 
pre-processing are necessary.

• Image Cleaning
• Image Transformation
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Image cleaning

Images taken with both digital cameras and 
conventional film cameras will pick up noise 
from variety of sources. For computer vision, it 
is used to clear the noise and the isolated points 
that would tamper the data mining. The first step 
of mammogram mining is to use noise removing 
technique. This removes many noises and back-
ground Information. The most common means of 
removing the noise is to apply filter to the image. 
The following are the some of the commonly 
used filters.

• High Pass
• Low Pass
• Laplacian
• Median
• Sobel
• Roberts
• A filter in which you will modify the con-

volution kernel and
• User defined filter

Among the filters Median filter is used for 
mammogram preprocessing (Gonzalez and 
Woods, 1992).

Image transformation

Data transformation in image domain can be 
considered as image enhancement. So the second 
step is to enhance the image. The purpose of im-
age enhancement is to use special technique to 
improve the quality of image or change the image 
to other formats that are more suitable for process-
ing afterwards. Usually there are two categories 
of image enhancement techniques: space domain 
and frequency domain. Histogram equalization 
technique is an algorithm of gray level enhance-
ment performed in space domain. The distribution 
of the histogram of an image with low contrast 
will normally aggregate in a relatively small re-
gion. For images after equalization, the different 

gray levels will have similar occurring rate. In 
the above situation, the entropy of the image is 
the largest and contains the most information. In 
this study, the widely used histogram equalization 
technique has been used to enhance the images 
(Acharya and Ray, 2005). Noise removal should 
be performed first in order not to enhance the 
noise simultaneously.

FEAtUrE EXtrActION

Since the classification algorithm requires the 
classified data to be composed of feature vectors, 
data mining cannot be directly performed on the 
original image.The Gray Level Co-occurrence 
Matrix (GLCM) is a well-established robust sta-
tistical tool for extracting second order texture 
information from images (Dougherty, Kohavi 
& Sahami, 1995). The GLCM characterizes the 
spatial distribution of grey levels in an image. 
Specifically, an element in the GLCM, Pd,θ (i,j), 
represents the probability of occurrence of the 
pair of grey levels (i,j) separated by a distance d 
at direction θ. In this chapter, three GLCMs are 
computed, corresponding to three different direc-
tions (θ = 0°, 45°, 90°) with one distance (d = 1 
pixel). The 14 Haralick features are derived from 
each GLCM: Angular second moment, Contrast, 
Correlation, Variance, Inverse second different 
moment, Sum Average, Sum Variance, Sum En-
tropy, Entropy, Difference Variance, Difference 
Entropy, Measure of Correlation 1, Measure of 
Correlation 2, and Local Mean and tissue type is 
added as a fifteenth feature.

GLcM construction

GLCM is a matrix S that contains the relative 
frequencies with which two pixels one with gray 
level value i and the other with gray level j - sepa-
rated by distance d at a certain angle θ occur in 
the image. Given an image window W(x, y, c), for 
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each discrete values of d and θ the GLCM matrix 
S(i, j, d, θ) is defined as follows:

An entry in the matrix S gives the number of 
times gray level i is oriented with respect to gray 
level j such that where

W(x1, y1) = i and W(x2, y2) = j

then

(x2, y2) =(x1, y1)+(d* cos(θ), d * sin(θ))

We use two different distances d = {1, 2} and 
three different angles θ = {0, 45, 90}. Here, angle 
representation is taken in clock wise direction.

Example:

Intensity matrix

1 3 1 1 1

2 2 4 2 1

1 4 1

���� ���� ���� ���� ��

���� ���� ���� ����

���� ���� ����� ����

���� ���� ���� ����

���� ���� ���� ����

4 1

2 2 2 1 1

1 1 2 2 1













 

Different intensity values are 1, 2, 3 and 4.
GLCM for the above Intensity Matrix is shown 

in Table 1.

DIscrEtIZAtION

A discretization algorithm is applied in order to 
handle problems with real-valued attributes with 
classification. The term “cut-point” refers to a real 
value within the range of continuous values that 
divides the range into two intervals, one interval 
is less than or equal to the cutpoint and the other 
interval is greater than the cut-point. For example, 
a continuous interval [a, b] is partitioned into [a, 
c] and [c, b], where c is a cut-point. Cut-point is 
also known as split-point.

Discretization Process

A typical discretization process broadly consists 
of four steps: (1) sorting the continuous values 
of the feature to be discretized, (2) evaluating a 
cut-point for splitting or adjacent intervals for 
merging, (3) according to some criterion, splitting 
or merging intervals of continuous value, and (4) 
finally stopping at some point. After sorting, the 
next step in the discretization process is to find 
the best “cut-point” to split a range of continu-
ous values or the best pair of adjacent intervals 
to merge. One typical evaluation function is to 
determine the correlation of a split or a merge 
with the class label. A stopping criterion speci-
fies when to stop the discretization process. The 
number of inconsistencies caused by discretiza-
tion — it should not be much higher than the 
number of inconsistencies of the original data 
before discretization. Two instances are considered 
inconsistent if they are the same in their attribute 
values except for their class labels.

Table 1.

Degree Degree = 45o

Distance = 1 
1 2 3 4

Degree = 45o

Distance = 2 
1 2 3 4

1
2
3
4

3 3 0 0 
3 2 0 1 
0 0 0 1 
1 1 0 1

3 1 0 0 
1 1 0 0 
0 0 0 1 
1 1 0 0
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categories of Discretization Methods

Generally, the discretization methods can be 
categorised as: supervised or unsupervised. A 
distinction can be made dependent on whether 
the method takes class information into account to 
find proper intervals or not. Several discretization 
methods, such as equal width interval binning or 
equal frequency binning, do not make use of class 
membership information during the discretization 
process. These methods are referred to as unsuper-
vised methods. In contrast, discretization methods 
that use class labels for carrying out discretization 
are referred to as supervised methods. Previous 
research indicated that supervised are better than 
unsupervised methods (Dougherty, Kohavi & 
Sahami, 1995).

Entropy based Methods

It uses entropy based measures to evaluate candi-
date cut-points. This means that an entropy-based 
method will use the class information entropy 
of candidate partitions to select boundaries for 
discretization. Class information entropy is a 
measure of purity and it measures the amount of 
information which would be needed to specify to 
which class an instance belongs.

cLAssIFIcAtION OF 
MAMMOGrAMs

The major steps involved in mammogram clas-
sification using data mining technique are:

• Initially, region of interest of 300 mam-
mograms (normal and abnormal) are taken 
by referring to the coordinate given in the 
MIAS database after applying preprocess-
ing techniques.

• GLCM is constructed over the region.
• Haralick fourteen features are extracted 

forms a database for image mining.

• Rules are generated using classification 
algorithms.

• Ten fold cross validation is done to test the 
efficiency of the classifier.

c4.5 Algorithm

C4.5 is an algorithm used for inducing Classifica-
tion Models, also called Decision Trees, from data. 
It is an extension to the ID3 algorithm.

Decision tree

In the decision tree, each node corresponds to a 
non-categorical attribute and each arc to a possible 
value of that attribute. A leaf of the tree specifies 
the expected value of the categorical attribute for 
the records described by the path from the root 
to that leaf. Each node should be associated the 
non-categorical attribute which is most informa-
tive among the attributes not yet considered in the 
path from the root. This establishes what a “Good” 
decision tree is. Entropy is used to measure how 
informative is a node. This defines what we mean 
by “Good”. This notion was introduced by Claude 
Shannon in Information Theory (Shannon, 1948, 
pp. 379-423 and 623-656).

ID3 Algorithm

The ID3 algorithm is used to build a decision tree 
(Quinlan 1987), given a set of non-categorical at-
tributes C1, C2, …, Cn, the categorical attribute 
W, and a training set T of records. C4.5 is an 
extension of ID3 that accounts for unavailable 
values, continuous attribute value ranges, prun-
ing of decision trees, rule derivation, and so on.

Input

Let F be the set of features, W be the class attribute 
and S be training set
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Algorithm

• If S is empty return single node with value 
Failure

• If S consists of records all with the same 
value for the class attribute then return
single node with that value.

• If F is empty, then return a single node with 
as value the most frequent of the
values of the class attribute.

• Let D be the attribute with largest Gain(D, 
S) among the attributes in the feature
set.
Let {dj where j = 1, 2,..., m} be the values 

of attribute D;
Let {Sj where j = 1, 2,..., m} be the subsets 

of S consisting
of records with value dj for attribute D;
Return a tree with root labelled D and arcs 

labelled
d1, d2,..., dm going respectively to the trees

 ▪ Make a recursive call for (F-
{D}, W, S1), (F-{D}, W, S2),.., 
(F-{D}, W, Sm);

The rules are generated using C4.5 for the derived 
features at angles 00, 450, 900 of co-occurrence 

matrix. Ten fold cross validation is done. Figure 1 
reports the analysis of rules generated by C4.5 with 
Number of Rules generated, TPR (True Positive 
Rate), FPR (False Positive Rate), ACC (Accuracy) 
and CDR (Classified under default class).

Ant-Miner Algorithm

Ant Colony Optimization (ACO) is a branch of 
newly developed swarm intelligence which is used 
for classification. Swarm intelligence is a field 
which studies “the emergent collective intelligence 
of groups of simple agents” (R. S. Parpinelli, H. 
S., Lopesand A., and A. Freitas 2002). In group 
of insects, which live in colonies, such as ants and 
bees, an individual can only do simple tasks on its 
own, while the colony’s cooperative work is the 
main reason determining the intelligent behav-
ior it shows. Most real ants are blind. However, 
each ant while it is walking, deposits a chemical 
substance on the ground called pheromone of a 
newly developed form of artificial intelligence 
called swarm intelligence.

ACO algorithms are based on the following 
ideas:

Figure 1. Analysis of rules generated by C4.5
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• Each path followed by an ant is associ-
ated with a candidate solution for a given 
problem.

• When an ant follows a path, the amount of 
pheromone deposited on that path is pro-
portional to the quality of the correspond-
ing solution for the target problem.

When an ant has to choose between two or 
more paths, the path(s) with a larger amount of 
pheromone have a greater probability of being 
chosen by the ant. (see Algorithm 1)

Pheromone Initialization

All cells in the pheromone table are initialized 
equally by the equation (1):
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where a is the total number of attributes, and bi is 
the number of possible values that can be taken 
on by attributes. The rule is constructed by the 
ant incrementally by adding one term at a time. 
The term selection is based on the probability as 
given by the equation(2).
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where ηij is the value of a problem-dependent heu-
ristic function for a term. The higher the value of 
ηij the more relevant for classification the termij is, 
and so the higher its probability of being chosen. 
a is the total number of attributes. xi is set to 1 if 
the attribute was not yet used by the current ant, 

or to 0 otherwise. bi is the number of values in 
the domain of the jth attribute.

Heuristic Value

In traditional ACO, a heuristic value is usually 
used in conjunction with the pheromone value to 
decide on the transitions to be made. In Ant-Miner, 
the heuristic value is taken to be an information 
theoretic measure for the quality of the term to be 
added to the rule. The quality here is measured in 
terms of the entropy for preferring this term to the 
others, and is given by the following equation (3).
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where W is the class attribute (i.e., the attribute 
whose domain consists of the classes to be 
predicted).k is the number of classes. P(w|Ai=Vij) 
is the empirical probability of observing class w 
conditional on having observed Ai=Vij. The higher 
the value of H(W|Ai = Vij), the more uniformly 
distributed the classes are and so, the smaller the 
probability that the current ant chooses to add 
termij to its partial rule. The information-theoretic 
heuristic function is given in equation (4).
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where a, xi, and bi have the same meaning as in 
term selection equation. Immediately after the ant 
completes the construction of a rule, pruning is 
undertaken to increase the comprehensibility and 
accuracy of the rule. After the pruning step, the 
rule may be assigned a different predicted class 
based on the majority class in the cases covered 
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Algorithm 1. General description of ant-miner

/* 270 is the number of mammogram taken for training represents rows 

15 includes (14 Haralick features + class attribute (Normal/Abnormal)) 

Training Set   =   {270 rows X 15} 

/* TrainingSet Changed  -  Every time the main while loop is executed  some 

of the row gets eliminated because of the rule generated or else the training 

data is not sufficient enough to generate a rule. So a modification is done in 

the while loop of original paper. */ 

While (TrainingSet Changed) and (TrainingSet > Max_uncovered _cases) 

     t = 1  /*  Initializing the ant index */ 

     ct  = 1    /* Convergence test index */ 

     /* Pheromone Initialization * / 

     Initialize Pheromone Using Equation [1] 

     Repeat the following 

          Initialize x(i) = 1 for  i represents the attribute index. 

          Rt
 = {};

          While Usable term exists 

               Calculate Entropy for all attribute value pair using 

Equation [3]. 

               Calculate Heuristic Value for all attribute value 

pair using Equation [4]. 

               Calculate the Probability of all attribute value pair.  

               Select the term with highest probability. 

               Add the term to the rule R
t
.

               x(i) = 0;  /* i is the index of the attribute that is 

added to the current rule  */ 

          End while 

          Prune rule R
t
 based on the quality.

          Update the pheromone of all trails by increasing pheromone in 

the trail followed by Ant
t
 using the Equation 6. and decreasing Pheromone in 

the other details (simulating pheromone evaporation) 

          if (R
t
 is equal to R

t-1
) then

               ct  = ct + 1  

          else 

               ct  = 1; 

          end if 

          t = t + 1; 

     until (t >= No_of _ants) or (j >= No_rules_coverg) 

     Choose the best rule Rbest among all rules R
t
 constructed by all the 

ants; 

     Add rule R
best

 to DiscoveredRuleList;

     TrainingSet   = TrainingSet – { set of cases correctly covered by R
best}

End While
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by the rule antecedent. The rule pruning procedure 
iteratively removes the term whose removal will 
cause a maximum increase in the quality of the 
rule. The quality of a rule is measured using the 
following equation (5).

Q
TP

TP FN
TN

FP TN
=

+ +
.  (5)

where TP (True Positives) is the number of cases 
covered by the rule that have the class predicted 
by the rule. FP (False Positives) is the number 
of cases covered by the rule that have a class dif-
ferent from the class predicted by the rule. FN 
(False Negatives) is the number of cases that are 
not covered by the rule but that have the class 
predicted by the rule. TN (True Negatives) is the 
number of cases that are not covered by the rule 
and that do not have the class predicted by the rule.

Pheromone Update rule

After each ant completes the construction of its 
rule, pheromone updating is carried out as per the 
following equation (6).

t t
ij ij
t t Q ij R( ) ( ). ,+ = ∀ ∈1  (6)

where R is the set of terms occurring in the rule 
constructed by the ant at iteration t. In Ant-Miner, 
pheromone evaporation is implemented in a 
somewhat indirect way. More precisely, the ef-
fect of pheromone evaporation for unused terms 
is achieved by normalizing the value of each 
pheromone tij

. This normalization is performed 
by dividing the value of each tij by the summa-
tion of all tij

.

Ant-Miner Parameter setting

The following parameters used to achieve the 
results:

Number of Ants = 1000
Minimum cases per rule = 3
Maximum uncovered Cases = 5
Number of Rule Converge = 5

Figure 2 reports the analysis of rules generated 
by the Ant-Miner algorithm.

Figure 2 Analysis of rules generated by Ant-Miner
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cOMPArAtIVE stUDy

The decision tree generated by C4.5 is given in 
Figure 3. The sample rules generated by C4.5 and 
Ant-Miner algorithms are given below.

rules Generated With c4.5

Rule 1:IDM = 1 and TType = 1 and SE = 1: Normal
Rule 2:IDM = 1 and TType = 1 and SE = 2: Normal
Rule 3: IDM = 1 and TType = 2 and VAR = 1: 

Normal
Rule 4: IDM = 1 and TType = 2 and VAR = 2: 

Abnormal
Rule 5: IDM = 1 and TType = 3 and IMC1 = 2 

and COR = 1: Normal
Rule 6: IDM = 1 and TType = 3 and IMC1 = 2 

and COR = 2: Abnormal
Rule 7: IDM = 1 and TType = 3 and IMC1 = 1: 

Normal
Rule 8: IDM = 2: Normal

Angular Second Moment (ASM)
Contrast
Correlation (COR)
Variance (VAR)
Inverse Second Moment (IDM)

Local Mean (LM)
Sum Average (SA)
Sum Variance (SV)
Sum Entropy (SE)
Difference Entropy (DE)
Difference Variance (DV)
Information Measure of Correlation1 (IMC1)
Information Measure of Correlation2 (IMC2)
Local Mean (LM)
Tissue Type (TT)

rules Generated With Ant-Miner

Rule 1: SE = 1 and COR = 1 and ENTROPY = 
1 and DV = 1 and CONTRAST = 1 and SV 
= 2 and SA = 2 : Abnormal

Rule 2: ENTROPY = 1 and IMC2 = 1 : Normal

When comparing the results obtained by the both 
the algorithm the accuracy of Ant-Miner algorithm 
reaches 99% but in C4.5 it is 76%. Figure 4. give 
the comparative analysis of classification percent-
age of both algorithms.

Also the number of rules generated using Ant-
Miner is less. Graphical representation of the 
number of rules generated by both algorithms is 
illustrated in Figure 5.

Figure 3. Decision Tree
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A ROC space is defined by FPR and TPR as 
x and y axes respectively, which depicts relative 
trade-offs between true positive (benefits) and 
false positive (costs). Each prediction result or 
one instance of confusion matrix represents one 
point in the ROC space. The best possible predic-
tion method would yield a point in the upper left 
corner or coordinate (0,1) of the ROC space, 
representing 100% sensitivity (all true positives 
are found) and 100% specificity (no false positives 
are found). The (0,1) point is also called a perfect 
classification. The experimental results are plot-
ted in the ROC space as in Figure 6. It is observed 
that AM has the good predicting ability than C4.5.

GENEtIc ANt-MINEr

The parameters used in the Ant-Miner algorithms 
are optimized using genetic algorithm with the aim 
of improving the accuracy by generating minimum 
number of rules in order to cover more patterns. 
The overall frame work is given inFigure 7.

GENEtIc ALGOrItHMs

As an optimization technique, Genetic Algorithms 
(GA) simultaneously examine and manipulate a set 
of possible solutions. The power of GA’s comes 
from the fact that the technique is robust, and can 
deal successfully with a wide range of problem 
areas, including those which are difficult for other 
methods to solve. GA’s are not guaranteed to find 
the global optimum solution to a problem, but 
they are generally good at finding “acceptably 
good” solutions to problems. Where specialized 
techniques exist for solving particular problems, 
they are likely to out-perform GA’s in both speed 
and accuracy of the final result. Genetic Algo-
rithms are good at exploring the solution space 
since they search from a set of designs and not 
from a single design. The GA starts with several 
alternative solutions to the optimization problem, 
which are considered as individuals in a popula-
tion. These solutions are coded as binary strings, 
called chromosomes.

The initial population is constructed ran-
domly. These individuals are evaluated using 

Figure 4. Analysis of Classification Percentage
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the partitioning-specific fitness function. The 
GA then uses these individuals to produce a new 
generation of hopefully better solutions. In each 
generation, two of the individuals are selected 
probabilistically as parents, with the selection 
probability proportional to their fitness. Crossover 
is performed on these individuals to generate two 
new individuals, called offspring, by exchanging 
parts of their structure. Thus each offspring inherits 
a combination of features from both parents. The 
next step is mutation. An incremental change is 
made to each member of the population, with 

a small probability. This ensures that the GA 
can explore new features that may not be in the 
population yet. It makes the entire search space 
reachable, despite the finite population size. 
Roulette Wheel parent selection method which 
is conceptually the simplest stochastic selection 
technique. The proposed generation replacement 
technique is based on replacing the most inferior 
member in a population by new offsprings. The 
genetic algorithm is given below

Figure 5. Analysis of Rules generated

Figure 6. Plot of the Prediction in ROC space
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Algorithm

1.  Encode Solution Space
2.  (a) set pop size, max-gen, gen=0;

(b) set crossover rate, mutation rate;
3.  Initialize Population.
4.  While max gen <= gen

Evaluate Fitness
For (i=1 to pop size)
Select (mate1,mate2)
if (rnd(0,1) < crossover rate)
child = Crossover(mate1,mate2);
if (rnd(0,1) < mutation rate)

child = Mutation();
Repair child if necessary
End For
Add offsprings to New Generation.
gen = gen + 1
End While

5.  Return best chromosomes.

In this study, number of ants, minimum cases per 
rule, maximum uncovered cases and number of 
rule converge (numberOfAnts, minCasesPerRule, 
maxUncoveredCases, numRulesCoverge) are the 

Figure 7. Genetic ant-miner
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parameters taken for optimization using genetic 
algorithm (Thangavel,K., Roselin,R., 2009)

chromosome Encoding

Chromosome consists of 14 bits first two bits 
represent numberOfAnts, next three bits represent 
minCasesPerRule, next three bits represent max-
UncoveredCases and the last four bits represent 
numRuleConverge.

Chromosome Sample : 01 001 011 0100 repre-
sents

Decoding

numberOfAnts - 200
minCasesPerRule - 3
maxUncoveredCases - 11
numRuleConverge - 6

Parameter setting

Crossover Probability - 0.7
Mutation Rate - 0.001

The author’s main goal is to find out minimum 
number of rules that classify maximum cases with 
high degree of accuracy so the fitness function is 
defined to maximize

F = a – cnr + nr/2

Where a represents accuracy, cnr denotes 
the cases not covered by the rules and nr is for 
number of rules.

cOMPUtAtIONAL rEsULts

Initially ten random populations are generated. 
The roulette wheel selection with the crossover 

probability of 0.7 and the mutation probability 
0.001 are used for forming new generations. The 
fitness value for the populations is calculated using 
the above mentioned fitness function. By using 
this in the ten fold cross validation it is observed 
that it is possible to classify the suspicious area 
of the mammograms as normal or abnormal us-
ing only two rules for maximum folds with the 
100% accuracy.

sample Data

The population which has given the fittest value is

1 1 0 1 0 0 0 1 0 1 0 1

The decoded value for the chromosome is 
given by

No. Of Ants = 400
No. Of cases per Rule = 10
No. Of Rule Convergence = 3
Maximum Uncovered Cases = 10

The graphical representation of the population 
growth is given in the Figure 8. The highest fitness 
value expected is 2 as far as our fitness function 
is concerned. X axis represents individuals in the 
population and Y axis represents the fitness value.

cOMPArAtIVE stUDy

The results obtained using Ant-Miner is compared 
with Genetic optimized Ant-Miner algorithm. The 
result shows that the genetic optimized Ant-Miner 
parameter is able to produce minimum rules for 
classification with 100% accuracy. The average 
number of rules used is 5.7. The average default 
class used for classification is 1.6 with the accuracy 
of 94.7%. When the parameters are optimized it 
is possible to get 100% accuracy with 0.6 default 
class being used and the average number of rule 
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is 2 in the case of mammograms classification as 
normal and abnormal.

cONcLUsION

In this study, a data mining approach has been 
used to identify the abnormal mammograms. 
A classifier was derived from the Haralick’s 14 
features using C4.5 and Ant-Miner algorithms. 
It is reported that the classification accuracy of 
Ant-Miner produces 99% with TPR as 1.00 where 
as it is 76% in C4.5 with TPR as 0.61. Another 
observation made is the number of rules generated 
by the Ant-Miner algorithm is lesser than the num-
ber of rules generated by C4.5. Also the number 
of cases that are classified by the default case is 
less in Ant-Miner. Moreover C4.5 is a recursive 
algorithm but Ant-Miner is an iterative one so it 
is easy implement and maintain. Instead of as-
signing random values for Ant-Miner parameters 

the application of genetic algorithm selects the 
parameter of good choice depends on the fitness 
function. In this study, the main emphasis is on 
getting minimum number of rules with greater 
accuracy and maximum rule coverage. The four 
parameters used in the Ant-Miner were optimized 
and used for obtaining rules in mammogram min-
ing. Computational results showed that Ant-Miner 
is able to produce minimum set of rules that could 
classify maximum cases with greater accuracy.

FUrtHEr rEsEArcH DIrEctION

Ant-Miner Performance is better when comparing 
to C4.5. Further study can be done using Ant-
Miner to classify the suspicious region as benign 
or malignant. Instead of Haralick features other 
set features can be used for classification. Another 
difficulty encountered is Ant-Miner rules are not 

Figure 8. Population Growth
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simple. Further study can be made by increasing 
the number of ants and to simplify the rules.
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KEy tErMs AND DEFINItIONs

Ant Colony Optimization: The ant colony 
optimization algorithm (ACO), is the simulation 
of ants food searching behaviour. Ant follows the 
pheromone deposited by the other ants to find 
out the shortest path to the food source. It is a 
probabilistic technique for solving computational 
problems which can be used for finding good 
paths through graphs.

Data Mining: Data mining is the process of 
extracting pattern from data. This mainly used for 
converting data into information.

Decision Tree: Decision tree is a tree where 
each node represents the attribute, arc represents 
value of the attribute and leaves represents the 
actual decision for the rule constructed from the 
root node, along the path to the leaf.

Discritization: It is the process of transform-
ing continuous vales into discrete counter parts.

Entropy: Entropy is measure of uncertainty 
associated with a random variable. The entropy 
H of a discrete random variable X with possible 
v a l u e s  { x 1 ,  x 2 , . . .  x n }  i s 

Entropy  =
==
∑∑ P i j P i j
j

n

i

n

( , ) log( ( , ))
11

Heuristic: A heuristic is a function that 
ranks alternatives in a various search algorithm. 
Example: Entropy value can be used to rank the 
attributes.

Genetic Algorithm: A genetic algorithm is a 
search technique is used to find the approximate 
solution to optimization and search problems.
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AbstrAct

The exponential growth of molecular biology research in recent decades has brought concomitant growth 
in the number and size of genomic and proteomic databases used to interpret experimental findings. 
Particularly, growth of protein sequence records created the need for smaller and manually annotated 
databases. Since scientists are continually developing new specific databases to enhance their under-
standing of biological processes, the authors created SciDBMaker to provide a tool for easy building 
of new specialized protein knowledge bases. This chapter also suggests best practices for specialized 
biological databases design, and provides examples for the implementation of these practices.
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INtrODUctION

The exponential growth of research in molecular 
biology has brought concomitant proliferation of 
databases for stocking its findings. A variety of 
protein sequence databases exist. While all of these 
strive for completeness, the range of user interests 
is often beyond their scope. Large databases cover-
ing a broad range of domains tend to offer less de-
tailed information than smaller, more specialized 
resources, often creating a need to combine data 
from many sources in order to obtain a complete 
picture. Scientific researchers are continually 
developing new specific databases to enhance 
their understanding of biological processes. In 
this chapter, we present the implementation of a 
new tool for protein data analysis. SciDBMaker 
is stand-alone software that allows the extraction 
of protein data from the Swiss-Prot database, 
sequence analysis comprising physicochemi-
cal profile calculations, homologous sequences 
search and multiple sequence alignments (Riadh 
Hammami, Zouhir, Naghmouchi, Ben Hamida, & 
Fliss, 2008). Furthermore, with its easy-to-use user 
interface, this software provides the opportunity 
to build more specialized protein databases from 
the universal protein sequence database Swiss-
Prot. It compiles information with relative ease, 
updates and compares various data relevant to a 
given protein family and could solve the problem 
of dispersed biological search results. Using SciD-
BMaker, two databases were developed, namely 
BACTIBASE (R Hammami, Zouhir, Ben Hamida, 
& Fliss, 2007; Riadh Hammami, Zouhir, Le Lay, 
Ben Hamida, & Fliss, 2010) and PhytAMP (Riadh 
Hammami, Ben Hamida, Vergoten, & Fliss, 2009) 
and analyzed here as ‘proof of concept’. Here, we 
share our knowledge in protein database develop-
ment and provide advices that we hope are useful 
to people designing their own biological database.

bAcKGrOUND

Bioinformatics and computational biology meth-
ods are increasingly used to study biological sys-
tems and widely applied to facilitate collecting, 
organizing, and analyzing of large-scale of data 
in molecular biology. Biological databases ap-
peared as invaluable method for managing these 
data and for making them accessible to scientific 
community. In this mold, molecular biological 
databases could contain either the result of large 
amounts of molecular biological experiments or 
manual extraction of literature data. Depending 
on the type of biological data that they enclose, 
these biodatabases fulfill different functions. Most 
molecular data are in the form of a biosequence 
of a DNA, RNA, or a protein molecule.

Dr. Dayhoff and her research group were pio-
neers in the development of computer methods for 
the analysis of protein sequences evolution. This 
led to the establishment in 1984 of the Protein 
Information Resource (PIR) as a resource to assist 
researchers in the identification and interpretation 
of protein sequence information (Wu et al., 2003). 
This has inspired Amos Bairoch in 1986 for the 
creation and public release of Swiss-Prot sequence 
database (Bairoch, 2000). The increasing quanti-
ties of nucleic acid sequence data being gener-
ated worldwide in 1980s created the need to the 
construction of nucleic acid sequence databases, 
notably GenBank (Benson, Karsch-Mizrachi, 
Lipman, Ostell, & Sayers, 2009), European Mo-
lecular Biology Laboratory Nucleotide Sequence 
Database (EMBL) (Hingamp, van den Broek, 
Stoesser, & Baker, 1999) and DNA Data Bank 
of Japan (DDBJ) (Tateno, Fukami-Kobayashi, 
Miyazaki, Sugawara, & Gojobori, 1998). Together, 
these databases form the International Nucleotide 
Sequence Database Collaboration (INSDC, http://
www.insdc.org) which archives and makes publi-
cally available more than 80 million individual 
molecular sequences (Benson, et al., 2009). In 
2002 PIR, along with its international partners, 
EBI (European Bioinformatics Institute) and 
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SIB (Swiss Institute of Bioinformatics), unified 
the PIR, Swiss-Prot, and TrEMBL databases by 
creating UniProt, a single worldwide database of 
protein sequence and function. Today, an important 
collection of biological databases are available 
in the public domain, spanning the worlds of 
sequence, family and structure of DNA, RNA 
and proteins, organisms, genomes, signaling and 
metabolic pathways, microarrays, biodiversity, 
and so on (Ellis & Attwood, 2001). Currently, 
there are many different types of biodatabases, 
including:

• Bibliographic databases: are considered 
as important information sources for bio-
medical research and contain summary in-
formation taken from a variety of sources 
including journals, books, conference re-
ports and patents. PubMed is one of the 
largest databases of life science abstracts 
with more than 19 million citations for bio-
medical articles from MEDLINE and life 
science journals (NCBI, 2002).

• Taxonomy databases: contain informa-
tion classification and nomenclatural data 
on organisms. The National Center for 
Biotechnology Information (NCBI) hosts 
the NCBI Taxonomy database, which con-
tains over 363 000 taxonomic nodes from 
living and extinct organisms.

• Sequence databases: store different types 
of sequences including individual genes, 
whole genomes, RNA, expressed sequence 
tags and proteins.

• Structure databases: The Protein 
Data Bank (PDB) was established in 
1971 as a result of collaboration be-
tween the Research Collaboratory for 
Structural Bioinformatics (RCSB), the 
Macromolecular Structural Database 
(MSD-EBI) and the Protein Data Bank of 
Japan (PDBj) (Sussman et al., 1998). PDB 
is the single worldwide repository of infor-
mation about the three-dimensional struc-

tures of proteins, nucleic acids and other 
biological macromolecules. PDB contains 
over 59 500 protein structures from X-ray 
crystallography, nuclear magnetic reso-
nance (NMR), electron microscopy (EM), 
and theoretical modeling.

• Genome/organism databases: contain in-
formation on genes, gene location, gene no-
menclature and links to sequence databases. 
At present, several gene-centric databases 
are available including Online Mendelian 
Inheritance in Man (OMIM) (Hamosh, 
Scott, Amberger, Bocchini, & McKusick, 
2005), Human Genome Project (HGP), 
Mouse Genome Database (MGD) (Bult 
et al., 2010), FlyBase (Wilson, Goodman, 
Strelets, & The FlyBase Consortium, 
2008), Saccharomyces Genome Database 
(SGD) (Engel et al., 2010), MaizeGDB 
(Lawrence, Dong, Polacco, Seigfried, & 
Brendel, 2004), etc.

• Protein classification databases: contain 
structural and functional classification of 
proteins. Of those, the CATH database 
is a hierarchical domain classification of 
protein structures taken from the Protein 
Data Bank (Cuff et al., 2009). Conversely, 
PANTHER database is a library of protein 
families and subfamilies indexed by func-
tion (Thomas et al., 2003).

• Interaction databases: store inter-rela-
tionships and interactions between DNA, 
RNA, proteins and many other chemical 
compounds.

• Pathway databases: are network repre-
sentations of biological pathways that of-
fer a different functional view from and 
complementary to sequence and structure 
databases (please see (Schaefer, 2004) for 
review).

Many of these web-based biological databases 
are interlinked and freely available to the scien-
tific community. The high number of biological 
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databases reflects essentially the type of data that 
they contain. Also, the diverse databases reflect 
the expertise and interests of the research groups 
that maintain them.

At present, hundreds of molecular biological 
databases exist. Different institutions and com-
panies are implicated in the development and 
maintain of these data sources which vary widely 
in their content, formats and access methods 
(Köhler, 2004). Good starting points for finding 
relevant public databases are the annual Nucleic 
Acids Research database issue (Galperin & Co-
chrane, 2009), DBCat (Discala, Benigni, Barillot, 
& Vaysseix, 2000), the BioCatalog (Rodriguez-
Tome, 1998), BioMed Central Databases, and 
the databases listed in the SRS server of the EBI 
(Zdobnov, Lopez, Apweiler, & Etzold, 2002). The 
Nucleic Acids Research (NAR) online Molecular 
Biology Database Collection is probably the most 
structured catalog for molecular biology databases 

available so far with 1170 databases (Galperin & 
Cochrane, 2009). Figure 1 illustrates the annual 
growth of this collection with more than fivefold 
increasing in ten years. The inventory of molecular 
biology databases published in NAR is organized 
according to a pre-established hierarchy grouping 
together the databases according to a category list: 
Nucleotide Sequence, RNA sequence, Protein 
sequence, Structure, etc.

Today, databases continue to emerge from 
different research groups in a similar way. When 
such resources grow large enough, they are often 
posted on the Web for the benefit of the entire 
scientific community (Ellis & Attwood, 2001). 
This can be done with minimum initial expense 
for either hardware or software. A database must 
be accurate, verified, large enough and up-to-date 
as knowledge in its area of expertise grows. This 
growth must be oriented to meet the needs of the 
user community. Evolution of a database should 

Figure 1. Evolution of biological databases count in the NAR online Molecular Biology Database Col-
lection
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implicate data entry, checking, storage, retrieval, 
display and its associated tools analysis. The 
majority of biological databases started by storing 
their data in flat text files but evolved to use so-
phisticated database management systems to 
better serve their clientele.

scIENtIFIc DAtAbAsE MAKEr, 
A cOMPrEHENsIVE tOOL FOr 
tHE DEsIGN OF sPEcIALIZED 
bIOLOGIcAL DAtAbAsEs

Why sciDbMaker?

The exponential growth of molecular biology re-
search in recent decades has brought concomitant 
growth in the number and size of genomic and 
proteomic databases used to interpret experimen-
tal findings. The accumulation of genomic and 
proteic sequence data are best illustrated by the 
exponential growth of GenBank and UniProtKB/
Swiss-Prot databases (Cavalcoli, 2001). As shown 
in Figure 2, the amount of information available 

about proteins recorded in Swiss-Prot continues 
to increase at a rapid pace. UniProtKB/Swiss-Prot 
plays an ever more important role by providing a 
central resource on protein sequences and func-
tional annotation for biologists and for scientists 
active in functional proteomics and genomics 
research.

The growth of protein sequence records cre-
ated the need for smaller and manually annotated 
databases. A variety of protein sequence data-
bases exist, ranging from simple sequence re-
positories to expertly curated universal databases 
that cover all species and in which the original 
sequence data are enhanced by manual addition 
of further information in each sequence record 
(Rolf Apweiler, Bairoch, & Wu, 2004). While all 
of these strive for completeness, the range of user 
interests is often beyond their scope. This may 
reflect the user’s wish to combine different types 
of information or the inability of a single resource 
to contain the complete details of every relevant 
experiment. In addition, large databases with broad 
domains tend to offer less detailed information 
than smaller, more specialized, resources, with 

Figure 2. Exponential growth of UniProtKB/Swiss-Prot. Data obtained from the UniProt Web site
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the result that data from many resources may need 
to be combined to provide a complete picture 
(Williams, Kersey, Pruess, & Apweiler, 2005). 
There is a clear need to gather, filter and criti-
cally evaluate this mass of information and store 
into smaller, more specialized, resources so that 
it can be used with greater efficiency. The devel-
opment of a specialized database involves con-
siderable resources and expertise. Since scientists 
are continually developing new specific data-
bases to enhance their understanding of biological 
processes, we created SciDBMaker to provide a 
tool for easy building of new specialized protein 
knowledge bases (Riadh Hammami, et al., 2008). 
Scientific DataBase Maker is new stand-alone 
software for protein data analysis. The software 
interface allows successive steps for sequence 
manipulation, starting from user sequence search 
and homologous sequence retrieval from the 
UniProtKB/Swiss-Prot databank, followed by 
physicochemical profile calculations, multiple 
sequence alignments, phylogenic tree visualiza-
tion and culminating in database export/building. 
All steps are performed in an interactive manner. 
Physical and chemical parameters, rarely found 
in public databases, provide a helpful tool for the 
analysis of a set of proteins and their calculation 
is achieved in a direct and interactive manner, 
with off-line access.

Data collection, Annotation, 
Verification and Validation

The first step in database building should be data 
collection. Users may open files in Fasta or Swiss-
Prot format, or import sequence entries from the 
UniProtKB/Swiss-Prot database. SciDBMaker 
uses Dbfetch to import entries online (Labarga, 
Valentin, Anderson, & Lopez, 2007). The tool is 
provided by the EBI for easy retrieval of entries 
from various databases. When sequences are 
loaded to the containers, SciDBMaker offers 
various methods for sequence analysis. To find 
similar sequences, the containers can be queried 

with either proteins from the UniProtKB/Swis-
sProt database or user-imported sequences, using 
the BLAST algorithm (Altschul et al., 1997). 
Then, sequences may be manually curated and 
annotated. Data annotation is a critical step in the 
development of specialized biological databases. 
Another verification/validation step may be used 
here: multiple sequence alignment (MSA). MSA 
is often used to assess sequence conservation/
diversity, giving an important overview about 
homology between sequences. SciDBMaker of-
fers an interactive use of CLUSTALW as tool for 
MSAs (M. A. Larkin et al., 2007). Generated trees 
may be used for a subsequent verification. These 
trees may be easily viewed using phylogenic tree 
visualization software such as TREEVIEW (Page, 
1996). Thus, use of SciDBMaker would give a 
clearer picture about protein families.

Physicochemical Data 
calculations/Predictions

When data collection and validation is completed, 
various physicochemical parameters may be cal-
culated / predicted. Physicochemical properties 
and amino acid composition are useful to identify 
isomorphic relationships between proteins of the 
same family. SciDBMaker offers a rich set of 
physicochemical parameters such as amino acid 
composition (acidic, basic, hydrophobic, polar, 
absent and common amino acids), atomic compo-
sition, molecular weight (Patrickios & Yamasaki, 
1995), theoretical pI (Bjellqvist, Basse, Olsen, & 
Celis, 1994; Patrickios & Yamasaki, 1995), extinc-
tion coefficient (Henryk, Russell, & Randolph, 
1992), absorbance at 280 nm, estimated half-life 
in mammalian cells, yeast and E. coli (Bachmair, 
Finley, & Varshavsky, 1986; Gonda et al., 1989), 
instability index (Guruprasad, Reddy, & Pandit, 
1990), aliphatic index (Ikai, 1980), grand aver-
age of hydropathicity (GRAVY) (Jack & Russell, 
1982) and protein-binding potential (Boman in-
dex) (Radzeka & Wolfenden, 1988). Knowledge 
of physicochemical profile of a set of proteins 
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may be exploited to identify subtle similarities 
between sequences and then evolutionary con-
nections between these.

Generating specialized 
Databases, How to

SciDBMaker contains ‘Database Connector’, 
a user-friendly interface, to enable interaction 
with database servers such (MySQL, Access, 
SQL server and Oracle). Thus, loaded data may 
be transferred easily to server as database. Few 
steps are sufficient to generate an SQL script with 
data content and running it at the server level. The 
Figure 3 shows a screen dump of ‘Database Con-
nector’ with description of available commands. 

The majority of scientific community use MySQL 
(http://www.mysql.com/) database server to store 
their databases. MySQL is the world’s most popu-
lar open source database widely used among the 
web. Readers are invited to view a demonstration 
movie of SciDBMaker at the following website 
http://scidbmaker.pfba-lab-tun.org.

Application for the Design of 
specialized Databases

BACTIBASE Database

BACTIBASE is an integrated open-access data-
base designed for the characterization of bacte-
rial antimicrobial peptides, commonly known 

Figure 3. Screen dump of Database Connector. Available commands are: ‘List bases’: available databases 
list; ‘List tables’: available tables list, ‘Open table’: open requested table; ‘Create requete’: Generate 
a requete table for current document, before doing this, users should tape a name for the table; and 
‘Do requete’: will execute this requete on the database server. After modifying data, users may save 
modification by pressing ‘save’ button
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as bacteriocins (R Hammami, et al., 2007). The 
database provides a manually curated annotation 
of bacteriocin sequences which were collected 
from the UniProt database (R Apweiler, Bairoch, 
& Wu, 2007) and from the scientific literature 
using PubMed. All sequences were retrieved to 
SciDBMaker (Riadh Hammami, et al., 2008), 
validated and annotated. Various physicochemi-
cal parameters were calculated and resulted 
tables were then exported to MySQL server. 
BACTIBASE has been equipped with additional 
functions aimed at both casual and power users. 
These include incorporation of various tools for 
sequence analysis, such as homology search, 
multiple sequence alignments, Hidden Markov 
Models, molecular modeling and retrieval through 
‘Taxonomy Browser’. For further details about 
BACTIBASE, readers are invited to read the fol-
lowing papers (R Hammami, et al., 2007; Riadh 
Hammami, et al., 2010). The database is available 
at http://bactibase.pfba-lab-tun.org.

PhytAMP Database

Plants produce small cysteine-rich antimicrobial 
peptides (AMPs) as an innate defense against 
pathogens such as α-defensins, thionins, lipid 
transfer proteins (LTPs), cyclotides, snakins and 
hevein-like. PhytAMP is a database dedicated to 
these plant AMPs (Riadh Hammami, et al., 2009). 
The resource contains valuable information on 
these AMPs, including taxonomic, microbiologi-
cal and physicochemical data. Antimicrobial plant 
peptide sequences were collected from the UniProt 
database (R Apweiler, et al., 2007) and from the 
scientific literature using PubMed. Microbiologi-
cal information was collected from the literature 
by PubMed search. Since not all known AMPs 
sequences were present in the ExPASy (http://
www.expasy.org/srs/) SRS server or NCBI server 
(http://www.ncbi.nlm.nih.gov/entrez/), literature 
search was used to complete the PhytAMP se-
quence database. Sequences were retrieved in 
SciDBMaker (Riadh Hammami, et al., 2008) and 

curated and the resulting tables exported to the 
MySQL server. PhytAMP allows all plant AMP 
sequence information and physicochemical or 
biological data to be accessed via a user-friendly, 
web-based interface. The database can be queried 
using various criteria and retrieval of microbio-
logical or physicochemical data, includes specific 
information on each peptide. A set of tools were 
provided for sequence analysis including and not 
limited to homology search, sequence alignments, 
structure prediction and hidden Markov models 
(Riadh Hammami, et al., 2009). The microbiologi-
cal, physicochemical and structural proprieties 
thus provided should allow more comprehensive 
analysis of this group of antimicrobial peptides 
and enhance our understanding of plant defense 
biology. PhytAMP may be accessed free of charge 
at http://phytamp.pfba-lab-tun.org.

WHAt NEXt: WEb INtErFAcE 
DEsIGN AND tOOLs 
IMPLEMENtAtION

Web Interface

Most public databases are connected to the Inter-
net and can be accessed via web pages. Building 
web interface to database depends essentially 
on web server configuration. Various servers 
configuration are available, with LAMP (Linux 
Apache MySQL PHP) being the most popular. 
Our survey on databases published in Nucleic 
Acid Research database 2009 issue confirmed 
this tendency to use MySQL server, as shown in 
Table 1. Developing a web interface for a database 
require knowledge of at least two or more web 
programming language such as PHP, Perl, Ruby, 
ASP, Python, JavaScript, HTML. As shown in 
Table 2, PHP and Perl are the most preferred 
script languages by bioinformatics community. 
Use of existing free frameworks is good choice to 
accelerate and standardize web interface develop-
ment. An increasing number of biology-oriented 
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framework projects are developed and publicly 
available (such as BioPerl, BioPHP, BioPython, 
BioJava, BioRuby, etc…) (Dudley & Butte, 2009; 
Mangalam, 2002). A successful web-based inter-
face should be user-friendly. Many databases pro-
vide hypertext links to entries in other databases. 
Thus, developers should provide stable database 
specific identifiers (accession numbers), which 
are generated when a new entry is added to the 
database. These accession numbers are used for 
interlinking database entries via web pages. To 
facilitate the development, maintain and growth 
of biological databases, developers should adopt 
generic approaches such as standard identifi-
ers (accession numbers), naming conventions, 

controlled vocabularies (ontology), adoption of 
standards for data representation and exchange, 
and the use of data warehousing technologies.

Which tools May Use to Enhance 
My Database?

The incorporation of various tools for protein 
sequence analysis empowers databases and ren-
ders them more interactive. Among the methods 
used in the protein analysis pipeline are: protein 
sequence homology search [BLAST (Altschul, et 
al., 1997), FASTA (Pearson & Lipman, 1988) and 
SSEARCH (Pearson & Lipman, 1988)]; sequence 
similarity search [CLUSTALW (M. Larkin et 

Table 1. Survey on databases published in Nucleic Acid Research database 2009 issue 

Server count %

MySQL 58 69.05

PostgreeSQL 15 17.86

Oracle 7 8.33

SQL server 3 3.57

XML 1 1.19

Total 84 100

Unknown 101 -

Table 2. Survey on databases published in Nucleic Acid Research database 2009 issue 

Language Count %

PHP 26 36.62

Perl 24 33.80

JavaScript 7 9.86

Java 2 2.82

Ajax 1 1.41

ASP.NET 1 1.41

JSP 6 8.45

Adobe Flex 1 1.41

Python 2 2.82

Ruby 1 1.41

Total 71 100

Unknown 131 -
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al., 2007), MUSCLE (Edgar, 2004), T-COFFEE 
(Notredame, Higgins, & Heringa, 2000), etc]; pat-
tern and motif searches [HMMER (Durbin, Eddy, 
Krogh, & Mitchison, 1998), MEME (Bailey & 
Elkan, 1994), etc]; transmembrane helices predic-
tion [TMHMM (Krogh, Larsson, von Heijne, & 
Sonnhammer, 2001)]; signal peptide prediction 
[SignalP (Dyrløv Bendtsen, Nielsen, von Heijne, 
& Brunak, 2004)]; secondary structure predic-
tion [Jnet, etc]; homology modeling of protein 
3D structures [MODELLER (Sali & Blundell, 
1993)]. Other Bioinformatics features for protein 
analyses may be incorporated including and not 
limited to integrated 3D molecule viewer [Jmol, 
AstexViewer, and Chemis3D], hydrophobicity 
analyses, antigenicity analysis, protein charge 
analysis, reverse translation from protein to DNA, 
and proteolytic cleavage detection. Alternatively, 
bioinformatic free open source software analysis 
packages may be installed on the server and used 
for sequence analysis, with EMBOSS being the 
most popular (Rice, Longden, & Bleasby, 2000). 
When possible, developers may empower their 
databases using the popular sequence retrieval sys-
tem (SRS), which is a keyword indexing and search 
system for biological databases (Moorhouse & 
Barry, 2005). The SRS system is a software pack-
age, currently distributed by BioWisdom Ltd. It 
is a widely used tool for cross-searching different 
biological databases (e.g., NCBI, SwissProt, and 
UniProt) and support diverse data formats, e.g., 
xml, flat file or relational format. Incorporating 
software tools for protein sequence analysis to 
database gives another angle of look to data and 
could allow a better understanding of biological 
systems.

Database developers should not neglect also 
to build a tool for data retrieval. This option is 
often required by users. Consequently, develop-
ers should provide a tool for the data retrieval 
from the database. Delivered data should set in a 
structured format to ease further automatic pars-
ing and analysis. eXtensible Markup Language 
(XML) is presently becoming the standard for 

exchange of biological databases, and storing 
and querying different data sources using a XML 
database has several advantages (Achard, Vays-
seix, & Barillot, 2001; Köhler, 2004). When the 
database become publicly available, logging users’ 
queries and retrieved documents is invaluable to 
evaluate the performance of the database and its 
search engine. This may be easily done by adding 
a module to store a report on what was requested 
and what was returned. Therefore, learn from the 
users could be considered as an important tool to 
enhance databases. Developers should provide 
also statistics about their databases. In addition, 
statistical information may be built specifically 
when returning data after a search.

cONcLUsION

The exponential growth of molecular biology re-
search in recent decades has brought concomitant 
growth in the number and size of genomic and 
proteomic databases used to interpret experimental 
findings. Particularly, growth of protein sequence 
records created the need for smaller and manually 
annotated databases. A variety of protein sequence 
databases exist, ranging from simple sequence 
repositories to expertly curated universal databases 
that cover all species and in which the original 
sequence data are enhanced by manual addition of 
further information in each sequence record. Large 
databases with broad domains tend to offer less 
detailed information than smaller, more special-
ized, resources, with the result that data from many 
resources may need to be combined to provide a 
complete picture. Since scientists are continually 
developing new specific databases to enhance 
their understanding of biological processes, we 
created SciDBMaker to provide a tool for easy 
building of new specialized protein knowledge 
bases. With its easy-to-use user interface, this 
software provides the opportunity to build more 
specialized protein databases from a universal 
protein sequence database such as Swiss-Prot.
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Last decade, there has been a veritable explo-
sion in specialized biological databases. In general, 
specialized databases give a very detailed and 
careful curation of the data by specialists in par-
ticular domains, and are considered as extremely 
valuable. Most of the developed databases are 
university based, and require time to grow up and 
become recognized as valuable research tools. To 
achieve this, curators play a critical role in validat-
ing, updating and maintaining data, and providing 
the best services to users. In turn, this requires 
an assured funding structure, and most of these 
databases try to attract funding for development 
and maintenance (Ellis & Attwood, 2001). In a 
world of hundreds of biological databases, the 
success of a database relies on data management 
technology for data integration. Thus, database 
developers should provide extensive assistance 
in the form of publicly accessible, machine pro-
cessable documentation concerning the database 
schemas, contents, query interfaces, query lan-
guages (Jagadish & Olken, 2003). Adoption of 
such current technology by database developers 
was seen as an imperative issue.
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KEy tErMs AND DEFINItIONs

Bioinformatics and Computational Biology: 
the science of managing, analysis, modeling, 
simulation and optimization of biological systems 
using advanced computing techniques.

Biological Pathways: a pathway is a causal 
sequence of molecular interactions or reactions 
forming mostly a network.

Data Warehousing: the process of design-
ing, building, and maintaining a data warehouse 
system. The latter may be defined as a database 
constructed to allow efficient querying of the data 
it contains, possibly constructed from different 
primary data sources.
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Fasta Format: a text-based format for repre-
senting either nucleic acid or protein sequences, in 
which base pairs or protein residues are represented 
using single-letter codes.

Genome: a full genetic complement of a cell 
or an organism including its DNA and RNA.

Genomics: the study of all the genes and how 
they interact with each other and the environment.

Hidden Markov Models (HMM): a popu-
lar statistical tool for modeling a wide range of 
sequential data. In bioinformatics, HMM based 
approaches have been applied to biological 
sequence analysis, as gene finding and protein 
family characterization.

Molecular Modeling: the science (or art) of 
representing molecular structures numerically 
and simulating their behavior with the equations 
of quantum and classical physics.

Multiple Sequence Alignment (MSA): refers 
to the process of aligning three or more biological 
sequences (protein, DNA, or RNA) to identify 
similarities between them.

Ontology: a system for representing complex 
information (concepts, relations, attributes, con-
straints, objects, values) that can be manipulated 
by a computer program.

Phylogenic Tree: a graphical representation of 
the evolutionary relationship between taxonomic 

groups based upon similarities and differences 
in their physical and/or genetic characteristics.

Proteomics: the systematic study of the entire 
complement of proteins (proteome) in a cell, tis-
sue or organism.

Sequence Annotation: may be defined as the 
biological evaluation and explanation of a specific 
region on a nucleic acid or protein sequence that 
includes, but is not limited to, gene transcripts. 
Any feature that can be anchored to the sequence 
- for example, a mutation, a cut site, a start or stop 
signal, transcription factor binding site, or probe 
or primer binding site - is an annotation.

Sequence Homology: refers to the degree of 
similarity between biological sequences.

SQL Script: a text file containing SQL state-
ments that can be executed in the database server.

Swiss-Prot Format: a text-based format for 
representing proteins with high level of annota-
tions (such as the description of the function of 
a protein, its domain structure, post-translational 
modifications, variants, etc)

XML (eXtensible Markup Language): a 
web-dedicated data exchange language developed 
by the World Wide Web Consortium (W3C). In 
bioinformatics, XML is increasingly used within 
the last few years, and several XML based data for-
mats have been developed (please see for(Achard, 
et al., 2001) review).
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AbstrAct

Navigation and interaction are essential features for an interface that is built as a help tool for analyzing 
large image databases. A tool for actively searching for information in large image databases is called 
an Image Retrieval System, or its more advanced version is called an Adaptive Image Retrieval System 
(AIRS). In an Adaptive Image Retrieval System (AIRS) the user-system interaction is built through an 
interface that allows the relevance feedback process to take place. In this chapter, the author identifies 
two types of users for an AIRS: a user who seeks images whom the author refers to as an end-user, and 
a user who designs and researches the collection and the retrieval systems whom the author refers to as 
a researcher-user. In this context, she describes a new interactive multiple views interface for an AIRS 
(Doloc-Mihu, 2007), in which each view illustrates the relationships between the images from the col-
lection by using visual attributes (colors, shapes, proximities). With such views, the interface allows the 
user (both end-user and researcher-user) a more effective interaction with the system, which, further, 
helps during the analysis of the image collection. The author’s qualitative evaluation of these multiple 
views in AIRS shows that each view has its own limitations and benefits. However, together, the views 
offer complementary information that helps the user in improving his or her search effectiveness.
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INtrODUctION

This chapter focuses on visualization techniques 
used by Web-based Adaptive Image Retrieval 
Systems to allow different users to efficiently navi-
gate, search and analyze large image databases.

In a Web-based Adaptive Retrieval System, 
the goal is to answer as fast and accurate as pos-
sible with data (documents, images) that meet 
the user’s request. Recent advances in Internet 
technology require the development of advanced 
Web-based tools for efficiently accessing images 
from tremendously large, and continuously grow-
ing, image collections. One such tool for actively 
searching for information is an Image Retrieval 
System. The aim of an Image Retrieval System is 
to retrieve images that are relevant to the user’s 
request from a large image collection. In this 
task, the visualization component of the system 
is responsible for conveying this information to 
the user, which makes it a key component of the 
retrieval system.

An Adaptive Image Retrieval System (AIRS) 
consists of several components, one for each of the 
following tasks: processing, indexing, retrieval, 
learning, fusion, and visualization. An Adaptive 
Image Retrieval System is an Image Retrieval 
System that is able to automatically adapt to the 
user’s needs. This adaptation could be performed 
in the system by using a learning component. The 
adaptive (learning) component is used in an im-
age retrieval system as a solution to address the 
semantic gap problem, which is the difference 
between what the retrieval system can distinguish 
(low-level features describing the images) and 
what people perceive from images (high-level 
semantic concepts given as query images). Again, 
this information must be properly conveyed by the 
system to the user via its visualization component.

A variety of Image Retrieval Systems have 
been developed during the past decade of research, 
all having the same goal: to return images that 
are similar to the query according to the user’s 
perception. These systems rely on different ap-

proaches for representing the contents of the im-
age collection(s), such as content-based features 
(color, shape, texture, and layout), keywords, or 
both. For searching the collection, the user may 
specify either feature representations of images 
or entire image(s), called query-by-example ap-
proach, or both. The closeness between images 
(image semantics) is determined by the specific 
query that the user is asking. The process of query 
formulation is a ̀ `conversational’’ activity between 
the user and the system during which the meaning 
of an image is created (Santini, Gupta, & Ramesh, 
1999). This user-system interaction process takes 
place through the visualization component or the 
system’s interface. However, many of these image 
retrieval systems focus on improving the perfor-
mance of their retrieval component and disregard 
the special custom visualization needs of a user, 
who is the main beneficiary of the system.

The research presented in this chapter describes 
several visualization techniques for two types of 
users of an AIRS: a user who seeks images whom 
we refer to as an end-user, and a user who designs 
and researches the collection and the retrieval 
systems whom we refer to as a researcher-user. 
The focus of this chapter is on interfaces that 
include multiple views, in which each view il-
lustrates different relations between images at 
different levels of detail and can be selected by 
the users according to their informational needs. 
With such views, the interface allows user (end-
user or researcher-user) more effective interaction 
with the system; by seeing more information about 
the request sent to the system as well as by bet-
ter understanding of the results, the user is able 
to refine his/her query iteratively, which further 
improves significantly the retrieval results. We 
make a direct correspondence between the types 
of information needed by the different types of 
users and the visual information that is displayed 
for them. This correspondence will help us build 
an interface that reflects only as much detail 
as necessary for the user to get the appropriate 
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content information that will help throughout the 
searching process.

It is known that the existing AIRSs are facing 
different problems, like the existing gap between 
concepts and representations, user subjectivity, 
etc. An interface tool such as the one we present 
in this work (Doloc-Mihu, Raghavan, Karnatapu, 
& Chu, 2005) can offer support in designing the 
retrieval system by helping the researcher-user 
understand the retrieval system, as well as the 
database with all existing relationships between 
the images. Therefore, it acts as a tool for image 
data exploration and analysis. Also, this interface 
allows user more interaction with the system by 
seeing more information about the request she or 
he sends to the system. Therefore, it can be used 
as a help tool for query formulation. For short, our 
visual interface supports retrieval and learning, 
as well as browsing, which makes it suitable for 
an Adaptive Image Retrieval System.

bAcKGrOUND

It is essential for an image retrieval system to 
communicate the information to users in the best 
possible way for the user to understand it. In this 
context, Croft (1995) pointed out that interfaces 
for image retrieval systems should support features 
like query formulation, feedback, and presenta-
tion of retrieved information. At the same time, 
“image retrieval systems must support users in 
locating the images want, quickly and easily” 
(Rodden, 2002).

There are many proposed interfaces for intro-
ducing the query: annotation based, selection of 
features and/or objects from provided lists, sketch-
ing the image, and selecting typical images of in-
terest called query by example (see (Baeza-Yates, 
& Ribeiro-Neto, 1999; Rodden, 2002)). One way 
to present the results to the user is by visualizing 
the projections of images into a 2D or 3D space, 
where similar images are positioned closer to each 
other. Some systems proposed to organize images 

into hierarchies (e.g., self-organizing maps (Ko-
honen, 1998) used in PicSOM). In these systems 
navigation through the data is restrictive because 
images are positioned at certain fixed distance in 
tree-like grids.

Pecenovic, Do, Vetterli, & Pu (2000) proposed 
a visualization approach based on the idea that 
dynamic and interactive visualizations of data 
combined with search by queries will help the 
user to retrieve the desired information. Rubner, 
Tomasi, & Guibas (1998b) have proposed to use a 
low-level content based similarity metric to create 
visualizations of sets of images. Thumbnails of 
the images are placed by using the multidimen-
sional scaling (MDS) method (Shepard, 1962) on 
the display such that the distances on the screen 
reflect the real distances between the images as 
much as possible. Experiments (Pecenovic, Do, 
Vetterli, & Pu, 2000) show that users preferred 
the results displayed into 2D maps over the ones 
displayed in lists, with faster results achieved in 
the 2D maps layouts (Rubner, Tomasi, & Guibas, 
1998a).

Recently, researchers (e.g., (Walker, Rummel, 
& Koedinger, 2009; Doloc-Mihu, 2007)) include 
in their systems an adaptive component, which has 
the role of automatically adapting the system to 
the specific user informational need. In our system 
(Doloc-Mihu, 2007), the adaptive component is 
based on supervised learning algorithms, which 
is combined with the relevance feedback method. 
Our AIRS uses the relevance feedback method as 
a solution for reducing the existing gap between 
the high-level semantic concepts existing in user’s 
mind and expressed as queries, and the low-level 
features describing the images. Like many im-
age retrieval systems, the system uses a query 
by example (QBE) approach, in which the query 
consists of a set of images (represented by color 
histograms) from the image database.

Motivation. Usually, the user-system interac-
tion is built through an interface that allows the 
relevance feedback process to take place. Most 
image retrieval systems simply display the result 
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list of images (or their thumbnails) to the user in 
a 2D grid (Veltkamp, & Tanase, 2000), without 
including any information about the relationships 
between images. This is referred to in this paper 
as the list view. However, an AIRS stores and 
manages different types of information about an 
image database such as images, their similarities, 
and their feature representations. As a result, there 
is a need for different views that display the in-
formation at different levels of detail and can be 
selected by different users according to their needs.

Enhancing the visualization of the query result 
is a valuable way of helping the user to satisfy their 
information needs. Therefore, there is a need for 
general purpose user interfaces for visual infor-
mation retrieval that should include features like 
query refinement from examples. The interfaces 
should also include similarity display of the visual 
examples and of the results, and easy handling 
of the visual content. That is, there is a need for 
query refinement interfaces, which should allow 
iterative query refinement by relevance feedback 
from user in a perceptive way.

However, an interface has toprovide only as 
much detail as necessary for the user to get the 
appropriate content information that will help 
throughout the searching process. Content in-
formation can help user understand new (or not 
seen) images by inferring the similarities between 
these images and the old (known, seen) images. 
By navigating through the visual information, the 
user can improve her or his mental image about the 
existing relationships between the data reflected 
in the query, which, in turn, will help the retrieval 
system to return results that better satisfy the user’s 
request. In this context, a major challenge is how 
to visualize the relationships between images in 
order to make the contents of the digital libraries 
more accessible and manageable to users.

Another challenge in Image Retrieval is the user 
subjectivity. It is known that there are significant 
differences between the rankings produced for dif-
ferent users or even between two runs by the same 
user at different times for the same initial query.

In order to have an efficient and effective 
Web-based Adaptive Image Retrieval System, we 
need to have an interface capable to offer enough 
information to help user in his/her search. As 
stated in (Loupy, & Bellot, 2000), “human-system 
interaction (i.e., interface design and usage) should 
be taken into account. A system could receive a 
very high rating when it is evaluated by using 
precision/recall measures, but it might by not 
usable by users due to its efficiency or interface 
design.” The needs discussed above motivate us to 
study different views for an interface for our AIRS 
system. Next, we briefly present the layouts of the 
views that we implemented so far in the system.

Layouts and algorithms. Our interface in-
cludes four types of views, each based on a certain 
layout and algorithm.

Kamada-Kawai (KK) (Kamada, & Kawai, 
1989). Based on given distances between any two 
images from the database, the algorithm builds 
a general undirected weighted graph, where the 
length of an edge equals to the Euclidean distance 
between the two points, which in our system 
represent two images.

Force-Directed (FD) (Fruchterman, & Rein-
gold, 1991). This algorithm builds an undirected 
graph with uniform edge lengths (no weights) for 
a multidimensional vector dataset. The method 
distributes the points evenly in the frame, with a 
nice spread layout.

Cluster. For clustering the result list of images, 
we use the K-means clustering algorithm (Lloyd, 
1957), which groups them into k clusters, such 
that each image belongs to the cluster with the 
nearest mean. The algorithm splits the display 
surface into k parts, in which the group of points 
pertaining to the images from the respective cluster 
are displayed together very close to each other.

Parallel Coordinates (PC) (Inselberg, 1997). 
The algorithm provides a very simple represen-
tation of high dimensional vectors on a plane. 
A parallel coordinates visualization assigns one 
vertical axis to each feature (color in our case). 
All axes are parallel to each other, and equally 
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spaced horizontally. Each feature is plotted on 
its own axis by using its frequency value, and the 
points from the adjacent axes are connected by 
straight lines. Thus, a point in a N- dimensional 
space becomes a polygonal line with N-1 lines 
connecting the N color frequencies. The order in 
which the axes are drawn is arbitrary. Thus, differ-
ent orders can produce different representations. 
Next, we introduce our AIRS interface.

MULtIPLE VIEWs INtErFAcE

An AIRS contains different types of information 
about an image database such as images, their 
similarities, and their feature representations. In 
addition, an AIRS is used by a person interested 
in finding images and/or information contained 
within a group of images from the database. There-
fore, an AIRS should have an interface capable 
of handling all of these characteristics.

Inspired by the work done by Pecenovic and 
Rubner (Pecenovic, Do, Vetterli, & Pu, 2000; 
Rubner, Tomasi, & Guibas, 1998a) we build a 
multiple-view interface for our AIRS that provides 
four types of views: list view, graph views, clus-
ter view, and histogram views, and where each 
view type presents a certain type of information. 
Whereas the list and histogram views display 
retrieval output in a traditional way, one display-
ing images and the other displaying feature (here, 
color) representations of these images, the graph 
and cluster views display structural representa-
tions of these images. Besides the views used by 
Pecenovic and Rubner we add the histogram views 
to our interface because we identify two types of 
users for our system: end-user and researcher-user. 
Each type of user has different needs which the 
system tries to satisfy by providing more detailed 
information about the database. For this, in the 
following we are identifying the need or the 
features that an interface for a Web-based AIRS 
should include, and then we present a multiple 
view interface that addresses them.

Necessary Interface characteristics

We identify the “need”, i.e. the requirements one 
should considerate when building an AIRS inter-
face, as being given by the following four issues: 
the types of users, the types of information, the 
query formulation to allow for adaptation, and 
the general characteristics.

Different types of users. An AIRS is mainly 
used by two types of users, a user who seeks 
images whom we refer to as an end-user, and a 
user who designs and researches the database 
and the retrieval system whom we refer to as a 
researcher-user.

Different types of information. As both types 
of users seek for image information, their levels 
of information need differ. For example, the end-
user searches for images as pictures (e.g., a person 
searching for images on the Internet), whereas a 
researcher needs detailed information about the 
representations of the images and the system (e.g., 
a person whose job is to maintain a digital image 
collection). That is, the end-user might be satisfied 
by a list view that includes the images themselves 
or their thumbnails, but the researcher-user needs 
views that include different relationships between 
images and/or image processing details.

As a result, there is a need for views that dis-
play the information at different levels of detail 
and can be selected by the users according to their 
needs. For this, we make a direct correspondence 
between the types of information needed by the 
different types of users and the visual information 
that is displayed for them.

First, the end-user who searches for a better 
query can use a list view or a graph view. Whereas 
the former ignores to display any existing rela-
tions between images, the latter is based on these 
relations. Actually, experiments (Pecenovic, Do, 
Vetterli, & Pu, 2000; Rubner, Tomasi, & Guibas, 
1998b) show that users prefer the results displayed 
into graphs over the ones displayed in list views. 
Then, the designer or the researcher-user is a user 
that works effectively with the retrieval system 
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or with the image database. Therefore, an inter-
face that provides detailed and accurate content 
information (such as histogram views) about the 
database and the retrieval process will facilitate 
this user’s needs. Note that the researcher will 
try to see these images through the computer’s 
``eyes”, i.e. at the image processing level of detail.

Figure 1 illustrates the conceptual levels of 
our views and their corresponding types of users. 
Each view type is attached to a brief description 
of its layout, and the kind of algorithms used to 
build it. Our views are aimed at users with differ-
ent informational needs, each type of need being 
satisfied by a particular view. In our vision, the 
AIRS interface acts as a researcher’s tool or an 
end-user’s tool depending on how the user defines 
him/herself at the moment of search. The interface 
allows users to switch between the multiple views 
at each step, and the choice depends on how much 
effort a user wants to put into this search process.

In Figure 1, our multiple views are organized 
hierarchically according to the level of informa-
tion that they display. For example, if one makes 

an analogy with a document organization, then at 
the top of the hierarchy is the list display, which 
provides a general overview (or contents) of the 
document. The graph views follow in the hierar-
chy, and act like an abstract by displaying the 
relationships between the images from the result 
list. The histogram views, which display detailed 
information about the image representations, are 
at the bottom of the hierarchy and correspond to 
the content of the document.

However, if we look at these layouts from 
another point of view, both list and histogram 
views are detailed and accurate layouts, because 
they display the information “as is” without con-
sidering any relationships between the images. 
On the other hand, graph displays are abstract 
(structured) and approximate layouts since they 
symbolize images and their relationships. Note 
that graph views display more information than 
the list views and less than the histogram views. 
Therefore, they can act as a bridge between the 
two conceptual levels and help user provide more 
clear requests, which in turn, will help the retrieval 

Figure 1. Conceptual views



272

Interactive Visualization Tool for Analysis of Large Image Databases

system to better satisfy user’s needs. In this case, 
the graph views could address the needs of both 
types of users, end-user and research-user.

Query Formulation Process. The closeness 
between images (image semantics) is determined 
by the specific query that the user is asking. The 
meaning depends on the whole distribution of 
images in the database and on the metric used in 
the querying process. Therefore, the process of 
query formulation is a ``conversational” activity 
during which the meaning of an image is created 
(Santini, Gupta, & Jain, 1999). By defining the 
meaning of an image as a result of the user-system 
interaction, the interface of the retrieval system 
becomes one of the most important components 
of the system, and should be used as a help tool 
for query formulation.

In very general terms, the role of an AIRS 
interface is to focus the user attention on certain 
relations between images that, given the current 
meaning, are relevant. The system interface could 
do this by displaying the relations between im-
ages according to the similarity criterion used to 
define the ``meaning” or semantics of an image. 
The full meaning of an image depends not only on 
the image data, but also on the interpretation, i.e., 
the user perception of the image. Therefore, the 
query formulation should be seen as a process in 
which meaning is created through the interaction 
of the user and the images.

General Interface Characteristics. While we 
want to display more useful information for the 
user to be able to better satisfy his or her needs, 
we also want to keep the display as simple as pos-
sible. The reason is that a simple visual interface 
is always easier and faster to read than a more 
complex one. For this, in next section, we study 
the views with their benefits and limitations, in 
a concrete case.

Adaptive learning techniques are successfully 
applied to information retrieval systems. An AIRS 
is based on the relevance feedback method. By 
using a relevance feedback approach, the system 
tries to reduce the existing gap between the high-

level semantic concepts existing in user’s mind and 
expressed as queries, and the low-level features 
describing the images. Many image retrieval sys-
tems use a query by example (QBE) approach, in 
which the query consists of a set of images (here, 
represented by color histograms) from the image 
database. Usually, the user-system interaction is 
built through an interface that allows the relevance 
feedback process to take place. However, during 
this process there is more information available 
to the retrieval system that is not revealed to the 
user via the interface. We believe that this informa-
tion, if shown in a simple, meaningful way, can 
significantly help the user in building the query 
from his/her mind.

Note that in this chapter we are interested 
only in those characteristics that are specific to 
an interface for a Web-based AIRS used by a 
research-user (and an end-user) for the difficult 
task of analysis or image mining in very large 
image databases. In addition to these system 
specific characteristics mentioned in this section, 
of course, the AIRS interface should include, like 
any Web-based well constructed interface, several 
other general characteristics such as consistency 
of data display, flexibility for user control, com-
patibility with system information, etc. (complete 
guidelines given in (Shneiderman, & Plaisant, 
2004, pp.63)), and should consider several us-
ability factors (Lauesen, 2005, pp.24).

Multiple Views Interface

In this section, we describe an interface for the 
AIRS, proposed in (Doloc-Mihu, Raghavan, 
Karnatapu, & Chu, 2005; Doloc-Mihu, 2007), 
that includes multiple views and complies with 
the requirements given by the characteristics of 
the AIRS system, which we presented in previ-
ous section.

Interface Description.Figure 2 illustrates the 
interface before the user submits a query to the 
retrieval system. Precisely, it shows the user selec-
tion of the type of display for the search results. 
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At the very beginning of the search, the user has 
to select the retrieval method he/she desires to 
use, and the learning algorithm the system will 
be using. These can be chosen from drop down 
lists, and are shown on our figure, on the left side 
panel as “User Selection”.

In this AIRS interface, the screen surface is 
split into four main parts, as follows: The main 
section, which occupies the biggest surface of the 
screen (light grey color in Figure 2), displays the 
image information (result list) in the view with 
the layout selected by user. This section is sur-
rounded at the top and bottom by two separate 
sections each containing buttons, text fields and 
selection lists, which allow user to input his/her 
display preferences and start querying the system. 
The “System Information” section on the left 
displays useful information for the user, such as 
his/her selection and system information, i.e., this 
is a “help” display that presents the history of the 
system.

As illustrated in Figure 2, there are six views 
available to the user for displaying the search re-
sults, images and/or information about them. The 
user can select to have the interface display the 
retrieval results in one (Figure 3, KK graph view) 
or multiple views (e.g., Figure 4, KK graph view 
and PC histogram view). Once the user makes his/
her choices, by pressing the “Proceed” button he/
she can start the search performed by the retrieval 
system. As the user presses “Submit” button, the 
system returns a new ranking of the whole image 
database, to which we refer to as the result list. 
Then, the system splits the new result list into 
several sublists and displays each sublist on a 
separate page display. The user must introduce 
the desired number of images to be shown per 
page display. Figure 3 illustrates a page display 
of twenty images in a graph view. The “Next” 
and “Previous” buttons for each display allow 
user to navigate through the results list page by 
page (Figure 3).

Figure 2. Multiple views interface for AIRS (Doloc-Mihu, 2007). It shows the selection of the results 
displaying methods
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Figure 3. Graph view (Kamada-Kawai, 1989). Displays to 20 images with their relevance and feedback 
information

Figure 4. Choice of two views: Kamada-Kawai graph view and Parallel Coordinates histogram view. 
Both display the information for the same set of 20 result images after feedback



275

Interactive Visualization Tool for Analysis of Large Image Databases

On each view of the proposed interface, each 
image is mapped to a node, which is depicted as 
a small rectangle, on the visualization map (Fig-
ure 3). The name of each image is also displayed 
next to each node (names are for example, “73.
jpg” displayed as “73”). The relationships between 
images are reflected by the spatial arrangements 
and by the colors of these nodes on the map. Any 
node in the visualization can be selected (click 
on the image point/rectangle), causing the image 
that it refers to, to be returned in a window, in 
which the user can enter his or her feedback (rel-
evant or non-relevant).

Our interface includes six views: a standard list 
view, also called grid view in the literature (Rod-
den, 2002), two graphs views, a clustering view, 
and two histogram views. The user can switch at 
any moment between these different displays by 
pressing the “Toggle” button.

• List view. The list view is currently used 
by most of the image retrieval systems 
(Rodden, 2002; Cox, Miller, Minka, 
Papathomas, & Yianilos, 2000; Campbell, 
2000; Combs, & Bederson, 1999). This 
view displays all images or their thumb-
nails, without any inside information about 
the relationships between images.

• Cluster view. The cluster view displays the 
rectangles associated with the images in 
groups or clusters, such that images within 
a group are considered as similar to each 
other, and images from two groups are 
considered not similar. This view resem-
bles the graph view, but image rectangles 
are not connected by any lines.

• Graph views. The graph views denote the 
images as small rectangles on a 2D plane, 
based on distances between images, with 
the closest two images connected through 
an edge by using KK or FD algorithm. 
Each such rectangle has dynamic coordi-
nates (that change from an iteration to the 
next iteration) and an action associated 

with it. When the mouse passes over the 
image rectangle, a left click on the colored 
rectangle pops-up a window for user feed-
back of the respective image.

• Histogram views. The histogram views, 
where we include the histogram and the 
parallel coordinates views, present the im-
age at a low-level, at the feature represen-
tation (colors, here) level. By relying on 
the features representing the images, these 
layouts display very detailed and accurate 
views of the relationships between images.

These views are presented in detail in our previ-
ous work (Doloc-Mihu, 2007). Next, we present 
the information visualized through these views.

Visualizing Relationships between Images. A 
way to reduce the gap between the user’s high-
level concepts (queries) and the system’s low-level 
knowledge is to help the user understand and 
perform better query search. For this, associa-
tion of color, shape and proximity can be used 
to increase the amount of information to display. 
Since users perceive these visual attributes very 
easily, they can be used together to communicate 
more information to the user faster. Therefore, by 
associating these visual attributes we can display 
both relevance judgments, given by the system and 
by the user, of an image with respect to a query.

In our interface, we represent the similarity 
information between images from the result list 
at each feedback step by using color, shape, and 
position attributes. By positioning the images (their 
associated points or rectangles) in a meaningful 
way on the screen, the user can get a feeling of 
their closeness with respect to the given query. As 
a result, we get a spatial arrangement of images 
based on correlations between them (Figure 3). 
In the following, we describe how we associate 
relevance assessments to visual elements in our 
interface.

Shapesymbolizes the relevance provider. In 
AIRS, we deal with two types of relevances: 
one coming from the user as feedback, and the 
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other one coming from the system as a result of 
the retrieval process. To differentiate between 
the two providers we use circles for the user and 
rectangles for the system (for e.g., nodes 73 and 
37 in Figure 3 reflect both types of relevances).

Colorsymbolizes the relevance attribute. Our 
interface reflects the degree of relevance for each 
relevance provider separately, by using color, as 
follows:

• “Temperature” like colormap for system 
relevance. Our display is a 2D plane where 
small colored rectangles, that symbolize 
images, are filled with a color that sym-
bolizes the image’s relevance to the query, 
given by the system. For the first display, 
all images are “not relevant” and are dis-
played with the same color (i.e., black). 
Then, the color of the rectangle is dynami-
cally determined by the system at each 
feedback step based on the image’s rank 
in the results’ list. Therefore, the colors of 
the rectangles act as a relevance color map 
returned by the system. Note that some im-
ages might share the same color (for e.g., 
nodes 55 and 94 in Figure 3), which means 
that the retrieval system ranked them very 
close to each other with respect to the giv-
en query.

• Green/brown colors for user relevance. 
Initially, all images are in a random order 
as there is no feedback from the user (no 
circle surrounding the rectangle). Once the 
user gives feedback on an image, his or 
her relevance is illustrated as a circle sur-
rounding the image rectangle. A brown cir-
cle shows a non-relevant image, whereas a 
green one stands for a relevant image (e.g., 
nodes 37, and 73 in Figure 3, respectively). 
Therefore, we represent the user relevance 
of each image to a given request by using 
color.

Position(edges) symbolizes proximities be-
tween images. The display distances are based 
on the similarities between images and not on the 
user’s query. To display the images on a plane, 
algorithms for placement of points on a plane are 
used (Force-Directed and Kamada-Kawai algo-
rithms), based on Euclidian distances between the 
images. Both algorithms build a MST (minimum 
spanning tree) for a set of given points and displays 
them on the screen (see Figure 3). Therefore, both 
layouts use edges to show the closeness between 
two images. While in Kamada-Kawai graph the 
length of an edge shows the closeness between the 
two images (the shorter the edge, the closer the 
two images), in Force-Directed graph the length 
of an edge has no particular significance, as it is 
calculated by the algorithm such that the images 
(their points on the screen) are nicely spread, 
without overlapping.

To summarize, we represent the relevance of 
each image to a given request by using its color 
and its arrangement on the plane. Further, we 
distinguish the different relevances by using dif-
ferent shapes, such as a rectangle for the system 
relevance resulting from the learning process and 
a circle for user’s preference. By doing this, the 
user can see the differences (if any) between the 
two (system’s relevance versus his or her own 
relevance). In other words, the association of the 
visual attributes can suggest an image as being 
relevant to user’s query in two ways: as found 
by the retrieval system, and, in the same time, as 
being not seen by user or seen by him/her with its 
corresponding feedback. Next, we describe how 
to obtain the colors for the rectangles.

Building the Colormap. We use a temperature 
map display to present to the user the system rank-
ing of images according to his or her feedback. 
For this, we use 9 colors, ranging from red (as a 
most relevant image) to pastel-pink and white for 
less relevant images, and from pastel-blue for the 
non-relevant images with a higher rank to blue for 
the non-relevant images with lower rank (shown 
in the right panel of Figure 2).
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At each feedback step, the system reads all 
ranking (ordered) values returned by the system. 
The idea is to divide their range interval (the [max 
Rank, min Rank] interval) in sub-intervals and 
to assign the colors within these sub-intervals. 
There are two ways to assign the colors. The first 
method splits the ranking interval into pages, and 
then each page is considered to be a full colormap 
that is further divided into 9 equal sub-intervals. 
The second method divides the ranking interval 
into 9 equal sub-intervals to which the colors are 
assigned, and then each sub-interval is split into 
pages. Note that the only difference between the 
two algorithms lies in the number of images the 
system considers while assigning the colors. The 
user can choose either algorithm by selecting 
the corresponding name from the algorithm list 
with two choices “Relevance Map Algorithm1” 
or “Relevance Map Algorithm2” (see Figure 2).

Several text retrieval systems use the spatial 
proximity to communicate to user the similarity/
dissimilarity between documents, like (Leuski 
& Allan, 2000), for example. However, very 
few image retrieval systems support this kind of 
feature. Systems like (Rubner, Tomasi, & Guibas, 
1998a; Rodden, 2002), El Nino (Santini & Jain, 
2000), PicSOM (Oja, Laaksonen, Koskela, & 
Brandt, 1999) use PCA, MDS or SOM methods 
for showing the proximity between images, but 
none of them uses the force directed graphs that 
it is used by Doloc-Mihu (2007). Moreover, the 
latter associates color, shape and proximity at-
tributes to communicate more information about 
images to user.

Discussion on the Multiple Views AIRS In-
terface. All views reflect semantic information 
at different levels of abstraction through a visual 
layout. To help the user, this visual layout must 
be easily readable. The more crowded a display 
is, the more difficult it is for a user to distinguish 
between the points and to select the desired im-
ages for feedback.

Herman et al. (2000) pointed out some existing 
visualization problems, encountered especially 

when dealing with graphs, such as planarity, pre-
dictability, time complexity, density, overlapping, 
and the size of the image list to be displayed. We 
do not address these layout problems here, but 
we simply identify which of them exist in our 
views. Additionally, we try to understand how 
this interface helps the user in building a better 
query, and what differences exist between the 
multiple views.

In our example views, we noticed the follow-
ing factors that influence the crowdedness of our 
layouts: overlapping colors, overlapping edges, 
crossing edges, number of images per page, and 
the number of features per page for the histogram 
views. Next, we compare our views along these 
factors (Doloc-Mihu, 2007).

Overlapping colors. Notice that in our example 
this factor does not appear in the histogram and 
list views, it can sometimes occur in the FD graph 
view, and it can happen in KK, cluster, and PC 
views quite frequently. In the latter, we can have 
two or more images within the same relevance 
interval, i.e., with the same color, which makes it 
difficult for the user to say which line (or rectangle) 
pertains to which of these images.

Overlapping edges. There may be some over-
lapping edges in KK graph view and more often in 
PC view between different string lines (or images). 
In the PC view, the overlapping edges is a desired 
factor, but it makes the layout not readable if the 
number of images is too big. This is not an issue 
for the list, histogram and cluster views, as they 
do not include edges.

Crossing edges. This factor is not an issue for 
the list, cluster, and the histogram displays, but the 
PC view is based on it for comparing images. While 
both graph algorithms display the same MST, 
when comparing them, one can easily notice that 
KK displays edges without too much distortion, 
while FD does have a nice display without any 
edge weight consideration (DOloc-Mihu, 2007), 
but with more spread nodes and less crossing 
edges. Although KK algorithm reproduces the 
real closeness between images as the shortest path 
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between them, this information might be difficult 
to read due to the number of the crossing edges.

Number of images. Another reason for a 
crowded display is the number of the displayed 
images. Whereas all views depend on this factor, 
their maximum limits differ. Out of all views the 
PC view requires the smallest number of images 
for a nice layout. This happens maybe due to the 
nature of the image histograms. We also found 
that a list view can display maximum around 200 
images per page. The histogram view showed a 
similar limitation. However, the graph and cluster 
views seem to be able to display many images per 
page (we tried successfully with a maximum of 
1000 images).

Number of features (colors). This factor is 
characteristic only to the histogram views (Figure 
4), as the other views do not display images at the 
feature level. We notice that there is a trade-off 
between the user and the system desired number 
of features (colors). Whereas a small number 
is not enough for representing an image due to 
loosing the discrimination power, it will be easier 
for user to see its representation. Also, as colors 
are displayed quite small due to the window size 
limitation, a larger number of colors will result in 
an even more crowded display. This shows that 
there is a trade-off between the user visual limita-
tion and the computer visual limitation.

Why Multiple Views Interface for an AIRS? As 
we can see from the above discussion, each view 
presents problems and benefits. But the limita-
tions posed by one view can be compensated by 
another view, i.e., the views offer complementary 
information from which the user can benefit.

By displaying both images and different sta-
tistics for these images, our interface aims to be 
a better tool for user to give feedback. By bring-
ing up the information from all previous steps, 
the interface helps user to decide the next step in 
query building. Based on the new and old infor-
mation the user is able to decide how to change 
the query in order to satisfy his or her need. At 
each retrieval step, the re-organization needed 

relative to a subsequent user interaction involves 
the whole database. Some images will disappear 
from the display, and some will appear. But, the 
views display the relevances (given by the user 
and by the system) by using visual attributes that 
help the user understand the relationships between 
the images.

To build an AIRS is a difficult task by itself. 
Thus, if we can provide a tool to help user un-
derstand the system problems and limitations 
(and communicate them to the user), it will be 
like a next step in a further improvement of the 
system. It is known that the existing AIRSs are 
facing different problems, like the existing gap 
between concepts and representations, user sub-
jectivity, etc. Therefore, an interface tool such as 
the one we propose can offer support in designing 
the system. This type of interface can help user 
understand the retrieval system, as well as the 
database with all existing relationships between 
the images. Therefore, it acts as a tool for image 
data exploration and analysis.

cONcLUsION

In this chapter, we have described an interactive 
multiple views interface for a Web-based AIRS, 
in which each view displays different information 
required by users according to their informational 
needs (end-user or researcher-user). The users 
of the proposed interface have an active role in 
exploring the semantics of an image. For a better 
user-system interaction, the views of the interface 
are dynamically clickable.

Our interface illustrates different relations 
between images by using visual attributes (colors, 
shape, and proximities). With such views, the 
user can see the relationships between images, as 
well as better understand the results, and how to 
refine the query iteratively. The interface allows 
user more interaction with the system by seeing 
more information about the request she or he 
sends to the system. Therefore, it can be used 
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as a help tool for query formulation. For short, 
our interface supports retrieval and learning, as 
well as browsing, which makes it suitable for an 
Adaptive Image Retrieval System.

The qualitative evaluation of these multiple 
views (Doloc-Mihu, 2007) in an AIRS shows that 
all views present limitations and benefits. How-
ever, the views offer complementary information 
that helps user in his or her search. Our work in 
progress deals with scalability issues posed by 
each view. Also, we are investigating other types 
of views that could bring new types of information 
about the images to the user.

The study presented in this chapter provides a 
framework within which future experiments can 
be carried out to understand how well the views 
are deployed. Future work includes evaluation 
of the visual interface in the query formulation 
process. Additional user studies are necessary to 
establish the usability of the multiple views and 
for further improvements of the interface.

rEFErENcEs

Baeza-Yates, R., & Ribeiro-Neto, B. (1999). 
Modern Information Retrieval. New York: 
Addison-Wesley.

Campbell, I. (2000). Interactive evaluation of 
the Ostensive Model using a new test collection 
of images with multiple relevance assessments. 
Journal of Information Retrieval, 2(1), 85–112.

Combs, T. T. A., & Bederson, B. B. (1999). Does 
zooming improve image browsing?  In Proceed-
ings of Digital Libraries (pp. 130–137). New York: 
Association of Computing Machinery.

Cox, I. J., Miller, M. L., Minka, T. P., Papatho-
mas, T. V., & Yianilos, P. N. (2000). The Bayes-
ian Image Retrieval System, PicHunter: Theory, 
implementation, and psychophysical experiments. 
IEEE Transactions on Image Processing, 9(1), 
20–37. doi:10.1109/83.817596

Croft, W. B. (1995). What do people want from 
information retrieval? D-Lib Magazine.

de Loupy, C., & Bellot, P. (2000). Evaluation of 
document retrieval systems and query difficulty. In 
Using Evaluation within HLT Programs: Results 
and Trends, Athens, Greece, (pp. 34-40).

Del Bimbo, A. (2001). Visual Information Re-
trieval. San Francisco, CA: Morgan Kaufmann 
Publishers, Inc.

Doloc-Mihu, A. (2007). Adaptive Image Retrieval 
System: Similarity modeling, Learning, Fusion, 
and Visualization. Doctoral dissertation, Univer-
sity of Louisiana at Lafayette, Louisiana.

Doloc-Mihu, A., Raghavan, V., Karnatapu, S., & 
Chu, C. H. H. (2005). Interface for visualization 
of image database in Adaptive Image Retrieval 
Systems. In Visualization and Data Analysis 
(VDA05), Proceedings of SPIE-IS&T Electronic 
Imaging, SPIE (vol.5669, pp. 382-393).

Fruchterman, T.M.J., & Reingold, E.M. (1991). 
Graph drawing by Force-directed Placement. soft-
ware - Practice and Experience, 21, 1129-1164.

Herman, I., Melancon, G., & Marshall, M. S. 
(2000). Graph visualization and navigation in 
Information Visualization: a survey. IEEE Trans-
actions on Visualization and Computer Graphics, 
6, 1–21. doi:10.1109/2945.841119

Inselberg, A. (1997). Multidimensional detective. 
In IEEE Symposium of Information Visualization, 
(pp.100-107). Washington, DC: IEEE Computer 
Society.

Kamada, T., & Kawai, S. (1989). An algorithm for 
drawing general undirected graphs. Information 
Processing Letters, 31, 7–15. doi:10.1016/0020-
0190(89)90102-6



280

Interactive Visualization Tool for Analysis of Large Image Databases

Kohonen, T. (1998). Self-Organization of very 
large document collections: State of the art. In 
Proceedings of the 8th International Conference 
on Artificial Neural Networks, ICANN’98, (vol. 
1, pp. 65-74).

Lauesen, S. (2005). User interface design – A 
software engineering perspective. Harlow, UK: 
Addison-Wesley.

Leuski, A., & Allan, J. (2000). Improving inter-
active retrieval by combining ranked lists and 
clustering. In Proceedings of RIAO, (pp. 665-681).

Lloyd, S. P. (1957). Least square quantization in 
PCM. IEEE Transactions on Information Theory, 
28(2), 129–137. doi:10.1109/TIT.1982.1056489

Oja, E., Laaksonen, J., Koskela, M., & Brandt, S. 
(1999). Self-Organizing Maps for Content-based 
Image Database Retrieval. In Kohonen Maps (pp. 
349–362). Amsterdam: Elsevier. doi:10.1016/
B978-044450270-4/50028-0

Pecenovic, Z., Do, M. N., Vetterli, M., & Pu, P. 
(2000). Integrated browsing and searching of large 
image collections. In Proceedings of the 4th Intl. 
Conf. on Visual Information Systems (VISUAL), 
(pp.279-289).

Rodden, K. (2002). Evaluating similarity-based 
visualizations as interfaces for image browsing. 
Doctoral dissertation, University of Cambridge, 
Cambridge, UK.

Rubner, Y., Tomasi, C., & Guibas, L. J. (1998a). 
Adaptive color-image embeddings for database 
navigation. In Proceedings of the Asian Confer-
ence on Computer Vision, (pp. 104-111). Wash-
ington, DC: IEEE.

Rubner, Y., Tomasi, C., & Guibas, L. J. (1998b). 
A metric for distributions with applications to 
image databases. In Proceedings of the 6th IEEE 
International Conference on Computer Vision, 
(pp.59-66).

Santini, S., Gupta, A., & Jain, R. (1999). A user in-
terface for emergent semantics in image databases. 
In Proceedings of the 8th IFIP Working Conference 
on Database Semantics (DS-8), (pp.123-143).

Santini, S., & Jain, R. (2000). Integrated brows-
ing and querying for image databases. IEEE 
MultiMedia, 7(3), 26–39. doi:10.1109/93.879766

Shepard, R. N. (1962). The analysis of proximi-
ties: Multidimensional scaling with an unknown 
distance function. Psychometrika, 27, 125–140. 
doi:10.1007/BF02289630

Shneiderman, B., & Plaisant, C. (2004). Design-
ing the user interface. University of Maryland. 
College Park, MD: Addison-Wesley.

Veltkamp, R. C., & Tanase, M. (2000). Content-
Based Image Retrieval Systems: A survey. Ul-
trecht University, UU-CS-2000-34. Retrieved 
from http://www.aa-lab.cs.uu.nl/cbirsurvey/
cbir-survey/

Walker, E., Rummel, N., & Koedinger, K. R. 
(2009). A research framework for providing adap-
tive collaborative learning support. User Modeling 
and User-Adapted Interaction, 19(5), 387–431. 
doi:10.1007/s11257-009-9069-1

Wikipedia. (2010). Information visualization. Re-
trieved January 17, 2010, from http://en.wikipedia.
org/wiki/Information_visualization#cite_note-
MF08-0

KEy tErMs AND DEFINItIONs

Adaptive Image Retrieval System: An image 
retrieval system that is able to automatically adapt 
to the user’s informational needs.

Content-Based Image Retrieval: (CBIR), 
also known as Content-Based Visual Infor-
mation Retrieval (CBVIR): Similar to image 
retrieval for the case when the search will be 
entirely based on the actual contents of the image, 



281

Interactive Visualization Tool for Analysis of Large Image Databases

which can be derived from the image itself, such 
as colors, shapes, textures, and so on.

Image Retrieval System: A software tool 
used to perform the image retrieval task, which is 
browsing, searching and retrieving images from 
a large database of digital images.

Image Retrieval: Science of searching and 
retrieving images from a large database of digital 
images (Del Bimbo, 2001).

Information Visualization: The interdis-
ciplinary study of “the visual representation of 
large-scale collections of non-numerical informa-
tion, such as files and lines of code in software 
systems, library and bibliographic databases, 
networks of relations on the internet, and so forth” 
(Wikipedia, 2010).

Interactivity: Characteristics of a software 
tool, which accepts and responds to input from 
humans—for example, data or commands. Inter-
active software includes most popular programs, 
such as word processors or spreadsheet applica-
tions. This interactivity is achieved in an image 
retrieval system via an interface.

Relevance Feedback: An interactive tech-
nique, in which the user judges the search results 
after each step and then the system uses this 
feedback information to come up with results that 
will better satisfy the user’s informational needs. 
This is a feature of some information retrieval 
and some image retrieval systems.
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Chapter 17

Supercomputers and 
Supercomputing

Jeffrey Scott Cook
Arkansas State University, USA

AbstrAct

What is a Supercomputer? A Supercomputer is defined as the fastest type of computer used for specialized 
applications that require a massive number of mathematical calculations. The term “supercomputer” 
was coined in 1929 by the New York World, referring to tabulators manufactured by IBM. To modern 
computer users, these tabulators would probably appear awkward, slow, and cumbersome to use, but at the 
time, they represented the cutting edge of technology. This continues to be true of supercomputers today, 
which harness immense processing power so that they are incredibly fast, sophisticated, and powerful.

INtrODUctION

The primary use for supercomputers is in scientific 
computing, which requires high-powered comput-
ers to perform complex calculations. Scientific 
organizations boast supercomputers the size of 
rooms for the purpose of performing calculations, 
rendering complex formulas, and performing 
other tasks which require a formidable amount 
of computer power.

Design

Supercomputers tradionally gained their speed 
over conventional computers through the use of 
innovative designs that allow them to perform 
many tasks in parallel, as well as complex detail 
engineering. They tend to be specialized for 
certain types of computation, usually numerical 
calculations, and perform poorly at more general 
computing tasks. Their memory hierarchy is very 
carefully designed to ensure the processor is kept 
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fed with data and instructions at all times—in 
fact, much of the performance difference between 
slower computers and supercomputers is due to 
the memory hierarchy design and componentry. 
Their I/O systems tend to be designed to support 
high bandwidth, with latency less of an issue, 
because supercomputers are not used for transac-
tion processing.

supercomputer challenges 
and technologies

• A supercomputer generates heat and must 
be cooled. Cooling most supercomputers is 
a major High Voltage Alternating Current 
problem.

• Information cannot move faster than the 
speed of light between two parts of a su-
percomputer. For this reason, a supercom-
puter that is many meters across must have 
latencies between its components mea-
sured at least in the tens of nanoseconds. 
Seymour Cray’s Cray supercomputer de-
signs attempted to keep cable runs as short 
as possible for this reason.

• Supercomputers consume and produce 
massive amounts of data in a very short 
period of time. Much work is needed to 
ensure that this information can be trans-
ferred quickly and stored/retrieved correct-
ly. Technologies developed for supercom-
puters include:
 ◦ Vector processing
 ◦ Liquid cooling
 ◦ NUMA (Non-Uniform Memory 

Access)
 ◦ Striped disks (the first instance of what 

was later called RAID, Redundant 
Array of Independent Disks)

 ◦ Parallel file systems

In many cases, a supercomputer is custom-assem-
bled, utilizing elements from a range of computer 

manufacturers and tailored for its intended use. 
Most supercomputers run on a Linux® or Unix® 
operating system, as these operating systems are 
extremely flexible, stable, and efficient.

Supercomputers typically have multiple pro-
cessors and a variety of other technological tricks 
to ensure that they run smoothly. One of the big-
gest concerns with running a supercomputer is 
cooling. As one might imagine, supercomputers 
get extremely hot as they run, requiring complex 
cooling systems to ensure that no part of the 
computer fails. Many of these cooling systems 
take advantage of liquid gases, which can get 
extremely cold. Danish company Dynamics has 
invented the coolest (in both senses) CPU cooler 
ever. It achieves this not with boring old moving 
air, or even dull H2O. No, the LM10 uses liquid 
metal: Think T1000 in your PC. Danamics claims 
that the cooler is more efficient than just pumping 
water over the components. (Danamics Technol-
ogy, 2010) Unfortunately, the site only mentions 
“liquid metal” and not any specific kind of metal. 
Chemistry tells us that there are five metallic 
elements which are liquid at room temperature:

Rubidium (melting point 39 °C, 102 °F)
Francium (27 °C, 81 °F)
Mercury (−39 °C, −38 °F)
Caesium (28 °C, 83 °F)
Gallium (30 °C, 86 °F)

For cooling purposes, it looks like mercury 
would be best suited as it can get colder without 
solidifying. (Danamics Technology, 2010). Can 
anybody tell us if liquid metal is both a better 
conductor of heat and also more able to suck up 
and store that heat?

The actual pump mechanism is interesting, 
too. Instead of propellers or impellers, the metal 
is moved by electromagnetic induction. Danamics 
Corporation claims, again without details, that 
its “patent pending multi-string electromagnetic 
pump” will use a lot less power than conventional 
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electromagnetic pumps. (Danamics Technology, 
2010).

Another issue is the speed at which informa-
tion can be transferred or written to a storage 
device, as the speed of data transfer will limit the 
supercomputer’s performance.

The chief difference between a supercomputer 
and a mainframe is that a supercomputer chan-
nels all its power into executing a few programs 
as fast as possible, whereas a mainframe uses its 
power to execute many programs concurrently.

special Purpose supercomputers

Special-purpose supercomputers are high-per-
formance computing devices with a hardware 
architecture dedicated to a single problem. This 
allows the use of specially programmed Field-
programmable gate array chips or even custom 
Very Large Scale Integration (VLSI) chips, allow-
ing higher price/performance ratios by sacrificing 
generality. They are used for applications such as 
astrophysics computation and brute-force code 
breaking. Historically a new special-purpose su-
percomputer has occasionally been faster than the 
world’s fastest general-purpose supercomputer, by 
some measure. For example, GRAPE-6 was faster 
than the Earth Simulator in 2002 for a particular 
special set of problems.

Examples of special-Purpose 
supercomputers:

• Belle, Deep Blue, and Hydra, for playing 
chess (Wapedia, 2010)

• Reconfigurable computing machines or 
parts (Wapedia, 2010)

• GRAPE, for astrophysics and molecular 
dynamics (Wapedia, 2010)

• MDGRAPE-3, for protein structure com-
putation (Wapedia, 2010)

• D.E. Shaw Research Anton, for simulating 
molecular dynamics (Wapedia, 2010)

The National Security Agency (NSA) J.I.Nelson 
(Nelson, 2010) supercomputer center contains the 
largest accumulation of computer power in any one 
building on Earth. One Cray Triton supercomputer 
at the facility can handle 64 billion instructions 
per second. The National Aeronautics and Space 
Administration (NASA) boasts it’s supercom-
puter named “Columbia” which is comprised of 
an integrated cluster of 20 interconnected SGI® 
Altix® 512-processor systems, for a total of 10,240 
Intel® Itanium® 2 processors, Columbia (named 
after the Columbia shuttle disaster) was built and 
installed at the National Aeronautics and Space 
Administration (NASA) Advanced Supercomput-
ing facility at Ames, Iowa in less than 120 days. 
(Dunbar, 2009).

Supercomputers are very expensive and are 
employed for specialized applications that require 
immense amounts of mathematical calculations. 
Supercomputers are called upon to perform the 
most compute-intensive tasks of modern times. 
As supercomputers have developed in the last 30 
years, so have the tasks they typically perform. 
Modeling of real world complex systems such as 
fluid dynamics, weather patterns, seismic activ-
ity prediction, and nuclear explosion dynamics 
represent the most modern adaptations of super-
computers. Other tasks include human genome 
sequencing, credit card transaction processing, and 
the design and testing of modern aircraft. With the 
incredibly large amounts of data being produced 
daily and retrieval of data from data bases makes 
the need for supercomputers in high demand.

Today’s fastest supercomputers include IBM’s 
Blue Gene and ASCI Purple, SCC’s Beowulf, and 
Cray’s SV2. These supercomputers are usually 
designed to carry out specific tasks. For example, 
IBM’s ASCI Purple is a $250 million supercom-
puter built for the Department of Energy (DOE). 
This computer, with a peak speed of 467 teraflops, 
is used to simulate aging and the operation of 
nuclear weapons.
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A brief Look at Measuring 
supercomputer speed

Processing speeds supercomputer computational 
power is rated in FLOPS (Floating Point Opera-
tions Per Second). The first commercially available 
supercomputers reached speeds of 10 to 100 mil-
lion FLOPS (Super Computers, 2009). The next 
generation of supercomputers (some of which are 
presently in the early stages of development) is 
predicted to break the petaflop level. This would 
represent computing power more than 1,000 
times faster than a teraflop machine. To put these 
processing speeds in perspective, a relatively old 
supercomputer such as the Cray C90 (built in the 
mid to late 1990s) has a processing speed of only 
8 gigaflops. It can solve a problem, which takes a 
personal computer a few hours, in.002 seconds!

supercomputer Architecture

Supercomputer design varies from model to model. 
Generally, there are vector computers and parallel 
computers. Vector computers use a very fast data 
“pipeline” to move data from components and 
memory in the computer to a central processor. 
Parallel computers use multiple processors, each 
with their own memory banks, to ‘split up’ data 
intensive tasks. A good analogy to contrast vector 
and parallel computers is that a vector computer 
could be represented as a single person solving a 
series of 20 math problems in consecutive order; 
while a parallel computer could be represented as 
20 people, each solving one math problem in the 
series. Even if the single person (vector) were a 
master mathematician, 20 people would be able 
to finish the series much quicker.

Other major differences between vector and 
parallel processors include how data is handled 
and how each machine allocates memory. A vector 
machine is usually a single super-fast processor 
with the entire computer’s memory allocated to its 
operation. A parallel machine has multiple proces-
sors, each with its own memory. Vector machines 

are easier to program, while parallel machines, 
with data from multiple processors (in some cases 
greater than 10,000 processors), can be tricky to 
orchestrate. To continue the analogy, 20 people 
working together (parallel) could have trouble with 
communication of data between them, whereas a 
single person (vector) would entirely avoid these 
communication complexities. Recently, parallel 
vector computers have been developed to take 
advantage of both designs.

Vector computers

A vector computer or vector processor is a ma-
chine designed to efficiently handle arithmetic 
operations on elements of arrays, called vectors. 
Such machines are especially useful in high-
performance scientific computing, where matrix 
and vector arithmetic are quite common. The Cray 
Y-MP and the Convex C3880 are two examples 
of vector processors used today.

Parallel Computers: Parallel computing is a 
form of computation in which many calculations 
are carried out simultaneously, operating on the 
principle that large problems can often be divided 
into smaller ones, which are then solved concur-
rently (“in parallel”). There are several different 
forms of parallel computing: bit-level, instruction 
level, data, and task parallelism.

Bit-Level: is a form of parallel computing 
based on increasing processor word size. From 
the advent of very-large-scale integration (VLSI) 
computer chip fabrication technology in the 1970s 
until about 1986, advancements in computer 
architecture were done by increasing bit-level 
parallelism Increasing the word size reduces the 
number of instructions the processor must execute 
in order to perform an operation on variables whose 
sizes are greater than the length of the word. (For 
example, consider a case where an 8-bit processor 
must add two 16-bit integers. The processor must 
first add the 8 lower-order bits from each integer, 
and then add the 8 higher-order bits, requiring 
two instructions to complete a single operation. 
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A 16-bit processor would be able to complete the 
operation with single instruction).

Instruction Level: is a measure of how many 
of the operations in a computer program can be 
performed simultaneously.

Data Parallelism: (also known as loop-
level parallelism) is a form of parallelization of 
computing across multiple processors in parallel 
computing environments. Data parallelism focuses 
on distributing the data across different parallel 
computing nodes. It contrasts to task parallelism 
as another form of parallelism.

Task Parallelism: (also known as function 
parallelism and control parallelism) is a form of 
parallelization of computer code across multiple 
processors in parallel computing environments. 
Task parallelism focuses on distributing execu-
tion processes (threads) across different parallel 
computing nodes. It contrasts to data parallelism 
as another form of parallelism.

Parallelism has been employed for many 
years, mainly in high-performance computing, 
but interest in it has grown lately due to the 
physical constraints preventing frequency scaling. 
As power consumption (and consequently heat 
generation) by computers has become a concern 
in recent years, parallel computing has become 
the dominant paradigm in computer architecture, 
mainly in the form of multicore processors.

Data-Intensive 
supercomputing or DIsK

Google and its competitors have created a new 
class of large-scale computer systems to support 
Internet search. These “Data-Intensive Super 
Computing” (DISC) systems differ from con-
ventional supercomputers in their focus on data: 
they acquire and maintain continually changing 
data sets, in addition to performing large-scale 
computations over the data.

As we discussed earlier, the massive amounts 
of data arising from such diverse sources as tele-
scope imagery, medical records, online transaction 

records, and web pages, DISC systems have the 
potential to achieve major advances in science, 
health care, business efficiencies, and information 
access. DISC opens up many important research 
topics in system design, resource management, 
programming models, parallel algorithms, and 
applications. The following applications come 
from very different fields, but they share in com-
mon the central role of data in their computation 
(Grider et al., 2010).

1.  Web search without language barriers. 
The user can type a query in any (human) 
language. The engine retrieves relevant 
documents from across the worldwide web 
in all languages and translates them into the 
user’s preferred language. Key to the transla-
tion is the creation of sophisticated statistical 
language models and translation algorithms. 
The language model must be continuously 
updated by crawling the web for new and 
modified documents and recomputing the 
model. By this means, the translation engine 
will be updated to track newly created word 
patterns and idioms, such as “improvised 
explosive devices.”

Google already demonstrated the value 
of applying massive amounts of com-
putation to language translation in the 
2005 National Institute of Standards 
and Technology (NIST) machine 
translation competition. They won all 
four categories of the competition in 
the first year they entered, translat-
ing Arabic to English and Chinese to 
English. Their approach was purely 
statistical. They trained their program 
using, among other things, multilingual 
United Nations documents compris-
ing over 200 billion words, as well as 
English-language documents compris-
ing over one trillion words. No one in 
their machine translation group knew 
either Chinese or Arabic. During the 
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competition, they applied the collective 
power of 1000 processors to perform 
the translation.

2.  Inferring biological function from genom-
ic sequences. Increasingly, computational 
biology involves comparing genomic data 
from different species and from different 
organisms of the same species to determine 
how information is encoded in DNA. Ever 
larger data sets are being collected as new 
sequences are discovered, and new forms 
of derived data are computed. The National 
Center for Biotechnology Innovation (NCBI) 
maintains the Embank database of nucleotide 
sequences, which has been doubling in size 
every 10 months. As of August, 2006, it 
contained over 65 billion nucleotide bases 
from more than 100,000 distinct organisms 
(Adams, 2008). Although the total volume 
of data is less than one terabyte, the com-
putations performed are very demanding. In 
addition, the amount of genetic information 
available to researchers will increase rapidly 
once it becomes feasible to sequence the 
DNA of individual organisms, for example 
to enable pharmacogenomics, predicting a 
patient’s response to different drugs based 
on his or her genetic makeup.

3.  Predicting and modeling the effects of 
earthquakes. Scientists are creating increas-
ingly detailed and accurate finite-element 
meshes representing the geological proper-
ties of the earth’s crust, enabling them to 
model the effect of a geological disturbance 
and the probabilities of earthquakes occur-
ring in different regions of the world. These 
models are continually updated as actual 
earthquake data are analyzed and as more so-
phisticated modeling techniques are devised. 
The models are an important shared resource 
among geologists, computational scientists, 
and civil engineers. Discovering new astro-
nomical phenomena from telescope imagery 
data. Massive amounts of imagery data are 

collected daily and additional results are 
derived from computation applied to that 
data. Providing this information in the form 
of a shared global database would reduce the 
redundant storage and computation required 
to maintain separate copies.

4.  Synthesizing realistic graphic animations. 
The system stores large amounts of motion 
capture data and uses this to generate high 
quality animations. Over time, the motion 
data can be expanded and refined by captur-
ing more subjects performing more tasks, 
yielding richer and more realistic animations.

5.  Understanding the spatial and tempo-
ral patterns of brain behavior based 
on Magnetic Risidual Imagery data. 
Information from multiple data sets, mea-
sured on different subjects and at different 
time periods, can be jointly analyzed to 
better understand how brains function. This 
data must be updated regularly as new mea-
surements are made. These and many other 
tasks have the properties that they involve 
collecting and maintaining very large data 
sets and applying vast amounts of compu-
tational power to the data.

An increasing number of data-intensive 
computational problems are arising as 
technology for capturing and storing 
data becomes more widespread and 
economical, and as the web provides 
a mechanism to retrieve data from all 
around the world. Quite importantly, 
the relevant data sets are not static. They 
must be updated on a regular basis, and 
new data derived from computations 
over the raw information should be 
updated and saved. By engaging the 
academic research community in these 
issues, we can more systematically and 
in a more open forum explore funda-
mental aspects of a societally important 
style of computing.
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top super computers on Earth

1. Blue Gene/L: Lawrence 
Livermore National Laboratory

Blue Gene/L is currently the fastest supercomputer 
in the world peaking at 478.2 Teraflops by using 
65,536 (processors and runs a scaled down ver-
sion of Linux (Lawrence Livermore, 2009). It is 
a collaborative project among IBM, Lawrence 
Livermore Labs, and the United States Department 
of Energy and uses a cell-based design which gives 
it a saleable architecture that can be expanded 
by adding more building blocks without worry 
of introducing bottlenecks as the machine scales 
up. Recently, Blue Gene/L was in the news when 
scientists ran a cortical simulator as complex as 
half of a mouse brain which is thought to have 
about eight million neurons with each one having 
up to 8,000 connections with other nerve fibers. 
When not mimicking half of a rodent’s brain, 
Blue Gene/L is being used mainly to simulate 
biochemical processes involving proteins.

2. Red Storm: Sandia 
National Laboratories

Red Storm is a parallel processing supercomputer 
designed by Cray and Sandia Laboratories to 
perform simulated testing on nuclear weapons 
stockpiling which includes designing replacement 
components, virtual testing of components under 
different conditions, and assisting in testing of 
weapons engineering and weapons physics. Red 
Storm consists of 12,960 AMD Opteron computer 
nodes and can peak at 124.42 Teraflops and uses 
a lightweight Linux Operating System which 
consists of only the minimum features needed 
to support Red Storm’s applications. (Top 500 
Supercomputers, 2010)

3. BGW (Blue Gene/W): IBM Thomas 
J. Watson Research Center

Blue Gene/W or BGW, can be found in IBM’s 
Thomas J. Watson Research Center and can reach 
a peak of 114 Teraflops by using 20 refrigerator 
sized racks that each consists of 1024 nodes. Every 
node contains two 700 MHz power 440 proces-
sors and 512 MB of memory. Blue Gene/W main 
priority is to perform production science compu-
tations including biological simulations, protein 
folding and other projects created by worldwide 
IBM scientists.

4. ASC Purple: Lawrence 
Livermore National Laboratory

ASC Purple came about through collaboration 
between Lawrence Livermore Labs and IBM. Its 
peak of 100 Teraflops comes from a redundant ring 
of 196 IBM Power5 SMP servers which contain a 
total of 12,544 microprocessors with 50 terabytes 
of total memory and 2 petabytes of storage disk 
capacity.ASC Purple is currently being used to 
conduct nuclear weapons performance simulations 
which normally would be tested in underground 
nuclear detonations.

5. BGW (Blue Gene/W): IBM Thomas 
J. Watson Research Center

Blue Gene/W or BGW, can be found in IBM’s 
Thomas J. Watson Research Center and can reach 
a peak of 114 Teraflops by using 20 refrigerator 
sized racks that each consists of 1024 nodes. 
Every node contains two 700 MHz power 440 
processors and 512 MB of memory. Blue Gene/W 
main priority is to perform production science 
computations including biological simulations.
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6. MareNostrum: Barcelona 
Supercomputing Center

MareNostrum is currently the most powerful su-
percomputer in Europe which consists of 10,240 
processors that can peak at 94.21 Teraflops. Its 
2,560 JS21 blade computing nodes take up a 
space of about half a basketball court (120 mÂ²) 
and are installed in the Barcelona Supercomput-
ing Center in Barcelona, Spain. MareNostrum is 
currently being used for a variety of applications 
which includes human genome research, weather 
forecasting, and drug research. (Nostrum, 2010)

7. Thunderbird: Sandia 
National Laboratories

Thunderbird is an 8960-processor Linux cluster 
developed by Dell, Inc. and currently resides at 
Sandia National Laboratories, a National Nuclear 
Security Administration lab, located in Albuquer-
que NM. It is considered to be a capacity cluster 
suited to perform many mid-sized tasks rather than 
a single huge task. Thunderbird’s 53.0 Teraflops 
have placed it at number 6 on the Top 500 fastest 
computers list and it is currently used in performing 
weapons simulations, scale-to-device modeling 
of radiation effects on semiconductor electronics, 
and weapon-response safety in extreme thermal 
and impact environments.

8. Tera-10

Built by Bull SA for France’s Atomic Energy Com-
mission), the Tera-10 is currently ranked number 
7 on the Top 500 list of fastest computers in the 
world. The Tera-10 consists of 544 of Bull’s Nova 
Scale 6160 servers with each one featuring eight 
Dual-Core Intel Itanium processors and runs at 
about 42.9 Teraflops. It uses Linux as an operating 
system and is used for nuclear testing simulations.

9. Red Diamond

Red Diamond located in Fayetteville, Arkansas 
at University of Arkansas (UA) is a Diamond in 
the rough. The Star of Arkansas supercomputer 
(Figure 1 and Figure 2) is built from 157 computer 
nodes, each with dual quad-core Xeon E5430 
processors, 2x6MB cache, 2.66GHz, 1333FSB. 
There are a total of 1,256 cores and each core has 
2GB of memory. Performance on supercomputers 
is measured in “flops,” or floating point operations 
per second. The theoretical peak performance of 
Star is 13.36Tflops, or 13.36 trillion floating point 
operations each second.

Funding for Red Diamond was supplied 
through a Major Research Instrumentation Grant 
(#0421099) from the National Science Foundation 
(NSF) and additional support from the Univer-
sity of Arkansas (UA).

Operating systems

Supercomputers predominantly run some variant 
of Linux or UNIX. Linux has been the most popu-
lar operating system since 2004 Supercomputer 
operating systems, today most often variants of 
Linux or UNIX, are every bit as complex as those 
for smaller machines, if not more so. Their user 
interfaces tend to be less developed, however, 
as the OS developers have limited programming 
resources to spend on non-essential parts of the 
OS (i.e., parts not directly contributing to the op-
timal utilization of the machine’s hardware). This 
stems from the fact that because these computers, 
often priced at millions of dollars, are sold to a 
very small market, their R&D budgets are often 
limited. This section is about operating systems 
that use the Linux kernel.

Filiations of Unix and Unix-like systems Unix 
(officially trademarked as UNIXÂ®, sometimes 
also written as or Â® with small caps) is a com-
puter operating system originally developed in 
1969 by a group of AT&T employees at Bell Labs 
that included Ken Thompson, Dennis Ritchie and 
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Douglas McIlroy. An operating system (OS) is 
software that manages computer resources and 
provides programmers with an interface used to 
access those resources. Interestingly this has been 
a continuing trend throughout the supercomputer 
industry, with former technology leaders such as 
Silicon Graphics taking a back seat to such com-
panies as AMD and NVIDIA, who have been able 
to produce cheap, feature-rich, high-performance, 
and innovative products due to the vast number 
of consumers driving their R&D. The American 
multinational Nvidia Corporation specializes in 
the manufacture of graphics-processor technolo-
gies for workstations, desktop computers, and 
handheld devices.

Historically, until the early-to-mid-1980s, 
supercomputers usually sacrificed instruction set 
compatibility and code portability for performance 
(processing and memory access speed). For the 
most part, supercomputers to this time (unlike 
high-end mainframes) had vastly different oper-
ating systems. The Cray-1 alone had at least six 
different proprietary OSs largely unknown to the 
general computing community. Similarly different 

and incompatible vectorizing and parallelizing 
compilers for Fortran existed. This trend would 
have continued with the ETA-10 were it not for 
the initial instruction set compatibility between the 
Cray-1 and the Cray X-MP, and the adoption of 
UNIX operating system variants (such as Cray’s 
Unicos and today’s Linux.)

An instruction set is (a list of) all instruc-
tions, and all their variations, that a processor 
can execute. Fortran (previously FORTRAN) is a 
general-purpose, procedural, imperative program-
ming language that is especially suited to numeric 
computation and scientific computing. The ETA-
10 was a line of supercomputers manufactured 
by ETA Systems (a spin-off division of CDC) in 
the 1980s and which implemented the instruction 
set of the CDC Cyber 205. UNICOS is the Unix 
successor of the Cray Operating System (COS) 
for Cray supercomputers.

software tools

Software tools for distributed processing include 
standard APIs. An Application Programming In-

Figure 1.
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terface (API) is a set of definitions of the ways in 
which one piece of computer software communi-
cates with another such as MPI. Message Passing 
Interface (MPI) is a computer communications 
protocol. It is a de facto standard for communica-
tion among the nodes running a parallel program 
on a distributed memory system. Parallel Virtual 
Machine (PVM) is a software tool for parallel 
networking of computers. It is designed to allow 
a network of heterogeneous machines to be used 
as a single distributed parallel processor and open 
source-based software solutions such as Beowulf 
and open Mosix which facilitate the creation of a 
sort of “virtual supercomputer” from a collection 
of ordinary workstations or servers.

Technology like Rendezvous paves the way 
for the creation of ad hoc computer clusters. An 
example of this is the distributed rendering func-
tion in Apple’s Shake compositing application. 
Computers running the Shake software merely 
need to be in proximity to each other, in network-
ing terms, to automatically discover and use each 
other’s resources. While no one has yet built an ad 
hoc computer cluster that rivals even yesteryear’s 
supercomputers, the line between desktop, or even 
laptop, and supercomputer is beginning to blur, and 

is likely to continue to blur as built-in support for 
parallelism and distributed processing increases 
in mainstream desktop operating systems.

supercomputing Data Mining

Supercomputing is today used for high perfor-
mance data mining and data intensive computing 
of large and distributed data sets. According to 
Wikipedia (2009), supercomputers or HPC (High 
Performance Computing) are used for highly 
calculation-intensive tasks such as problems 
involving quantum mechanical physics, weather 
forecasting, global warming, molecular modeling, 
and physical simulations.

Segall, Zhang and Pierce (2009) discusses 
background of supercomputing data mining such 
as Sanchez (1996) and Grossman (2006) that are 
as discussed below. Sanchez (1996) cited the 
importance of supercomputing data mining by 
stating “Data mining with these big, super-fast 
computers is a hot topic in business, medicine 
and research because data mining means creating 
new knowledge from vast quantities of informa-
tion, just like searching for tiny bits of gold in a 
stream bed”.

Figure 2.
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Grossman (2006) as Director of the National 
Center for Data Mining at the University of Il-
linois at Chicago cited in a report of funding 
acknowledgements several funded proposals by 
the National Science Foundation (NSF) such as a 
proposal entitled “Developing software tools and 
network services for mining remote and distrib-
uted data over high performance networks” and 
another proposal entitled “Tera Mining: A test bed 
for distributed data mining over high performance 
SONET and Lambda Networks.”

Segall, Zhang, and Pierce (2009) illustrates the 
visualization of supercomputing for two selected 
software of Avizo® by Visualization Science 
Group and JMP® Genomics from SAS Institute. 
According to Segall, Zhang, and Pierce (2009), 
“both software are used for supercomputing data 
mining at the University of Minnesota Super-
computing Institute for Advanced Computation 
Research. Avizo® is 3-D visualization software 
for scientific and industrial data that can process 
very large datasets at interactive speed. JMP® 
Genomics from SAS is used for discovering the 
biological patterns in genomics data.”

cONcLUsION

Simply put, a supercomputer consists of several 
computers to form a cluster with a main termi-
nal that is networked through a router or switch 
hub. Installed is cluster management service and 
communication software on the computer that 
will serve as the master computer in the cluster. 
The Message Passing Interface (MPI) is stable 
and easy-to-use software for this task. The MPI 
software allows each computer in the cluster to 
be assigned a unique address on the network 
cluster for identification. All of the computers in 
the cluster must have the same operating system. 
Windows 2000 professional or Windows NT® are 
considered to be a reliable OS. Usually supercom-
puters run on a Linux® or Unix® platform which 

is found to be the steadiest operating systems for 
the task at hand.
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KEy tErMs AND DEFINItIONs

Cluster: A type of multiprocessor or architec-
ture in which there is a hierarchy of the units of 
replication. At the lowest level, “processors” are 
replicated to form a “cluster”. The cluster consists 
of M processors and a shared switching network 
that provides communication among the proces-
sors and access to a shared local memory. At the 
next higher level, the clusters are replicated. A 
clustered “system” consists of N clusters inter-
connected through a global network that allows 
communication among the clusters and access to 
a global memory that is shared among the cluster. 
The purpose of clustering is to reduce conflicts 
in accessing shared resources, whether these 
resources are the communication network or the 
storage system.

Computing Nodes: A node is any device 
connected to a computer network. Nodes can be 
computers, personal digital assistants (PDAs), 
cell phones, or various other network appliances. 
On an IP network, a node is any device with an 
IP address.

Data Parallelism: (also known as loop-
level parallelism) is a form of parallelization of 
computing across multiple processors in parallel 
computing environments. Data parallelism focuses 
on distributing the data across different parallel 
computing nodes. It contrasts to task parallelism 
as another form of parallelism.

Deep Blue: A super computer developed by 
researchers at IBM to explore the use of parallel 
processing to solve complex computing problems. 
It is known as the first computer to beat the current 
chess World Grand Master.

Distributed Processing: Processing on a 
number of networked computers that do not share 
main memory. One typically infers the computers 
are of different relative power and function. An 
example is a supercomputer, a mini-computer, 
and a workstation all providing computation for 
a single application in such a way that the process 
is distributed appropriately over all the vehicles.
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FPGA Chips: Short for Field-Programmable 
Gate Array, a type of logic chip that can be pro-
grammed. An FPGA is similar to a PLD, but 
whereas PLDs are generally limited to hundreds 
of gates, FPGAs support thousands of gates. They 
are especially popular for prototyping integrated 
circuit designs. Once the design is set, hardwired 
chips are produced for faster performance.

Flops: Floating point operations per second; a 
measure of memory access performance, equal to 
the rate at which a machine can perform single-
precision floating-point calculations.

Frequency Scaling: Frequency scaling (also 
known as frequency ramping) is, in computer ar-
chitecture, the technique of ramping a processor’s 
frequency so as to achieve performance gains.

Local Disk Space: Disk space attached to an 
individual processor (CPU) in a multiprocessor 
system. On CTC’s IBM SP, each node’s local disk 
space is used as scratch space for running jobs, 

because access to it is much faster than access to 
the shared file system, AFS.
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