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1.0 OVERVIEW
During the past few decades, information technology (IT) has increasingly been incor-
porated into all aspects of utility operations, and, in the last decade in particular, tech-
nology has become a prominent part of everyone’s lives. To respond to new business 
demands and technological trends, utilities continue to make signifi cant investments 
in IT. As a result, IT plays a critical role in the management of most utilities today.

The purpose of this manual of practice (MOP) is to provide an overview of IT 
within water and wastewater utilities. One of the reasons that a similar MOP was not 
written earlier is that, in spite of the importance of IT, addressing the topic always 
seemed like a daunting task. Indeed, the IT fi eld is vast and rapidly changing; new 
technologies and innovations, such as computer networks, continually emerge and 
change the way we live and work.

Even leading IT professionals and visionaries often struggle with, and are bewil-
dered by, this rapidly changing fi eld. In 1995, Microsoft’s (Redmond, Washington) 
Bill Gates published a book called The Road Ahead, describing his vision of the future 
in IT. Out of 300 pages in the fi rst edition of the book, the Internet was not given 
much prominence and, in fact, was mentioned on only 9 pages. Indeed, new products 
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appear almost daily, and even some “standards” in the industry seem to have an 
extremely short life span. Companies in IT sometimes experience a rapid rise and 
fall; for example, DEC has obviously lost its leading position in the computer indus-
try, while newer companies such as Google (Mountain View, California) experienced 
a meteoric rise and became part of our life and culture within only a few years.

Therefore, to avoid the risk of information becoming obsolete too quickly, this 
MOP will not focus on specifi c software or hardware products but will instead dis-
cuss the general IT management practices that stand the test of time a bit more grace-
fully. In terms of technical issues, this MOP will stay mostly at the conceptual level 
and avoid venturing too deeply into the details of specifi c approaches, technologies, 
or solutions. However, more specifi c technical detail may be presented within some 
of the case studies.

Information technology needs to support business functions and provide benefi ts 
to the organization; utilities turn to IT to reduce risks and improve performance, and 
they expect IT to accomplish specifi c business objectives. Many business processes 
within water/wastewater utilities are supported by IT, and some business processes 
are heavily dependent on IT. Information technology has been broadly applied across 
different business areas. According to a 1997 publication by the American Water 
Works Association Research Foundation (Denver, Colorado), The Utility Business 
Architecture: Designing for Change, IT has been used in the following applications:

Production and delivery of potable water: source protection, water produc-• 
tion, water transmission, water treatment, and water distribution.

Collection and treatment of wastewater: environmental monitoring, solids dis-• 
position, wastewater treatment, and wastewater collection.

Other services: asset and maintenance management; laboratory services; cus-• 
tomer service; marketing; developing business plans and strategy; maintain-
ing external and stakeholder relations; planning, designing, and construction 
of facilities and infrastructure; fleet management; finance and accounting; 
management and development of human resources; IT management; pro-
curement and inventory management; regulatory compliance; security and 
emergency response; risk management; land management; and performance 
management.

Efforts to implement IT solutions in utilities and to execute IT projects have 
not gone without their share of challenges and difficulties. In some—or perhaps 



 Introduction 3

many—organizations, IT projects became infamous for being “always late and 
always over budget”; there was also a sense that IT did not always fully deliver on 
its promises. It would be impossible to publish a document that would provide all 
the information that is required to implement an IT project successfully, to achieve 
the benefi ts, and protect a manager or a technical person in a utility from the risks 
that are inherent in all aspects of IT (e.g., planning, design, development, procure-
ment, implementation, etc.). Even the most powerful and successful computer com-
panies occasionally come out with products that fail to meet needs and expectations 
(e.g., Microsoft Bob, Microsoft Windows® Vista); in addition, a typical IT department 
within a water/wastewater utility will have considerably fewer resources than com-
panies that are leaders in the computer industry.

The goal of this MOP is to present an overview of technology that is most rele-
vant to utilities and to provide a reference and a guide that will aid utility managers 
and staff faced with practical IT issues in their organizations. The MOP is intended 
to be a document that is broad, addresses most aspects of IT within water and waste-
water utilities, and provides some guidance and references to sources that address 
specifi c issues in more detail.

Chapter 2 provides an overview of IT within a typical water and/or wastewa-
ter utility. It includes brief descriptions of systems and applications and describes a 
typical “IT landscape” that can be found in a utility. This chapter discusses business 
drivers for IT in water/wastewater as well as IT applications including business sys-
tems, planning systems (e.g., geographic information systems [GIS]), mathematical 
models, IT systems that support real time operations (supervisory control and data 
acquisition [SCADA] and process control), and laboratory information management 
systems.

Chapter 3 addresses issues related to planning for IT within the context of a 
water/wastewater utility. This chapter describes the methodology and practices for 
developing a strategic IT plan.

Once a strategic IT plan is in place, an organization needs to develop an IT pro-
gram. Such a program includes a broader framework for many specifi c IT projects as 
well as the scope and schedule for specifi c projects that will be included in the pro-
gram. Development of an IT program is covered in Chapter 4.

Chapter 5 addresses issues related to the management of IT projects. Because 
water/wastewater utility operators must build, operate, and maintain a large phys-
ical infrastructure, their approach to project management through most of the his-
tory of utilities has been shaped by extensive experience with traditional (“brick and 
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mortar”) engineering projects. Information technology projects demand different 
methodologies and approaches; Chapter 5 addresses project management methodol-
ogies that are specifi cally designed for IT.

Chapter 6 provides a more detailed description of specifi c components that are 
part of the IT project and its infrastructure. Chapter 7 addresses issues related to IT 
security. Because IT systems enable or actually control critical aspects of a utility’s 
business functions, it is important to understand how to manage the vulnerability of 
IT systems.

Organizational issues, a critical aspect of IT, are described in Chapter 8. Chapter 
9 provides a brief summary of critical success factors as well as key challenges in 
water and wastewater utility projects. This chapter, which was written jointly by all 
authors of this MOP, identifi es present and future challenges in the application of IT 
within water/wastewater utilities. Finally, Chapter 10 presents examples and case 
studies to illustrate the concepts discussed in the MOP.

2.0 SMALL VERSUS LARGE UTILITIES
The U.S. Census from 2000 (http://www.census.gov/geo/www/gazetteer/plac-
es2k.html) lists 3,219 counties and approximately 18,000 cities and villages in the 
United States. The water and wastewater utilities that serve these communities are 
as diverse as the communities themselves. The largest urban centers in the United 
States include 273 cities with a population greater than 100,000 (http://en.wikipedia.
org/wiki/List_of_United_States_cities_by_population). Even within this set of the 
largest cities, there are signifi cant differences in size. On one end of the spectrum, 
there are metropolitan areas with large utilities; for example, Metropolitan Water 
District of Southern California (MWD) (Los Angeles, California) provides water for 
roughly 18 million people in Southern California. The IT section of MWD includes 
a staff of more than 150. Two hundred and seventy-third on the list is Wilmington, 
North Carolina, with a population of 100,192. Water and wastewater for Wilmington 
is handled by the Cape Fear Public Utility Authority, a utility whose jurisdiction 
includes the City of Wilmington and surrounding New Hanover County. The Cape 
Fear Public Utility Authority’s IT department includes the IT manager and six staff 
(network administrator, help desk and server administrator, help desk technician, 
SCADA administrator, GIS specialist, and one IT analyst). On the small-community 
end of the spectrum, there are a number of U.S. utilities that serve less than 10,000 
customers.

http://www.census.gov/geo/www/gazetteer/places2k.html
http://www.census.gov/geo/www/gazetteer/places2k.html
http://en.wikipedia.org/wiki/List_of_United_States_cities_by_population
http://en.wikipedia.org/wiki/List_of_United_States_cities_by_population
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The authors of this MOP tried to present a comprehensive description of differ-
ent IT systems, issues, and levels of complexity. To achieve this, the MOP contains 
some content that is primarily applicable to larger utilities that have more complex 
IT environments. Such large IT environments have more components and a larger IT 
“footprint.” Thus, one can see a more complete picture of how IT could be structured 
into a comprehensive solution that addresses issues related to managing a water/
wastewater utility. Large utilities typically have more elaborate IT environments, 
bigger projects, more staff, larger budgets, and more complex systems. To some read-
ers with a small-utility perspective, it may appear that there is a bias toward larger 
utilities. This was not the intent of the authors; however, it was not possible to create 
an MOP where all content was applicable to all utilities.

Size is not the sole determining factor in properly structured IT solutions. For 
example, stricter regulatory requirements might push even a smaller utility toward 
automation and IT. The best approach for a specific utility will need to take into 
account the specifi c business needs that the utility must address. For that reason, it 
was the intent of the authors to make readers aware of the breadth of issues related to 
IT at utilities, recognizing that implementation of all of the concepts and functional-
ity described will not necessarily be applicable to all utilities.

To apply the material from this MOP to small utilities, the reader may need to 
“scale down” consideration of some of the content to better address his or her specifi c 
issues. Some of the solutions discussed in this MOP may not be directly applicable as 
described herein. For example, perhaps a small agency will not need a complex and 
sophisticated enterprise resource planning system and can appropriately use sim-
pler function-specifi c tools to manage the business. However, there may be lessons 
learned from larger systems, and some aspects of larger systems can be incorporated 
on a smaller scale. Even a smaller system will need to select solutions that are based 
on user requirements, and users across all utilities have similar requirements such as 
generating and tracking work orders. Therefore, the generic information presented 
in this MOP can be useful, even though it may not always be directly applicable to 
smaller utilities.

For the reader who is primarily interested in small utilities, the following are 
some additional suggestions for easier navigation through this MOP:

Chapter 2 primarily discusses the variety of software systems typically found • 
in larger utilities. The solution for a small utility will need to be scaled down 
and adjusted based on the number of customers, users, size of infrastructure, 
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and budget. However, the core functionality of the systems and their role in 
the utility’s business will share many commonalities regardless of the utility’s 
size.

The scale of IT planning efforts and projects discussed in Chapters 3 and 4 • 
is also based on larger utilities. These are important activities that should be 
completed by all utilities. The variation between large and small utilities will 
be the amount of time and number of staff involved in the efforts. Although 
the implementation of these ideas will vary in their extent, the principles apply 
to any utility making IT investments.

The preceding is also true of the content in Chapters 5, 8, and 9. The reader • 
will again need to consider how to scale down the concepts presented when it 
comes to specifi c recommendations or solutions.

Chapters 6 and 7, in particular, contain a substantial amount of complex tech-• 
nical content and, on the surface, may appear to be applicable only to large 
utilities. However, as previously noted, it is the authors’ intent to inform read-
ers about the range of considerations, and there are important lessons to be 
learned from utilities of all sizes in terms of user requirements, business mod-
eling, infrastructure, security, and procurement.

3.0 REFERENCES
American Water Works Association Research Foundation (1997) The Utility 

Business Architecture: Designing for Change, AWWARF 90726; AWWA Research 
Foundation: Denver, Colorado.

Gates, B. (1995) The Road Ahead; Viking Penguin: New York.

4.0 SUGGESTED READINGS
Drucker, P. F.; Garvin, D.; Leonard, D.; Straus, S.; Brown, J. S. (1998) Harvard 

Business Review on Knowledge Management; Harvard Business School Press: 
Cambridge, Massachusetts.

Fowler, M.; Scott, K. (2000) UML Distilled, 2nd ed.; Addison-Wesley: Reading, 
Massachusetts.



 Introduction 7

Hammer, M. (1997) Beyond Reengineering: How the Process-Centered Organization Is 
Changing Our Work and Our Lives; HarperBusiness: New York.

Jacobson, I.; Ericsson, M.; Jacobson, A. (1994) The Object Advantage—Business 
Process Re-Engineering with Object Technology; Addison-Wesley: Reading, 
Massachusetts.

Jentgen, L. A.; Conrad, S.; Kidder, H.; Lee, T.; Barnett, M.; Woolschlager, J. (2005) 
Optimizing Operations at JEA’s Water System; Project #3001; American Water 
Works Association Research Foundation: Denver, Colorado.

Kruchten, P. (1999) The Rational Unifi ed Process: An Introduction; Addison-Wesley: 
Reading, Massachusetts.

Paulk, M. C.; Weber, C. V.; Curtis, B.; Chrissis, M. B., Eds. (1995) The Capability 
Maturity Model: Guidelines for Improving the Software Process; Addison-Wesley: 
Reading, Massachusetts.

Porter, M. E. (1985) Competitive Advantage: Creating and Sustaining Superior 
Performance; Free Press: New York.



This page intentionally left blank 



9

Chapter 2

Information Technology 
in Water and Wastewater 
Utilities

1.0  BUSINESS DRIVERS 
FOR INFORMATION 
TECHNOLOGY IN WATER 
AND WASTEWATER 
UTILITIES 11

1.1  Historical Perspective 11

1.1.1  Developments in 
Utilities 11

1.1.2  Developments in 
Information 
Technology 12

1.2 Business Drivers 13

1.2.1 Customer Service 13

1.2.2 Effi ciency 14

1.2.3 Security 14

1.2.4 Regulatory 15

1.2.5 Public Trust 15

1.2.6 Sustainability 15

1.2.7  Aging Workforce 
and Changing 
Demographics 16

1.3 Future Business Needs 16

2.0 INFORMATION 
TECHNOLOGY SYSTEMS 
AND APPLICATIONS WITHIN 
WATER AND WASTEWATER 
UTILITIES 17

2.1 Business Systems 20

2.1.1  Enterprise Resource 
Planning Systems 20

2.1.2  Human Resources and 
Payroll 21

2.1.3  Finance and 
Accounting  23

2.1.4  Customer Information 
Systems 24

2.1.5  Document and 
Content Management 
Systems 27

2.1.6  Enterprise Asset 
Management Systems 
and Computerized 
Maintenance 
Management 
Systems  30

(continued)



10 Information Technology in Water and Wastewater Utilities

2.1.6.1  Asset 
Management 31

2.1.6.2  Call 
Logging 32

2.1.6.3 Work Orders 32

2.1.6.4  Preventive 
Maintenance 32

2.1.6.5 Inventory 32

2.1.6.6  Job Cost 
Accounting 32

2.1.7  Project Management 
Systems 34

2.2 Planning Systems 38

2.2.1  Geographic Information 
Systems 38

2.2.2  Mathematical 
Models 43

2.2.2.1  Water 
Distribution 
Models 43

2.2.2.2  Hydrology and 
Hydraulics 
Models 45

2.2.2.3  Process 
Models 46

2.2.3 Portals 50

2.3 Operational Systems 52

2.3.1 Data Acquisition 52

2.3.2 Telemetry 53

2.3.3  Supervisory 
Control and Data 
Acquisition 54

2.3.4 Process Control 55

2.3.4.1  Description and 
Functionality
 55

2.3.4.2  Incentives for 
Instrumentation 
and Control 57

2.3.4.3  Conditions to Be 
Met in Process 
Control 58

2.3.4.4  Integrated 
Operation 59

2.3.4.5  Software 
Considerations
 60

2.3.4.6  Incentives for 
Control 61

2.3.4.7  Priorities in 
Operation 66

2.3.4.8  Instrumentation 
and Monitoring
 68

2.3.5  Laboratory Information 
Management Systems
 71

3.0 REFERENCES 74

4.0 SUGGESTED READINGS 76



 Information Technology in Water and Wastewater Utilities 11

The intent of this chapter is to provide an overview of some of the most commonly 
used software applications in water and wastewater utilities to help utility profes-
sionals understand the fundamentals of different systems. This includes the typi-
cal end users, data, outputs, and basic functionality for each system. The matrix in 
Figure 2.1 provides a general overview of the primary users by department as well as 
type of software system.

1.0  BUSINESS DRIVERS FOR INFORMATION 
TECHNOLOGY IN WATER AND WASTEWATER 
UTILITIES

1.1 Historical Perspective
1.1.1 Developments in Utilities
The water industry in the United States, which accounts for approximately 2% of 
the gross domestic product, has greater control over the natural environment than 
other industries (Griggs, 1996). The global market for water utilities and wastewa-
ter treatment increased at an average annual rate of 3% from 1996 to 2001, reaching 

FIGURE 2.1 Software tools and users.
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Accounts payable X X
Accounts peceivable X X
CIS/billing X X X
AMR X X
Inventory X X X X X X
Staff/payroll X X
Timekeeping X X X X X X X
Work order management X X X X X X X
Fleet management X X X X X X X
Maintenance management X
Asset management X X X X X
DAQ X X
SCADA X X
Security/access control X X X X X X X X
Process control X X
Contaminant monitoring X X X X X
CADD X
GIS X X X X X X
LIMS X X
Document management X X X X X X X X X X X X
Mathematical models X X X X
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$160.8 billion. Developed countries account for the vast majority of this market. 
In 2000, the United States accounted for 43% of the global market for wastewater 
treatment and water utilities (Baumert and Bloodgood, 2004). From 1994 to 2002, 
revenues earned by the U.S. wastewater treatment and water utilities industry 
increased at an average annual rate of 3%, reaching $61.2 billion in 2004 (Baumert 
and Bloodgood, 2004).

In the past, it had not been standard practice for many water utilities to collect 
suffi cient data or to perform the studies necessary to properly understand the pat-
terns and levels of water used by their customers. The end result has typically been 
large, infrequent, capital-intensive water supply projects interspersed with long peri-
ods of excess capacity. In many parts of the United States, water and wastewater util-
ities operating today face numerous challenges such as rising capital costs for aging 
water infrastructure renovations, needs for new development, security upgrades, 
changes in global climate, and more stringent government regulations.

Implementing innovative information technology (IT) solutions and best prac-
tices that can facilitate critical business processes (i.e., asset management, knowl-
edge management, and resource management) can help water and wastewater 
utilities address some of these challenges. However, developing and applying new 
technology and associated best practices in collecting, storing, and managing water 
and wastewater information requires expertise, a strong incentive system, suffi cient 
research and development funding, and adequate operating funds.

1.1.2 Developments in Information Technology
Information technology in water and wastewater utilities continues to progress from 
solely providing operational support toward serving as an enabler for a larger vari-
ety of business challenges. Information technology, in essence, is constantly evolving, 
thereby making it diffi cult to manage. New developments are steadily replacing or 
enhancing previous innovations.

There are two trends in the application of technology to supporting utilities. The 
fi rst has to do with traditionally “unintelligent” assets such as pumps, pipes, and 
vehicles becoming instrumented, interconnected, and “intelligent” through the use 
of onboard IT systems. This opens up many possibilities, evidenced by things such 
as an intelligent utility network that IBM Corporation (Costa Mesa, California) has 
designed to tune maintenance programs based on highly accurate and timely asset 
performance information. The application of a sophisticated smart network, how-
ever, opens up many new management challenges for utilities in terms of redefi ning 
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maintenance needs and the staff skills required to provide maintenance for the tech-
nology vs physical asset maintenance that is currently done. By educating the work-
force and clearly defining roles and responsibilities associated with the use of 
technology, utilities will be able to achieve the potential value of technology for the 
organization.

The second trend has to do with the consolidation of business processes and 
supporting IT systems. An area that is receiving increasing attention in terms of the 
value of applying technology to support utility decision making and operations is 
asset management. From utilities across the United States to military bases, the desire 
to more effectively and effi ciently manage a utility’s assets is putting demands on 
utilities to transform from largely paper-based processes to computerized asset life-
cycle management that involves the synchronization or direct integration of multi-
ple information systems, including computerized maintenance management systems 
(CMMS), geographic information systems (GIS), computer-aided design, fi nancial 
systems, and content management systems.

Over time, the use of technology to support management will evolve and 
increase. This will include the use of technology integrated with assets such as self-
diagnostic and radio frequency identifi cation (RFID) chips that communicate status, 
problems, and performance metrics directly and in real time to operations manage-
ment. Permanent assets, such as pipelines, will be able to monitor and report back 
their capacity, use, and downtimes.

1.2 Business Drivers
Developing IT and its creative application to water and wastewater utilities’ business 
units can help utilities achieve increasing levels of productivity and effi ciency. This 
section outlines some of the business drivers for water and wastewater utilities to 
implement advanced IT solutions.

1.2.1 Customer Service
As the public becomes more technically sophisticated, they expect the organizations 
they do business with to have complete and easy access to customer information. 
Faster response times to customer complaints and claims, improved customer ser-
vice, round-the-clock self service, and improved reliability are among the demands 
of water and wastewater customers. Information technology-enabled customer ser-
vice can help utilities meet these demands by making data more easily accessible 
to support customer inquiries and needs. Information technology can help utility 
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staff with easy and fast access to timely accurate customer information for quality 
decision making. These systems can provide data to support strategic and capital 
planning and monitor levels of service. This can then lead to increased customer 
satisfaction and call center effi ciency using an integrated customer service collabora-
tion solution that automates standard services and provides fast access and a single 
view into all data and work history related to customer locations, including water 
consumption, quality, service disruption, speed of call resolution, and volume of 
calls.

1.2.2 Effi ciency
Dramatic increases in needs and costs challenge water and wastewater utilities. 
Developing appropriate standard policies and processes and implementing com-
plementary IT solutions in support of these policies and processes can help utilities 
become more effi cient in operations and increase productivity and quality. Examples 
of this can be seen in utilities’ implementations of fi eld technology and asset manage-
ment programs (Ramon and Stern, 2004).

An example of an advanced IT solution is the implementation of a service-
 oriented architecture, which lets utilities develop and use best practice templates 
and creates new applications on top of existing ones, thus increasing access to infor-
mation for broader uses and thereby increasing the value of the data in current sys-
tems. Some examples of IT solutions are online collaboration and mobile technology. 
Collaboration technology greatly improves the handling of routine jobs and reduces 
administration burdens and electronic forms that replace paper-based ones. Coupled 
with updated business processes that address information collection, mobile and 
RFID, and GIS, IT can deliver up-to-the-minute visibility into the placement, use, and 
condition of assets in the fi eld.

1.2.3 Security
Damage to, or destruction of, the nation’s water supply and water quality infrastruc-
ture by man-made or natural disasters could disrupt the delivery of vital human ser-
vices and threaten public health and the environment. Besides physical security, data 
and technology security are among the important considerations for today’s utilities. 
Early warning systems with real-time monitoring sensors and emergency response 
systems, customized to immediately alert key personnel regarding any security prob-
lems, are some examples of IT that could help utilities mitigate and manage security 
risks.
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1.2.4 Regulatory
Replacing or upgrading water and wastewater systems, meeting rising demand, 
and accommodating rising water quality standards are estimated to range from 
$300 billion to $1 trillion over the next 20 years (Segal, 2003). Regulatory agencies 
are taking an increased role in driving infrastructure modernization and, as a result, 
new regulatory reporting requirements are emerging. Information technology solu-
tions that help utilities with timely and accurate periodic reporting and compliance 
monitoring could reduce the burden of this reporting. Automated report sched-
uling and distribution, built-in and customizable reports, and computerized and 
Web-based permitting are some examples of how IT assists utilities with regulatory 
requirements.

1.2.5 Public Trust
The use of Internet, broadcasting, and alternative media for public relations and for 
gaining and maintaining public trust is a common phenomenon in today’s world. 
Water and wastewater utilities can increase public awareness of services available, 
provide information and operations transparency, broadcast audio/video of meet-
ings over the Internet, and publish real-time results on the Web to enhance and 
maintain public relations and gain public trust. In addition, self-service technology 
helps customers gain more confi dence using the Web and allows utilities to transfer 
 higher-level services to both the Internet and automatic voice services.

1.2.6 Sustainability
Global climate change affects drinking water quantity and quality around the world. 
Global warming may adversely affect water distribution, availability, and quality. 
Current approaches to resource management are often unsustainable as judged by 
ecological, economic, and social criteria. Water needs seem more profound today in 
some regions of the world as availability of fresh water declines, global populations 
and demands grow, and burdens on waterways increase. Operational sustainability 
and responses to climate change and natural resource availability are among utilities’ 
challenges today. As utilities look for new ways to reduce effects on the environment, 
IT plays an important role in working with end users to facilitate the timely collec-
tion and use of data needed to calculate and track sustainability related metrics. This 
could include initiatives such as the development of a “dashboard” to track water 
and energy use based on data from existing systems and more advanced energy use 
metering and process control projects to improve energy effi ciency.
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1.2.7 Aging Workforce and Changing Demographics
Many utilities are in the midst of a signifi cant demographic change and will likely see 
many retirements among management ranks and staff. Fewer young staff entering 
the workforce compounds this problem. The dual impact of impeding retirements 
and fewer choices to fill vacancies is a long-term issue. Technology implementa-
tion and use may help utilities to further implement technical solutions to address 
staffi ng issues, enhance work quality and effi ciency, and project the image of a high-
tech workforce to attract a prospective, talented, and qualified young workforce. 
Information technology can facilitate knowledge management that would help diffu-
sion of knowledge from senior to junior staff.

Innovation, teamwork, and professional development can be encouraged 
and facilitated through the use of IT. Leveraging the knowledge and experiences 
of existing staff to participate in initiatives to streamline and simplify workforce 
processes can be mutually benefi cial for the utility and employees alike, with the 
proper outreach and incentives. For example, use of technology in the fi eld to cap-
ture information as well as to provide important references to as-built conditions 
on-demand can enhance worker safety and reduce work downtime. Another exam-
ple of the application of technology to support the most effective involvement of 
workers is through workforce roll-out based on skills and availability and inno-
vative employee life-cycle management that aligns employee talents with corpo-
rate goals. This will help revitalize the knowledge base being lost as older workers 
retire.

1.3 Future Business Needs
As a result of the increased speed of communication and availability of data and 
technology, changes in the global economy and climate, growing populations, and 
increased infrastructure demand, water and wastewater utilities will be required to 
improve operational and business practices. Solutions connecting project and work 
management capabilities with scheduling, outage management, and construction 
planning and solutions integrating core back-offi ce functions and information on cus-
tomers, meters, hydrants, fi nancials, and the workforce will be in demand. Integrated 
fi nancial information using standardized processes, providing visibility on capital, 
operational and third-party expenditures, monitoring project costs and regulatory 
risks, and integrating business performance information with management processes 
could all be achieved by the use of IT.
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2.0  INFORMATION TECHNOLOGY SYSTEMS 
AND APPLICATIONS WITHIN WATER AND 
WASTEWATER UTILITIES

All of the systems discussed in this section are important to running a utility. But 
how do you know your utility’s specifi c needs for IT systems and applications? The 
answer is that your IT needs are directly related to your business needs. To deter-
mine what, if any, changes need to be made to your current operations, you must 
fi rst embark on a needs assessment, which is part of strategic planning covered in 
Chapter 3 of this manual. Depending on the current suite of systems already in use at 
a utility, the strategic IT planning process may be applied broadly to the entire utility 
and potential software systems or to a subset of business processes and specifi c soft-
ware systems for those processes.

In evaluating and choosing software, there are a number of common terms asso-
ciated with the type of tool. These are legacy, custom, and commercial systems; applica-
tion service provider (ASP); and software-as-a-service (SAAS) options. These terms can 
be applied to any of the systems discussed in this chapter.

Legacy is used to describe a software system that is older and is typically based 
on a technology platform that is no longer supported or that was developed with an 
outdated programming language. This type of system may be highly successful in 
meeting the business needs of a utility; however, the system poses a business risk in 
that if it fails it may not be economically or technically feasible to correct the problem, 
thereby resulting in a gap in functionality. The risk to the utility depends on the type 
of system and its role in supporting the business.

Custom is a term used to describe an application that is built specifi cally for an 
organization based on its functional needs. Section 4.0 of Chapter 6 discusses custom 
application development in more detail. This approach is typically taken when no 
commercial product is available to meet business needs. Although custom systems 
are appropriate in some circumstances, they can be expensive to develop and risky to 
maintain over the lifetime of the tool.

Commercial off-the-shelf (COTS) is a term for software that is developed and sold 
as a product by a company that is in the software business. All of the systems dis-
cussed in this chapter are available as COTS solutions. Each software company 
designs, develops, and maintains a tool or set of tools based on their interpretation 
of the functional needs of the market. Most vendors also support user groups and 
hold user conferences to gather feedback from their customers on business needs and 
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future software enhancements. When a COTS solution is purchased, the utility typ-
ically pays based on the number of end users. There is also a maintenance fee that 
is charged that is typically 10 to 20% of the initial software purchase price. This fee 
includes software maintenance and upgrades as well as end-user technical support.

Commercial off-the-shelf software may also be available from the vendor through 
an ASP or SAAS option. Through a Web-based delivery mechanism, often called 
“cloud computing,” it is possible to access data and applications stored on remote 
hardware by way of the Internet instead of keeping it all in a local workstation. The 
benefi ts of such delivery are more options in the end-user access device, such as a 
smartphone, a stripped-down netbook, or even an e-book reader. The user can be 
anywhere, and so can the source for data and applications.

The cloud delivery approach adds to the flexibility to scale bandwidth up or 
down at will as well as the affordability of pay-as-you-go service, and subtracts 
energy-devouring hardware from the local environment. Considerations for such 
a mechanism include trust in your selected vendor to ensure security and business 
continuity in the event of a system failure. Selection of this approach involves a con-
tractual arrangement with the software vendor in which the vendor provides the 
hardware and infrastructure to host the software as well as all of the services for 
software maintenance. This may be a cost-effective option for many utilities, espe-
cially those without an IT department or with limited resources to provide software 
and architecture support. Fees for this service are typically paid monthly or annually 
based on the number of end users.

There are many business issues to consider regarding utility software owner-
ship and maintenance. In addition to the ASP or SAAS options previously noted, 
other possibilities include regional utility partnerships and municipal partnerships. 
While there can be some economic advantages to partnering with other utilities and/
or government entities in acquiring new software, there needs to be suffi cient simi-
larities in business needs and business processes to select a tool that meets the needs 
of multiple organizations. The appropriate approach for any specifi c utility should be 
considered as part of the strategic planning process, as discussed in Chapter 6, and 
organizational issues, as discussed in Chapter 8.

Software, itself, is only one element of a software project. Proper use and accep-
tance of the tool by staff is as important, if not more important. Figure 2.2 shows the 
three interrelated elements of any software project: business processes, technology, 
and people. It has already been noted that technology should be selected to fi t specifi c 
business process needs; this topic is explored in greater detail in subsequent chapters. 
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The “people” aspects of technology implementation include considerations such as 
staff involvement in the defi nition of requirements and software selection, but must 
carry through to implementation and ongoing use. Training is typically one of the most 
underfunded and under-recognized critical success factors of any software implemen-
tation. While most COTS vendors provide training on the mechanics of using their 
software, additional training is often benefi cial to educate end users on the role tech-
nology plays in performing their business processes, especially if these processes will 
change because of the introduction of a new software or technology tool. End-user and 
software support documentation is also critical to successfully maintain software over 
time, to provide a way for staff to explore lesser used functionality, and to provide 
information to new staff that come on as end users after the initial implementation.

The following sections provide information on a variety of different, commonly 
used software tools for a utility. Information provided includes a summary of the 
defi ning functions of the tool, typical end users, data inputs, outputs, integration 
areas, and maintenance considerations. No two systems are identical. Indeed, not 
only are there differences between custom systems and COTS, but also between 
different COTS solutions and different implementations of the same vendor COTS 
solution. These differences occur because each utility has a somewhat different set of 
needs, business processes, and end users. This should not be considered a problem. 
Rather, it is due to market demand that vendors enable their software tools to be con-
fi gured to meet specifi c organizational needs. Subsequent chapters of this manual 

FIGURE 2.2 Key elements of software projects.
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will go into more detail about how to plan for, specify, select, and implement the 
tools needed by your utility.

2.1 Business Systems
2.1.1 Enterprise Resource Planning Systems
An enterprise resource planning (ERP) system is an information system with multiple 
modules of functionality serving all the needs of a business. The types of functionality 
for a utility that are typically included at the core of an ERP implementation include 
integrated accounting (i.e., general ledger, purchasing, accounts payable, and accounts 
receivable), human resources, and payroll functionality with confi gurable workfl ow 
and reporting capabilities. Extending ERP can also include the integration of addi-
tional data, workfl ow, and functions such as asset management, work orders, and 
inventory as well as modules that address customer service, billing, and project man-
agement. Additional details can be found in the literature, including Technologies for 
Government Transformation: ERP Systems and Beyond (Kavanagh and Miranda, 2005).

Examples of well-known vendors of ERP systems include Oracle Corporation 
(Redwood Shores, California), SAP (Newtown Square, Pennsylvania), and Microsoft 
Corporation (Redmond, Washington) (i.e., Microsoft Dynamics GP, formerly Great 
Plains software). There are also a number of small- and mid-market vendors that 
offer this functionality targeted at smaller organizations requiring less complexity 
in their systems. The vendor marketplace is quite dynamic, and companies are fre-
quently acquiring new tools and phasing out older technologies. Company mergers 
even make it possible for one company to own multiple products that address similar 
functionality. This can make navigating the COTS market challenging; as such, it is 
important to seek up-to-date information on vendors to make the best informed deci-
sion about which vendor and product is appropriate.

Descriptions of the functionality of various modules are explained in greater 
detail in the following sections. However, it is worth noting the benefi ts and draw-
backs of taking an enterprise approach. Enterprise resource planning is a widely 
used approach to organizational information management and operations. An alter-
nate approach is to address a business’s functional needs with a suite of distinct soft-
ware systems that are synchronized or interfaced with each other as necessary, either 
directly through the software or through business processes. The idea behind an 
enterprise approach is to enhance operational effi ciency by providing management 
and staff with a unifi ed interface for entering, updating, and accessing information 
necessary to run a business.
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Implementation of an ERP system can be a signifi cant undertaking. For the soft-
ware modules to enable a seamless fl ow of information across an organization, it is 
necessary to redesign business processes from human resources to work management 
and fi nancial management to ensure that roles, responsibilities, and workfl ow are in 
synch with the software’s intent. Business process mapping is a required element of 
an ERP implementation and can be used to highlight the role of technology in work 
execution, including data ownership to ensure that data are entered by the right per-
son at the right time to ensure data quality. Business process mapping is discussed in 
more detail in Chapter 4.

Challenges associated with ERP implementation are primarily related to the addi-
tional complexity of operational coordination required because staff in distinct busi-
ness areas may be required to conduct their work differently to better support staff 
in other business areas. Integration of software functionality through the modules 
of an ERP requires an integration of, and appreciation for, a broader set of business 
processes that can be challenging for utility staff. The success of an ERP approach 
depends, to a great extent, on the culture of the organization and the willingness to 
commit to a rigorous process of self assessment and change management. The great-
est potential benefi t of an ERP approach for a utility may be in the area of asset man-
agement. Data on all of the organization’s assets, such as people, inventory, and cash 
flow, are housed in a single database in a manner where the data can be used in 
many ways to support consistency in the variety of decisions that must be made. If 
an organization is committed to the duration and effort required for ERP implemen-
tation, the benefi ts over the long term for the utility can be signifi cant. However, it is 
possible for an organization to meet its needs and operate effi ciently without an ERP 
if the proper processes and roles are in place.

2.1.2 Human Resources and Payroll
Human resource systems support the main business processes of an organization 
related to the life cycle of staff management. Typical functions of a system include 
hiring, payroll, work/time tracking, benefi ts administration, training records man-
agement, and performance tracking. This functionality may be handled through 
modules of an ERP system or as a stand-alone system.

Payroll and employee data management are primary functions of a human 
resource system. Payroll calculations are conducted by using employee data about 
salary and benefi ts with data about time worked each pay period, which results in 
the issuance of paychecks or direct deposits to staff. “Time-capture” systems may be 
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part of a human resource system and are designed to capture data about time worked 
through a time entry interface, or they may be a distinct software tool for timekeeping 
that is integrated with payroll and human resource functionality in another system. 
Another source of data for labor hours spent on different activities and projects may 
be a work management system or ERP module. These systems are also confi gured to 
track and administer employee benefi ts such as insurance, social security, vacation 
and sick time, and union participation. The level of sophistication of the functionality 
will vary by software vendor. All ERP vendors offer human resource functionality 
and there are also vendors that specialize in human resource functionality.

System end users are typically limited to the few people with authority to over-
see the staff’s personal data; these end users include the human resource director 
and any staff responsible for supporting payroll and benefi ts administration. Some 
systems may enable direct access to an individual’s personal human resource record 
through the system by that individual and/or the employee’s manager.

The core of the human resource system is an employee database. This database 
may include current and historical information about the employee’s skills, degrees, 
training, and roles in the organization as well as salary and benefi ts. Other inputs 
include data about time worked and union participation.

Outputs of the human resource system include payroll for the organization as 
well as data necessary to support benefi ts administration such as health insurance 
and retirement funding. Such systems also allow managers to handle reporting to 
external organizations such as the Occupational, Safety, and Health Administration; 
unions; and Social Security Administration.

Human resource systems may be integrated with timekeeping and work man-
agement systems to capture data about time worked. In addition, they are often inte-
grated with the fi nancial accounting system as employee payroll and benefi ts are a 
signifi cant component of cost for the utility. The human resource system can also be 
integrated with other utility information systems to drive the system security of those 
systems. For example, roles defi ned in the human resource system can be used to 
determine who should have access to other systems, including project management, 
fi nancial accounting, and customer information systems, where the level of access to 
the system depends on an employee’s role in the organization.

Because of the high potential for multiple integrations with other systems’ func-
tionality, software maintenance may be signifi cant if a human resource system is not 
run as part of an ERP solution. Data maintenance should be built into daily human 
resource business processes so the timely update of employee information does not 
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become a diffi cult or time-consuming task. If a human resource system is integrated 
with other business systems, it is important that there are strong data quality controls 
and well-defi ned data ownership responsibilities to maintain data consistency and 
integrity for employee data across multiple systems.

2.1.3 Finance and Accounting
Finance and accounting systems focus on the fi nancial management and reporting 
aspects of the utility. These systems center around financial transactions that are 
reconciled and reported regularly (typically monthly) to balance income received 
against payments made. The heart of a fi nancial system is the general ledger and the 
accounts that transactions are posted against. Typical transactions include budgeting, 
purchasing, accounts payable, and accounts receivable. When utilities undergo their 
fi nancial audits annually, this is the system upon which auditors primarily focus.

Direct users of the fi nancial system are the fi nance department or business opera-
tions staff of the utility. This includes staff with responsibility for accounts payable, 
accounts receivable, and reporting of revenue, expenses, capital assets, and depreci-
ation. Indirect users include all consumers of the utility’s fi nancial information such 
as senior management, board members, public utility commissioners, auditors, and 
fi nancial institutions.

Data entered into the system include all budgets and fi nancial transactions and 
the accounts to which they are posted. When setting up a fi nancial system, the struc-
ture of the general ledger and the organization of various accounts and account types 
for the utility are entered. At the beginning of the fi scal year, budgets are entered for 
all accounts. After this period, fi nancial transactions are entered to the system contin-
uously as they occur.

The outputs of the fi nancial system are reports and statements. These are used by 
utility management to make business decisions about potential changes required in 
revenue and expenditures, cash fl ow, borrowing, and capital planning. In addition, 
outputs are used for inventory reconciliation, annual fi nancial reporting, and docu-
mentation to support changes to billing rates.

The utility’s fi nancial system has potential integration points with all of the busi-
ness systems in a utility, including

Inventory—purchasing and accounts receivable,• 

Customer information systems—revenue from billing and accounts receivable•  
from collections,
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Work orders—work costing,• 

Project management—capital project budgeting,• 

Asset management—asset valuation, and• 

Document management.• 

As with the human resource system, there is a high potential for multiple 
overlaps with other systems’ functionality as it relates to fi nancial data in those 
systems. Data maintenance may be signifi cant if a fi nancial system is not run as 
part of an ERP solution. Data maintenance should be built into daily business 
processes so that the timely update of fi nancial and cost data does not become 
a diffi cult or time- consuming task. Reconciliation between an inventory system 
and a fi nancial system is a common example of areas where maintenance time 
is required to keep data in synch between systems. If the system is directly inte-
grated with other business systems and not as part of an ERP solution, there may 
be maintenance issues to address if software upgrades are required by one of 
the integrated systems. This could have implications for the confi guration and 
upgrade of the fi nancial system.

A utility may choose to replace a fi nancial system because of obsolescence, mod-
ernization efforts, or requirements for additional features. Criteria to consider in 
selecting a new system include required integration points, sophistication of report-
ing, and ease of use. Data migration between systems as part of an implementation 
can be straightforward if the originating system is well managed but can become 
more complicated if integration points are added and additional general ledger/
accounts/features are added that affect the confi guration.

2.1.4 Customer Information Systems
Customer information systems (CIS) house all information about an organization’s 
customers. Customer information systems provide functions such as customer sup-
port, account management, billing, and collections. Most CIS also include historical 
account information for customers such as payment and usage history. Some sys-
tems also include meter inventories and are able to issue service orders for meter and 
fi eld crews related to customer accounts. When a customer calls to open or close an 
account or to make an inquiry, the CIS is the primary source of information needed to 
support that call. The CIS is especially important to the fi nancial operations of a util-
ity because it is the system that generates bills and accounts for billing revenues and 
delinquencies.
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Customer service department staff is the primary user of a CIS in terms of 
inputting data and making inquiries from the system. Figure 2.3 depicts a customer 
service-oriented perspective of utility operations. The customer relationship manage-
ment functionality of a CIS is quite useful in supporting a customer-oriented organi-
zation by tracking customer complaints and inquiries so that the utility can respond 
in a timely and appropriate manner. If service order functionality is used in the CIS, 
the meter department and fi eld crews may also use the CIS to receive and close ser-
vice orders. If the CIS is set up as a Web-based system to support direct customer 
inquiries and payments, the actual customers may also be end users with access to 
only their personal account.

The database of a CIS centers on customers and locations. Each customer is 
assigned to at least one location. In addition to location, data typically associated 
with a customer are payment and usage information, including customer rate type, 
special payment arrangements, and special conditions that may need to be taken 
into account such as medical conditions that prohibit shutting off service and so on. 
Location information may include an address, property type, assigned meters, and 
meter location. Customers and locations are typically updated manually as changes 
occur. Meter data are typically uploaded according to the customer’s billing cycle via 
an upload from a handheld meter reading device. The CIS will use these data to cal-
culate usage and resulting bill amounts.

FIGURE 2.3 Customer service-centric view of utility (data from AWWARF [2005]).
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A key output of a CIS is customer bill amounts, which are typically generated 
on a monthly or quarterly basis for each customer. For most utilities, customers are 
batched into billing routes and cycles that cover most of a month; billing outputs 
are generated daily. In addition to bills, CIS generates reports related to billing such 
as high/low meter readings that warrant investigation and past-due accounts that 
require notifi cation or collection action. If a customer is past due and a decision is 
being made about whether to shut off service, set up a payment plan, or issue a warn-
ing, the business processes associated with making that decision are all supported 
by CIS.

Other uses of a CIS may be to provide reports of customers to support notifi -
cation in the event of a service interruption or water quality event. Customer infor-
mation system data are also used in a number of business operations and planning 
areas. These include rate studies, water demand calculations, water loss calculations, 
and water resource planning.

A CIS is a common component of an ERP because of the many overlaps in data 
between CIS and fi nancials. When not part of an ERP, the CIS is most often integrated 
with a meter reading system and the fi nancial system. The points of integration with 
different systems and the CIS are noted in Table 2.1.

Because the CIS system is the heart of the income stream for a utility, it is impor-
tant that it be technically reliable and that the quality of data be maintained. Data 
maintenance of a CIS should be done daily. As customer service staff interacts with 
customers, their account data are typically entered directly to the CIS. It is also useful 
to periodically run data quality reports to check customer and location data and to 
set aside time to make necessary corrections. Ongoing data quality checks can greatly 
improve data quality and make data conversions much easier and faster if there is a 
migration to a new system.

Replacing a CIS is a signifi cant undertaking that requires dedicated staff time 
for planning and implementation. For organizations that are running custom legacy 

TABLE 2.1 Points of system integration for a CIS.

System Integration areas Purpose of integration

Meter reading Meter IDs, meter readings Provide data for billing

Financial system Billed revenue, accounts 
receivable

Cash management and fi nancial 
planning

GIS Customer locations Support routing and customer inquiries
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systems, the cost of maintaining those systems and providing the level of service 
expected from customer rate payers often drives the decision to replace the system 
with a COTS product. When this is done, it is also a good time to assess the orga-
nization’s meter reading and fi nancial systems as well to ensure that business pro-
cesses around the aforementioned integration areas are considered in the selection. 
For organizations using COTS products, a decision may be made to change vendors 
if the software is no longer supported or if it is found to be inadequate in addressing 
current functional requirements of the business.

To keep up to date with new functionality, it is recommended that the organiza-
tion enter into a software maintenance agreement with the vendor. When selecting a 
vendor, one question that should be asked is how the software upgrade process hap-
pens. For some systems, it may be necessary to visit each end-user desktop to apply 
upgrades; however, this may be undesirable if there are many end users. For more 
modern Web-based systems, system upgrades and maintenance should be applied to 
the server only. Ideally, the organization will run a production and test or develop-
ment instance of the system to help mitigate any unforeseen issues that might arise 
during an upgrade without affecting business operations.

2.1.5 Document and Content Management Systems
Document and content management systems are also known as enterprise content 
management (ECM) systems. They are used to capture, store, preserve, and deliver 
any documents or fi les for an organization. Enterprise content management systems 
typically have several modules, including document management; collaboration 
(such as groupware, instant messaging, and video conferencing); Web-content man-
agement (Web portals used for publishing information on the Internet through XML, 
HTML, or browser); records management (for archiving and filing for long-term 
storage); and workfl ow/business process management (for standardizing and auto-
mating business processes). Enterprise content management systems have several 
built-in functions to capture data automatically. Among these are optical character 
recognition, handprint character recognition, intelligent character recognition, opti-
cal character recognition, and bar coding. Document imaging functions can be used 
to both improve the quality of images and to view images. In addition, some ECM 
systems provide form-capturing functions via scanning. Once the data are captured, 
then manual indexing or automatic categorization can be used to organize the data.

Typical document management functions include enterprise document search, 
document check in and check out, version management, fi le indexing and navigation, 
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visualization, and organization of data through virtual fi les, folders, and views. By 
using Web-content management, end users can share information securely over the 
Internet.

Different kinds of ECM repositories (fi le systems, content management systems, 
databases, and data warehouses) can be used in combination for storage. Enterprise 
content management systems also offer long-term, secure electronic archival of static 
information. There are various long-term storage media such as storage networks; 
microfi lm; write once, read many, or WORM, optical disks; tapes; and hard disks.

End users of ECM systems cover a broad range depending on an organization’s 
needs. Security and role-based access can be built into these systems and employees 
of a utility and middle and top management typically would have access to the sys-
tem as viewers. Typically, view-only users have access to the information based on 
their roles and have no deleting or editing rights. System administrators are a desig-
nated group within an organization with authority to enter new information to the 
system, organize it, and have rights to edit or delete it. Who should have access to 
what and who can do what should be agreed on and implemented properly as part 
of the security planning stage of the project.

All documents relevant to an organization should be captured and stored at a 
centralized ECM system. These include, but are not limited to, the following: oper-
ating procedures, all kinds of reports, manuals, schedules, assessments, standard-
ized forms, plans, drawings, models, surveys, complaints, disputes, pictures, videos, 
records, and metadata to retrieve and organize data and documents. These inputs are 
gathered through external sources through manual entry or scanning, database inte-
gration with ERP- or CRM-types of systems, intranet data, e-mail, and so forth.

Outputs of an ECM system are typically fi les, documents and reports that can be 
shared in various formats such as image fi le formats (TIFF, JPEG, etc.) PDF, HTML, 
XML (eXtensible Markup Language), or any other format that is not editable. This 
information is shared through various distribution channels such as the Web or 
e-mail, both in digital or hardcopy format.

Depending on the organization’s needs enterprise and content management sys-
tems could be integrated with (1) an ERP or CRM systems such as SAP or PeopleSoft 
(Oracle Corporation) for workfl ow management (where ERP or CRM systems sup-
port workfl ow automation and fi les are stored in an ECM system); (2) collaboration 
systems such as email clients, chats, or other forms of solutions that support unstruc-
tured contents; and (3) portals such as intranets, extranets, or Web sites for making 
the portal attractive and more useful.
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Integration at infrastructure and platform levels is equally important. For exam-
ple, the ability to have a single login window for access to multiple applications can 
become more challenging and costly than it looks. Most ECM tools have database 
components. Enterprise content management vendors who are not database compa-
nies have to balance between supporting enough database formats to attract a broad 
audience. Similar to any other IT implementation, education and training are the 
components to success. Many ECM vendors offer training for end-user and IT system 
administrator staff and often run “train-the-trainer” programs. However, buy-in from 
top management is critical to help an organization stay focused on getting results and 
achieving the organization’s goals for ECM implementation and use.

Managing content is one of the main challenges of implementing an ECM system 
due to the range of people at every level of an organization that produce and access 
content. One of the most important items that must be addressed in an ECM imple-
mentation is the defi nition of the taxonomy to be used. Taxonomies provide the clas-
sification structure to enable end users to easily access content stored in the ECM. 
According to IBM, “. . . having consistent and reliable access to unstructured content 
is arguably the foundation to realizing the business benefi ts of ECM, and all subse-
quent content-centric enterprise applications will realize their return on investment 
(ROI) by leveraging this essential capability. As large enterprises standardize on ECM 
platforms, maintaining the integrity of the catalog is essential to managing access to the 
volume and heterogeneity of business information . . . ” (Twigg et al., 2007). Some ECM 
vendors provide tools and services to support the taxonomy identifi cation. It is impor-
tant that the utility have a good understanding of its content and access needs. During 
implementation, the taxonomy will be used to confi gure the ECM tool and guide the 
migration of content from existing sources to the new tool. For the tool’s use and value 
to be sustainable for the organization, a governance process must also be established to 
ensure that the taxonomy is applied; otherwise, content retrieval will not meet initial 
expectations. Migrating existing information to an ECM system requires a big invest-
ment in time and labor and the volume of the content might become overwhelming 
as formatting the original document, identifying metadata for each document, and 
importing them to the ECM system require following a systematic strategic process. In 
addition, getting approval for implementing an ECM system can be challenging as the 
cost of implementing and maintaining these systems typically are not trivial. Although 
the “people factor” is not related to software and data maintenance considerations, it is 
important to mention here. Often, end users would be accustomed to storing their fi les 
in local hard drives and sharing the content company-wide might become an obstacle 
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as it requires a culture change. With the version control capabilities of an ECM, content 
creators should be open to making documents more widely accessible to support the 
benefi ts of information sharing and collaboration for their team and for the broader 
organization without worrying about document integrity. In addition, supporting and 
maintaining an ECM system adds serious responsibilities to the IT department of an 
organization. Although there are Web-based ECM systems that might be a solution to 
this challenge, many organizations might choose self-hosted client applications.

2.1.6  Enterprise Asset Management Systems and Computerized 
Maintenance Management Systems

Computerized maintenance management systems (CMMS) have been in existence 
for many decades, and initially supported plant operations. Technology and business 
operations at utilities have evolved over the last 15 to 20 years, resulting in the emer-
gence of a suite of functionality that addresses maintenance needs across an enter-
prise and capitalizes on the data that are part of a typical CMMS to support broader 
organizational needs for asset data. The term for this system is an enterprise asset man-
agement (EAM) system. These two systems are generally synonymous in today’s soft-
ware market and will be referred to as EAM/CMMS in this chapter.

As Figure 2.4 demonstrates, EAM/CMMS is at the core of a utility’s maintenance 
and asset management activities. Typical functionality includes issuing work orders, 

FIGURE 2.4 Role of EAM/CMMS in utility operations.
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supporting preventive maintenance, tracking calls, enabling job cost accounting, con-
trolling inventory, and facilitating enterprise asset management. It is also increas-
ingly common for EAM/CMMS tools to have Web-enabled functionality to support 
remote work and mobile business processes. The core functional areas are described 
briefl y in the following sections.

2.1.6.1 Asset Management
The EAM/CMMS is the core tool for asset management in its ability to track an asset’s 
life-cycle costs (labor and material) and rehabilitations. The data in the system sup-
ports optimization of repair versus replacement decisions as well as the development 
of a capital improvement plan that is based on asset condition and risk.

It is important to recognize that the implementation of an EAM/CMMS alone 
does not result in an asset management program. However, this tool is at the core of 
the processes and activities that utility staff must perform in following asset manage-
ment principles. The general stages of an asset management program include

Developing an asset register by organizing assets in hierarchy and capturing • 
basic asset attributes,

Determining the relative criticality of the asset,• 

Assessing the condition of the assets and estimating the remaining useful life,• 

Assessing the asset risk,• 

Developing a maintenance strategy consistent with risk,• 

Developing a replacement plan consistent with risk, and• 

Developing replacement schedules.• 

A good EAM/CMMS tool will provide a database structure to capture, store, and 
report on the data necessary in these activities to implement an asset management 
program. This includes data elements about assets, including asset attribute data, 
and descriptive information about condition and history. There are a wide variety of 
commercial tools on the market that vary in terms of complexity and scalability of the 
data collected. More sophisticated EAM/CMMS tools may be part of an ERP strategy 
that includes multiple modules with data and functionality that includes all of the 
aforementioned functionality as well as fl eet management, resource management, 
and facilities management. Additional references address the topic of implementing 
asset management programs in more detail (e.g., AWWARF, 2006, 2008).
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2.1.6.2 Call Logging
As customer service centers receive calls, the EAM/CMMS can be used to create ser-
vice requests that link to work orders to track problems from initiation to completion. 
With GIS integration, it can also be possible to geo-locate calls to better support trend 
identifi cation and work assignments.

2.1.6.3 Work Orders
Electronic records for work that need to be completed in the fi eld or at a plant can 
be issued from the EAM/CMMS. Before completing the work, the system can pro-
vide staff with immediate access to asset information and maintenance histories. As 
work is completed, data about maintenance activities, materials, and labor used are 
entered to the system to support other business needs. By compiling this informa-
tion, the EAM/CMMS can then support the analysis of trends in maintenance activi-
ties, clustering of issues, and, potentially, cause-and-effect of activities and outcomes. 
Linking EAM/CMMS to GIS can provide even greater functionality in fi nding work 
locations, developing routes and work schedules, and conducting trend analyses.

2.1.6.4 Preventive Maintenance
An EAM/CMMS can help move utilities from a reactive response to issues and prob-
lems to proactive management of assets and infrastructure. The system is populated 
with the recommended maintenance schedule for key pieces of equipment and can 
then automatically generate preventive maintenance work orders based on a defi ned 
schedule. This schedule may be based on run times or calendar time. As work is done, 
it can then track preventive maintenance activities, ultimately providing data neces-
sary to understand trends in asset conditions. The overall result is the minimization 
of equipment downtime.

2.1.6.5 Inventory
An EAM/CMMS can also manage inventory and relate that inventory to work 
orders. Functionality may include tracking requisitions, automating reordering by 
setting thresholds and triggers for minimum on-hand quantities, tracking unit price 
and average price as well as equipment and material usage on work orders. This 
information can be quite valuable in providing information to support budgeting for 
operations and capital planning.

2.1.6.6 Job Cost Accounting
It is often desirable to be able to identify the total cost of completing a “job” or set of 
work activities. This may be conducted for accounting reasons as well as to pursue 
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reimbursement from an outside party for work done. The EAM/CMMS uses work 
order information to aggregate the cost of work by calculating the cost from the labor, 
material, equipment, and vehicles used on a job. It is also possible to roll up the cost 
of maintenance for work types and asset types. This functionality is also useful in 
developing the utility’s budgets.

End users of an EAM/CMMS span the organization. Data entry is best handled 
by those staff with the most direct knowledge of the information being captured. For 
example, planners and schedulers will enter data necessary to plan and prepare for 
the work and work crews will document work performed. If a large-scale asset data 
population effort is being done, a coordinated effort between those staff with the 
greatest knowledge of the data should be undertaken.

Consumers of information in the system include operations and maintenance 
staff receiving work orders or inquiring about asset conditions for work that they are 
going to complete. Additional end users also include customer service and account-
ing staff and senior management responsible for short- and long-term capital plan-
ning, budgeting, and risk management. A comprehensive EAM/CMMS with good 
data will ultimately result in more coordinated and educated capital decisions.

Additional activities and decisions supported by the outputs of an EAM/CMMS 
include responding to inquiries about asset locations, work history, and asset condi-
tions. In planning and scheduling work, a system that is integrated with a spatial analy-
sis tool like a GIS will enable geo-locating of maintenance work. At the managerial level, 
the system will support the development and tracking of key performance indicators 
that allow for a comparison of productivity statistics both internally and externally.

To achieve the maximum value from an EAM/CMMS solution, there are a num-
ber of systems that can be integrated. However, as previously mentioned, it is not 
the technical system integration that drives the value, it is the coordination of busi-
ness processes and synchronization of data between systems that ensures the value 
is achieved. Nontechnical integration with the system listed in Table 2.2 can provide 
value, even when technical integration is too costly.

As with many of the systems discussed in this chapter, maintenance costs must 
be considered and planned for in undertaking technological integrations between 
systems. If one system or module of functionality is replaced with a new system or 
undergoes a signifi cant upgrade, it can have ripple effects on the other integrated 
systems. For an EAM/CMMS, there is the additional consideration of identifying the 
“master” record for asset data. This may be the EAM/CMMS, the GIS, or the fi nan-
cial system, depending on the asset management approach of the utility. Regardless 
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of the system of record for asset data, it is critical to have accurate and timely data on 
assets for the proper operation of a utility. Data entry and data maintenance respon-
sibilities must be clearly defi ned and regularly completed to support the potentially 
powerful capabilities of an EAM/CMMS. For example, establishing standard operat-
ing procedures and policies for access to operating information, such as process and 
instrumentation diagram drawings, can ensure the data consistency and quality that 
is necessary for an EAM system to have maximum value for an organization.

2.1.7 Project Management Systems
Projects inevitably generate enormous and complex sets of information. Effectively 
managing this bulk of information to ensure its availability and accuracy is an impor-
tant managerial task. Poor or missing information can readily lead to project delays, 
uneconomical decisions, or even the complete failure of the desired facility. Reports 
and views are common and crucial requirements as the system is used. Some exam-
ples of reports are cash fl ow; various types of estimates; budgets (current, baseline, or 
projected) and schedules (Gantt charts and critical path reports); resource allocations; 
fi nancial commitments; cost to date; spending rates; funding; design and construc-
tion status to date; various project status indicators; change order logs; change order 

TABLE 2.2 Points of system integration for an EAM/CMMS.

System Integration areas Purpose of integration

GIS Asset and customer locations Routing and work scheduling
Customer inquiries
Geographic trend analysis

Financial system Asset (value), maintenance 
budget/costs, and capital 
budget/costs

Governmental Accounting 
Standards Board reporting
Capital planning
Job costing for reimbursement  
Inventory purchasing

CIS Customer locations Link service calls to work orders
Call logging

Human resources Employee data Job costing of labor resources
Work assignment based on staff skills

Operations and 
maintenance manuals

Equipment servicing 
guidelines/standards

Preventive maintenance scheduling

Process control Equipment run times Preventive maintenance scheduling
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reasons; planned vs actual costs; and issues and action items reports. Accuracy and 
availability of these reports is extremely important for timely decision making and 
successful project management.

The term, project management system, covers a range of software, including schedul-
ing, cost control and budget management, communication and collaboration software, 
quality management, project documentation or administration software, and resource 
allocation. Project management systems can be delivered through a variety of system 
architectures and can range in use and complexity from single user systems running 
on a single desktop computer to collaborative, multiuser systems that integrate project 
planning, project control, and management functionality. Project management systems 
typically come with a built-in reporting system and dashboards for information visu-
alization. It is important to state the differences between a project management system 
and an enterprise resource management system. An ERP system is implemented and 
used to manage resources, activities and information for an organization; whereas proj-
ect management systems are used for managing information, resources and activities 
for a particular project or sets of projects/programs. Project management systems are 
utilized for planning and capturing of project information real time; whereas this infor-
mation becomes part of an ERP system after the project is realized.

End users of a project management system vary depending on the module used 
and end users’ job responsibilities. Users of a project management system include 
project controls staff (schedulers, cost engineers, estimators, and contract administra-
tors); fi eld staff (inspectors, superintendents, and foremen); project management staff 
(project engineers and project management); and senior management. The level of 
detail and information presented change based on the end user’s role in a project. For 
example, a scheduler might want to view tasks, their dependencies, and resources 
required by each task in a particular project, whereas a project controls manager 
might want to view schedules of various projects in a master schedule format.

The types of data that are associated with different project management system 
modules are shown in Table 2.3. The data presented in Table 2.3 demonstrates the 
overlaps in data used for different uses within a project management system. The 
modules of functionality do not operate in isolation, and integration between data 
sets for multiple uses is an important component of such a system.

While project managers implicitly recognize the importance of time and cost 
information integration for successful project management, it is rare to fi nd effec-
tive project control systems that include both elements. Typically, project costs and 
schedules are recorded and reported by separate application programs. Project 
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TABLE 2.3 Types of data that are associated with different project 
 management system modules.

Module Data

Scheduling Work breakdown structure and tasks
Tasks with durations and dependencies
Constraints
Resources
Cost for each activity
Milestones

Cost estimating Work breakdown structure
Material quantities and prices
Equipment
Labor
Historical data/cost-estimating reference data
Durations

Cost control Work breakdown structure
Budgets
Cost accounts
Payables
Receivables
Incurred costs

Contract management Contract documents
Change requests
Change orders
Amendments
Invoices
Payment applications

Document control Project documents, including
• Permits
• Meeting agenda
• Meeting minutes
• Correspondence
• Disputes
• Submittals
• Specifi cations
• Memorandums
• Regulatory documents

(Continued)
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managers must then perform the tedious task of relating the two sets of information. 
The diffi culty of integrating schedule and cost information stems primarily from the 
level of detail required for effective integration. Typically, a single project activity 
will involve numerous cost account categories. Similarly, numerous activities might 
involve expenses associated with particular cost accounts. To integrate cost and 
schedule information, a common work breakdown structure and specifi c activities 
and specifi c cost accounts must be the basis of analysis.

Another area of integration is between project management systems and ECM 
or enterprise resource management. Archiving project information when a project is 
completed is typically a daunting task if done manually rather than automatically. In 
addition, databases recording the “as-built” geometry and specifi cations of a facility 
as well as the subsequent history can be particularly useful during the use and main-
tenance life-cycle phase of the facility. As changes or repairs are needed, plans for the 
facility can be accessed from the database.

Project management system vendors offer many types of hosting options, such 
as the following: use of an ASP, also called on-demand software or SAAS, where the 
software vendor provides computer-based services to customers over network and 
host servers; self-hosting, where the customer hosts servers in-house; or third-party 
hosting, where customers outsource hosting. Deciding between these hosting options 
depends on security, retention, storage, bandwidth, and speed needs, as well as the 
availability of an organization’s technical support group. If an ASP model or third-
party hosting option is chosen, then, at a minimum, a license should be maintained 
to access project information or archiving options should be discussed with the ser-
vice provider. In essence, how to maintain data and access data when a project is 

TABLE 2.3 (Continued)

Module Data

• Drawings
• Subcontractor records

Field management Activity logs
Inspection logs
Quality control and assurance records
Safety and accident records
Requests for information
Daily fi eld reports
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completed are important topics to be clarifi ed before investing in any project man-
agement system options.

2.2 Planning Systems
2.2.1 Geographic Information Systems
A GIS is a database system that is structured to focus on the location and spatial 
relationships of its date elements. Data are entered, stored, analyzed, managed, and 
presented in a manner that refers to, or is linked to, location. A utility GIS is an impor-
tant tool for managing information about the utility’s assets and customers. Indeed, 
wherever location is important or maps are necessary to conduct business for the 
utility, there is an important role for GIS. The Water Environment Federation’s man-
ual of practice (MOP), GIS Implementation for Water and Wastewater Treatment Facilities, 
describes the nine fundamental purposes of a GIS that provide value to users as 
follows: “mapping and databases, facilities management, facilities atlases, manage-
ment decision making, facilities planning, federal regulation compliance, business 
process reengineering, public perception, and e-commerce” (WEF, 2005). The MOP 
also contains extensive detail on the role and value of a GIS in water and wastewater 
utilities.

Because of the potential variety and extent of GIS use, there can be end users in 
many business areas of the utility as well as with stakeholders outside of the utility. 
Typical end users interact with the data to perform queries and analysis and to create 
map-based outputs. There is a smaller subset of end users responsible for adding and 
editing GIS data. To ensure data quality and integrity, it is important to have trained 
GIS professionals responsible for maintaining system data. Below is a summary of 
some of the general uses of a GIS for a utility.

Geographic information system professionals are the staff responsible for add-
ing new data to the GIS. The creation and editing of data layers and features in a 
data layer requires training and experience in the placement of data, the maintenance 
of metadata, and core geographic principles. The Urban and Regional Information 
Systems Association (Des Plaines, Illinois) (www.urisa.org) has programs to train 
GIS professionals; the GIS Certifi cation Institute (Des Plaines, Illinois) (www.gisci.
org) also provides certifi cation for GIS professionals.

Field use of a GIS can be beneficial for staff working in the field conducting 
inspections, maintaining assets, and sampling. It is becoming more common for fi eld 
staff to carry laptops or handheld devices while conducting their work, and having 

www.urisa.org
www.gisci.org
www.gisci.org
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Internet access or GIS fi les on those devices can help them to more accurately and 
effi ciently locate spatial information necessary to complete their tasks.

There is a strong relationship between GIS and computer-aided drafting and 
design (CADD) software. Computer-aided drafting and design is the most-used soft-
ware tool in designing utility systems. Once the design is constructed and it becomes 
an asset for the utility, CADD drawings are often archived as as-built drawings and 
the data are moved to the GIS. Depending on the organizational structure of the 
utility, GIS may be part of the engineering department. In many cases, staff may be 
trained and experienced in CADD and GIS.

At the management level, a GIS can become a key tool to support utility decision 
making and planning if the GIS is well integrated with other data sources. This can 
include capital improvement planning and project schedule, public outreach, permit-
ting, and land acquisition. In addition, a GIS is a useful tool when working with other 
utilities, such as phone, energy, and cable companies, to coordinate road cuts and 
other project work.

Finally, a GIS can be a powerful tool for communicating with the public. Many 
governmental entities such as states, cities/towns, and counties now manage exten-
sive GIS data sets and publish them on the Internet for the public to query. There are 
also private companies, such as Google (Mountain View, California), that provide 
extensive GIS content through the Internet. Many utilities do not publish their data 
on the internet, often because of security concerns. However, some layers of informa-
tion are often used to communicate with the public about large upcoming projects 
that require public support or that would have an effect on residents. This may be 
done through GIS capabilities online, such as queries, or through the publication of 
static maps created with a GIS.

Typical GIS data are structured in layers. Each layer of a GIS represents a different 
type of feature such as roads, manholes, collection and distribution systems, building 
footprints, and land cover. Features are represented as points, lines, or polygons. Feature 
data development can be done by digitizing data or obtaining data from a surveyor or 
other source of digital information. Tabular data are then created and associated with 
physical features. This type of tabular data is also called “attribute data.” It is attribute 
data that enable queries to produce maps and reports and perform spatial analysis.

The defi nition of specifi c features varies depending on the organization. A typical 
water and wastewater utility GIS includes layers for distribution systems (including 
pipes, manholes, and plants); collections systems (pipes, catch basins, pumping sta-
tions, and plants); connection points with customers; and meters, parcels, land base 
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and land cover; water features; and infrastructure of other utilities. As depicted in 
Figure 2.5, each feature may have multiple attributes associated with it, including 
geographic location, age, material, and owner. Each feature of the same type will 
have the same attributes; however, attributes will vary by feature type. The common 
attribute of all features is location.

New layers are typically created through a thorough data development process 
that includes photogrammetry and development of data collected through aerial 
photography. The accuracy of the resulting data depends on the quality of the aerial 
data collected and the procedures applied to create data elements from these data. 
It is often economically advantageous for utilities to work together or to work with 
other government agencies in their jurisdiction or neighboring communities to cap-
ture and develop GIS data.

Following the initial development of data layers, features and attributes may be 
added and/or edited. There should be procedures and system security in place to 
ensure that data edits are done in a manner that ensures data integrity and locational 
accuracy. In many organizations, data-edit privileges are given to different staff based 
on their role and the type of data for which they are responsible.

A GIS is best known for its digital map outputs. The combination of digital map-
ping and database technology is uniquely suited for analyzing objects and areas 

FIGURE 2.5 Spatial data relationships.
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above, on, or below the surface of the earth and using this technology to gener-
ate maps, reports, statistics, and to aid in decision making. With proper planning, 
data development, and analysis tools, a GIS can be used to support 2-, 3-, and even 
4- dimensional analyses, as is shown in Figure 2.6.

The types of outputs from a GIS that are most frequently used in a utility include 
feature maps of utility assets and customers. These are then used to provide opera-
tional support for planning and scheduling capital improvement and maintenance 
projects, to communicate with the public about utility activities, and to support data 
modeling activities for predictive purposes.

Geographic information system technology can interact with a number of other 
technologies that are used in a utility, including CADD software, modeling tools, and 
fi eld data collection tools like global positioning systems (GPS), as noted in Table 2.4. 
All of these technology tools can generate data for use in GIS software and can accept 
GIS data sets. It is also common and effective to integrate GIS with nonspatial data 
systems in use at a utility.

FIGURE 2.6 Multidimensional spatial data.
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The maintenance of GIS data should be built into the daily business processes 
of the utility. There are a few different aspects of data maintenance that need to 
be considered. These are feature data, attribute data, and published data. Feature 
data should be added regularly as features are added, deleted, or modifi ed in the 
utility’s system using source data such as CADD fi les from as-built drawings or 
GPS feature locations collected in the field. Attribute data also require regular 
maintenance. If the GIS is integrated with other systems, it is possible to auto-
mate attribute data updates through synchronization of data sources. For data 
attributes that are stored directly in the GIS, it is recommended that staff roles 
be defi ned to ensure that data maintenance responsibilities are clearly understood 
and followed.

Within a utility, end users often interact directly with utility data. For security 
reasons, full utility data sets may not be made available outside of the utility. In some 
cases, the utility may publish maps for use by stakeholders, including customers, 
other utilities, and contractors. In some utilities, digital- and paper-based maps may 
be created to also support fi eld work of their own employees. If outputs are created, 
it is important that they include a date and that they are updated if and when sig-
nifi cant changes occur to ensure that outdated information does not impact decision 
making or interfere with conducting the business that it was intended to support.

TABLE 2.4 Points of system integration for a GIS.

System GIS integration areas Purpose of integration

Customer information system Customer locations Locate connections
Routing service requests
Emergency response

CADD As-built features/assets Locating assets

Computerized maintenance 
management/enterprise asset 
management

Assets  Analysis of asset replacement, 
repair, and maintenance
Routing of work orders

Project management Project areas Permitting
Land acquisition
Health and safety

Modeling Water features Water quality
Flow modeling
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2.2.2 Mathematical Models
Mathematical models provide idealized representations of an actual physical system. 
Models are typically used in a general sense to evaluate the operation of a system or 
process under actual (typically for troubleshooting) or theoretical (typically for planning) 
conditions. Well-developed and calibrated models allow a utility to simulate “what if” 
processes for decision support purposes before attempting changes in the physical sys-
tem. In summary, mathematical models allow utility stakeholders to both understand 
how a system is operating now and how it might operate under a different set of condi-
tions. Classic applications include planning for future development (how will my system 
react to the addition of future customers?), out-of-service scenarios (how can I operate 
the system with this component removed from service for repairs?), and optimization 
scenarios (what can I change to better meet a set of operational goals?). Commercial off-
the-shelf models are available for all types of system evaluations. The most commonly 
applied are water distribution models, wastewater and stormwater conveyance (or 
hydrology/hydraulics) models, and process optimization models (for evaluating treat-
ment processes). Each of these is covered separately in the following sections.

2.2.2.1 Water Distribution Models
Water distribution models represent a specifi c genre of hydraulic model applied to 
systems operating under pressure. These may include raw water supply, fi nished 
water transmission and distribution, manifold force main wastewater systems, and 
water reuse/delivery systems.

End users of water distribution models are typically limited to engineers, plan-
ners, and operations staff. Most models are somewhat complex and, therefore, 
demand a certain familiarity and repetitive practice to be used effectively. Hence, it is 
important that staff using hydraulic models be provided both suffi cient training and 
time to accomplish hands-on activities.

Whereas water distribution models can perform numerous functions requiring 
many types of data, most analyses can be performed by assembling the following six 
types of data: (1) physical data (diameter, length, roughness coeffi cient) on the pipes 
in the system; (2) consumption data that defi ne the demands on the system, that is, the 
average volume of water to be delivered to each customer; (3) pattern data that defi ne 
the variability in water demand over the course of a day; (4) elevation data for each 
feature that enable model calculations of hydraulic grade line to be expressed as a pres-
sure; (5) data for critical features in the system that supply and/or moderate hydraulic 
grade line, including pumps, tanks, wells, and specialty valves; and (6) operating rules 
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that defi ne how tank levels, pressures, and/or other system parameters will govern the 
operation of model features, particularly critical features such as pumps.

The most basic water model output includes flow, velocity, and head loss in 
each pipe and pressure at each junction. These can be for a single point in time (for a 
steady-state model) or over a time series (for an extended-period model). Models will 
also provide other results such as system-wide demand, theoretical fi re fl ow avail-
ability at any or all node locations, water age, water quality for a conservative or 
reactive substance, pump energy costs, and so forth. Model output can be used to 
support utility decisions ranging from how large a replacement pipe should be to the 
best way to serve an area of low pressure, to how to operate a series of pumps most 
effi ciently to minimize electrical costs.

Due to the variety of data inputs required to enable a functioning model, water 
distribution models require data from, and can be integrated with, several other sys-
tems commonly found in utilities. Table 2.5 illustrates key integration areas.

Software maintenance is typically straightforward, and an annual maintenance 
fee will enable new versions to be identifi ed automatically and easily downloaded 
and installed. Data maintenance presents unique challenges for hydraulic models, 
primarily in the area of GIS integration. This is because the model is not operated 
directly against enterprise GIS data and also because models tend to be used to 

TABLE 2.5 Key integration areas for water distribution models.

System Water model integration areas Purpose of integration

Automated meter reading Customer demand patterns Develop individual or representative 
demand patterns for large users or user 
classes, respectively

Customer information or 
billing system

Customer locations and demands Essential model needed for solving system 
hydraulics

CADD As-built features/assets Can support development of physical 
network if GIS data are not available or 
inaccurate 

GIS As-built features/assets Development of physical network of pipes 
and junctions

SCADA Operational aspects Validate system operations
Support development of diurnal demand 
patterns
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evaluate many what-if scenarios that involve the addition of assets that are not pres-
ent in GIS data. As a result, two-way synchronization schemes are not viable without 
signifi cant checking and/or customization to avoid unintended consequences (such 
as proposed model features being deleted because they do not appear in the GIS).

2.2.2.2 Hydrology and Hydraulics Models
Hydrology and hydraulics (H&H) models represent a specifi c genre of hydraulic 
model applied to systems that are, for the most part, intended to fl ow under grav-
ity conditions rather than under pressure. These may include open channel/river-
ine systems, sanitary wastewater collection systems, stormwater collection systems, 
and/or combined sewer systems. In many respects, H&H models are similar to water 
distribution models. The following sections, therefore, concentrate on some of the 
major differences of H&H models.

Like water distribution models, end users of H&H models are typically limited 
to engineers, planners, and operations staff. As opposed to water distribution mod-
els, many H&H models, particularly fully dynamic models, tend to be more subject 
to instabilities that can require special expertise to understand and correct.

Hydrology and hydraulics models generally require the same types of physical 
data as water distribution models. One major difference is that H&H models typi-
cally place less emphasis on individual customer demands and patterns (an excep-
tion is the unusual case where even dry weather fl ows tax the gravity system) and 
much more emphasis on rainfall and runoff and/or the effects of rainfall-induced 
infi ltration and infl ow. As a result, riverine models require additional data to be col-
lected as well as input related to rainfall and land cover characteristics, especially 
imperviousness and soil types/characteristics. Closed-system models require infor-
mation on the levels of rain-dependent infi ltration and infl ow expected to enter the 
system. Other differences include the need for cross-section data in riverine systems, 
the inclusion of support for a variety of pipe shapes (especially in older systems), and 
the introduction of additional specialty features such as weir and orifi ce elements.

Hydrology and hydraulics model output primarily includes time series data on 
fl ows, velocities, and depth of fl ow across the system. Like water models, some H&H 
models can optionally support water quality evaluations such as dissolved oxygen 
analysis in streams. Model output can be used to support utility decisions ranging 
from how large a replacement pipe should be to the best way to serve an area of local 
fl ooding, to how to operate a series of control structures to minimize combined sewer 
overfl ows.
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Like water distribution models, H&H models require data from, and can be inte-
grated with, several other systems commonly found in utilities. Table 2.6 illustrates 
the key integration areas of H&H models. Software and data maintenance require-
ments are similar to those for water distribution models.

2.2.2.3 Process Models
Process models are commonly used in the water and wastewater industry. A process 
model, in this context, is defi ned as a mathematical formulation of chemical, biologi-
cal, or physical processes that occur in water and wastewater process tanks. These 
models simulate processes that take place in water and wastewater process tanks 
so that the behavior of full-scale processes can be predicted. The models are imple-
mented via computer software for use in planning, design, and operation of water 
and wastewater conveyance, storage, and treatment facilities. Process models are 
used in the planning and design of water and wastewater treatment facilities to size 
process tanks, to predict removal of pollutants and changes in chemical parameters 
during treatment such as alkalinity and pH, and to optimize tank geometry. They can 
be used for operator training, as decision-making guides, or to generate values for 
control of real-time systems.

Process models may be characterized in several ways. One way to characterize 
them is to ask whether they attempt to predict what goes on within a process tank 

TABLE 2.6 Key integration areas for H&H models.

System Water model integration areas Purpose of integration

Automated meter 
reading 

Customer demand patterns Develop individual or representative demand 
patterns for large users or user classes, respectively

Customer information 
or billing system

Customer locations and 
demands

Needed for establishing base fl ows in wastewater 
system models

CADD As-built features/assets Can support development of physical network if 
GIS data are not available or inaccurate 

GIS As-built features/assets Development of physical network of pipes and 
junctions
Development of areal statistics for model support 
such as impervious area and soils characteristics

SCADA Operational aspects Validate system operations
Collect rainfall data
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by means of a mechanistic method; another way to characterize process models is to 
ask whether they incorporate probabilistic methods based on prior behavior of full-
scale processes. Models like the simulation of single sludge processes (SSSP) model 
(Clemson University, 1987) of the activated sludge process fall into the former cat-
egory. Models like the autoregressive-integrated-moving-average (ARlMA) model 
(Box and Jenkins, 1970) and the Monte Carlo-type model (Metropolis and Ulam, 
1949) fall into the latter category.

Another way to characterize process models is based on the degree of knowledge 
about the underlying fl ow fi eld that they incorporate. The following three classes of 
models are identifi ed in this way:

Black-box models.•  These types of models assume no knowledge about the spatial 
variation of process parameters within a process tank. Examples of this type 
of model are residence time distribution theory and the ARlMA model. These 
models rely entirely on empirical evidence from instances of similar full-scale 
process confi gurations for calibration. Their predictive value results from the 
fact that outputs are typically related to inputs. However, they are disadvan-
tageous compared to models based on the equations of fl uid mechanics and 
biological and chemical kinetics in that they cannot be applied in instances 
where data from similar applications cannot be obtained. Their predictions 
may depend on hydraulic residence time in the tank, but make no allowance 
for differing features of tank geometry.

Gray-box models.•  This intermediate type of model uses a simplifi ed model of 
tank fl ow within the reactor to predict chemical and biological changes within 
the tank. Examples of this type of model are the dispersion model and the 
tanks-in-series model. The dispersion model permits fl ow in one dimension 
only. It is sometimes called the dispersed plug-fl ow model. Turbulent spreading 
or dispersion is modeled in either axial or radial directions in pipes and fl uid-
ized beds. When dispersion in the axial or longitudinal direction is modeled, 
it is called the axial dispersion model. The tanks-in-series model assumes that 
transport in a process tank can be modeled by replacement of the real tank by 
an “equivalent” number of completely mixed single tanks operated in series. 
This type of model has become widely used for modeling of activated sludge 
wastewater treatment processes.

Glass-box models.•  This type of model bases its prediction of tank process behav-
ior on calculation of the multi-dimensional velocity fi eld within the tank. These 
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models place solids transport or chemical reaction models within a fl ow fi eld, 
which has been predicted using mathematical equations of fl uid mechanics in 
two or three dimensions. By predicting the variation in velocity and pollut-
ant concentration within the tank using the equations of computational fl uid 
dynamics (CFD), these types of models can more accurately predict process 
behavior than the previous two types of models. Models based on CFD have 
been used for planning and design of sedimentation and disinfection tanks 
and for analysis of fl ow problems in treatment plant hydraulic elements. The 
disadvantage of this type of model is that it can be compute-intensive and 
requires high-level knowledge of the underlying fl uid mechanical theory for 
effective use.

In general, black-box models are stochastic and gray- and glass-box models are 
 mechanistic, in the sense defi ned previously.

Process models are typically used today by engineers in planning and design 
of water and wastewater process facilities or for the diagnosis of problem behav-
iors in full-scale plants. However, process models can also be effectively used for 
operator training and for day-to-day decision making in water and wastewater 
treatment facilities. During the 1990s, the commonwealth of Massachusetts used 
wastewater treatment simulation software based on black-box models for operator 
training. Many treatment plants have used dynamic models of plant hydraulics 
and tanks-in-series models of plant biological processes for day-to-day decision 
making.

Process models use inputs from water or wastewater treatment plant (WWTP) 
operation or from projections of future plant operation to simulate future behavior. 
These data include

Plant fl ow;• 

Site characteristics such as elevation, air temperature, and wind speed;• 

Process fl uid characteristics such as temperature and viscosity;• 

Process chemical characteristics such as pH and alkalinity;• 

Pollutant concentrations such as turbidity, suspended solids, biological and • 
chemical oxygen demand, and ammonia; and

Tank and conveyance element dimensions.• 
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Process model outputs typically include predictions of effl uent characteristics 
from process tanks such as

Plant fl ow;• 

Process chemical characteristics such as pH and alkalinity; and• 

Process pollutant concentrations such as turbidity, suspended solids, biologi-• 
cal and chemical oxygen demand, and ammonia.

Process models are also used to optimize the geometry of process tanks such as 
sedimentation tanks, disinfection tanks, and hydraulic components. This is done by 
simulating the behavior of the tanks under different geometric arrangements to pre-
dict which geometric features will be most effective during treatment. In this case, the 
outputs from the process models are comparative profi les of velocity, solids, and/or 
reactant concentrations within the tank.

Process models can be used to “fi ll in” missing data for process control of sys-
tems such as activated sludge aeration or sludge wasting. They can be included in the 
dashboard of plant operations personnel to aid in decision making.

Process models are available from a wide variety of sources, including academic, pro-
prietary, commercial, and public domain. Examples of black-box types of models, which 
have been used in the water and wastewater industry, include neural network models, 
ARIMA models, and Monte Carlo simulations. Neural network models have been used 
to forecast infl ow into storage tunnels; ARIMA models have been used for evaluation of 
clarifi er performance and for linearization of fl ow networks. Monte Carlo models have 
been used for the evaluation of process data for the selection of appropriate peaking fac-
tors for wastewater treatment planning. These have all been implemented as proprietary 
software development projects by individuals or consulting engineering companies.

The SSSP model of the activated sludge process was an early tanks-in-series gray-
box type of model. This model is available free of charge from Clemson University 
(Clemson, South Carolina). The SSSP model was based on the then International 
Association on Water Pollution Research and Control (IAWPRC) model for single 
sludge treatment systems. The original IAWPRC model is now part of a series of 
activated sludge models documented by the now International Water Association 
(London, United Kingdom) as activated sludge models (ASM) (IWA Task Group, 
2000). Proprietary versions of the ASM models have been implemented by a number 
of individuals and consulting engineering companies. A wide variety of commercial 
biological process models based on this concept for wastewater treatment simulation 
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are available, including BioWin™ from EnviroSim Associates, Ltd. (Flamborough, 
Ontario, Canada), WEST™ from MOSTforWATER N.V. (Kortrijk, Belgium), and 
GPS-X™ from Hydromantis, Inc. (Hamilton, Ontario, Canada).

Glass-box types of models have been implemented using proprietary models, pub-
lic domain models, or commercial CFD packages. An example of a proprietary model 
of secondary sedimentation is CLARITY (Vitasovic et al., 1997) . This model used pro-
prietary CFD software to develop simulations of solids profiles in activated sludge 
sedimentation tanks. More recently, the Q3D and 2DC models were developed at the 
University of New Orleans (UNO) by students of John A. McCorquodale. Development 
of these models, which was part of a Ph.D. dissertation at UNO (Griborio, 2004), was 
partially funded by a grant from the U.S. Environmental Protection Agency (U.S. EPA).

Commercial CFD packages can also be used for modeling of process tanks. These 
packages are available from a variety of vendors. The software typically includes 
convenient aids to geometric defi nition of fl ow grids, a variety of models for turbu-
lence, automatic generation of contour and other types of plots to enhance visualiza-
tion of results, and the capability for customization by the addition of a user-defi ned 
function. For proprietary models, maintenance of process modeling software is done 
by in-house programmers and, for commercial products, via updates and licensing 
agreements with vendors.

2.2.3 Portals
An information portal is a technological framework that integrates data from multiple 
sources to provide end users with a unifi ed perspective of the information. Through 
a Web-based interface, summaries of data can be presented in a manner that meets 
specifi c, customized business needs that cannot be met with a report from a single 
information system. The portal screens that users interact with and view are often 
referred to as “dashboards.” Commercial enterprise systems that include multiple 
modules of data to support a variety of business processes may come with portal 
functionality that is confi gurable to the organization’s needs. Alternatively, portals 
may be customized to integrate disparate information silos.

Portals are an effective mechanism to provide outputs of information to end 
users. The inputs to portals are the databases of organizations that are part of other 
information systems; data are typically inputted directly through technology integra-
tions rather than entered by end users. The content of the inputs and outputs is con-
fi gurable or customizable based on the information, metrics, and decision-making 
needs of the utility.
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Dashboards can be developed for many different end users with different respon-
sibilities and perspectives to provide information that is operational, tactical, and 
strategic. In all of these instances, the idea is that end users are decision makers that 
need access to information and metrics that enable them to move the organization 
closer to an agreed-upon set of goals in a timely manner. To do this, it is necessary 
to have access to data that is high quality, timely, and in line with the organization’s 
metrics and goals.

For example, the dashboard of a portal designed for a utility’s operational pur-
poses can support end users that are front-line workers and supervisors responsible 
for monitoring and optimizing operating processes. It can include diagnostic metrics 
about fl owrates, energy consumption, and water quality that are frequently updated 
to provide the information needed to best run the plants and associated system com-
ponents. Figure 2.7 presents an example of an operational dashboard that supports 
sharing frequently to update operational information across jurisdictions to support 
emergency preparedness and response.

A dashboard designed for tactical purposes typically targets different supervisors 
and managers who require self-service access to information with direct navigation 

FIGURE 2.7 Delaware Valley Early Warning System home page (courtesy of the 
Philadelphia Water Dept.)
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to monitor progress of metrics against baselines and goals. It can also be possible to 
enable end users to “drill down” their analyses by targeting a specifi c metric result 
and obtaining the details of the calculation behind it. The calculations may reside in 
the source system or the portal. Data are typically updated less frequently than in an 
operational system and, depending on business needs, but may be daily or weekly.

Strategic dashboards are developed for use by senior management responsible 
for measuring high-level objectives and making complex decisions based on quali-
tative and quantitative information. The information presented typically focuses on 
longer-term trends, and data may be compiled monthly.

Because portals are, by defi nition, a mechanism to integrate data sources, the 
type and number of systems that may be integrated is driven by business needs. 
“Application access and integration are the bellwether for portal success,” with 63% 
of survey respondents expecting to integrate seven or more systems (Ramos et al., 
2004). Because of the complexity of data and system integration, for a portal develop-
ment project to be successful it is important that suffi cient attention be given to the 
ultimate information and decision-making needs of the organization. Outputs and 
functionality must be useful and ambitions for integration must be realistic. The inte-
gration needs between data sets must be well thought out in addition to the methods 
and business rules for compilation, calculation, and presentation.

System maintenance considerations for portals depend, to a great extent, on the 
systems that feed the portal and the technologies applied to develop the portal. For a 
utility that has established technology standards with common database software and 
platforms, portal development can be done in a manner that minimizes the mainte-
nance burden. Most maintenance requirements will develop from new user require-
ments for outputs, changes in business rules, and replacement of the core systems 
that feed the portal. As with all utility systems, there should be a business owner or 
set of owners that participate in a regular process to evaluate the portal’s ability to 
meet business needs, and a budget should be set for periodic maintenance to keep 
the portal current and to maximize its effectiveness for the organization.

2.3 Operational Systems
2.3.1 Data Acquisition
Data acquisition is defi ned as the function of obtaining data from sources external to a 
microprocessor or computer systems, converting it into binary form, and processing it. 
Whereas any sensor/actuator combination can respond to immediate status changes, 
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data acquisition is distinguished by the fact that it is based on gathering multiple snap-
shots or slices of time, analyzing them together, and typically spotting and being able 
to act on otherwise unseen trends. Data acquisition systems consist of four elements:

 (1) Measurement (water and wastewater treatment process sensors, water qual-
ity online analyzers);

 (2) Recording output signals (logger unit);
 (3) Uploading/accessing recorded data (telemetry); and
 (4) Analysis of recorded data (data acquisition software).

These four elements have specifi c requirements that need to be physically present 
and included in the design process. Sensors must be able to convert any measure-
ment parameter to an electrical signal usable by the recording unit. Sensors to mea-
sure selected parameters must meet certain specifications, and the routing of the 
sensor cables ensures that they will not suffer from electromagnetic interference from 
other electronic systems. The data acquisition unit (including memory) and the link 
from the data acquisition unit to the operating platform to upload the acquired data 
via a hardwire cable or telemetry also must conform to various industry standards as 
well as end-user requirements. Once data have been collected in the data acquisition 
and transferred to the utility’s computers, safeguards must be in place to protect the 
data. This may require involvement by the utility’s IT group. Questions that must be 
addressed include the following:

How will these data be used?• 

How long will the data be stored?• 

What security measures are in place to protect these data in case of a catastro-• 
phe or security breach? (See Chapter 7 for a complete discussion of IT security 
issues.)

Who in the utility organization is responsible for maintaining these data?• 

What methods will be used to archive the data?• 

How much will it cost to process and maintain the data?• 

How are software upgrades handled and how often?• 

2.3.2 Telemetry
Telemetry is an automated communications process by which data are collected from 
instruments located at remote or inaccessible points and transmitted to receiving 
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equipment for measurement, monitoring, display, and recording. Transmission of 
the information may be over physical pairs of wires, fi ber, telecommunication cir-
cuits, wireless radios, or satellite. Early telemetry systems used tone-based modula-
tion techniques to transfer analog and digital values at low data rates over telephone 
lines and radio links. Today, as microprocessor and communications technologies 
have matured, telemetry systems have largely been replaced by supervisory control 
and data acquisition (SCADA) systems (Boyer, 2004).

2.3.3 Supervisory Control and Data Acquisition
Supervisory control and data acquisition is an industrial measurement and con-
trol system consisting of a central host (or master) and one or more remote stations 
or remote terminal units (RTUs) controlled by standard and/or custom software. 
Increasingly, programmable logic controllers (PLCs) are being used instead of 
RTUs in SCADA systems. Programmable logic controllers are very cost effective in 
such applications and are easily programmed using industry standard program-
ming languages as defi ned in International Electrotechnical Commission (Geneva, 
Switzerland) Standard 61131–3 (http://www.plcopen.org/pages/tc1_standards/
iec_61131_3/).

The host or master terminal unit (MTU) performs supervisory monitoring and 
control of the process via RTUs or PLCs. If communication between the MTU or host 
is lost, both PLCs and RTUs can operate in a stand-alone mode independent of the 
host or MTU. In PLC-based systems and the newer programmable automation con-
troller (PAC)-based SCADA systems, the host typically resides on a personal com-
puter with human-machine-interface (HMI) software. An HMI is the apparatus that 
presents process data to a human operator and, through this, the human operator 
monitors and controls the process.

Programmable automation controllers represent the latest technology used in 
SCADA systems today. A PAC is a compact controller that combines the features and 
capabilities of a personal computer-based control system with that of a typical PLC.

Distributed control systems (DCS) are similar to SCADA systems and are rou-
tinely seen in factories, treatment plants, and so forth. These systems typically 
communicate to remote locations over a local area network, or LAN, connection. 
Supervisory control and data acquisition systems often cover larger geographic 
areas and rely on a variety of communications systems (i.e., cellular, licensed and 
unlicensed radios, telephone lines, satellite, etc.). In addition, SCADA systems use a 
sophisticated database, provide graphing and reporting functions, offer an interface 

http://www.plcopen.org/pages/tc1_standards/iec_61131_3/
http://www.plcopen.org/pages/tc1_standards/iec_61131_3/
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to operate equipment, and have software-initiated alarms to alert plant personnel to 
specifi c conditions.

Some examples of telemetry and SCADA applications in water and wastewater 
treatment include water supply systems, wastewater treatment plants, and sewer 
and stormwater collection systems.

Supervisory control and data acquisition systems have evolved in that they are 
able to provide “near real-time” updates from thousands of RTUs, PLCs, or PACs that 
are often spread across large geographical areas using a range of secure communica-
tions media to multiple “users” that may also be remotely located or to a central loca-
tion. Until recently, SCADA systems were most often used in a reactive manner to 
identify system faults as they occurred and to record system data and events for later 
analysis. Present-day demands on all types of businesses, including water and waste-
water treatment for increased effi ciencies, regulatory agencies for increased oversight, 
and municipal utilities, in particular, for increased security of their assets, means 
SCADA systems must now be proactive and include a lot of data management and 
security functionality that allows problems to be avoided rather than just recorded.

2.3.4 Process Control
2.3.4.1 Description and Functionality
Process control is a broad term applicable to many industries. In this manual, pro-
cess control is discussed in the context of water and wastewater treatment. A useful 
defi nition of a process is as follows: “A sequence of chemical, physical, or biological 
activities for the conversion, transport, or storage of material or energy” (ISA, 2003). 
Conversely, process control is defi ned as the “control activity that includes the control 
functions that are needed to provide sequential, regulatory, and discrete control and 
to gather and display data” (ISA, 2003). For water and wastewater treatment, this 
includes equipment, sensors, analyzers, actuators, valves, controllers and computers, 
and software used in the treatment process.

End users of the water and wastewater treatment process are the utility’s custom-
ers who benefi t from having clean water at their tap and WWTPs. From an equipment 
manufacturer’s perspective, end users represent the utility’s management personnel 
and, from the utility’s perspective, the operation and maintenance personnel.

Process control uses computers and software related to SCADA, telemetry, DCS, 
PLCs, and PACs to perform specifi c reporting, storing, monitoring, and control tasks. 
In most instances, a digital control system is used. All of these systems process data 
and, in turn, perform the control needed to achieve the desired process state or treat-
ment objective.
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Digital systems are rapidly changing with technology. Consequently, new terms 
and acronyms are constantly being developed to describe the technology. The fol-
lowing are some basic terms that can be defi ned at this time:

Input/output—• refers to the information coming into and coming out of the 
digital control system. There are several input/output types encountered in a 
typical process control system.

Analog input—• any input to a digital system that is continuous in nature. A 
common example is the 4- to 20-mA signal used to represent a process vari-
able (i.e., temperature, pressure, fl ow, level, modulating valve position, dis-
solved oxygen, pH).

Analog output• —any output from a digital system that is continuous in nature. 
A common example is the 4- to 20-mA signal used to modulate a valve or con-
trol the speed of a motor.

Discrete input• —any input to a digital system that represents one of two states 
(i.e., on/off, open/close, high/low level).

Discrete output• —any output from the digital system that controls a two-state 
device (i.e., open/close, on/off, raise/lower).

All digital control systems include a combination of hardware and software. A 
typical PLC- or PAC-based DCS architecture consists of multiple cabinets that house 
the inputs/outputs, controllers, power supply, communication and other modules, 
consoles for operator workstations (typically personal computers or panel-mounted 
industrial operator interface terminals), a data communication link, digital storage 
devices (optical disk, computer drives, etc.), visualization software (or HMI), and, 
sometimes, a historian (personal computer type) for long-term data archiving and 
analysis. To implement a complete integrated digital process control system, all these 
systems must be properly selected, confi gured, and installed. For example, DCS con-
fi guration requires a combination of fi ll-in-the-blanks data entry for standard inputs/
outputs and control algorithms (i.e., control logic or sequence of operations). Such 
confi guration is done on a personal computer with the manufacturer software and 
within a database that is common to all of the hardware modules in the system, with 
the resulting application database downloaded to the respective modules.

Most digital process control systems that use the various software types described 
previously will need maintenance at some point. This includes updating the operat-
ing system (i.e., Microsoft Windows® or other operating systems), antivirus program, 
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security software, fi rewall management, changes to control algorithms based on pro-
cess needs, and version updates for HMI software. A utility must have staff dedicated 
to these tasks and, at a minimum, have staff with basic familiarity of these systems 
to serve as a liaison with the system supplier or system integrator who can then be 
contracted for these tasks. An ideal instrumentation, control, and automation (ICA) 
system contains the following functional components:

A quality team of people who feel a deep sense of ownership of the system and • 
treatment plant and who are committed to continuous improvement ethics;

An instrumentation system to gather adequate process variable information;• 

A monitoring system to acquire data, process and display the data, detect and • 
isolate abnormal situations, assist in diagnosis and advice, and, fi nally, simu-
late the consequences of operational adjustments; proper data acquisition and 
reporting is crucial;

A control system to meet the goals of the operation. This can take place both • 
locally within the treatment process by low-level control system or by coor-
dination of the various processes within the plant as well as with the sewer 
system; and

A network and peripheral devices to transport and transpose the signals.• 

2.3.4.2 Incentives for Instrumentation and Control
Advanced control is becoming increasingly demanded in water and wastewater treat-
ment systems. Various case studies have shown signifi cant savings in operating costs 
and remarkably short payback times. The application of process control in wastewa-
ter treatment systems, however, has been developing much later than in the chemical 
or pulp and paper process industry and, in fact, the water treatment industry can 
learn from these industries. It is the process knowledge, sensor technology, and the 
way the plants have been designed and built that may limit what can be achieved 
today. Wastewater processes do have some unique features, including fl owrates, dis-
turbances, small concentrations, organisms, separation, and the fact that all the “raw 
material” has to be accepted and treated.

The need for ICA was recognized as early as the 1970s as industrial control sys-
tems were developed for the process industry. Still, however, dynamical systems and 
process control are seldom part of the general civil or environmental engineering cur-
riculum. Therefore, many wastewater treatment system designers are unaware of the 
potential of ICA.
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Development of ICA applications in wastewater treatment systems has been 
driven by the following factors:

Instrumentation technology—• “to measure is to know”—has matured and com-
plex instruments like online, in situ nutrient sensors are increasingly being 
used for control purposes.

Actuators•  have improved over the years. Variable-speed drives in pumps and 
compressors represent a proven technology that allows for better control of 
the plant.

Computing power—• many utilities are designing and installing their second 
and sometimes even third generation of SCADA and process control systems. 
Benefi ts of such systems are no longer questioned. Data-processing tools are 
mostly borrowed from multivariate statistics and soft computing (neural net-
works and fuzzy systems). Integration of these tools with low-level control 
loops in the process is yet to be explored.

Control•  theory and automation technology offer powerful tools. Benchmarking 
of different control methods has been established and some novel tools for 
evaluating control strategy performance, such as costs, robustness, and “per-
formance images,” have been developed.

Advanced • dynamical models of many unit processes have been developed and 
there are commercial simulators available to condense the knowledge of plant 
dynamics.

Operators and process engineers•  are much more educated in instrumentation, 
computers, and control ideas today. However, there is still a great need for 
better education.

There are obvious • incentives for ICA, not the least of which is from an eco-
nomic standpoint. Plants are also becoming increasingly more complex, which 
necessitates automation and control.

2.3.4.3 Conditions to Be Met in Process Control
Process control is not only about running equipment such as pumps, compressors, 
and valves. It is also about consistently meeting the requirements of the operation 
while minimizing operating costs. This means that the plant system has to be under-
stood from a dynamical point of view and the plant owner has to be a competent 
customer. It is also crucial that operators are part of both the design process and the 
control system defi nition.
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Measurements of adequate process variables have to be provided with adequate 
sampling rates. Monitoring is an important part of the system and can provide criti-
cal information about the plant as well as present early warning signs of disturbances 
and process changes. The actuators, such as pumps, valves, and compressors, have to 
be designed so that the plant is truly controllable. Indeed, too many control systems 
have failed because of inadequate actuators. Only the team at the plant can provide 
true improvements to the operation.

The primary inputs to a control system are measurements from online sensors. 
Many sensors, like dissolved oxygen probes, provide continuous signals. However, the 
true sampling rate has to be related to the dynamics of the process. For example, it is 
meaningless to deliver dissolved oxygen data every second because the result of an air-
fl ow change will not be signifi cant until 15 to 30 minutes after a control signal change.

Thus, it is critical to fi rst eliminate noise from the measurements and then to sup-
ply a fi ltered signal at an adequate rate. One can see full-scale plants where a dis-
solved oxygen control system will adjust the airfl ow every minute. This is completely 
meaningless, and such a system tries to control the noise instead of the real variable. 
Furthermore, the equipment can easily get worn out. In this specifi c case, the sam-
pling rate typically may be once every 6 to 15 minutes.

Unit processes with different dynamics require different kinds of sampling rates 
and different noise-elimination methods. Concentration dynamics for an aerator are 
on the order of several hours, while excess sludge pumping control should have a 
time horizon of many days.

It is crucial that the plant is controllable via pumps, valves, compressors, and 
other devices. Many plants lack this kind of fl exibility and, consequently, control of 
such a plant will not be successful. There are many kinds of unsuitable actuators. An 
on/off pump for infl uent fl ow will generate unnecessary disturbances in the plant. 
Such operations will often upset the settler and clarifi er operation. Some systems are 
now provided with compressors that will allow any variable airfl ow. However, this 
is energy ineffi cient.

2.3.4.4 Integrated Operation
Integration aims to minimize the effect on the receiving water while ensuring better 
resource use. System resilience is an important factor with integration. Specifi cally, 
this includes the ability to attenuate disturbances while also being sensitive to sig-
nifi cant disturbances or even purposeful and harmful attacks. The ultimate goal of 
an integrated approach is to formulate some criterion for the receiving water and 
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its ecological quality while satisfying various economical and technical constraints. 
The challenge lies in relating this performance to plant effl uent and potential sewer 
overfl ows. Performance measures are needed for plant operations that relate effl u-
ent quality to the resources needed to obtain them, such as energy, chemicals and 
other materials, and operating costs. Models are being developed to fi nd dynamic 
strategies to maximize a WWTP’s loading according to continuous monitoring and 
prediction of the operational state. One example is maximizing the nitrification 
capacity in the activated sludge process, depending on the load to the system. Rosen 
et al. (2005) reported some full-scale results using this model. Another aspect is stor-
age management (in the sewer system and in retention tanks), not only during storms 
but also during normal operations. By mixing different types of wastewater to com-
pensate for nutrient defi cit or overload, for example, the capacity of the plant can be 
maximized.

All integration translates to some kind of compromise. If there were no interac-
tions, then the individual optimization of each subprocess would be the best strat-
egy. In reality, having couplings aims at a better result rather than if each one of the 
processes were controlled separately. For example, if sewer and wastewater treat-
ment operations are to be integrated, then two competing goals have to be satisfi ed. 
The goal of the sewer operation is to minimize the combined sewer overfl ow. That 
may mean that the WWTP gets overloaded. Alternatively, the operator of the WWTP 
wishes to maximize the incoming load. Thus, the integration has to meet both these 
requirements. Other examples can be found in the operation of activated sludge sys-
tems (Olsson and Newell, 1999).

2.3.4.5 Software Considerations
A control system contains some kind of real-time database. This will include all rel-
evant signals from online instruments and manual observations. It is natural that 
sampling rates of different variables are different and that the quality of the data is 
also different. Any data value has to be screened and tested. Many different kinds 
of software modules have to retrieve data from such a database, including control 
modules, graphical presentation programs for widely variable timeframes, estima-
tors for indirectly calculated variables, and various modules of early warning and 
detection modules. There are also a variety of operational tools available that can be 
integrated with control systems to support data mining and/or reporting to facilitate 
operational decision making using data from SCADA, laboratory information man-
agement systems (LIMS), and other similar systems.
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A control system has to be viable, which also means that it will be continuously 
updated. New control loops can be added and, therefore, the database has to allow 
new modules that can access it.

2.3.4.6 Incentives for Control
Instrumentation, control, and automation have significantly increased the capac-
ity of biological nutrient-removing WWTPs. Advanced knowledge of mechanisms 
involved in biological nutrient removal that is being gained today is producing an 
increased understanding of the processes and the possibility to control them. There is 
a sophisticated relationship between the operational parameters in a treatment system 
and its microbial population and biochemical reactions, and, hence, its performance. 
With further understanding and exploitation of these relationships, improvements as 
a result of ICA may reach another 20 to 50% of total system investments within the 
next 10 to 20 years.

Advanced control is becoming increasingly in demand for water and waste-
water treatment systems. Various case studies have shown signifi cant savings in 
operating costs and remarkably short payback times. It is process knowledge, sen-
sor technology, and the way plants have been designed and built that may limit 
what can be achieved today. Wastewater processes do have some unique features 
compared to other process industries; these are fl owrates, disturbances, small con-
centrations, organisms, separation, and the fact that all the “raw material” has to 
be accepted and treated. What are really different are the attitudes and incentives 
in the different industries. Of course, the attitudes often depend on the incentives.

Disturbances in wastewater treatment systems are significant and the main 
reason for control is explained in this section. If the influence of disturbances 
can be attenuated, then the plant can be operated consistently 24 hours a day. 
Instrumentation, control, and automation make it possible to operate the plant 
unmanned at night and during weekends. Furthermore, ICA contributes to lower 
operating costs, such as electric power requirements for pumping and aeration, 
and less chemical consumption. Instrumentation, control, and automation are also 
increasingly in demand in complex biological nutrient removal plants. On the unit 
process level, there is a competition between different reactions. Oxygen is a shared 
common resource for several biological reactions. Carbon is needed for both anaer-
obic operation and for denitrifi cation. A key feature of ICA systems is to provide 
online monitoring to detect deviations from good operation. In a plant operation, 
ICA should be increasingly used to match the operation of various unit processes. 
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Because of the many recycles in a plant, the various unit processes should not be 
operated separately. For example, the return sludge fl owrate couples the aerator to 
the settler and sludge recycle from an anaerobic digester makes the coupling to the 
activated sludge process important.

One incentive for control is the presence of disturbances in a plant. Action needs 
to be taken to compensate for the effect of disturbances. It is even better if distur-
bances can be attenuated or even eliminated before they hit the plant. Compared to 
most other process industries, many disturbances that affect a WWTP are extremely 
large. Discrete events such as rainstorms, toxic spills, and peak loads also occur from 
time to time. As a result, the plant is hardly ever in steady state, but is subject to tran-
sient behavior all the time.

Consistent performance must be maintained in the presence of these distur-
bances. The traditional way of dampening disturbances has been to design plants 
with large volumes to attenuate large-load disturbances. This solution incurs large 
capital costs. Online control systems, which have been demonstrated to cope well 
with most of these variations, are a much more cost-effective and, thus, attractive 
alternative. Disturbance rejection is indeed one of the signifi cant incentives for intro-
ducing online process control to wastewater treatment systems.

Many disturbances are related to plant infl uent fl ow. The infl uent is changing 
both in terms of fl owrate, concentrations, and composition (Figure 2.8), with time 
scales ranging between hours to months.

If the result of the disturbance is measured within the plant, such as a change 
in the dissolved oxygen level, a rising sludge blanket, or a varying suspended sol-
ids concentration, the measured information is fed back to a controller that will acti-
vate a pump, a valve, or a compressor so that the infl uence on the plant behavior is 
minimized.

Sometimes, a load change can be measured upstream before it has entered the 
plant. Then, the information can be fed forward to prepare the plant. For example, 
the aeration can be increased before a load increase hits the plant. Another example 
is when the return sludge pumping can be increased to lower the sludge blanket to 
prepare the settler for an expected increase of the hydraulic load.

Unfortunately, many disturbances are created within the plant because of inad-
equate operation. This often depends on a lack of understanding of how the various 
parts of the plant interact. Figure 2.9 presents such an example. The infl uent fl ow is 
pumped via three on/off pumps. This results in sudden changes in the fl owrate that 
will have a detrimental effect on the behavior of the secondary clarifi er.
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FIGURE 2.8 Typical dry weather diurnal variations in a municipality with mostly 
household wastewater.  The data show variations from Thursday through Sunday. 
(Note the phosphorus peak on Saturday.)
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FIGURE 2.9 Infl uent variations in a large WWTP having only on/off primary 
pumps, resulting in undesirable sudden fl ow variations to the plant.
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Disturbances caused by poor operation can be illustrated by fi lter backwash-
ing. In the actual plant, backwashing increased the infl uent fl owrate by almost 50%, 
as illustrated in Figure 2.10. The example in Figure 2.10 had an anaerobic reactor 
as a fi rst step for biological phosphorus removal. The reactor was hit not only by a 
large fl owrate, but also by oxygen-rich water. The water propagated into the next 
anoxic zone, still with some oxygen left. Obviously, the biological reactions suffered 
a lot and the effl uent quality was unsatisfactory. Apparently, the pumping had to 
be smoothed. Once the disturbance was understood then the problem was readily 
solved.

High fl owrates will have a signifi cant effect on clarifi er performance (Figure 2.11). 
In particular, sudden fl owrate changes caused by a rain storm will create problems in 
the settler and clarifi er, not only as a result of the fl owrate amplitude but also because 
of the high rate of change. Figure 2.11 demonstrates that the clarifi er is running close 
to its maximum capacity and fails during large hydraulic peaks, resulting in large 
effl uent suspended solids concentration values.

If sludge supernatant is recycled to the plant infl uent during a high load, then the 
nitrogen load to the plant may be large, as depicted in Figure 2.12. The fi gure shows 

FIGURE 2.10 Filter backwashing (lower curve) and its impact on plant infl uent 
fl owrate (upper curve) and plant operation.
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how the oxygen uptake rate increases signifi cantly as the supernatant is recycled 
within the plant.

Disturbances also arise from the shift of bacterial populations and the change 
of their microbial and physical properties. For example, it is not uncommon that a 
treatment system suffers from sludge settleability problems due to an outbreak of 
fi lamentous bacteria. This is often caused by insuffi cient aeration or food supply to 
the organisms.

An important part of a control system is monitoring to continuously look for any 
deviations in the behavior of one or several process variables. Early warning systems 
are particularly useful in slow biological processes so that disturbances and process 
changes can be detected before the point of no return.

FIGURE 2.11 The relationship between large hydraulic disturbances and effl uent 
quality.  The upper curve shows rain intensity during approximately 40 days and 
the middle curve represents the corresponding infl uent fl owrate to the municipal 
treatment plant.  The lower curve shows suspended solids after the secondary 
settler.
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2.3.4.7 Priorities in Operation
Development toward process/plant-wide control approaches is still in its infancy. 
The implementations are gaining momentum, but at a low speed.

Often, customer knowledge will limit the use of SCADA systems. To make the 
systems work requires a proper understanding of the potential of control. Supervisory 
control and data acquisition manufacturers often do not have an understanding of 
process models so the controller tunings, the sampling times, or the control structure 
(i.e., having the correct instrumentation connected to the correct actuator) has to be 
known. This means that there is a great opportunity not only to use ICA, but to save 
resources and to obtain consistent operation by better use of the potential in ICA.

Any plant operator must set priorities for proper operation. It is quite apparent 
that good operation must rely on functioning equipment. All the links in the chain 
have to be working to get a good operational system. Hardware includes not only 

FIGURE 2.12 The effect of supernatant recycling in a plant during a 10-day period.  
The lower curve shows the supernatant fl owrate (which is not very high but has a 
large concentration). The upper curve shows the oxygen uptake rate in the aerator 
(Nielsen, 2005).
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instrumentation, but also all the various actuators such as compressors, pumps, 
motors, and valves. Communication systems are getting increasingly important in 
plant control systems. The software relies not only on proper control algorithms, but 
also databases, communication systems, data acquisition systems, human-friendly 
displays, and, most importantly, people. No control system can be presented to oper-
ators who have not been able to infl uence the design of it; it is all built on trust. Any 
well-intended and functioning control system can be a total failure if the people oper-
ating it do not trust it. Therefore, involvement of the people and education are crucial 
parts of a successful system. So what are the priorities?

Keep the plant running.•  Make sure that the equipment is functioning; that the 
pumps, valves, and motors are operating; that the instruments are calibrated 
and maintained; and that the signals are properly communicated to the con-
trol system. This also includes “low-level control,” such as the control of local 
fl owrates, levels, air pressures, or various concentrations that are not immedi-
ately connected to effl uent quality. Most of these control actions are traditional 
process control loops, such as air pressure control, liquid-level control, and 
fl owrate control.

Satisfy effl uent requirements• . It is not suffi cient to keep the physical parameters 
correct. Other variables that are directly related to effl uent quality have to be 
controlled. This is realized at this level. It involves manipulating variables of 
different unit processes, such as dosage control for chemical precipitation, dis-
solved oxygen control for aerobic processes, return sludge control, or sludge 
retention time control. Typically, each one of these control loops represents a 
simple control loop based on only one process variable.

Minimize the cost.•  In each one of the unit processes, the control scheme may be 
more elaborate. One example is dissolved oxygen control, where the dissolved 
oxygen setpoint should be varying depending on the load. The ultimate goal 
at this level is to optimize the unit process operation. All of this depends on 
suitable sensors and instruments. Cost can be infl uenced by decreasing energy 
demand (for aeration or for mixing) and by lowering the cost for dosage chem-
icals in phosphorus precipitation or in centrifuge operation. Cost is also related 
to personnel. Today, many plants are satisfactorily operated unmanned dur-
ing evenings, nights, and weekends.

Integrate the plant operation.•  The purpose of integration is to satisfy the effl uent 
requirement at minimum cost. By coordinating several processes, it is possible 
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to decrease the impact of disturbances to the plant. The combined operation of 
processes may make it possible to optimally use the available volumes and the 
sludge for the best operation.

Present standard computer hardware and software and the increasing avail-• 
ability of reliable real-time measurements (properly validated) for an increas-
ing range of different parameters enable advanced closed-loop process control 
on WWTPs, resulting in increased safe operations and better operational econ-
omy. However, these benefi ts can be limited by the design of the WWTPs them-
selves because the design has not been made with controllability in mind.

2.3.4.8 Instrumentation and Monitoring
Instrumentation (including sensors, analyzers, and other measuring instruments) has 
developed signifi cantly during the last decade. An increased confi dence in instru-
mentation is now driven by the fact that clear defi nitions of performance character-
istics and standardized tests for instrumentation have become available (ISO, 2003). 
Commonly used online measurements are summarized as follows:

Ammonium;• 

Biogas production;• 

Conductivity;• 

Dissolved oxygen;• 

Flowrate;• 

Level, pressure;• 

Nitrate;• 

Organic matter;• 

pH;• 

Phosphate;• 

Redox;• 

Sludge blanket level;• 

Sludge concentration;• 

Temperature; and• 

Turbidity.• 
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Information needs to be properly extracted from the measured data. Even reliable 
instrumentation can fail during operation, which can have serious consequences if 
the instrumentation is used in closed-loop control. Therefore, real-time data vali-
dation is needed before using measurements for control purposes. Data validation 
can be performed by simple methods on measurements from a single instrument 
or as cross validation on measurements from more instruments if any correlation is 
expected. If confi dence in a measurement decreases, it might be possible (on a short-
term basis) to use an estimated value, but eventually control must be set to a default 
scheme until confi dence in the measurement has been restored. Tracking the current 
process operational state via instrumentation is called monitoring.

In a sophisticated treatment plant, there is a large data fl ow from the process. 
More instrumentation and new instrumentation development will further provide 
more data. Unlike humans, computers are infi nitely attentive and can detect abnor-
mal patterns in plant data. The capability of computers to extract patterns (useful 
information) is rarely used beyond simple graphing. Information technology is not 
commonly used to encapsulate process knowledge (i.e., knowledge about how the 
process works and how best to operate it). Process knowledge is typically built up 
from the experience of operators and engineers; all too often, however, it disappears 
with them when they leave. If process knowledge can be encapsulated, then not only 
is it retained but the computer can also assist decision making in plant operation. The 
potential of substantial operator support for diagnosis and for corrective actions is 
there and has been demonstrated, but it needs to be adopted by the water and waste-
water industry.

Most changes in WWTPs are slow when the process is recovering from an 
“abnormal” to a “normal” state. Early detection and isolation of faults in the biologi-
cal process are effective because they allow corrective action to be taken well before 
the situation becomes unfavorable. Some changes are not obvious and may gradually 
grow until they become a serious operational problem.

Figure 2.13 illustrates daily variations of infl uent fl owrate during approximately 
3 weeks. Some signifi cant peaks of the fl owrate are obvious. Deviations larger than 3  
ought to be observed carefully, and suitable operations have to be implemented.

Figure 2.14 illustrates what happens at a sensor failure. The real measurement is 
complemented with a high-pass fi ltered signal. The latter serves as a measure of the 
variability of the real measurement and can more easily detect any change in the sig-
nal character. The fi ltered signal in the fi gure demonstrates a signifi cant change in the 
noise character of the signal, thus revealing a sensor problem.
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FIGURE 2.13 Infl uent fl owrate variations during a 3-week period.  The mean value 
and the ±2α and ±3α limits are indicated.
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A comprehensive description of control in wastewater treatment systems is avail-
able in Wastewater Treatment Systems. Modeling, Diagnosis and Control (Olsson and 
Newell, 1999). An updated state-of-the-art description of control issues in wastewater 
systems is found in Instrumentation, Control and Automation in Wastewater Treatment 
Systems (Olsson et al., 2005). Sewer operations have been excluded intentionally and 
the focus is on activated sludge systems.

2.3.5 Laboratory Information Management Systems
A LIMS is a type of software that supports the recording, storing, analyzing, and 
reporting of the results of laboratory analyses. It provides information about analyt-
ical samples received and tested within the laboratory operation. A LIMS can pro-
vide information regarding analytical results, status of testing in progress, sample 
collection data, workload, summary reports and trend analyses for sample analytical 
results and business operations, as well as quality control information.

The amount of data that must be captured, manipulated, stored, retrieved, plot-
ted, and so forth in a laboratory operation is enormous. Management of these data 
constitutes a major task of the laboratory operation, second in scope only to the actual 
processing and testing of samples. A database is simply a collection of such data gath-
ered in a logical format and connected by specifi ed relationships. Laboratory infor-
mation management systems provide structure for the organized input of data and a 
means for searching and updating the database to extract information. Effective auto-
mation of data management in a LIMS can result in substantial productivity gains 
and improved organization, control, and accuracy.

Business processes supported by a LIMS follow the life cycle of a sample, as 
depicted in Figure 2.15. The basic functionality of a LIMS that is relevant to all utili-
ties includes sample registration, data input, and sample reporting. There are poten-
tial points of LIMS use at all of the stages.

More extensive functions that are useful to a utility include sample collection 
scheduling, workload management, and instrument integration for data collection. 
Scheduling and workload management functionality are useful in assigning and pri-
oritizing sampling and analysis activities and providing notifi cation to staff of pend-
ing and overdue tasks. More advanced LIMS functionality includes data capture 
through bar-code readers for sample tracking and automatic or data-event-triggered 
output and reporting. This can reduce the workload on staff for data recording in 
the LIMS and, more importantly, ensure high data quality by removing the need for 
human translation of data from system to system.
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The primary end users of the LIMS are the utility’s laboratory technicians or plant 
operations staff responsible for sampling. They are designed to replace the techni-
cian’s logbook. In practice, staff may enter the data directly to the system or transfer 
data from logbooks to the LIMS. Additional stakeholders are users of outputs from 
the LIMS. This includes plant operations staff responsible for adjusting operating 
parameters to address water quality, plant management as part of benchmarking and 
monitoring performance, regulators through the data reporting from the LIMS on 
standard reports such as Clean Water Act National Pollutant Discharge Elimination 
System reports, and customers in water quality reports.

The structure of a LIMS is focused on sample data. Data input begins with a sam-
ple registration or a “log in,” which includes information about the sample, including 
the person conducting sampling, location of sampling, time and date, and potential 
climate conditions. The system is then used to defi ne test specifi cations (i.e., methods, 
units, and control limits) and to record the results of the analyses. Data entry to the 
LIMS can be manual or automated through integration of laboratory instrumenta-
tion. A LIMS can be confi gured to import data from standardized external sources 
such as spreadsheets.

Data quality is an important component of LIMS functionality. Most COTS LIMS 
software packages include some level of data control and validation on data entry to 
ensure that data outliers are checked and invalid data are prevented. Methodologies 

FIGURE 2.15 Laboratory sample life cycle.
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for data quality control vary by system, but may include color coding of fi elds, error 
messages, or the inability to save data. Another aspect that contributes to data quality 
is instrument calibration. Laboratory information management systems also have log 
capabilities to support calibration recording to ensure the integrity of the data.

Water quality reporting is a regular part of a utility’s business requirements. 
Some of this reporting is needed for internal operations and performance tracking. A 
utility operation’s staff is aided by frequent feedback on treatment processes to sup-
port effi cient control of the plant environment. Broader analyses of operations can 
also be conducted through the LIMS to do trend charts and correlation analyses. For 
example, some systems may include functionality to do dynamic data trending and 
provide alarms or notifi cations when there are outliers or changes in trends from the 
norm.

Regulatory reporting is another important business process supported by LIMS. 
Many COTS packages have standard reports for the United States that perform the 
data analysis and calculations necessary and map the data directly to a report that 
can be sent to the regulatory agency. By having these data available in the LIMS, it is 
also easier to retrieve copies of reports that have been sent to regulators in the event 
of an audit or inspection.

Many LIMS also allow for the confi guration of calculations defi ned by end users 
to support their specifi c data analysis needs. Data for both internal and external use 
is typically available for export as electronic fi les or paper reports.

A LIMS can productively exist as a stand-alone system to support the analytical 
work of a utility. However, there are opportunities to broaden the use of LIMS data 
by making fi nal analysis data available to other utility systems. Common areas of 
integration with other systems are noted in Table 2.7.

Laboratory information management systems are important to utility operations 
for a number of reasons. They ease the burden of compliance reporting, enable the 
integration of laboratory test results with plant operational data to improve deci-
sion making, and they support the standardization of procedures and ensure repeat-
ability. These lead to better safeguards for data, which are required for professional 
certifi cations and requirements for laboratories such as the National Environmental 
Laboratory Accreditation Conference and U.S. EPA’s Good Automated Laboratory 
Processes (EPA Directive 2185: http://www.epa.gov/irmpoli8/archived/
irm_galp/).

As discussed, data maintenance is central to the regular use of the LIMS. Software 
maintenance for a LIMS is similar to that of any software product at a utility, except 

http://www.epa.gov/irmpoli8/archived/irm_galp/
http://www.epa.gov/irmpoli8/archived/irm_galp/
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that there may be more extensive software interfaces between the LIMS and labora-
tory instruments and devices than with other utility information systems. This will 
require that someone serve in the role of maintaining these interfaces as software is 
upgraded and/or instruments are replaced.
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1.0  THE CONTEXT OF UTILITY STRATEGIC 
PLANNING

1.1 Utility Strategic Planning
The Government Finance Officers Association (GFOA) (Chicago, Illinois) recom-
mends that all governmental entities use some form of strategic planning to provide 
a long-term perspective and establish logical links between authorized spending 
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and broad organizational goals. In Recommended Budget Practice on the Establishment 
of Strategic Plans (www.gfoa.org/downloads/budgetStrategicPlanning.pdf), GFOA 
defines strategic planning as “. . . a comprehensive and systematic management 
tool designed to help organizations assess the current environment, anticipate and 
respond appropriately to changes in the environment, envision the future, increase 
effectiveness, develop commitment to the organization’s mission and achieve con-
sensus on strategies and objectives for achieving that mission.”

The strategic planning process incorporates perspectives of multiple individuals 
and groups to ensure the planning process includes landscape element analysis, orga-
nization element analysis, and adaptive planning. Landscape element analysis seeks 
to identify external trends and drivers, such as major businesses entering or leav-
ing the service area, environmental changes in resource supply or quality, changing 
customer expectations, and looming regulatory requirements. Organization element 
analysis focuses on internal capabilities and resources, including existing strengths 
and weaknesses, upcoming changes, and emerging opportunities. Adaptive plan-
ning categorizes each of these changes as orderly, dynamic, or chaotic.

A strategic plan typically identifi es a limited number of high-level strategies. An 
action plan defi nes how these strategies, or goals, will be implemented. Each strat-
egy will have one or more specifi c, measurable objectives. The strategic plan will also 
identify ongoing performance measures, sometimes in the form of a balanced score-
card, to help the organization track performance over time.

1.2 The Role of Information Technology Strategic Planning
Information technology (IT) strategic planning is best performed within the context 
of an organizational strategic plan. In this scenario, IT investments can be linked to 
organizational goals, objectives, and measures. A certain level of strategic analysis is 
vital within the IT planning process to ensure IT activities anticipate, leverage, and 
support changes affecting the utility in a way that best supports the utility’s long-
term success.

In general, IT strategic plans will identify a series of programs, projects, and 
action items (also known as “quick wins”) for implementation over the period of the 
plan. Many of the activities used in creation of a strategic plan are repeated within 
the context of each program and project. The difference lies both in the breadth and 
depth of application. Strategy covers the entire organization, but at a very high level. 
Programs cover a specifi c set of projects and initiatives that are related in some man-
ner. For example, an asset management program might involve implementation of 

www.gfoa.org/downloads/budgetStrategicPlanning.pdf
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a work management system, data collection activities, and interfaces between var-
ious systems. Each of these might be structured as a separate project. In this man-
ner, the depth of investigation increases as the breadth of the investigation decreases. 
Chapter 4 discusses the processes involved in program management, and Chapter 5 
drills down further into the processes involved in project management.

1.3  Overview of the Information Technology Strategic 
Planning Process

An IT strategic plan is best viewed as a project, with a specifi c starting point (typically 
a project kickoff meeting) and a specifi c outcome (i.e., the published plan). This chap-
ter presents the participants, methods, techniques, and deliverables commonly used 
in the creation of a strategic IT master plan. Business objectives of the plan are iden-
tifi ed and an overview is provided for the plan creation process. Table 3.1 provides 

TABLE 3.1 Project planning overview.*

Process Tools I/W/S Participants Deliverables

Utility strategic planning SWOT
vision

I/W/S EST Drivers and objectives

Initiation and kickoff Vision W EST/PT

Identify business drivers SWOT I/W EST/PT Drivers and objectives

Review current situation
 –  Business process 

mapping
 – Skills mapping

I/W/S PT/IT/SMEs

Identifi cation of gaps
 –  Disaster recovery/

business 
 – Continuity
 – Service catalog/SLAs

Gap analysis W
I/W
I/W/S

PT
IT
PT/IT/SMEs

Gaps

Alternatives analysis Alignment
CSFs and KPIs

W EST/PT Prioritized opportunities, strategic 
direction

Plan presentation  W EST/PT Program defi nition, master 
schedule, and budget estimates

*I = interviews; W = workshops; S = surveys; EST = executive steering team; PT = planning team; IT = infor-
mation technology employee group; SMEs = subject matter experts; CSFs = critical success factors; and KPIs 
= key performance indicators.
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an overview of the processes, tools, participants, and deliverables discussed in this 
chapter. In addition, the case study presented in Section 1.0 in Chapter 10 provides 
an example of one utility’s path through this process.

2.0  BUSINESS OBJECTIVES FOR INFORMATION 
TECHNOLOGY STRATEGIC PLANNING

The primary goal of an IT strategic plan is to ensure IT investments are applied in a 
way that makes business sense across the entire organization. Key business objec-
tives for performing an IT strategic plan include

Operational and capital improvement project (CIP) budgeting,• 

Business-IT alignment,• 

Information technology program development and execution,• 

Sustained executive commitment, and• 

Chief information offi cer (CIO) empowerment.• 

2.1 Operational and Capital Improvement Project Budgeting
The primary business objective of the strategic information master plan is to provide 
budgetary numbers that can be included in operational and CIP budgets. It is important 
to identify budget deadlines at the beginning of the planning process, to understand 
existing allocated funds, and to leverage any existing project justifi cation documenta-
tion. The fi nal master plan should include projects that are aligned with budget cycles.

2.2 Business–Information Technology Alignment
Business–IT alignment considers applying IT in an appropriate and timely way, in 
harmony with business strategies, goals, and needs. The strategic IT plan should 
focus on alignment around and between

Business strategies—business scope, distinctive competencies, and • 
governance;

Organization infrastructure and processes—administrative structure, pro-• 
cesses, and skills;

Information technology strategies—technology scope, systemic competencies, • 
and IT governance; and
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Information technology infrastructure and processes—architecture, processes, • 
and skills.

Table 3.2 provides examples of alignment opportunities.

2.3 Information Technology Program Development and Execution
Information technology projects, across all industries, are especially benefi tted by 
project management techniques. An IT plan packages initiatives into projects that 
can be budgeted, managed, and implemented discretely using best practices project 
management techniques. Chapter 4 discusses program development and execution 
in detail.

2.4 Sustained Executive Commitment
Sustained executive commitment is required to successfully implement IT projects. 
To achieve this goal, the plan should set forth appropriate expectations of project 
time, expense, and staffi ng support requirements. The plan should carefully docu-
ment the desired benefi ts to be provided by the project, and each project should be 
designed in a manner that identifi es the business value of each phase. To maintain 
executive commitment, these business benefi ts should be tracked and communicated 
when achieved.

2.5 Chief Information Offi cer Empowerment
The CIO in a utility may be equal to the directors of fi nance and operations or he 
or she may be a manager, frequently under the authority of finance or adminis-
tration. In some organizations, technology services are provided by a centralized 

TABLE 3.2 Business–IT alignment.

Project
Business 
strategy

Organization  infrastructure 
and  processes IT strategies IT infrastructure and processes

Permit 
tracking 
system

Allow 
developers 
Web access 
to permit 
status

Ensure automated or 
annotated updates of permit 
status across departments 
(engineering, fi nance, 
Customer Service)

Enterprise 
system or best 
of breed?
Java or .NET?
Single sign-on?

Ensure adequate bandwidth/
security to facilitate access by 
authorized developers and all 
participating departments, including 
fi eld staff, if appropriate
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municipal technology group outside of the utility division. As IT project benefi ts 
cross departmental (and budget) boundaries, the need increases for empowerment 
of the CIO, regardless of where the position is located within the organization. This 
helps ensure new technologies are implemented, confi gured, and used in a manner 
that is most benefi cial to the organization, not only the department with the original 
need. Security also demands a stronger collaboration between the IT group and treat-
ment, with an ever-increasing understanding of the risks and concerns of both sides.

A key challenge for a utility CIO is the ability to understand and prioritize 
between fi nance/customer service and treatment. The immediate demands of cus-
tomers who cannot fi nd out information about their account have long been the top 
priority of a utility’s IT department. Treatment, alternatively, uses highly redundant 
hardware and confi gurations and, frequently, their own technology staff to ensure 
zero downtime. If a backup unit fails, it may seem like a lower priority event to the 
IT group. New organizational structures, which are part of the topic of “governance,” 
require adequate staffi ng and coverage to ensure the “urgent” does not override the 
“vital.” Service-level agreements, discussed in Section 6.2 and in the case study in 
Section 1.0 in Chapter 10, can help IT staff understand both the fl exibility and lack of 
fl exibility appropriate for supporting treatment.

The strategic IT master plan is a key document to empower the CIO throughout 
the organization, both ensuring that the CIO understands organizational priorities 
and helping to communicate those priorities. This high-level document helps each 
department understand when and how they fi t in future plans.

3.0  STRATEGIC INFORMATION TECHNOLOGY 
PLAN PARTICIPANTS

Strategic plans are typically carried out using two small ongoing groups to provide 
direction; these are the executive steering team and the project team. A wide variety 
of individuals in more limited engagements provide depth and breadth to the plan-
ning effort.

3.1 Executive Steering Team
3.1.1 Membership and Representation
A steering team is critical to the success of an IT plan. The steering team should 
include the plan project manager, who is frequently the head of IT. In a small- to 
medium-sized organization, the steering team should include three to fi ve members 
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of senior management. In a larger organization, a steering team of 8 to 10 mid- to 
upper-level managers may be more appropriate.

3.1.2 Roles and Decision Making
The executive steering team establishes the high-level vision for IT within the orga-
nization and for the IT strategic plan, stays abreast of major discoveries during the 
planning project, and selects alternatives for the projects proposed. The steering team 
must be able to provide executive insight and direction during development of the 
IT plan. In small-to-medium-sized organizations, the steering team may be able to 
offi cially endorse the plan and submit it to the governing body for fi nal approval. In 
larger organizations, steering team approval may be a prerequisite to upper manage-
ment review. As a result, individuals with a good understanding of the process and 
politics needed for plan approval and success should be sought after.

3.2 Planning Team
3.2.1 Membership and Representation
The planning team includes supervisors and power users from throughout the orga-
nization who can grasp the potential of the projects proposed, not only for their own 
department but also for other departments. The IT group should be represented, but 
should not dominate the membership of this group.

3.2.2 Roles and Decision Making
The planning team will review detailed deliverables and participate in detailed anal-
ysis of alternatives and prioritization portions of the project. The team will help carry 
out information-gathering activities and will communicate plan progress to their 
respective departments.

3.3 Information Technology Group
Input from the IT group is vital, but should be included via interviews, limited par-
ticipation in appropriate workshops, and one to two representative members on the 
planning team. This approach ensures appropriate technical depth in a business-
focused plan.

3.4 Subject Matter Experts
Subject-matter experts provide knowledge about specifi c areas, including applica-
tions, regulations, and business processes. Their input can be captured using inter-
views, workshops, and surveys.



88 Information Technology in Water and Wastewater Utilities

4.0  STRATEGIC INFORMATION TECHNOLOGY 
PLAN PROCESSES

Although there are a variety of ways to carry out a strategic IT plan, typical compo-
nents that are addressed here include a plan initiation and kickoff task, identifi cation 
of business drivers, current situation review, identifi cation of gaps and alternatives 
analysis, and fi nal plan presentation.

4.1 Task 1: Initiation and Kickoff
Project initiation begins with the selection of a project manager for the planning pro-
ject. Many organizations contract with a consultant to guide them through the plan-
ning process. The project manager and/or consultant will create a project schedule 
and work with management to populate the executive steering team and project 
team.

4.1.1 Resources and Desk Audit
The following resources are vital to the planning process and should be consolidated 
for easy access by the project team:

Annual operations budget;• 

Most recent capital improvement plan;• 

Most recent organizational chart, updated to refl ect current organization;• 

Most recent IT asset inventory, updated to refl ect current assets;• 

Most recent IT confi guration diagrams, updated to refl ect current implemen-• 
tation; and

Most recent system maintenance costs, including hardware and software • 
maintenance and fees for recurring services such as leased data or fi ber.

4.1.2 Initial Workshops
The following workshops are typically included in the initiation and kickoff phase:

Kickoff workshop to explain the process, timetable, and team involvement for • 
a project and

Vision workshop to establish the vision for the plan (i.e., what the plan is sup-• 
posed to achieve).
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4.2 Task 2: Identify Business Drivers
Strategic planning is based on the assumption that change has occurred and will con-
tinue to occur. For each change category discussed in the following sections, exam-
ples are given of the types of changes that should be considered and the individuals 
or groups most likely to be aware of changes within that category. Business drivers 
are typically captured using interviews and workshops.

4.2.1 Business and Organizational Changes
Business changes include discrete events such as the appointment of a new top exec-
utive and ongoing events such as changing customer expectations. Sample sources of 
business change include management styles, economic conditions, political climate, 
and workforce issues. Some changes may not occur without effort, such as potential 
collaboration partner opportunities. Executives and managers are typically the best 
source of information regarding business changes.

4.2.2 Regulatory Mandates
Regulatory changes can occur at the local, regional (water), state, and federal level. 
Most utilities also watch California specifi cally, as many new regulations have been 
initiated in that state. Capacity, management, operation, and maintenance, with 
resulting asset management initiatives, are examples of a regulatory requirement 
with signifi cant IT effect. Consider political, environmental, ecological, and water 
source issues under this category. Managers, the safety compliance offi cer, and labo-
ratory staff are the prime sources of knowledge in these areas.

4.2.3 Performance Improvements
Managers, customers, and employees can all provide input on where performance 
improvements could provide value to the organization.

4.2.4 Changing Technologies
Consider how work processes changed with the advent of the fax machine, supervi-
sory control and data acquisition, and the Internet. What emerging technologies have 
the potential to signifi cantly change how required processes are performed? How 
will expectations change when automatic meter reading is widely implemented? 
Leverage your creative thinkers wherever they are found in your organization. Tap 
the knowledge of industry experts, regulators, consultants, contractors, vendors, your 
internal IT staff, employees, and customers. Consider vulnerabilities and potentials, 
infrastructure, and applications.
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4.2.5 Cyber Security
Treatment, maintenance, and engineering staff know the locations of physical assets 
at higher risk for your organization. Your IT staff knows the main access points for 
technology attacks. Take advantage of this planning exercise to dig deeper and iden-
tify unsuspected access points, such as modems, wireless access points, and direct 
connections to the Internet at remote locations that may have sprung up based on 
legitimate business needs without the knowledge of the IT staff. Take this opportu-
nity to build a broad view of technology security needs so that the identifi ed solu-
tions are adequately far-reaching. Consider having a security audit performed by an 
external expert for adequate depth and input on current issues and alternatives.

Industry organizations exist that can provide resources and direction in assess-
ing and ensuring the cyber security of your organization. The American Water Works 
Association (Denver, Colorado) hosts an annual Water Security Congress, WaterISAC, 
which issues periodic updates to subscribers; the Department of Homeland Security 
has also developed a Control Systems Cyber Security Self-Assessment Tool (CS2SAT) 
that is available to Water Environment Research Foundation (Alexandria, Virginia) 
subscribers and Water Research Foundation (Denver, Colorado) members.

4.3 Task 3: Review Current Situation
The project team reviews the documents gathered in the desk audit and the informa-
tion captured in the kickoff and business-driver tasks. Additional investigations are 
conducted to develop a deep and broad understanding of the current IT situation.

4.3.1 Identify Key/Relevant Business Processes
Based on the goals and objectives identifi ed by the steering committee and the tools 
and methodologies discussed in this report, the planning team should seek to iden-
tify business processes with potential for improvement. These processes should be 
prioritized based on both the vision, goals, and objectives of the IT plan itself, but also 
the vision, goals, and objectives of the organization as a whole. Evaluating potential 
improvement opportunities against organizational goals will help the team identify 
key business processes to be investigated during the planning process.

4.3.2 Assess Current Conditions
Selected business processes should be documented in their current state. If possi-
ble, capture measurements to quantify the issues, such as the time required to com-
plete one iteration of the process and the number of times per period the process is 
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repeated. The goal is to fully understand the current needs and requirements so that 
not only the “what” but also the “why” is clear to the planning team.

4.3.3 Identify Desired State (With Timeline)
The next step is to design a better tomorrow. Based on industry-available tools and/
or custom applications, what is a best-case scenario for the selected business process? 
What would be needed to achieve this endpoint? Identify time constraints, includ-
ing factors preventing change (i.e., not until) and factors forcing change (i.e., must 
change by). This work transitions into the next task: identifi cation of gaps.

4.4 Task 4: Identifi cation of Gaps
Information collected in current situation review, vision, interviews, and workshops 
reveals “gaps” between where the organization is today and where the organiza-
tion desires to be in the future. Most gaps represent opportunities for improvement. 
Opportunities that can be resolved based on management approval (such as pur-
chase of a new printer in a specifi c area to meet a specifi c need) are considered quick 
wins. Opportunities that require more time and fi nancial resources should be defi ned 
as potential projects for further evaluation. It is important to document all gaps, at 
least briefl y, even those that clearly cannot be addressed during the current planning 
cycle. Changing technologies and other factors may provide unexpected opportuni-
ties that might be missed if the need was not documented.

4.5 Task 5: Alternatives Analysis
4.5.1 Identify Alternatives
The purpose of this task is to identify various options for taking advantage of the 
opportunities identifi ed in the previous step. The “do nothing” alternative should be 
included in every evaluation and should include an estimated range of life expectancy.

Small opportunities may have one clearly defined option. Larger opportunities 
merit more analysis and may have three or more alternatives worthy of investigation. 
For example, customer information system alternatives might include do nothing, minor 
upgrade with current vendor, major upgrade with current vendor, move to new prod-
uct with current vendor, and full procurement process for new vendor/application.

Each alternative should have an identifi ed range of budget, time, and support 
requirements. Ongoing support costs and interim staffi ng requirements should be 
identifi ed where appropriate. The goal, at this point, is to understand the issues with-
out selecting a defi nitive path forward.
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4.5.2 Prioritization
Selecting which projects to approve and which alternative for each project should be 
based on clearly defi ned and supportable prioritization criteria. All recommended 
projects should be analyzed using the same criteria, although not all criteria will 
apply to all projects. Prioritization affects not only what projects are approved, but 
also the implementation sequence. Prerequisites should inherit the prioritization fac-
tors of their dependent projects.

Prioritization factors should include utility strategies, if available, and costs, 
value, and risks. Factors should be weighted and some factors, such as the ability 
of the utility to carry out the project, may have a go/no-go effect on the evaluation 
process. If a prioritization process reveals a ranking that seems wrong to the pro-
ject team, prioritization criteria should be reevaluated to identify missing factors. The 
goal is to clearly defi ne and document the actual prioritization process.

4.5.3 Develop the Plan Schedule
4.5.3.1 Organizational Considerations
Staffi ng effects of projects under consideration should be identifi ed. Effects to IT and 
department staff in the areas where the new technology will be implemented should 
be included. Back-fill and temporary staffing potential should be evaluated. The 
designer should consider using consultants for specialty skills, tasks that are repeated 
only once every several years (such as this planning process), and in areas where the 
utility does not have core competency in-house.

4.5.3.2 Budget Considerations
It is important for the designer to understand the availability of funding over the 
plan period. In addition to understanding the potential annual budget and capital 
improvement funds available, some funding may be tied to other, non-IT projects, 
while other funding may be department- and/or project-specifi c.

4.5.3.3 Political Considerations
Upper management and the public relations offi cer can provide input on local politi-
cal considerations that may affect project timing and approval. Upper management 
and regulation specialists can identify political factors on a local and federal level 
that may increase the priority of specifi c projects.

4.5.3.4 Phased Approach (1 Year, 3 Years, 5 Years)
The IT planning process should be repeated every 5 to 10 years, with progress assess-
ment and midterm updates  conducted every 1 to 3 years. Once a prioritized list of 
projects has been developed with an understanding of the staffing, budget, and 



 Information Technology Planning 93

political factors infl uencing project timing, each project should be evaluated for proj-
ect phasing. Some projects will have clear requirements, selection, and implementa-
tion phases, while others will proceed straight to implementation.

Start applying projects to your planning calendar by identifying the project 
with the highest priority and longest timeframe. Fill in the calendar with projects of 
decreasing priority and project size. Adjust the schedule to level out the effect on the 
budget and the staff. Fill in with smaller, lower-priority projects during lulls between 
major project phases.

4.5.3.5 Designing Projects to Obtain Desired State
Chapter 5 describes how to defi ne and conduct IT project plans. Although an IT plan 
should not contain detailed project plans, an understanding of the work required to 
complete each project will help ensure an appropriate overall project schedule.

4.6 Task 6: Plan Presentation
The proposed projects with their prioritization criteria should be presented to the 
steering team for input, review, and approval. Some organizations will consider 
the plan complete at this point, while other organizations will need to present the 
fi nal plan to their governing body for approval. The plan should be actionable and 
approved projects should have clearly defi ned outcomes.

5.0  METHODOLOGIES FOR INFORMATION 
TECHNOLOGY STRATEGIC PLANS

5.1 Strengths, Weaknesses, Opportunities, and Threats Analysis
5.1.1 Strengths, Weaknesses, Opportunities, and Threats Defi nition
The concept of strengths, weaknesses, opportunities, and threats (SWOT) is illus-
trated using a quadrant as shown in Figure 3.1. Strengths and weaknesses are inter-
nal to the organization, and opportunities and threats are external.

5.1.2  How to Conduct a Strengths, Weaknesses, Opportunities, and 
Threats Analysis

The length of time required for a SWOT analysis is relative to the size of the group, 
the level of complexity of the external and internal environments, the skills of the 
people involved in data collection and analysis, and their understanding of the 
issues being presented. A small group might conduct a SWOT analysis in an hour 
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or two, while a larger group might spend a half-day on the exercise. The number 
of people involved is less important than the skill sets of the individuals involved. 
Consider including upper level management, regulation specialists, public rela-
tions, and consultants. Start with the upper left quadrant, strengths, and list the 
strengths of the organization. Move to weaknesses when no more strengths are 
forthcoming. Allow additions to all previous quadrants, but postpone suggestions 
for future quadrants.

5.1.3  How to Use a Strengths, Weaknesses, Opportunities, and Threats 
Analysis for Strategic Planning

When the quadrants have been populated, evaluate each of the items for their poten-
tial effect on IT within the organization. Seek to maximize strengths and opportuni-
ties and minimize weaknesses and threats. A SWOT analysis is frequently included 
as part of the current situation review discussed in Section 4.3 and feeds into gap 
analysis discussed in Section 4.4.

5.2 Interviews, Workshops, and Surveys
5.2.1 Interviews
Interviews provide an extended time period for individuals to provide broad input to 
the planning process. Interviews with executive management provide insight into ori-
entations toward IT and help identify critical factors for evaluating potential projects. 
Key customers can provide an outside perspective on critical public-facing processes. 
Interviews are an effective way to investigate detailed issues raised in other meetings.

Consider having utility managers conduct stakeholder interviews across depart-
ment boundaries. This approach will broaden managers’ perspectives on how data and 

FIGURE 3.1 Strengths, weaknesses, opportunities, and threats analysis quadrant.
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technology are used in other departments and change the dynamics of the conversa-
tion compared to an interview conducted by a superior of a subordinate (i.e., from a 
problem-solving discussion to a broader discussion of general issues and possibilities).

5.2.2 Workshops
Workshops are a proven method of quickly building a broad, robust understanding 
of a specifi c set of issues. Workshop organizers should strive to ensure the workshop 
provides business value commensurate with the time commitment required by all 
the participants. The organizer and participants should have a clear understanding of 
the outcome of each workshop. Typical workshops include

Kickoff workshops;• 

Vision workshops;• 

Business drivers workshops;• 

Process flow mapping workshops for key, cumbersome, or error-prone • 
processes;

Alternatives evaluation workshops; and• 

Prioritization workshops.• 

5.2.3 Surveys
Surveys can be used to ask a limited number of questions of a broad number of indi-
viduals. Surveys can help build data to support plan proposals if the questions are 
multiple choice vs essay. Essay-type questions require significantly more time to 
complete and should be avoided wherever possible. Weigh the value of each ques-
tion against the cost to the organization of having all responders answer the question. 
Ask what difference it will make if the answer to each question is known, and delete 
questions that do not have the potential to clarify issues, support initiatives, or pro-
vide other specifi c information.

5.3 Alignment with Organizational Vision, Goals, and Initiatives
An IT Plan will be better focused and better received if it is aligned with an exist-
ing organizational vision, goals, and objectives. Depending on the approach used, an 
organization may have some or all of the following in place:

Vision,• 

Mission,• 
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Goals,• 

Objectives,• 

Critical success factors, and• 

Key performance indicators.• 

All of the aforementioned elements can be applied at the following levels (each 
level should support the levels above it):

Organizational vision/goals/objectives;• 

Information technology vision/goals/objectives (department level);• 

Information technology plan vision/goals/objectives (plan level); and• 

Information technology project vision/goals/objectives (project level).• 

5.3.1 Vision
A vision statement should be short and clear. Most people fi nd it diffi cult to write a con-
cise, meaningful vision statement. Longer statements are easier, but may not yield the 
benefi ts in alignment of employee behavior that are possible when a short, clear vision 
is well communicated. Frequently, executives are skillful at synthesizing complex issues 
to short, clear statements that can be benefi cial in the vision development process.

To start the development of a vision statement, list words important to the orga-
nization in the delivery of IT services. Look for redundancy and cut out words with 
the least effect. If the team contributes sentences, capture them all, then look within 
the sentences for key words and phrases. If a short, clear vision statement cannot be 
obtained within a reasonable amount of time, move ahead with the shortest version 
that receives approval by the group.

5.3.2 Goals
Goals should be actionable and business related. Goals may be as short as a few 
words and should be no more than two sentences each. Twenty is a reasonable, 
but not precise number of goals. If the list grew to 50, some consolidation would be 
appropriate.

5.3.3 Objectives
Objectives should be measurable proof that goals have been met. The steering com-
mittee will have both broad and specifi c goals at the beginning of the IT planning 
project. Working with the steering team to quantify these goals will increase the 



 Information Technology Planning 97

planning team’s understanding of the goals and increase the possibility of the plan 
achieving these goals.

5.4 Critical Success Factors and Key Performance Indicators
Critical success factors defi ne key areas of performance that are essential for the 
organization to accomplish its mission. Critical success factors are general in nature 
and most are industry specifi c. Key performance indicators are measureable and 
help management gauge organization effectiveness in support of critical success 
factors. Critical success factors can be identifi ed at an organizational, departmental, 
and project level. This discussion focuses on critical success factors at the project 
level.

5.4.1 Business Centric
Factors supporting approval of a project are good launch points for the develop-
ment of critical success factors for an IT project. Analysis performed during the 
planning project can help identify key performance indicators that the organization 
expects to improve as a result of the project. If possible, key performance indicators 
should be put in place before the project so that a before-and-after perspective can 
be obtained.

5.4.2 Executive Involvement
It is important to identify “measurements that matter” to the organization’s manage-
ment. What will management do based on these numbers? It is wise to consider how 
supervisors will investigate issues that are brought to the attention of management.

5.4.3 Focus on Implementation of the Plan
In addition to factors relating to the business effect of the project, some factors are 
common across projects, such as whether the project is on time and within budget. 
Projects should be developed in a manner that best supports early warning of project 
derailment.

6.0  STRATEGIC INFORMATION TECHNOLOGY 
PLAN OPTIONAL PROCESSES

6.1 Disaster Recovery and Business Continuity
Disaster recovery and business continuity should be included at a high level in the 
strategic planning process. Consider where your organization could relocate your 
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servers in the event of a disaster that made your primary server room unavailable 
for an extended period of time. Consider, also, high-speed connectivity between 
locations. If this is economically feasible, hot standby could be an option for your 
organization. Even if not, disaster recovery can be meshed with the need for staging 
servers to maximize the value of your investment and increasing the likelihood that 
your disaster recovery equipment will be capable of supporting your organization 
in the event of an emergency. A full disaster recovery and business continuity plan, 
which is frequently performed as a separate project, should identify the utility’s crit-
ical functions and personnel and ensure data, applications, and workstations will be 
available.

A full disaster recovery plan should include the following steps:

Identifying and prioritizing IT applications, networks, and other services.• 

Which IT assets will need to be recovered right away vs those that recovery • 
could be delayed for a month or more?

What backup systems could be used (such as non-network-dependent lap-• 
tops, paper and pencil recording, etc.) if the network is down for an extended 
period?

How might staff access critical databases if backup servers are placed • 
50-plus miles away and both phone lines and automobile roadways are not 
usable?

The urgency for this type of planning may be area-specifi c, but all agencies • 
should have this type of plan, which can be implemented when needed.

6.2 Service Catalogs and Service-Level Agreements
A service catalog, at the most basic level, is a list of services provided by an entity. 
A service-level agreement (SLA) is an agreement between two parties on the level 
of services to be provided, communication protocols in case of service interrup-
tions, and escalation procedures in case of inadequate performance by either 
party. Service-level agreements are intended to increase understanding by the ser-
vice provider of the consequences of service interruptions and by the customer 
(i.e., entity receiving service) on the alternatives for reducing or mitigating the 
consequences of signifi cant service interruptions and the cost implications of those 
alternatives.
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Service-level agreements are an effective tool for use by IT groups in establish-
ing and maintaining priorities during service interruption incidents. At a minimum, 
SLAs should cover the following topics:

Duration of agreement;• 

Clear identifi cation of parties involved in the agreement, including primary • 
and backup contact information for each party;

Services covered by the agreement;• 

Normal service levels;• 

Service levels at which contingency plans and/or penalties start to accrue; and• 

Escalation protocols and contact information.• 

A service catalog is a reasonable precursor to the creation of an SLA. In some 
organizations, the service catalog serves as a living document, providing consoli-
dated information on available services, primary and backup support providers, and 
other key information necessary to facilitate problem resolution.

Service-level agreements are an effective tool in establishing business need for 
resources, including infrastructure and staffi ng, as they identify business effects of 
service outages and the costs associated with more reliable service levels.

6.3 Select Business Process Mapping
Business process mapping is an effective tool for identifying opportunities for busi-
ness process improvement based on implementation of technology tools. Flow charts 
illustrate processes, decision points, and outputs of the business practice being eval-
uated. Various methodologies exist. The most common form of fl ow chart is shown 
in Figure 3.2. Small circles or ovals represent the start and stop of the process, and 
are optional. Rectangles represent discrete steps or processes. Diamonds represent 
decision points. Parallelograms represent input/output. Arrows connect the other 
elements to show fl ow through the process. A swim-lane process fl ow adds rows 
or columns (at the author’s discretion) to add an understanding of the groups or 
individuals responsible for each step in the process. The fl ow chart in Figure 3.2 is 
redrawn as a swim lane in Figure 3.3.

The benefi t of a fl ow chart is that it provides a picture of process complexity, 
thereby facilitating identifi cation of opportunities for process improvement. Quality 
experts recommend ongoing mapping of business processes, both for documentation 
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FIGURE 3.2 Business process mapping fl owchart (NSF = non-suffi cent funds).
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on how to perform a task in a standard manner and to facilitate ongoing process 
improvements. Flow charts can be created to document existing processes and modi-
fi ed to show “to be” processes based on proposed IT investments.

6.4 Skills Mapping
Skills mapping involves identifying the skill sets of existing personnel with cur-
rent and projected skill requirements. This is especially relevant, for example, if the 
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strategic IT plan proposed moving from a homegrown system to a COTS system 
based on an industry-standard database. Skills mapping can also be performed on a 
broader scale to identify overall training needs within the organization. For  example, 
business process improvements are enabled in many organizations by having an 

FIGURE 3.3 Swim-lane process mapping fl owchart (CSR = customer service repre-
sentative and NSF = non-suffi cent funds).
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appropriate distribution of business users with in-depth understanding of their pri-
mary applications. It is also valuable to measure the ability of novice users to have 
fi rst-level technology questions answered by a nearby business user. In many cases, 
these questions reveal a lack of understanding of business processes, creating a 
broader learning opportunity that a remote help desk might miss.

7.0  PRIMARY DELIVERABLES FROM INFORMATION 
TECHNOLOGY STRATEGIC PLANNING

7.1 Prioritized Drivers and Objectives
The output of the business drivers’ workshops should include a prioritized list of 
drivers and prioritized objectives to address key drivers.

7.2 Identifi cation of Gaps
Gaps should be identified as soon as they are revealed and included as a clearly 
defi ned section in each applicable project deliverable, including workshop and inter-
view summaries. For medium-to-large planning efforts, pulling all gaps into a sepa-
rate document is typically required.

7.3 Prioritized Improvement Opportunities
Pull identifi ed projects into a concise format for easy review by the steering team. 
Include the project name, factors that affect prioritization, and the resulting prioriti-
zation ranking. The list is typically sorted in prioritized order.

7.4 Preferred Strategic Direction
The steering team typically adjusts prioritization factor scores and/or weights to 
reflect their understanding of how projects support organization strategies. This 
adjusted prioritized list establishes the preferred strategic direction of IT resources 
during the range of the plan.

7.5 Program Defi nition, Master Schedule, and Budget Estimates
Once the plan has been approved, the next steps are to break the approved projects 
into manageable programs, to develop a high-level program master schedule, and 
to develop high-level annual program budgets for inclusion in operating and capital 
improvement budgets. Chapter 4 addresses programs in detail.
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8.0 AFTER THE PLAN
In Recommended Budget Practice on the Establishment of Strategic Plans, GFOA calls for 
yearly review and adjustment of the overall IT strategic plan. Current programs, 
projects, and initiatives should be compared to the original goals to ensure antici-
pated results remain possible based on current program and project status. In some 
instances, industry and/or technology changes can dramatically shift priorities, jus-
tifying a signifi cant change in direction. In other instances, however, gentle, course 
adjustments have unexpected consequences that can be remedied if the original goals 
are reviewed on a periodic basis.
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1.1 Intent
An information technology (IT) program is a planned and orchestrated assembly 
of efforts and projects designed to support or enact specifi c business objectives. An 
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associated program plan is the documentation of these intentions. Such efforts can be 
ongoing operations and maintenance (O&M) improvements, specifi c one-time O&M, 
capital projects, or any combination of these. Information technology programs may 
come out of a strategic IT master plan, as described in Chapter 3, or may be triggered 
by some other event or process. The objectives to be met are typically business objec-
tives, not technical objectives. Indeed, as discussed previously in this manual, IT is 
not the end, but a means by which business processes are performed. The basic intent 
of an IT program then is to implement IT changes and enhancements to support a 
customer’s business requirements.

Given that a program is designed to support a utility’s business, it is important 
to fi rst understand some basic business variables. For utilities and municipalities, the 
term business is different from conventional use; the core business of a water and/or 
wastewater agency is to treat water or wastewater. Accordingly, core business func-
tions for this industry include

Planning,• 

Acquisition,• 

Conveyance,• 

Treatment,• 

Distribution,• 

Meet regulations,• 

Engineer systems,• 

Construct systems,• 

Operate and control systems, and• 

Possibly even buy or sell power.• 

In more general terms, an assemblage of functions such as the aforementioned is often 
referred to as utility business architecture (UBA). Brueck et al. (1997) summarized UBA 
as follows: “UBA includes a generic model that identifi es each major function within 
the utility using a ‘value-chain’ from water resources, to treatment, to distribution, to 
customer use. UBA also allows a utility to examine and control its various functions 
and to show the relationships and interactions among these functions.” Secondary, or 
support business functions, may include

Accounting,• 

Billing,• 
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Finance,• 

Human resources, and• 

Purchasing.• 

According to the American Productivity and Quality Center’s (Houston, Texas) 2008 
Process Classifi cation Framework (http://www.apqc.org/portal/apqc/ksn/PCF_5x.
pdf?paf_gear_id=contentgearhome&paf_dm=full&pageselect=contentitem&docid=152
203), such support functions have been standardized across industries as follows:

Develop and manage human capital;• 

Manage IT;• 

Manage fi nancial resources;• 

Acquire, construct, and manage property;• 

Manage environmental health and safety;• 

Manage external relationships; and• 

Manage knowledge, improvement, and change.• 

These functions are considered support, not because they are less important, but because 
they are not tied directly to meeting core business objectives; a water utility is in busi-
ness to deliver clean water, not water bills (although the bills are certainly necessary).

Whereas the program may cover all of these business processes, it likely covers 
a smaller subset, typically defi ned by organizations such as operations IT or busi-
ness IT, or can even be limited to strictly fi nance or control systems. Regardless, it is 
important to understand the business universe the program will address, not just the 
technical details.

These core business processes encompass a short list of fundamental elements to 
consider in an IT program, and include

People,• 

Objectives,• 

Practices, and• 

Technology.• 

Fundamentally, then, an IT program is about helping people meet their objec-
tives by using the appropriate tools. It is as much, if not more, about people and 

http://www.apqc.org/portal/apqc/ksn/PCF_5x.pdf?paf_gear_id=contentgearhome&paf_dm=full&pageselect=contentitem&docid=152203
http://www.apqc.org/portal/apqc/ksn/PCF_5x.pdf?paf_gear_id=contentgearhome&paf_dm=full&pageselect=contentitem&docid=152203
http://www.apqc.org/portal/apqc/ksn/PCF_5x.pdf?paf_gear_id=contentgearhome&paf_dm=full&pageselect=contentitem&docid=152203
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business processes than it is about technology. It is not recommended that a pro-
gram be started with the foregone conclusion that simply installing new hardware 
or software will meet an objective. Instead, it is important to understand the busi-
ness objectives people possess, what process and data they need, and then derive 
the technology solution from these requirements. It may be found that technol-
ogy is actually the smaller part of the effort, and that, to truly solve the problem, 
a change in organization or process is needed instead. In the end, all three (i.e., 
changes in organization, process, and technology) will likely be needed in varying 
degrees.

This chapter discusses the basis contents for a program plan. More importantly, 
because every program is different and no “cookbook template” exists, this chapter 
will also discuss the methods, activities, and pitfalls that will need to be executed or 
avoided in creating a successful program.

It is important to note that there is a difference between the content of a pro-
gram plan and the actions that may be needed to develop one. A suggested program-
plan document outline is shown in the following section; however, there are several 
important steps that may need to be taken to deliver the proper content of this out-
line. The following section discusses content and outline, whereas later sections dis-
cuss what actions may be needed.

1.2 Content
The content of an IT program plan can vary widely. Although no strict guide-
line exists, the following is a generic outline that can be expanding or trimmed, as 
necessary:

Approval/signature page;• 

Executive summary;• 

Discussion of current problems and/or opportunities;• 

Discussion of objectives and requirements to be met and why;• 

Discussion of any constraints or limitations;• 

Discussion of “as-is” state of the system;• 

Discussion of “to-be” state of the system;• 

Discussion of gap analysis (the difference between as-is and to-be states);• 
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Discussion of options evaluated and selected to fi ll the gap;• 

Strategic discussion on how to get from here to there (i.e., what needs to • 
happen):

– Organizational effects,

– Business process effects, and

– Technical effects;

Tactical plan on how to get from here to there (i.e., how it needs to happen):• 

– Specifi c changes to the organization;

– Specifi c changes to detailed business processes;

– Critical success criteria;

– List of specifi c projects, with schedule, resource, and budget requirements;

– Discussion of interrelationship and links between projects; and

– Summary schedule, resource plan, and budget;

Risk analysis and mitigation;• 

Business case summary;• 

Next steps; and• 

Conclusion.• 

The aforementioned outline is relatively simple and self-explanatory. Whereas 
the specifics may vary from organization to organization, it is a straightforward 
layout of information that should walk interested parties through from a prob-
lem definition to a logical solution and leave readers with a clear sense of under-
standing and resulting support. The program plan should be easy to read, in 
layman’s terms, and with a business sense to it. Technology, as described in the 
plan, is presented as a derived response to business needs, and should also be 
presented in layman’s terms as well. Conversely, it is not recommended that 
the program plan be a dissertation on hardware, software, networks, etc.; these 
details should be handled elsewhere, perhaps as an appendix or separate tech-
nical study for those interested in the technology details. Such technical details 
should, however, be ready as backup that there is a solid foundation to the final 
recommendations.
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1.3 Process
In stark contrast to the aforementioned outline of a program plan, the process by 
which the program plan is developed, approved, and eventually executed is as unique 
as each organization and scope itself. There are numerous factors to consider, and 
they apply in varying degrees to each environment. As such, there is no set process or 
formula to provide and no template to fi ll out; guidelines are provided here instead.

A primary program development objective to remember is that, in the end, it is 
all about supporting people. Indeed, people defi ne the problem and set the objec-
tives, and they need to agree with an assessment of the challenges, options, and solu-
tions. People need to agree with the program plan to a degree that they will fund it 
and trust it to deliver what was promised. Finally, they need to be happy with the 
results, for they will be the ones that determine if it is a failure or success. Although 
focused on logistics of developing a plan, much of this chapter has an interpersonal 
and qualitative fl avor to it; if these human factors are not considered, the plan will 
likely be challenged.

The following section addresses likely variables in developing an IT program 
plan. Again, these may represent different issues than those presented in the afore-
mentioned outline.

2.0  UNDERSTANDING PROGRAM PLANNING 
VARIABLES

This section discusses some of the more qualitative and less methodical aspects of 
successful IT program planning. By understanding these, the program manager will 
be better equipped to develop and execute an IT program. Many of these variables, 
such as consensus building and business process understanding, will not be found in 
the body of the plan itself; rather, they are factors and activities that will help lead to 
the plan’s development.

2.1 Program Planning Variables
Developing an IT plan for a water and wastewater utility is a unique and often sin-
gular effort. Each plan, even if for the same utility but at a different time, will be dis-
tinctive. Considering such variables and factors will help determine how and where 
energy will need to be spent. Understanding these factors will aid in developing the 
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content of the program plan document itself, without which the content of the plan 
may omit key decision points. Many of these factors have been shown to be critical to 
program success and/or failure. As an introduction to concepts, these issues include

Executive support;• 

User involvement;• 

Clear objectives and requirements;• 

Project management;• 

Scope control;• 

Drivers and constraints (i.e., causes and limitations) and understanding of • 
as-is and to-be states;

Business processes and business environment knowledge;• 

Consensus building, lobbying, and partnering;• 

Managing communications, expectations, motivation, and change;• 

Business case and justifi cation (both qualitative and quantitative);• 

Risk assessment and mitigation;• 

Documentation; and• 

Packaging and presentation.• 

Most of the aforementioned factors will be discussed in this chapter; although impor-
tant, some factors are too specifi c to each organization to elaborate upon here and, 
therefore, should be considered locally.

As seen from the aforementioned list, technology is a limited piece in the puzzle. 
Program planning is not limited to technological skills alone; rather, it is a combi-
nation of organizational and logistical disciplines, business, technology, and human 
factors. Although there are general approaches to planning, if one considers the afore-
mentioned variables there is no single solution to successful program development.

2.2 Executive Support
Executive support is a critical component in producing and executing a program plan. 
The role of executive support is to advance and advertise the message and objec-
tives about a program, exhibit sponsorship, “rally the troops,” procure the resources 
(staff, time, and money) needed to prepare and execute the plan, and to remove or 
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minimize obstacles along the way. Conversely, a lack of these functions can present 
signifi cant challenges for the program to overcome.

Executive support is one of the fi rst things a program manager should procure. 
Such support will aid in further development of the plan as needed resources will be 
easier to secure. Early executive support may result in scope modifi cations or refi ne-
ment to better meet executive expectations and objectives; however, these changes 
will also result in some level of ownership and commitment. Executive support 
should also provide an ally for the program manager to turn to.

2.3 User Involvement
Second to executive support, user involvement is a signifi cant target to engage. Users 
are the eventual true owners of a system and need to help defi ne not only existing 
obstacles and opportunities, but the vision of the future state as well. Their involve-
ment early on in the process helps garner support for the program, commitment of 
critical user resources in the plan’s development, and helps to shape and prioritize 
activities and deliverables. In effect, a program manager is a facilitator whose job is to 
deliver a user’s needs.

User involvement assists in defining and clarifying these needs (i.e., require-
ments) and focusing the associated scope and deliverables. Early on in the process, it 
is important to identify and engage the user base, or at least a representative group of 
them, to be an active part of the program process. If possible, it is important to make 
sure these users will be part of the program team through fi nal acceptance of the sys-
tem. A few key personnel should be selected to be the fi nal “owners” of the system; 
these personnel should be made aware of this role from the beginning as they will be 
the “go-to” people when the program is closed.

2.4 Objectives and Requirements
Objectives, goals, or changes to be implemented must be clearly understood by all 
involved from the beginning of the program. This is not to say that objectives and 
requirements are absolutes and can never change, rather, that even the changes must 
be understood and agreed upon.

Both executives and users play a critical role in defi ning objectives and require-
ments. It is important to get objective and requirements clarifi ed and written down 
from the beginning as they will be the basis of all the work that will be undertaken. 
These are considered the basis of the strategy, often derived by strategic planning as 
discussed in Chapter 3.
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Requirements, often resulting in a specifi c deliverable or ability, are typically 
solicited from users. They, too, will guide the work, although at a more specifi c and 
deliverable level. Requirements can be considered the basis or “drivers” of tactics, 
that is, what exactly needs to happen and often how. Requirements will form the 
basis of organizational, process, and technology changes, and will dictate the scope, 
schedule, and budget of the program. Lack of clear requirements is a leading cause 
of project failure. Conversely, proper requirements are a leading factor in project 
success.

2.5 Strong Program and Project Management
Successful program and project management require skill and experience, not just 
within the technical realms of the effort but in the arts of resource management, 
scheduling, consensus building, problem resolution, contingency planning, and a 
myriad of other skills.

A common practice is to place the local technical expert in charge of a program 
or project because they are more familiar with the intricacies of the technology. 
Although this knowledge is needed, experience has shown that roughly one or two 
out of fi ve technical experts are successful in the realm of project management on 
their fi rst engagement. This is neither intended as a criticism nor to say that technical 
experts cannot perform as project managers, rather, that they must have the tools, 
training, and desire for this different role. The more critical the program or project, 
the more experienced and seasoned a selected project manager should be. A program 
and/or project manager is ultimately responsible for delivering a business improve-
ment within the time and money allocated. The decisions and actions needed are 
often not technical in nature, but managerial and leadership based.

2.6 Scope Control
Scope control can be simply defi ned as working on those things needed to deliver pro-
gram requirements. “Scope creep,” or the gradual, often undetected and unfunded 
addition of functionality and desires, will likely affect a program near the end of the 
schedule when it is too late to recover without signifi cant action being taken. Scope 
control has many facets, including

Clearly stating requirements up front (what will be done and what will not be • 
done);

Keeping the scope as minimal as possible;• 
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Breaking efforts and projects up into smaller, more manageable deliverables;• 

Keeping close tabs on work efforts and curtailing any expenditures that are • 
not directly related to deliverables; and

Identifying where new scope is actually needed and formalizing appro-• 
priate actions to secure related changes in schedule, budget, resources, and 
expectations.

Scope control is critical to program planning, both as an upfront tool for appro-
priately communicating plans and resource needs and an execution monitoring and 
control tool to help ensure program success.

2.7 Drivers and Constraints
Drivers are the motivations or pressures that cause one to do something; drivers are 
typically the cause of one’s objectives. A utility will typically not implement a pro-
gram plan unless there is both a strong motivation and a justifi cation. Such motiva-
tions, or drivers, can come from either inside or outside of the organization. Internal 
drivers could include such problems as the inability to manage massive amounts of 
data, lack of user interaction, or the inability to collect key metrics and make asso-
ciated business decisions. External drivers could be public pressure to track O&M 
costs, the need to meet regulatory requirements, or customer dissatisfaction with 
publicly advertised information. As a fi rst step in planning, it is important to clearly 
understand the drivers involved in instigating formation of a program plan. These 
drivers often shape the objectives and requirements of the program.

Constraints are factors that either limit what is done or cause it to be done in 
another way. Constraints can be either internal or external; in either case, they typ-
ically make a job more complicated. Internal constraints include staff skills and 
availability, lack of technology infrastructure, or limited funding or time. External 
constraints may include political or regulatory deadlines and commitments or pub-
lic relations and reporting challenges. Such constraints create additional work and 
hurdles that must be overcome; as such, they affect the scope, schedule, and budget 
of a program. Part of the job of a program manager is to identify and remove, min-
imize, or plan around as many of these constraints as possible, thus saving money 
and reducing project risk.

It is important to capture and understand both drivers and constraints as they 
will shape program plan activities and execution and are the ultimate basis for pro-
gram expectations.
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2.8 Understanding Current and Future States
A plan implies that something will be done or some change will be implemented. 
A plan is a description of the steps and resources involved in getting from one con-
dition or state to another. To determine the steps needed to get from here to there, 
the defi nitions of the current state (i.e., as is) and the future state (i.e., to be) need to 
be completely and accurately understood. The program plan is then, effectively, the 
method and actions derived to get from a current state to a newer one.

Although understanding specifi c program details is important, there needs to 
be a reasonable limit to how much detail must be collected before action is taken. 
Indeed, “analysis paralysis” can lead to setbacks because of a perceived lack of pro-
gress. This is part of the art of developing a program: knowing when there is enough 
critical mass of information to take action.

To what level of understanding then should as-is and to-be states be understood? 
Whereas the initial level of understanding will need to be conceptual, the eventual 
target for understanding is at the business process and data level. Data are the key to 
most business decisions, and business process defi nes what is done with the data to 
get to those decisions; information technology is the suite of tools used to process the 
data for required purposes.

If the needed data can be defi ned, how it will be obtained and what will be done 
with it (i.e., to be) as compared to what information there is, how it is currently 
obtained, and what is currently done with it (i.e., as is) are key to determining work 
scopes. What needs to change can then be defi ned. This is often called a gap analysis 
and is a critical element of program planning. Once what needs to change and why 
has been defi ned, the program manager can then defi ne how, where, when, and who 
will change it. These elements represent the basis of a fully prepared program plan.

2.9 Business Environment
Whether the plan is to install a new supervisory control and data acquisition (SCADA) 
system or a new accounting process, it is part of the business of the utility and, thus, 
part of the utility business model. Because the program plan will have something to 
do with the utility business, it is necessary to understand how it fi ts in. The following 
topics discuss several factors critical to development of a program plan that either fi ts 
within an existing environment or creates a new one.

This section covers important business and IT issues that, although may not be 
a part of the fi nal program plan document, need to be understood by the program 
manager to properly plan and execute a program.
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2.9.1 Prime Interrogatories
When approaching a program as a whole, some basic questions need to be asked. 
The “prime interrogatories,” or fi rst questions, are a great place to start (i.e., who, 
what, when, where, why, and how). Although these questions have been around a 
long time and may seem obvious, Zachman (2006) applied them to a methodology 
for determining IT architectures and, by extension, the plans to implement them. If 
these questions are not answered, a complete problem or solution statement will not 
be obtained; by default, this will result in an incomplete program plan and potential 
future diffi culties. Prime interrogatories should, however, often be asked in a differ-
ent order (i.e., what, why, when, how, who, and, fi nally, where). What are we doing 
and why? When is it due? How is it going to be done? Who has those skills and who 
will be responsible? Where will it be? Although some of the answers, such as who, 
may be a given, these questions should be asked of every problem, large or small, at 
increasing levels of detail.

2.9.2 Business Modeling
The full concepts of modeling are too in-depth to discuss in this chapter. However, 
some case examples are shown here to illustrate the following point regarding pro-
gram planning: that modeling helps capture the essence of problems and solutions 
and helps to standardize communications for all parties involved. Ultimately, this 
is a form of communication and is needed to fi rm up the essence of the problem/
opportunity of the as-is state and the defi nition of the to-be state, all of which are the 
basis of eventual time, budget, and resource needs.

Ideally, an IT system will mirror the business system it supports. The tools and 
processes used should follow those of the business, as in the adage “form follows 
function.” To determine the steps needed to create a program, there must be an 
understanding of these business processes. This is best done via simple modeling; 
laying out schematics of the business process, who is involved, what data are used, 
how it moves, and so forth so that people on both sides of the business/technical 
fence can understand and agree on it.

For practical planning purposes, modeling can be just a picture or schematic of 
how something works. In basic terms, it can be broken down into fundamental build-
ing blocks of input, process, and output, with such steps linked together as neces-
sary to show a general concept. Modeling can (and should) be done at high levels 
and, eventually, on the technical side and all the way down to detailed data levels. 
In Figure 4.1, a simple communication level model shows how “on-the-ground” 
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operational data feed operational systems or processes. The model also shows how 
these systems share information. This is useful, for example, in showing the fi nance 
group how SCADA data eventually support fi nancial planning.

A more conventional model of an overview “business context diagram” for a 
water utility is shown in Figure 4.2. This models the basic business and associated 
conceptual data fl ow.

FIGURE 4.1 Sample of a high-level conceptual model of business functions and fi eld 
data interaction (courtesy of D. Henry, P.E., MWD of So. Ca).
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FIGURE 4.2 Sample business context model (courtesy of D. Henry, P.E., MWD of So. 
Ca, in concert with EMA Engineering).
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In keeping with the concept of elaborating on models to increasing levels of detail, 
Figure 4.3 shows an expansion of each of the basic functions shown in the preceding 
fi gures, but at a more technical level that begins to allow for program planning.

This modeling can, and eventually should, be expanded and elaborated on until 
a complete as-is model is created to the business process level. At that point, fi xes 
to the as-is state and refi nements and additions to the to-be state can be identifi ed 
with some intelligence. In yet another example that includes personnel, applications, 
and processes (the triad of people, process, and technology), the “swim-lane” model 
shown in Figure 4.4 models how a particular system will be designed.

As these models continue to evolve, typically during program execution, it will 
be found that there are more sophisticated, automated, and interactive modeling 
tools that are available to, and used by, software programming staff.

If these more formal modeling processes are to be undertaken, it is recommended that 
a pilot study be performed to better understand the effort and nuances involved. A pro-
cess should be selected that is in need of an initial IT system or upgrade, but one that is 
not too large or too critical. If necessary, a professional should be contracted who can both 
facilitate the harvesting of business process and data knowledge from staff and be able to 
translate that knowledge into the levels of information needed by technologists for devel-
opment. The process itself is typically broken down into steps, each with associated levels 
of detail and deliverables. For a singular application, these steps are as follows:

Business objectives,• 

Conceptual business process diagram,• 

Logical process diagram,• 

Data map,• 

Function diagrams,• 

Programming specifi cations, and• 

Physical specifi cations.• 

There are many ways to model something and numerous formal schools of 
thought on how it should be done. The more important point to realize is that these 
models, in whatever form, create a tool for communicating and coming to consensus 
among all the different levels of a program team. They also illuminate the following:

Duplication of data,• 

Missing data,• 
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FIGURE 4.3 Sample core business function model, expanded from Figure 4.2 (courtesy of D. Henry, P.E., MWD 
of So. CA, in concert with EMA Engineering).
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FIGURE 4.4 Sample swim-lane model for a requisition process (courtesy of S. Ma and D. Henry, P.E., MWD of 
So. CA).
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Data being generated for no apparent reason,• 

Duplication of applications,• 

Missing applications,• 

Missing interfaces between applications,• 

Duplication of business processes, and• 

Missing business processes.• 

Most importantly, models allow the program team to understand what they are deal-
ing with now and what needs to be done in the future. Only when there is such an 
understanding, with or without models, can a program be properly planned, staffed, 
funded, and eventually executed.

2.9.3 Managing Complexity
If an enterprise is ever fully modeled, the magnitude of the complexity the utility 
really has might be astounding. It may also be more complex than it needs to be, 
typically as a result of years of add-on, stand-alone, and ad hoc integrated systems. 
However, to understand, minimize, and manage the complexity of a program, some 
level of modeling, as discussed previously, is likely necessary.

A key cautionary point to bring up, and one that should be conveyed to the plan’s 
audience as well, is that the plan is not creating this complexity, rather, it already exists; 
the plan is intended to manage and even simplify it. Do not let the presentation of exist-
ing complexity be confused with what is being proposed. The audience may simply 
think, “This is too complicated and there is no way we are doing this.” Although 
a less chaotic future is needed, it should not overwhelm the audience. The objec-
tive is to streamline a system and make it a viable path for the future. As Figure 4.5 
demonstrates, this complexity, even at a conceptual level, can be daunting (the fi g-
ure is based on actual utility data; further elaboration on the development of this is 
provided in the case studies in Chapter 10). Figure 4.5 represents an IT architectural 
“framework” in the most literal sense. Further development of this model, which is 
currently underway, will link data to specifi c assets that generate data, thus creating 
a merger of the mutually dependent physical/operational/geospatial and the con-
ceptual/business architectures.

There are pros and cons to modeling and managing the complexity of a utility 
business and the mirrored IT architecture. Despite the diffi culties, however, it is a 
task that should be undertaken to help ensure program success.
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On the negative side, complexity management

Can be diffi cult and time-consuming to fully capture;• 

May embarrassingly point out gaps, redundancies, and problems in both pro-• 
cess and release of the product;

Can be overwhelming, and may turn off upper management’s reception of the • 
construct; and

May result in identifying additional obvious changes that are needed, thus • 
instigating span of control and responsibility issues. Such changes could be in 
organization, business process, or technology:

– Organizational and process changes are often not under the span of con-
trol of IT, and thus create a potential challenge (executive management may 
have to be carefully involved to resolve issues); and

– Information technology/technology changes, by themselves, may not be 
effective unless organizational and process changes lead the way.

On the positive side, complexity management

Provides a reality check for possibly several years of business and IT sprawl • 
(akin to urban sprawl);

FIGURE 4.5 Utility business architecture framework: a picture of complexity, even at 
the conceptual level (courtesy of D. Henry, P.E., MWD of So. CA).
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Shows inherent connections between business and technology, a critical bridge • 
that is often overlooked by both business and technology camps;

Identifi es, specifi cally and quantitatively, gaps and redundancies in business • 
process, data, organization, applications, and architecture;

Provides an as-is picture of the utility from which to effectively determine a • 
to-be state, which is the basis of the program plan;

Allows for the ability to prioritize actions and to segment scope based on • 
defensible business drivers;

When simplifi ed, it can provide a universal communication tool for all parties • 
involved;

If done correctly, it can, and should be, the objective basis by which to launch • 
and defend planning and execution;

Helps defi ne where systems are interconnected and where associated data can • 
be shared, which helps minimize redundancy in process, data, and data main-
tenance and allows for “one version of the truth” in business data; and

Can be simplifi ed or segmented to show only a specifi c or localized part of the • 
objective, organization, application or data fl ow, while still maintaining rele-
vance to the whole.

In planning such modeling, it is wise to consider whether to model only a por-
tion of the system or the entire business. Modeling only a portion of the system is 
a much more manageable task in the short term, but may lack several internal and 
external infl uences and the ability to foresee longer-term issues. Modeling the entire 
system while generating a big picture can be a signifi cant undertaking and may delay 
fruitful results if release is deferred to the end of the process. A suggestion is to pri-
oritize business processes and model them in sequence, releasing them as devel-
oped, with the caveat that they may change as the effect on them by other systems is 
discovered.

Part of the objective, if there is a holistic approach to the program, is not to add 
yet another set of processes, applications, and databases and end up creating more 
unchecked complexity; rather, it is to manage and even simplify the complexity a 
program already has. A potential problem, however, is that, in many cases, existing 
systems were never engineered to work together as part of an overall business sup-
port model. Whereas the scope of efforts may not be to perform such a global task, 
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consideration of future architecture can help prevent the problem of simply adding 
another system and more complexity. It is important to try to understand where 
business objectives, processes, applications and, specifi cally, data intersect and are 
shared. Then, it is important to try to use the appropriate technologies and tool sets 
so that data and processes can be shared as progress is made.

2.9.4 Parties Involved: “The Big Three”
In all aspects of program planning, three fundamental groups of people will ensure 
either the success or failure of the program plan. These are management, customers 
(including employees, who are often considered the customers of software projects), 
and service providers. In general, both the program plan and program manager 
must engage, align, and maintain all three groups during both the development and 
execution of the plan. It is important to realize that although these groups are nec-
essary for the success of the program, they can also represent sources of diffi culty, 
each for their own unique reasons. For example, management may either sponsor a 
plan or cancel it for strategic or political reasons; customers may demand a product 
or service, only to reject it if it is not released as expected. Finally, service provid-
ers may advocate a change and the associated work, only to reject it or fail at the 
method of the change.

2.9.4.1 Management and Constituents
Management typically has ultimate accountability (both fi nancial and overall) for a 
program, and, as a result, is motivated by broader business decisions and objectives. 
Management wants to be able to declare positive developments to their constituents, 
whether this is a board of directors, the public who they are entrusted by, or some 
larger governing body. One can generally address management’s concerns with the 
following frequently asked questions (FAQs):

What is it?• 

Why are we doing it?• 

What if we do not do it?• 

What are others doing?• 

How much will it cost?• 

How long will it take?• 

What is the risk?• 
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What will be different when it is done?• 

Who is involved?• 

What are the options?• 

If these questions cannot be answered, the plan may not be mature enough to pro-
pose to management and further refi nement may be necessary.

As a side benefi t, these same questions and answers form the basis of a useful 
handout or brochure on the program, one that can be given to board members, man-
agers and staff, the public, or other interested parties. This document, concisely and 
neatly packaged as a primer of sorts, should be easy enough to digest that it can then 
be discussed or repeated by managers without further reference. The benefi t of this 
is that by being able to talk about the program, in business terms, management will 
begin to take ownership in the program, thus making the effort part of the culture 
and helping to ensure progress. Such a package also helps ensure consistency of the 
message throughout the organization.

2.9.4.2 Customers
Customers can be either internal staff, such as the accounting or engineering depart-
ment; external, such as the customers of the utility; or sometimes both, as with a new 
billing system.

External customers, typically the public or another agency, also want to know 
what is being done and why; after all, they are generally paying for the effort and 
want to get their money’s worth. As with managers, they want to know the answers 
to the same FAQs as those previously presented. Customers also must express either 
a need for, or concurrence with, a program plan to proceed.

Customers must also be willing and able to support and adjust to the changes 
that will happen. It could be that the changes are ultimately transparent or it may be 
that signifi cant change from what was previously the norm will cause some upheaval 
and challenge. Change management, which will be discussed in section 2.10.7 of this 
chapter, becomes important here, as does piloting, education, and training.

2.9.4.3  Service Providers
Service providers, or those entities that will deliver the actual technology, can 
be internal or external and are likely to present a significant planning, expense, 
and complexity factor. Depending on the nature and size of the organization, 
either internal skills are available or the work will have to be contracted out. 
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Hybrids of this service strategy often occur as well, with portions of the work 
done internally and portions done externally; however, this should only be 
done with caution along with an excellent understanding of the details and 
relationships involved. Either internal resources, external resources, or a hybrid 
combination of the two will be needed. Ultimately, this is resolved through resource 
assessments and careful contracting.

2.9.5 Services Environment
An often overlooked cost is the environment that may have to be created to allow a 
program plan to be executed. The program manager will need to assess the environ-
ment needed to provide IT services, both during program execution and after release 
of the program, and provide what will be necessary. As such, space, software, hard-
ware, and tools may be needed for the following:

Project managers,• 

Project administrators,• 

Contract administrators,• 

Programmers,• 

Database administrators,• 

Communications,• 

Security,• 

Network,• 

Hardware,• 

Field technicians,• 

Quality assurance/quality control,• 

Testing, and• 

A help desk /post-release assistance and debugging.• 

Although some of these resources will not be necessary after the peak load of 
program or project development, many of them will also be required for maintenance 
and help-desk purposes. If these resources are not available in-house, methods to 
obtain them should be planned and executed. It is important to be aware that exter-
nal contract staff and consultants can cost more than internal staff; cost is also a factor 
that fl uctuates widely with the economy and supply.
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It is important to include not just the software that will be used, but the soft-
ware that will be needed to develop and maintain the new system. Specifi c discipline 
experts should be able to identify these needs, which may include the following:

Modeling software such as Rational Rose (IBM Corporation; Costa Mesa, • 
California), Enterprise Architect (Sparx Systems Pty. Ltd.; Creswick, Victoria, 
Australia), and similar systems;

Coding software such as a .NET (Microsoft, Redmond, Washington), Oracle • 
(Oracle Corporation, Redwood Shores, California), SQL (Microsoft, Redmond, 
Washington), or similar products;

Report and interface building tools;• 

Security administration tools;• 

Testing tools;• 

Version control and tracking tools;• 

Communications confi guration and monitoring tools;• 

Database administration tools; and• 

A test or prototyping setup and so forth.• 

The typical progression of development to release phases includes the following 
levels of hardware (some of which can be economized):

A development environment or sand box, where programming is done;• 

A stage environment, where a complete turnkey replica of the fi nal system is • 
created, tested, and debugged. This can also be used to test future changes and 
post-release upgrades before going live;

A production environment, where the fi nal product is released to users. Be • 
sure to consider redundancy and backup systems for critical applications and 
data; and

“Lab” setups where, for example, instrumentation to communications to data • 
collection and processing can be tested. This can also serve as a prototyping or 
pilot-testing environment.

It is important to consider these resource needs during planning and budgeting. In 
addition, lease options should be considered in situations where you expect specifi c 
hardware will not be needed after release.
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2.9.6  Utility Business Processes and System Options: How They Affect 
the Program Plan

This section discusses the often unique nature of utility business and, as such, the 
unique nature of program solutions. Because of the singular nature of a utility, scope, 
schedule, and cost are often not the summed cost of installed off-the-shelf packages, 
but rather of custom-built or combined environments.

Two extremes are present when implementing utility business systems. The sys-
tem is either custom designed to meet the existing business process or an application 
is installed and the business process must change to work within the constraints of 
the application. There are also hybrids in between to fi ll the spectrum. In IT terms, 
these application extremes are called custom applications or commercial-off-the-shelf 
(COTS) systems. Hybrids are termed as custom applications with some commercial 
components or COTS with some customization, the latter being the most common for 
generic business applications, such as commercial accounting systems customized 
and confi gured to meet internal utility requirements. Additional possibilities and 
variations on this theme are software as a service and other Web-based and remotely 
hosted applications, which are often developed and managed externally by third par-
ties on a fee-for-service basis.

Whereas the water and wastewater industry does have the standard “any busi-
ness” process of accounts payable and receivable, human resources, and so forth that 
can be met by COTS products, utilities also have some unique core business pro-
cesses that are not met by COTS. Core business is defi ned as business functions that 
are performed to meet mission statements. For example, utilities for the water indus-
try plan, procure, convey, store, treat, meet regulations for, and distribute water. The 
utility may also engineer, maintain, and control systems and even generate power. 
Utilities do this because they are a water or wastewater agency, not a car dealer; the 
actions they take are the result of the utility’s core business. Each of these core busi-
ness functions typically has a custom-built IT system in place to support them. It is 
common for these processes to be unique; therefore, the applications, processes, and 
systems to support them are unique as well (i.e., either custom-built or highly cus-
tomized COTS systems).

Given this variability and uniqueness among water and wastewater utilities, it 
is critical to understand the specifi c nature of each business process if an effective 
system is to be created to support it. The benefi t of a cookie-cutter IT architecture 
that a chain of grocery stores may leverage is not available to the water or wastewa-
ter industry; water and wastewater utilities do not yet benefi t from these economies 
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of scale. Regardless, it is incumbent upon utility IT management to understand the 
business process itself to both create and maintain any effective system, whether it is 
a COTS, custom application, hybrid, or a combination of these. The consequences of 
not having this understanding are to spend both capital and O&M money and politi-
cal capital on a system that may be challenged.

2.9.7 How Data Affect the Program Plan
Although data are covered in more detail in Chapter 2, some understanding of the 
technical challenges caused by different types of data is necessary for proper pro-
gram planning.

Data are at the root of most business processes and decisions. The typical evolu-
tion of information is as follows: from data to information, to knowledge to wisdom, 
and then to decisions and action. Without data, most decisions cannot be made in a 
wise manner. What happens between data and resulting decisions is dependent on 
process. Without proper knowledge of the data and the process, systems cannot be 
properly created.

One of the greater challenges of program planning is understanding that, gen-
erally, no single IT system provides all the data needed; data have to be integrated 
from several systems to create useful information. For example, how do you min-
imize the cost of treatment? One must know current treatment variables that may 
come from weather, SCADA, and laboratory information systems and the current 
cost data, which may come from purchasing, accounts payable, energy bills, labor, 
and maintenance records. Data must then be assimilated from these disparate sys-
tems and intelligent and integrated information created via some logical process. A 
software system is often used to automate the process, either for a one-time analysis 
or for an ongoing metrics-type monitoring “dashboard” or regular reporting process. 
The point is that data from different systems often have to be integrated to become 
useful. Planning for the associated systems and interfaces is crucial to proper pro-
gram resource, schedule, and budget allocations.

2.9.7.1 Different Types Require Different Treatment
A correlated challenge to the disparate source of data is the disparate format of this 
data. Data are stored, manipulated, processed, and extracted in many different ways; 
in addition, much of these data are not easily made compatible (this is especially true 
of real-time data being compatible with transactional data, as defi ned in the follow-
ing sections). Having to build systems to accommodate blending data can affect costs; 
this needs to be recognized during the planning phase.
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2.9.7.2 Transactional Data
Transactional (e.g., fi nancial or customer) data are the type of data typically found 
in accounts payable or payroll. They represent a trans-action-based set of data used 
to record data about a specifi c, singular transaction, typically found in fi nancial or 
business database applications. These data can be stored as relational, star schemas, 
cubes, and so forth.

2.9.7.3 Time-Series Data
Time-series (e.g., control or monitoring) data are typically related to physical fi eld pro-
cesses and are conventionally associated with control systems. These data are based 
on conditions at a snapshot in time (vs a transaction), typically repeated over time at 
regular intervals. These data can be stored in relational systems, although this is not 
always effi cient; it is easy to store, but diffi cult to recall. Because of the format and 
quantities of time-series data, proprietary databases that use fi ltering and compres-
sion are typically used to manage these often massive amounts of time-series data.

Time-series and transactional data are often obtained, formatted, stored, manip-
ulated, and retransmitted in different ways, making the merger of the two types of 
data diffi cult and, often, less than optimal. In addition, from both business and tech-
nical perspectives, these two types of data lie in two different disciplines: business 
transactions and process control. However, operational control data are the product 
of the central nervous system of the utility; they report fl ows, power consumption, 
chemical use, production levels, and so forth, which represent the metrics of the core 
business, and should be recognized for their value.

With such a wide gap between transactional and time-series technologies, the 
merging of these two different sources of data and information has been a univer-
sal water and wastewater utility challenge. These technology challenges have not 
been fully solved by industry, and the ability to understand the core business links 
between transactional and real-time data—to build an effective bridge—have limited 
the ability to achieve one of the greatest potential effi ciencies at utilities, that is, link-
ing operational metrics to business decisions.

In summary, it is important to carefully examine the data requirements, sources, 
structures, and integration needs and opportunities because the program scope and 
budget may be heavily dependent on these factors.

2.10 “Soft” Operations
Gaining agreement on a program plan manifests itself in a spectrum of activities, 
from qualitative and intangible interpersonal relationships to factual, logistical, and 
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qualitative deliverables. One way of breaking down this spectrum of activities into 
manageable tasks is through use of “soft” operations and logistical actions, as illus-
trated in Figure 4.6. Planning activities generally start in the center column of the 
fi gure, then move to soft topics such as consensus building, then refi ne the center col-
umn, and, fi nally, deliver “hard” products on the right side of the diagram.

During development of the program plan, some interpersonal activities will 
need to take place. Soft operations are those that are interpersonal, have no formal 
deliverable or product, and are generally categorized as successful by whether or not 
agreement has been reached. Such activities include consensus building, lobbying, 
expectation management, leveraging proper motivations, and change management.

The efforts and pitfalls discussed in the following sections provide some guide-
lines of what needs to be done as part of preparing a plan that will meet everyone’s 
needs. The program plan is not just about a document; it is about getting everyone 
moving in the same direction toward a new state of business and arriving there suc-
cessfully. The document merely provides the agreed road map, deliverables, and 
timeline that can be referred to during execution.

2.10.1 Consensus Building
Building consensus, at both a strategic and tactical level, is critical to a program plan. 
Although a plan may be mandated down to staff, it may not be supported by them. 
Similarly, although a system may be handed to customers, they may reject it. Both 
instances can result in failure. In the context of program planning, consensus can 

FIGURE 4.6 Selling the program plan (courtesy of D. Henry, P.E., MWD of So. CA).
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be defi ned as when a critical mass of support is obtained to the level that an effort 
becomes a “pull” vs a “push” (i.e., where customers are pulling for the efforts vs the 
efforts being pushed on them).

Referring back to “the big three” (i.e., management, customers, and service pro-
viders), the amount of work needed and the resistance to overcome to implement a 
plan is signifi cantly higher in a push vs a pull situation. The challenge is to educate 
and facilitate understanding between all three parties on the problems, solutions, and 
workable path that all can agree on and move toward.

However, airing existing system problems or pointing out a defi ciency in some-
one else’s sphere of control can inhibit progress. Therefore, it may be prudent to 
let customers take the lead; in the best situations, the customer will make both the 
problem and solution statement (ideally, with some background facilitation). This 
approach may actually be good for the program as it becomes “business process X” 
project sponsored by the business owner instead of “IT project Y,” and may get more 
support that way.

Instead of approaching consensus building from a “problem” perspective, 
which is essentially advertising a negative situation, reach for positive opportunities. 
Although a solution may be the same in either case, how it is packaged may make a 
huge difference in the level of support. For example, instead of asking, “How do we 
solve this problem?” ask, “How do we achieve this benefi t?”

The challenge of consensus about the problem also exists for the solution. It will 
take some back and forth, but agreement needs to be complete, clear, and concise 
in the end as the agreed upon solution, or to-be state, will be the basis of the scope, 
schedule, and budget. Once there is consensus between involved parties, the plan is 
well on its way to formation and execution.

2.10.2 Lobbying
Depending on the level of infl uence and authority immediately available to a pro-
gram manager, it may be necessary to secure additional support and cooperation. 
Indeed, rarely will one individual defi ne organizational problems, solutions, and 
plans and also get the whole program funded and rolling. To gain the additional sup-
port needed during consensus-building efforts, it is important to identify decision 
makers, those who will be affected, and who in these areas have the needed infl uence 
and authority. Discuss what this plan means to them and the organization and try 
to secure their support. If their support is not obtained, understand why and either 
negotiate a solution or redefi ne the plans and objectives until support is obtained. 
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The objective here is to build a group of supporters that will, in turn, lobby for the 
program based on its merits.

2.10.3 Partnering
Partnering is a concept that comes from the construction industry. The experience 
in that industry was that the owner and the contractor never met until they went to 
court at the end of a project to settle a dispute. Realizing that the only winners in this 
situation were law fi rms, owners and contractors began to meet at the beginning of 
projects to discuss what they both did and did not want out of the process. In effect, 
they became partners in mutual success.

It is extremely helpful to establish a high level of give-and-take between parties 
with a common interest rather than a fi ght over defi cient contract language between 
self-interested parties. It is strongly suggested that partnering be considered in pro-
gram and project efforts, specifi cally for those with signifi cant contracts. Partnering 
is also highly recommended in completely internal settings. Partnering consulting, 
facilitating, and training services are available and are recommended for fi rst-time 
efforts.

2.10.4 Managing Communications
It only takes one misunderstanding to set a plan back. Therefore, it is important to make 
sure to communicate thoroughly, consistently, and regularly to all interested levels of 
the program. In addition, a master presentation on the program or project should be 
prepared that can be selectively updated and customized for each audience (e.g., by not 
showing certain slides, such as database details, to executive management). Similarly, a 
consistently formatted monthly report for status updates should be prepared.

One streamlining approach that seems to be appreciated by the audience and 
project managers alike is preparing and presenting the monthly report in presenta-
tion format vs a text document. In addition, as discussed previously, a FAQs fi le for 
handouts should be prepared. By communicating regularly and consistently, confu-
sion and misunderstandings will be limited.

2.10.5 Managing Expectations
Each person even remotely involved with the program plan and deliverables will 
have a different perception of what is being done, what problem will be solved, or 
what opportunity will be delivered to them. Problems may arise when this variety of 
expectations is not met. This realization may happen midway through development 
or even after the product has been delivered (i.e., when the money to fi x it is gone). It is 
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important then to set expectations clearly and appropriately and reinforce or manage 
them throughout the life of the project and program. Keep expectations within a rea-
sonable realm and be cautious about people over-interpreting what will be delivered.

In terms of managing communications, it is important to be clear about what the 
program/project will do and present that intention in simple and universal terms. 
It is equally as important to be clear about what the program/project will not do. 
Finally, it is important to keep scopes minimized and to keep published expectations 
slightly lower than what is planned to be delivered; this may help actual results to be 
higher than expectations.

2.10.6 Motivation
When working with individuals during the processes of consensus building, lobby-
ing, planning, or execution, it is important to understand that each person will have 
differing motivations to support or not support the plan. This can be as much a per-
sonality trait as it is a function of role and responsibility. William Marston (1928) 
identifi ed orders of motivations in people, and these are adapted in Figure 4.7. These 

FIGURE 4.7 Understanding motivations: DiSC® (Marston, 1928).
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may be helpful to be able to identify what motivates certain personalities in an effort 
to persuade them to support the plan. As a program manager, present your argu-
ments accordingly. It may also help in organizing the program team by placing indi-
viduals in positions where their motivations are best rewarded.

2.10.7 Managing Change
Change, for the sake of program execution, generally occurs at two levels; organi-
zational and individual (although enough individuals can affect the organizational 
reaction). If changes are either too great or too quick to be adapted to, rejection will 
occur. Understanding how change can affect and be accommodated by both catego-
ries will be important.

For both categories, Gleicher and Bechard (1969) developed a simple formula, 
slightly modifi ed here, as follows:

Change happens when
 D × V × P > R (4.1)

Where
 D = dissatisfaction with the current state,
 V = a vision of a future state,
 P = positive fi rst steps, and
 R = resistance to the change itself.

To affect this change, one may need to either increase the left side of the equa-
tion or reduce the right side. Although increasing dissatisfaction is not recommended, 
setting a better vision for a future state and taking a positive fi rst step can be an easy 
start to the process. A pilot program or a prototype is often small enough to be cost-
effective and low-risk first steps while illustrative enough to successfully prove a 
concept.

Reduction on the right side of the equation is a matter of dealing with concerns 
about the upcoming work involved, the risks, and the effectiveness of the proposed 
new state. This resistance is generally refl ected as fear or concern, and these concerns 
exist in different conditions at different levels of the organization. They may be cost or 
credibility based at the executive level, assignment based at the service-provider level, 
or roles and responsibilities based at the customer level. It is important to note that 
this resistance is generally not about technology; rather, it is about culture and vision.

At the organizational level, change is typically a question of logistics and how 
much an organization can accommodate change while still performing its day-to-day 
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functions. It is typically a question of how many resources the organization can spare 
to affect the change. If there are not enough resources, either more resources need to 
be brought in or the change needs to be throttled back to an acceptable pace. This con-
dition is not necessarily limited to technical resources; it may be that the availability of 
legal contracts, purchasing, operational, and customer resources are as likely to cause 
delays as the lack of programmers. This effect is typically a function of project life cycle, 
timing, and magnitude, and depends on what stage the program is in and where the 
resource bottlenecks are created. Therefore, a program manager should plan and com-
municate accordingly and manage scope and expectations, as discussed previously.

3.0 DEVELOPING THE PROGRAM PLAN
Having covered the basic variables of program planning, and in line with the pro-
gram plan outline presented earlier in this chapter, it is now appropriate to discuss 
developing the actual plan. At this point in the process, executive support, user 
involvement, stakeholder alignment, lobbying, and change management should be 
taking form and initiated. There should be a consensus on the objectives, drivers and 
constraints, problems and opportunities, specifi c requirements, and, fi nally, expecta-
tions. The business, process, and technical environment as-is and to-be states should 
be understood. A gap analysis and general options on how to achieve the to-be state 
should be outlined and agreed upon. Communications should start taking form to 
help achieve a consistent message to involved parties.

At this point, there should also effectively be agreement on the plan. What 
remains is merely a formalization of this understanding into a document, including 
some details on how the plan will be executed. The following discussions elaborate 
on the specifi cs of major program plan documentation deliverables.

3.1 Defi ning the As-Is State
The as-is state is likely in some form of need or it would not be a target for upgrade, 
replacement, or automation. Alternatively, a new state may present such strong 
opportunities that even a functioning current one can be left behind. In either case, 
the current state must be clearly understood if changes to it are going to be planned. 
The current state should be modeled, at only a high level if necessary, and the faults 
or opportunities identifi ed. The effects of these faults (i.e., cost, risk, noncompliance, 
hours, rejections, and so forth) should be quantifi ed; in other words, what are the 
faults of the current system costing? Provide any helpful qualifi ers as well. Whereas 



138 Information Technology in Water and Wastewater Utilities

opportunities may reside in the to-be state, they imply some basis of change to the 
as-is state and, therefore, require some discussion here. Where possible, opportu-
nities should be quantifi ed and qualifi ed as well. Both problems and opportunities 
should be expressed in terms of people (i.e., organization), practice, technology, or a 
mixture of these, as appropriate.

In developing the program plan, language should be kept in business and lay-
man’s terms and technical support should be provided as appendices. What needs to 
change and why should be clearly stated, making sure there is consensus from pro-
cess owners on the defi nition of the current state, its faults, and opportunities.

3.2 Defi ning the To-Be State
There is some interplay and iteration between the to-be state and requirements. In one 
sense, the requirements cannot be formalized until a to-be state is defi ned. In another, 
the requirements defi ne the to-be state. The general sequence is that this iteration 
begins with a conceptual understanding of what the vision for the future should be 
(i.e., what people want) in fundamental terms. From this conceptual vision, specifi c 
requirements can begin to be formalized. As these details are worked out, there will 
likely be some change and refi nement of a more specifi c defi nition of a to-be state. 
It should be noted that as people learn more about what they want and what can be 
done, this iterative process of change and refi nement will likely take place through-
out the life of the program. Some fl exibility and control to allow for this as a natural 
process should be planned and managed accordingly.

The program manager should work with process owners to formalize the new 
to-be state. Improvements and changes should be conceptualized and engineered at 
this time. Referring to the program plan outline, critical success factors (i.e., those 
factors that must be achieved for the program to be successful) should be determined 
(refer to Chapter 9 for a discussion of critical IT success factors). Risk mitigation and 
exception management should also be considered in this process. In addition, the 
program manager should identify how prior faults and opportunities are addressed. 
Along with stating what will be attempted, the program plan should clearly state 
what will not be addressed or delivered.

3.3 Gathering Requirements
Requirements are a necessity in any program or project plan. They provide the basis of 
all work to be done, deliverables to be achieved, and the associated time, budget, and 
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resources required. Requirements also provide guidance and control for the program by 
aiding in identifying stray work expenditures. Requirements that are not captured, or 
clearly defi ned, may later result in either dissatisfaction by users for lack of functionality 
or they may affect to the program’s schedule or budget by being included at a later date.

Program managers should write requirements down, in detail, as a formal doc-
ument signed by the customer, service providers, and executive management. This 
document is the “contract” that states what will and will not be delivered. It need 
not be technical; conceptual may suffi ce. The program manager should stick to these 
requirements and refer to them often. If effort is being expended on something that 
is not in the requirements, it may be out of scope and consuming limited project 
time and money. If this “extra” task really does need to be in the requirements, then 
there is a change of scope and the program is entitled to a formal change order and 
associated adjustment to the budget and schedule, also signed and approved (if not 
requested, sponsored, and endorsed) by the customer.

Requirements need to be testable wherever possible, to a point that tests can be 
run to confi rm delivery of the requirement. Therefore, in the end, the requirements 
should also be the basis of test plans. Because requirements are one of the fi rst things 
generated and the test plan is one of the last things executed, requirements are the 
constant theme throughout the project or program. In addition, because require-
ments need to be testable to determine if they are met, they should also be quantita-
tive (vs qualitative). It is easier to confi rm specifi c functionality with provable results 
than to meet subjective and qualitative desires.

3.4 Translating Business Requirements to Implementation Plans
One of the toughest jobs in program and project planning is translating business 
requirements into personnel, process, and technical requirements, which eventu-
ally evolve into scope, schedule, and budget. This takes a particular skill set, that is, 
someone who can extract and develop the business model and then translate it into 
technical terms for the IT team.

The criticality in this lies in the fact that each business requirement may or may 
not have signifi cant system effects. For example, the ability for one user at one loca-
tion to see real-time information as soon as it changes at another location requires 
an entirely different and more complicated architecture than a batch-process archi-
tecture. In another example, users may need a specifi c data set, which happens to be 
located in a separate real-time database. This may require specifi c protocols, a unique 
data-mart, time-parsing and averaging, and so forth (both are real examples, the fi rst 
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resulting in the cancellation of the project because of the cost of implementing the 
required technology). These seemingly simple and singular requirements then have a 
signifi cant effect on scope, schedule, resources, and cost.

It is important to realize that once the technical (or process or organizational) 
implications of the new system are determined, the costs to meet these requirements 
may be excessive. If this is the case, there may need to be some adjustment to, and 
iteration of, the to-be state. As such, this may be a good time to readdress require-
ments, scope control, and prioritization, as discussed earlier in this chapter. Finally, 
it is important to be aware that although business users may have little interest in 
understanding the details of these technology issues, they will need to be explained 
in business terms to convey the fi nal scope of work and the cost and complexity con-
sequences of these requirements.

3.5 Defi ning the Bridge from the As-Is State to the To-Be State
The bridge from as-is to to-be states is the basis of the actions to be undertaken in 
the program plan. These actions result in specifi c time, resource, and budget require-
ments. There are typically a myriad of options to bridge the gap from as-is to to-be 
states. Because of this variability, there is not room here to discuss every possible 
path. However, there are factors to consider that include cost–benefi t analysis, risk 
assessments, business cases, and so forth that could be used to weigh each of the 
options. There are also likely preferences among management, users, and service 
providers that should also be considered.

Within the program plan itself, options that were evaluated should be discussed 
(in layman’s terms, where possible). Discussion of these options should address orga-
nizational, practice, and technology effects and changes, as appropriate. Each option 
should have a pros and cons list, a capital cost and schedule effect, and, possibly, a 
total life-cycle cost analysis. Briefl y describe how each option was evaluated and tab-
ulate selection results. Show how the fi nal selection fi ts together as a system to pro-
vide the to-be state and meets objectives and requirements.

Based on the selection of a specifi c option, the program plan should elaborate 
on the steps needed to get from the as-is to the to-be state. These steps could involve 
organizational or roles and responsibility changes, process reengineering, fi lling of 
various gaps, elimination of various redundancies, training, communications, and so 
forth. In many cases, the deliverables needed to execute the chosen option will result 
in additional specifi c requirements, which will need to be updated and communi-
cated accordingly.
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Steps in the program plan should be defi ned in terms of a schedule of tasks, pref-
erably resource- and cost-loaded, and they should be correlated to have realistic esti-
mates. These steps will be the basis of labor, resource, contracting, procurement, and 
completion functions, among others, and will form the basis of program plan activi-
ties. This can also be done for a single project or an orchestrated collection of proj-
ects. The program manager should consider using professional project management, 
planning, and scheduling tools here, especially for large efforts.

3.5.1 Risk Assessment and Management
There are two categories of risk to consider: (1) the risk that the project is intended to 
mitigate (a possible reason for the project) and 2) risks that occur in the project itself, 
which are called project risks.

Most programs and projects have some element of risk mitigation involved. The 
cost of risk mitigation can be measured in terms of insurance; that is, is the cost of 
doing this effort more or less than the cost of the risk of not doing it?

The reader should recall that risk is, conventionally, the effect of a failure multiplied 
by the probability that that failure will occur. This can be quantifi ed if done carefully, 
and is regularly conducted as the basis of actuarial setting. Another factor that can be 
multiplied in is the ability to detect the failure when it occurs; if a failure is detectable, 
the risk may be lower than if compounding failures linger undetected. For example, if 
there is a known risk with a billing system, what is the probability that all monthly bills 
to be sent to customers will be wrong, what is the potential value of that error, and will 
it be detected before the bills are actually sent? Conversely, what is the cost to fi x this?

From a project perspective then, how you identify, quantify, and value a risk 
becomes important in its comparison to the cost of mitigating the risk itself. This is 
another area where an independent party, or at least the owner of the risk, should 
buy into risk analysis and the cost to fi x it.

Project risk is the probability and consequence that the project itself will fail to 
deliver on expectations. These risks are related to requirements, staff availability, scope 
changes, and many other factors. To deal with these, a program manager should do 
at least the following four things: (1) plan carefully, (2) prepare exit and contingency 
strategies, (3) set aside contingency funds, and (4) minimize and control scope.

3.5.2 Business Case Justifi cation
A business case justifi cation is a document that analyzes the pros and cons of a pro-
ject and provides a case for moving forward with the effort. The need, opportunity, 
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and justifi cation for plan execution should be stated in this document. In addition, 
the document may be internal, external, or both. In larger organizations, a business 
case may need to accompany each individual project proposal. One way to catego-
rize business cases is as follows:

Regulatory mandate,• 

Public/board mandate,• 

Risk mitigation or recovery, and• 

Business process improvement.• 

Most of the time, a program, or project, will be a combination of two or more of 
these cases, and can be presented accordingly (e.g., a risk mitigation project, with 
some business process improvement). Whereas a cost and benefi t or return on invest-
ment (ROI) can be calculated for any of these cases, they may be negative for the fi rst 
three cases; in addition, an ROI may not even be required because of their underlying 
drivers. A business process improvement project implies that some time or money 
will be saved, and could represent the only case where an ROI is specifi cally required 
or generated. Although the time period chosen as a payback threshold period is sub-
jective (or determined by internal fi nance/accounting policies and regulations), it 
generally ranges from 3 to 5 years for software projects and 5 to 10 years for hard-
ware projects, which is the useful life of such systems. Whether or not a business case 
justifi cation is required to be submitted in these categories, it may be useful to pre-
sent them this way.

3.5.3 Cost, Benefi t, and Return on Investment
Cost benefi t and ROI are two of the more generic fi scal evaluations of project viabil-
ity. Although the variations and level of depth that can be used in these evaluations 
is nearly endless, the basic approach is as follows:

What will the new system cost, both initially and over a fi xed time?• 

What will the benefi t of the new system be over a fi xed time?• 

What is the cost of operating the current system over a fi xed time?• 

If, over a set period of time, the operating cost effi ciencies of the new system, less the 
project cost of the new system, are greater than the cost of operating the existing sys-
tem, the program, or project, is positive and should likely go forward.
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The concept of ROI is similar to cost and benefi t in that it looks at cost and bene-
fi t, although it also determines how much and at what point in time the project pays 
itself back, and will traditionally also calculate the internal rate of return (i.e., the 
percentage return on the investment made in the project). The conventional ques-
tion here being, can the same amount of money be invested externally at a higher 
return?

Although calculated, cost and benefit and ROI can be highly subjective. This 
subjectivity lies in determining the current and future costs of the business process. 
Given the subjectivity of many of the cost variables involved, this can be a diffi cult 
determination to tie down. It is suggested that the utility’s finance or accounting 
department set the rules of engagement for calculating cost and benefi t or ROI. It is 
also suggested that they conduct the analysis as this provides an independent third-
party assessment with actual money in mind vs project interests.

Savings claimed on ROI for IT projects are often realized in terms of labor hours 
and dollars. What this means is that the program plan is proposing that program 
will result in doing something for fewer hours or dollars than it currently takes. This 
may mean that some segment of the business is willing to either give up, or redis-
tribute, these to-be excess resources when the effort is done. The program manager 
should be sure that whoever they are doing this work for is willing to state that they 
could be more effi cient than they are now and that they are willing to meet these 
new effi ciencies when the project is done. In the end, where a cost and benefi t or ROI 
are required, they should be positive. If they are not, appropriate program elements 
should be reevaluated.

3.5.4 Documentation
As a program, or project, manager is responsible for the expenditure of a signifi cant 
amount of money and the delivery of an equal if not greater amount of value, it is 
recommended that good records are kept for both planning purposes and the poten-
tial audit. As this can be a tremendous burden, a rational approach to documentation 
is to document only those things that are needed to ensure project success, reduce 
project risk, and record major decisions and accomplishments.

Because the program plan is a collection or portfolio of projects and efforts, 
applying basic project planning and management practices to documentation is crit-
ical. There are several structured and formalized project management methods, dis-
cussed further in Chapter 5, most of which have a generalized and universal menu of 
deliverable documents from which to choose and check off when done.
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4.0 DELIVERING THE FINAL PROGRAM PLAN
By considering all of the variables discussed previously, a program manager should 
be well equipped to lay out a logical plan. There should be a clear understanding 
of the objectives, drivers, constraints, and infl uences. Consensus on the problems, 
opportunities, as-is state, and requirements should have been reached, and identifi ca-
tion of the options should be made. Agreement on the selected options and solution 
paths to get to a to-be state should be confi rmed. Activities should be modularized 
and assembled into testable task-based projects or efforts. Within these projects, the 
deliverables, scope, task schedule, budget, and resources should be identifi ed and 
planned out. All of the projects, as a whole, are then arranged by priority, urgency, 
and/or importance, and dependencies and availability of resources. To assist change, 
risks should be clearly identifi ed and mitigated. A business case showing the value 
against the cost and risk should be approved. A clear and concise summary presen-
tation should be prepared for communication and approval of the plan itself. The 
entire package is assembled as both a proposal and a work plan, and everyone then 
signs on the dotted line.

4.1 Program Plan Document
The program plan document should be kept simple. An executive summary should 
be provided up front, and text should be at the business discussion level and not 
too technical. Major studies, technical evaluations, decision documents, and the like 
should be referenced and provided, but as appendix items. Extensive use of illus-
trative graphics, charts, and tables should be used where possible. Instead of actu-
ally reading every word, the average reader will probably scan headings and fi gures 
until something interesting catches their eye. As such, it is important for the pro-
gram plan managers to use headings and fi gures to make the points they want to get 
across.

Essentially, the program plan is the contract by which the program will be exe-
cuted, defi ning what will and will not be delivered and why, when, for whom, and at 
what cost. The program plan could very well be an umbrella collection of individual 
project plans, with detailed project plans being appendices (see Section 1.2 of this 
chapter).

Again, there is no cookie-cutter format for each of these sections. Instead, guide-
lines for activities to perform and pitfalls to avoid have been provided. By using these, 
the process of developing each section in the program plan is a matter of derivation 



 Developing an Information Technology Program for a Municipal Agency 145

for each unique environment. The program plan manager should start with business 
objectives and go from there.

4.2 Program Plan Presentation
Presentation of the program plan may be more important than the document itself. 
Often, few people will take the time to read a full program plan. However, they will 
probably scan a presentation, and it can be shown to a captive audience, whereas 
a full document cannot. There are likely three major showings of this presentation: 
(1) to executive management, (2) to the program team and customers, and (3) to the 
board of directors or similar governing body. Although the program plan manager 
may get plenty of time to present, they may also have as little as 30 minutes for the 
fi rst showing and 10 minutes for the third. This presents a signifi cant challenge in 
condensing the essence of what you are doing, how much it will cost, and why it is 
worth doing to a few minutes. The recommendation here is to avoid technology top-
ics as much as possible and stick to business issues, solutions, opportunities, risk mit-
igation, and so forth. The more projects there are in the program, the less time there is 
to focus on any specifi c one (perhaps only one slide per project).

The presentation as a whole will likely have several audiences and should prob-
ably come from one master presentation, with select slides at select levels of detail 
shown to each group. This approach is particularly useful at executive and board 
levels. Although presentations should be kept simple, if specifi c questions are asked 
backup slides should be used to answer them. A “storyline” approach is recom-
mended so that the audience can take away an understanding of the background, 
drivers, objectives, and solution in simple, repeatable terms.

5.0 CAUSAL SUCCESS AND FAILURE STATISTICS
The industry record for IT project success and failure rates is not entirely positive; 
the majority of IT projects are considered challenged or failed for various reasons. 
Although the trend is getting better as IT program, project management, and techni-
cal disciplines mature, there is still signifi cant room for improvement. In preparing a 
program plan, it is important to apply program energies where risk mitigation and 
accomplishments will be best served.

Information technology program success can be a diffi cult to obtain. According 
to the 2009 CHAOS Summary Report by Standish Group International, Inc. (Boston, 
Massachusetts), 32% of all projects succeeded, which meant they were delivered on 
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time and on budget, with the required features and functions; 44% were challenged, 
which meant they were late, over budget, and/or with less than the required features 
and functions; and 24% failed, which meant they were cancelled before completion 
or delivered and never used.

To be successful, it is important to make sure that these specific factors are 
addressed in a program plan and in actions. Although the following aspects are the 
leading cause of success, conversely, their absence is also the leading cause of failure 
(listed in order of importance) (Standish Group International, Inc., 2001):

Executive support• —Make sure your efforts are driven, if not heavily supported, 
from the top down. A project without executive support will have a diffi cult 
time obtaining funding and resources. This support may also be needed dur-
ing trouble spots.

User involvement• —to capture and deliver the needs of users, users need to be 
involved. Lack of involvement may result in project rejection, whereas involve-
ment will foster user ownership, direction, and decision making.

Experienced project manager• —the vast majority of successful IT projects have an 
experienced project manager.

Clear business objectives• —all parties involved in the program need to know the 
goals. Any work not dedicated to meeting business objectives may be a waste 
of time and money, placing the program at risk.

Minimized scope• —keep it simple. Minimize scope, schedule, costs, and risk, 
and increase chances of success. Break the program and projects into smaller 
stand-alone accomplishments, if possible.

By addressing these key aspects and those discussed earlier in this chapter, a pro-
gram manager can help ensure the successful development and execution of a pro-
gram plan.
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1.0 INTRODUCTION TO PROJECT MANAGEMENT
Implementations of complex initiatives in all fi elds of human endeavor share a com-
mon set of pathways to failure that can foil the best-laid plans. These pathways to 
failure arise in several dimensions and require active intervention to keep an initia-
tive on track to successful implementation. These are discussed here and also listed at 
the end of this chapter as a “project management checklist” for reference.

Complex initiatives range from activities such as constructing a campfi re, orga-
nizing a hunt, raising a family, running a council, negotiating a trade, and building a 
road to waging a war, researching disease prevention, providing community water 
supply, engineering a system, managing information, and so forth. Complex initia-
tives are various forms of projects or programs. Programs are simply logical groups 
of projects.

Managing projects and programs has become a specialized science structured 
around the approximately 12 dimensions that can affect success. Some of these 
dimensions are obvious (e.g., time, scope, and money). Other dimensions might be 
less obvious and require some thought to identify (e.g., quality, resources, communi-
cation, change, and risk). Further drill-down might reveal more project management 
dimensions (e.g., data, procurement, and standards). The fi nal dimension of project 
management that assiduous practitioners watch is integration, which enfolds and 
wraps the discipline of project management into its own boundary, keeping it sepa-
rate from the actual execution of work under the scope of the project.

These are the dimensions of project management. They represent the levers of 
control to guide complex human endeavors from concept to implementation, and are 
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also important for success. There is a common perception that information technol-
ogy (IT) projects are always late and over budget. In some instances, the problem is 
poor management of expectations and the perception is a result of poor communica-
tion management. In others, the problem is poor management in several dimensions 
and the perception is the reality. Good project management keeps the project on a 
course to successful implementation and allows the project manager to identify and 
avoid the pathways to failure in multiple dimensions.

There are instances when sophisticated project management is not required for 
an IT implementation, such as when a simple commercial-off-the-shelf (COTS) sys-
tem purchase will satisfy user needs. In such instances, business issues dominate 
rather than classic project management. Attention would then focus on analysis of 
buy vs build, negotiating for a good price, and installing the software. Standard 
offi ce productivity software would likely be in this category. This chapter will not 
deal further with this simpler category of IT implementation; rather, it will focus 
mainly on project management for complex, custom development of IT systems for 
water utilities.

1.1 Business Challenge
All well-run businesses, including well-run water utilities, operate in a context of 
needing to maximize effectiveness and effi ciency. Effectiveness implies getting a job 
done; effi ciency implies getting a job done under competition for resources.

The business challenge for a water utility is exposed in a typical vision and mis-
sion statement outlining the statement, “who we are and what we do.” An example 
might be the following: “We are your partner in ensuring a healthy water environ-
ment; we provide reliable, drinking-quality water to you and receive and treat your 
wastewater properly before returning it to the environment, all at an affordable cost 
to stakeholders.”

The fi rst challenge is in being effective (i.e., “we provide the product and ser-
vice”). The second challenge is in being effi cient (i.e., “at an affordable cost”). When a 
water utility engages in a project, the utility needs to achieve the desired project out-
comes and do so at a reasonable cost. This chapter examines the many pathways to 
failure/success in project management of IT capital projects and attempts to illustrate 
that project management is both simple and diffi cult.

The business challenge is to execute the exact project scope within time and 
money constraints. These parameters are at the core of every project.
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1.2 Project Management Challenge
The importance of the project management function is often underestimated. For exam-
ple, people see the “oh, how simple” part readily or they may not see the need for 
orchestration of the many activities of the project. Indeed, the thinking may be as fol-
lows: “After all, we could just let the team of experts do their thing and the result should 
just naturally happen.” One project management challenge is having project sponsors 
who think that rigorous project management is not really necessary for success.

A second project management challenge is having the technical implementation 
team members think that project management is not really needed. Information tech-
nology specialists, scientists, and senior management can individually see and dis-
charge their technical scope functions, but might be unable to see that there is need 
for a global organizational framework around a project or that they need to defer to 
such a framework. Therefore, they might also conclude that rigorous project manage-
ment is not really necessary for success.

A third project management challenge, and a fatal fl aw for a project, is in not 
budgeting for the project management function at an adequate level to ensure that 
all the dimensions of project management are applied throughout the project’s life 
cycle.

The project management challenge can thus be summarized in terms of sponsor-
ship for project management, team building around an explicit project management 
structure, and adequately resourcing the project management function.

1.3 Information Technology Design Challenges
Information technology is a relatively new science compared to other sciences such 
as conventional engineering. It is a rapidly expanding fi eld as humans discover new 
ways of acquiring, storing, retrieving, managing, and manipulating data and infor-
mation. Each of the sub-technologies of IT is a science in its own right, and practi-
tioners are continually specializing into narrower aliquots of their fi elds as they drill 
deeper for learning and develop applications of the new knowledge. Therefore, it is 
understandable that IT practitioners are generally more focused on the technology 
itself than on the surrounding issues of a project. Information technology has more 
evolution ahead as it resolves into the science and the application of IT.

An IT project often seeks to apply disparate technologies into a single objec-
tive; for instance, a new software application might seek to combine word process-
ing and spreadsheets into a single report. Such attempts at combination complicate 
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interconnections between sub-technologies because the word processing technology 
and the spreadsheet technology might originate from different fi rms. Even when the 
combination is successful, we might wonder if the resulting report mainly has the 
characteristics of “fi rm A’s” or “fi rm B’s” software. Or, is it now a “child” of this 
union and unique in its own right? How should the developer of this child software 
communicate to the outside world of users, maintainers, and so forth on what this 
newly spawned software can do? For example, a simple IT environment serving a 
small water utility might consist of three systems: a fi nancial management system, a 
supervisory control and data acquisition (SCADA) system, and a maintenance man-
agement system. These could be purchased from separate vendors and could exist on 
separate platforms. An evolution of the system toward integration and information 
sharing could result in a new hybrid platform as a child of the separate systems.

With rapid proliferation of technology approaches, development of special jar-
gon, early-to-market applications, and so forth, design of an IT project poses unique 
challenges. Someone has to understand the IT concepts and also understand project 
management concepts and bridge the communication gaps between sponsor, tech-
nical team, and other stakeholders, notably users. It seems that the universe of IT 
knowledge is expanding far faster than bridge builders are entering the fi eld to sup-
port this expanding universe. This can lead to the following two undesirable out-
comes: proceed without proper project management or defer the project.

A particularly important design challenge for an IT project is in bridging the 
communication gap between users and designers (i.e., programmers or code writers). 
Users know the underlying business processes and are best positioned to understand 
current and future business needs. However, users are generally not knowledgeable 
about how business processes are supported by IT itself. This is analogous to the 
pilot of an airplane understanding the aerodynamics of fl ight and navigation, but not 
having detailed knowledge of exactly what is happening when the throttle or power 
lever is moved and the engine is required to increase or decrease power output. Users 
are pilots; IT designers are engineers. Users/pilots know what performance enve-
lope is required; IT designers/engineers develop the underlying machine to achieve 
the required performance envelope. The challenge is to fi nd a common language for 
them so that expectations can be set, met, and demonstrated before the system goes 
live. Such a common language is largely nonexistent and, as a result, they must rely 
heavily on interpreters and performance testing for confi rmation that at project ini-
tiation expectations will be satisfi ed and that at project completion expectations have 
been satisfi ed. This will be discussed in Section 2.2 of this chapter.
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1.4 Obsolescence Challenge
Rapidly evolving systems generate obsolescence. Practically all IT systems imple-
mented by a utility will require ongoing upgrade through their economic lives to 
remain useful within an interconnected architecture. It is not suffi cient that a technol-
ogy subsystem continues to function well in its core duty alone; it must increasingly 
communicate with newer technology subsystems in ways that could not have been 
anticipated at an earlier state of knowledge. There are two major ways for a program 
to become obsolete before the end of its anticipated economic life cycle: (1) changes in 
the required functionality or (2) the emerging need to integrate with other computer 
systems or components.

For example, a SCADA system might continue to operate a pump satisfacto-
rily for decades after initial implementation, but the system might not be able to 
pass on information about how many running hours the same pump is accumu-
lating unless the interconnectivity is compatible. If the SCADA system was orig-
inally designed only to store run hours in its proprietary time-series database for 
display on the SCADA screen, then that would be the limit of its capabilities. The 
program manager should consider that water utility business processes might have 
since evolved to integrate such data into other systems, such as asset management 
systems, enterprise resource planning systems, and so forth, and that the new con-
nectivity requirement is to pass on information for a thousand operating assets and 
to do so wirelessly, at a high rate over long distances. As such, the SCADA system 
might now be obsolete.

All IT projects for the foreseeable future should be approached with the con-
cept of ongoing requirements for upgrades. This has implications for management 
of the system development life cycle (SDLC). Project managers should be aware that 
time is really of the essence with these projects and that time management has two 
imperatives from an SDLC viewpoint. First, the program manager should capsule 
user requirements and expeditiously move the project to completion with minimal 
changes and enhancements along the way; second, the program manager should pre-
pare the way for commencing a subsequent SDLC immediately upon completion of 
the current one to deal with desired changes and enhancements that came to light 
during the current SDLC.

Sponsors, stakeholders, and users are generally unaware that time management 
is so critical in IT projects compared to conventional engineering projects. This is a 
major mode of failure for IT projects with their high obsolescence challenge.
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2.0  OVERVIEW OF PROJECT MANAGEMENT 
METHODOLOGIES FOR INFORMATION 
TECHNOLOGY

There are many ways to create a great soup using varying recipes and varying ingre-
dients. Similarly, there are many ways of managing projects for great results using 
varying methodologies and resources. Some project management methodologies 
have been borrowed from the practice of conventional engineering and applied to IT 
projects with reasonable success. Some methodologies have evolved from business 
process engineering and can also be successfully applied to IT projects.

Good project management methodologies have common elements: structure, 
procedural clarity, input and reporting points for sponsor control, documentation of 
process to enable learning, fl exibility to manage the unexpected, and so forth. In this 
chapter, the authors will refer to certain “actors” relevant to project management. As 
such, these actors are defi ned in general terms, as follows (it is important to note that 
specifi c projects might use variations to these defi nitions to suit the vocabulary and 
culture of the project context):

Project manager—the person responsible for executing delivery of the project. This 
person is the ultimate authority governing activities of the project team. The 
project manager reports to the sponsor.

Project team—the persons who, individually and collectively, have responsibili-
ties to deliver each task in the project work breakdown structure.

Project sponsor (sometimes called the “project champion”)—the individual who 
takes organizational and political responsibility for achieving project goals 
and enables the necessary budgetary resources to sustain the project. The 
sponsor is often the key to managing external stakeholder relationships that 
are beyond the reach of the project manager.

Client—the person or organization receiving the benefi t of the completed project 
and often the source of funding for the project.

Users—the individuals who will accept the project on behalf of the client and 
operate the system after delivery.

Stakeholder—any person or organization who has a valid interest in the 
project.
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2.1 Program versus Project Management
In this chapter, the terms program and project are used interchangeably. Program will 
generally be used as a collective term for a cluster of projects, in the same way that 
fl ock is a collective term for a cluster of sheep. Although other meanings exist for the 
term, such other uses will be clarifi ed in the context of this chapter.

It is often convenient and desirable to cluster individual projects into a single ini-
tiative (i.e., program) within a business environment for reasons varying from com-
monality of objectives, obtaining economies of scale, serving multiple stakeholder 
requirements, and so forth. Hence, it is quite common to see IT capital programs 
made up of several projects.

In the context of the practice of project management, the term project is also 
used as a collective term by the Project Management Institute (PMI) (Newtown, 
Pennsylvania), a widely recognized professional organization that has created A 
Guide to the Project Management Body of Knowledge (PMBOK® Guide), which rep-
resents a body of knowledge that codifi es the discipline of project management. This 
discipline applies to individual projects and, equally, to programs.

2.2 System Development Life-Cycle Model
Project life cycles typically follow the classic “S” curve found throughout nature, 
describing such processes as transmission of infections in a population, dissemi-
nation of information into a public, cumulative work effort over a project, and so 
forth. These phenomena typically have a starting point and typically taper to an 
endpoint.

In the SDLC “S” curve in Figure 5.1, the approximate end of each phase is shown 
by the arrows marking defi nition, design, development, and release. These phases 
are described in more detail later in this chapter.

The SDLC model for IT projects is best portrayed as a series of life-cycle curves, 
as illustrated in Figure 5.2, to emphasize that time is of the essence. Those desirable 
changes and enhancements identifi ed during the current development are typically 
best deferred to a subsequent cycle (or “release” or “version”) to maintain focus on 
the initial user requirements that drove the project at kickoff. This race to completion 
is primarily driven by the risk of obsolescence discussed previously, although there 
are collateral benefi ts to maintaining a pragmatically narrow focus relating to manag-
ing scope creep, resourceusage, effi ciency, and so forth. The SDLC for IT projects has 
clear phases as described in the following sections.
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FIGURE 5.1 System development life-cycle “S” curve.

FIGURE 5.2 System development life-cycle “S” curve (with upgrades and enhance-
ments subsequent to version 1).
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2.2.1 Defi nition
During the defi nition phase, the project is managed through certain key activities 
and milestones. These include identifi cation of need; preliminary study to frame the 
scope, schedule, and budget; identifi cation of resources; empowerment of a sponsor; 
and authorization to undertake the project. This phase typically ends at about the 
time the project sponsor issues a kickoff directive.

2.2.2 Design
During the design phase, the project assumes more structure and involves increas-
ingly larger numbers of people. Often, operational staff in a water utility will turn 
over the project to an internal or external project manager to build and maintain the 
necessary project management infrastructure. Activities and milestones of this phase 
include the following:

Set up a project management offi ce (PMO),• 

Prepare user requirements,• 

Prepare a predesign report, and• 

Report to stakeholders and sponsor to receive a go/no go decision before  • 
proceeding to the next phase.

Each of these activities has associated detailed tasks, such as setting up the 12 
dimensions of management inside the PMO, convening user workshops to extract and 
document user requirements in plain language, procurement of consulting resources 
to supplement in-house resources where necessary, and so forth. This phase typically 
ends at about the time that the predesign report has been signed off by users and 
accepted by the PMO.

2.2.3 Development
During the development phase, the project builds momentum exponentially with 
time. The development phase is the most intense, costly, and complex phase of an IT 
project. Development typically commences with expansion of the predesign report 
to a detailed design brief, during which several important deliverables are gener-
ated. An early deliverable is conversion of the user requirements into technical lan-
guage, thereafter known as user specifi cations. Another is further drill-down of the 
work breakdown structure by the key technical leader (i.e., system architect for an IT 
project), who breaks the project into components that can be assigned to individual 
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designers. Another is documentation of the testing protocols and plans for unit test-
ing of the small components as they are developed, followed by integration testing 
of the components as they are fi tted together. An important phase-end deliverable is 
acceptance testing by the users before allowing the new system to go live.

At each major milestone of the development stage, appropriate reporting is pro-
vided by the PMO to the sponsor and other stakeholders to ensure ongoing support 
is maintained through the inevitable challenges of dealing with unknowns as they 
arise, an unfortunate characteristic of all projects.

Throughout the project, the PMO’s mandate is to continually manage the poten-
tial pathways to failure discussed previously. The reader should recall that these are 
in the dimensions of time, scope, money, quality, resources, communication, change, 
risk, data, procurement, standards, and integration. Integration here means the over-
lap of the other dimensions of project management, including tradeoffs and balance 
among combinations such as time and money, money and risk, change and risk, and 
so forth.

2.2.4 Release
During the release stage, system design has been tested and accepted by the user 
group and is ready to be used as a production system. Project management functions 
at this stage primarily focus on time, scope, and money. The technical resources, 
meanwhile, focus more intently on the schedule and cutover to an operational sys-
tem, with rapid response to bugs that might not have been caught in testing before 
going live. The technical team leads the project through release and the PMO moni-
tors and documents progress while maintaining the project support infrastructure, 
such as procurement management of any contracted resources. By this stage, assum-
ing good project management in prior stages, the major work is largely done, budgets 
are mostly expended, and wrapping up the project consumes the PMO’s attention.

2.3 Why Structure Is Necessary
The complexity of many IT projects can be enormous and often cannot be fully under-
stood by stakeholders without a complete model of the project being prepared and 
documented through such tools as Gantt and program evaluation and review tech-
nique charts, work breakdown structures in nested hierarchies, resource assignments, 
and so forth. Just managing data in a major project might require development of a 
document management system, which, in itself, is a project within a project.
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Coupled with this technical complexity is the apparently even more puzzling 
complexity of human interactions with personality and emotional overtones that 
can make a team underperform. Some of these interactions and relationships are 
portrayed in Figure 5.3, which shows a model of project management centered on 
a PMO and bi-directionally focused on external stakeholders and the project team, 
respectively.

Finally, it is important to consider the business context within which the project 
resides. The business itself might be under stress that is either related or unrelated to 
the project; moreover, constant competition for resources requires a sponsor to guard 
the project throughout its life cycle. The project manager needs the sponsor’s contin-
uous support to ensure that circumstances beyond the project manager’s authority 
are placed before the sponsor for attention and action.

A properly orchestrated PMO allows each of the elements of the project to play 
out and guides the project to ensure that it stays on track despite a constant tendency, 
common to all projects, toward instability and failure. Without the structure of such a 
PMO, a complex project has little chance of meeting all of its objectives.

For practical examples of project plan structures for IT projects, the reader is 
encouraged to seek out readily available resources on the Internet using any of the 
popular search engines.

FIGURE 5.3 Project management model.
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2.4 Zachman Framework
The Zachman framework is based on process analysis and business process engi-
neering. It looks at a business in terms of layers of infrastructure and interactions of 
actors. It is an effective way of carving up the business into analytical elements for IT 
projects. Unfortunately, it is rarely well understood by external stakeholders, such as 
users or sponsors, and, therefore, is limited as a means of communicating with the 
external world.

As a means of communicating within the technical team, however, the Zachman 
methodology is effective. It captures and documents all elements of the project from 
project rationale through business needs, use cases, actor defi nition, modular devel-
opment and interactions, object development, coding, and so forth. Zachman analysis 
readily lends itself to support by enterprise architectural software such as Enterprise 
Architect (Sparx Systems Pty. Ltd.; Creswick, Victoria, Australia) and Rational Rose 
(IBM Corporation; Costa Mesa, California), and so forth. These are sophisticated, 
valuable, internally focused tools that can be used by the technical project leader to 
orchestrate the internal workings of a project and provide documentation to support 
conventional PMI-style project management for external stakeholders.

2.5 Other Methodologies
There are other ways to manage projects that might be appropriate in certain cir-
cumstances. However, the PMI-based methodology described previously, and varia-
tions around it, constitute mainstream ideas for project management of IT projects 
for water utilities. Specialized methodologies are beyond the scope of this chapter.

3.0  GUIDELINES FOR MANAGING INFORMATION 
TECHNOLOGY PROJECTS IN WATER AND 
WASTEWATER UTILITIES

3.1 Understanding Multi-rational Organizations
Multi-rational organizations are ones in which several stakeholders or groups of 
stakeholders have divergent opinions on what is the best way to solve a problem. 
Generally, these opinions are valid when seen from an individual perspective; how-
ever, some or all of them might be inadequate to truly solve the problem. The project 
manager acting in a multi-rational organization is challenged to develop solutions 
within a context of strong-willed stakeholders whose buy-in and participation in a 
fi nal solution is vital for success.
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There are numerous examples of multi-rationality in  the political arena (e.g., the 
European Community, the senates and parliaments of democracies, and so forth). 
Multi-rationality also abounds in corporate entities with consensual cultures; water 
utilities can be among such entities.

As an exercise in understanding multi-rationality, consider the project manage-
ment challenge in supporting the technical team as a workshop convened to defi ne 
user requirements. Assume that the user community is made up of a water operations 
group and a corporate fi nancial management group (add more groups to fuel the 
fi re in this analysis). Further assume that the culture of the water utility has recently 
undergone reorganization and that members of the two groups hardly knew each 
other before the project being launched.

Now attempt to develop a common set of user requirements for a new system, 
such as an asset management system, a SCADA system, or another system. Each sub-
group of this newly convened user group would have come to the table with a set of 
notions infl uenced by the historical behaviors of the subgroup, its cultural mores, its 
asset management structure, its fi nancial and accounting structure, and so forth. Each 
subgroup’s position on user requirements would be completely valid from its own per-
spective, but might not be valid in support of the terms of reference of the new project.

To make progress within a multi-rational organization toward developing a 
common output such as a common set of user requirements, it is necessary to build 
a team that looks beyond the initial positions and toward the common goal. To build 
such a team, much preliminary work would need to be undertaken to validate the 
initial positions and to provide recognition of the gaps between the initial positions 
and the desired new project goals. Such is the nature of multi-rationality.

3.1.1 Managing Sponsors
Managing the sponsor is directed toward one purpose: communicating clearly to 
allow informed decision making by the sponsor where these are beyond the author-
ity level of the project manager. A sponsor must always exist for a project to succeed. 
Some sponsors prefer to remain anonymous for political or other reasons and insert 
a proxy sponsor to front a project. Although this can be effective, it makes the project 
manager’s work more diffi cult because clear communication is less likely to occur.

It is suggested that program managers defi ne sponsor as that individual or group 
of individuals who have high-level risk exposure from the failure of the project and 
who have the authority to initiate the project and to provide resources for its execu-
tion. The fi rst element is important; if a sponsor cannot be found who cares about 
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project success and who suffers potential risks from its failure, the project is likely to 
fail because all projects inevitably hit rocky spots where a sponsor will be required to 
clear the way for the project manager.

For example, “Project A” has been initiated in a department of the utility and is 
midway through implementation when a challenge arises from the head of another 
department of the utility who would like to sponsor “Project B” to achieve the same 
objectives, but with a different political slant. If Project B gains momentum, the man-
ager of Project A would have little ability to resolve which project should prevail. The 
sponsor of Project A would need to coordinate with the sponsor of Project B to reach 
consensus on how best to proceed. The project manager’s responsibility for Project A 
would be to bring to the sponsor’s attention to issues relating to the project that are 
beyond the authority level of project management and to seek continuing support 
and sponsorship for the project.

3.1.2 Managing Users
Users are the closest outside stakeholders with whom the project team has relation-
ships with. They are considered outside stakeholders from the project manager’s point 
of view because they are responsible for outlining functional requirements and for 
accepting the fi nal deliverables produced by the project team. Users set expectations 
for the performance of the product at project initiation and are important as accep-
tance “gatekeepers” for the product nearing project end.

The project manager’s relationship with the user group requires careful atten-
tion. Because users are not typically “technical” in the IT design sense, they may not 
be able to specify in technical terms how they want the product to perform, although 
they do know their requirements. Thus, the project manager must ensure that there 
is an accurate interpretative stage when user requirements are translated from plain 
language into technical language.

More importantly, the project manager must ensure that the user group and the 
technical team understand the function of the user group as gatekeepers for accep-
tance. Early achievement of this understanding will set the stage for avoiding several 
pitfalls relating to user acceptance. Examples of pitfalls include failure of users to 
set comprehensive requirements up front, failure to validate user requirements and 
achieve sign off for the project scope (no more and no less), failure to interpret user 
requirements accurately, failure to design according to the real requirements, failure 
to enforce acceptance of properly designed solutions if users change their minds as to 
scope, and so forth.
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The project management offi ce needs to explain to users and the technical team 
the potential failure modes and ensure that all parties understand the important roles 
they play in progressing toward a successful project.

3.1.3 Managing Technical Experts
In terms of managing technical experts, the important project management skills lie 
in the area of resource management. Technical issues are the domain of the technical 
project lead or architect and the PMO should avoid these issues. However, technical 
personnel in general have less tolerance for team relationship issues and can, there-
fore, trend toward low performance when there is real or potential discord on select-
ing appropriate technical solutions. A team-development model (“forming, storming, 
‘norming,’ performing”) initiated by Tuckman (1965) is a useful construct for these 
situations, and is briefl y described here.

Experience has shown that, in many situations, formal team-building workshops 
pay signifi cant dividends in trending toward high-performance teams. Left to them-
selves, teams tend to go through four common phases: forming, storming, norming, 
and performing. These phases represent successive stages in relationship building. 
“Forming” is stage one and occurs when two or more people assemble for the pur-
pose of undertaking a common goal. “Storming” is stage two and occurs as people 
in the group discover irritations among themselves (i.e., bickering) that distract them 
from working on the tasks necessary to achieve the common goal. “Norming” is stage 
three and occurs as participants in the group start to understand and negotiate their 
dissonance into normalized acceptance of irritations or agreed changes to behaviors. 
“Performing” is stage four and occurs after the team is effectively normalized and 
participants then return to concentrating on executing the tasks required for achiev-
ing the common goal. The key here is that although there is no shortcut or way of 
bypassing the intermediate stages, with facilitation the team reaches the performing 
stage sooner than without facilitation.

Without the investment in team-building workshops, teams are left to transition 
progressively through these phases on their own. However, there is a possibility that 
a team could become stuck in the storming phase and fail to normalize and graduate 
into the performing phase.

An experienced project manager must be vigilant in monitoring so that the tech-
nical team achieves high performance and must also intervene when it is appropriate 
to do so when teams are not working well.
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3.1.4 Managing Vendors
Managing vendors lies in the project management skill set of procurement man-
agement. Vendors in IT projects include individual contractors, personnel  agencies, 
suppliers of shrink-wrapped software, hardware suppliers, system integration devel-
opers, and so forth.

Procurement management includes ensuring that appropriate contracting and 
technical documentation is used, quoted prices are managed, invoices are promptly 
paid, and so forth. A purchasing department within the utility often provides valu-
able support to the PMO in this area, although, occasionally, the project requirements 
for a major program might demand quicker delivery than a major purchasing depart-
ment can deliver. In such cases, the PMO could request delegated authority through 
the sponsor for alternative arrangements that would satisfy policy and audit require-
ments while speeding up the procurement function.

4.0  STRUCTURE OF INFORMATION TECHNOLOGY 
PROJECTS

4.1 Defi ne, Design, Develop, and Release Phases
As discussed previously in this chapter, defi ne, design, develop, and release phases 
are logical segments for a work breakdown structure; they also represent logical go/
no-go decision points for sponsor reaffi rmation of need for a project. At each stage, 
more information becomes available in the key areas of time, scope, and money that 
are interesting to the sponsor. As information relevant to the time, scope, and money 
“basket” evolves, the sponsor has the opportunity to assess the project strategically 
and can guide it for best fi t to strategic needs or cancel the project if future outlook 
warrants.

These four phases have individual project management requirements. The defi ne 
phase is concerned with broadscope views, the design phase is concerned with reduc-
ing uncertainty, the develop phase is concerned with details, and the release phase is 
concerned with fi nal delivery and effect on the utility’s operations.

4.2 System Development Life Cycle
The key concept conveyed by the SDLC is that IT projects are amenable to cyclical 
iteration; thus, they do not have to be totally comprehensive at the outset. Users can 
then tolerate misgivings they may have that the user requirements are not suffi ciently 
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comprehensive. Otherwise, user behavior will trend toward developing the user’s 
requirements in too fi ne detail and without appropriate timeliness; in other words, it 
will become an interminable exercise.

The cycle is intended to generate a Pareto level of functionality—capture say 80% of 
the required functionality before freezing the user requirements because the other 20% 
might not become apparent until well after the details have been developed. The cycle 
allows for effi cient capture of the remaining 20% during the project and putting these into 
a basket of desirable enhancements to be implemented in the next cycle of the SDLC.

Some users have difficulty with this concept and argue that a project that is 
moved into production with only x% (where x < 100) of the functionality identifi ed 
is unacceptable. If the corporate culture prevailing in the utility cannot support an 
SDLC approach, then the project manager must choose another methodology and 
ensure that, if longer project duration results from an alternate methodology, that the 
stakeholders accept such an outcome. As mentioned earlier in this chapter, time is of 
the essence with IT projects because of the potential for obsolescence, which repre-
sents a real risk for project failure.

4.3 User Participation
User participation in an IT project typically occurs near the beginning and end of 
the project. Users are vital for developing requirements, understanding compromises 
required among confl icting requirements, agreeing to a testing and acceptance proto-
col, and participating in acceptance testing (i.e., asking, “Does the product satisfy the 
signed-off requirements?”).

Once user requirements have been signed off on, users generally do not have 
an active role in the project until acceptance testing is required, which is near the 
end of the development phase. This can be problematic with a project life cycle that 
extends over several years because individuals that make up the user group will 
have changed somewhat and users might have developed different views about the 
requirements as time passed by. Hence, it is important to charter the user group and 
have a governance structure for the long term.

4.4 Testing and Acceptance
Testing is formal activity that helps satisfy the PMO’s requirements under quality man-
agement. There are various types of testing that occur in the life cycle of an IT project; 
unit testing occurs as programmers develop code; internal acceptance testing is done by 
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the technical lead or architect; integration testing occurs as modules are fi tted together; 
and, fi nally, acceptance testing is done by the user group before going live.

Unit testing, also known as string testing, is performed as part of code development 
and is undertaken by the programmer alone. The objective of unit testing is to show 
that the code works and satisfi es the specifi cations handed down by the architect.

Internal acceptance testing is done by the architect or a designate other than the 
programmer who wrote the code. Unlike unit testing, which is geared toward show-
ing that the code does work, internal acceptance testing is geared toward fi nding 
conditions under which the code does not work; hence, the requirement for indepen-
dence for the internal acceptance tester from the code designer. If the code fails inter-
nal acceptance testing, the module development is reiterated until the code passes 
both unit testing and internal acceptance testing. This iteration is common and should 
not be viewed with dismay by the PMO; rather, some allowance should be built into 
the project to accommodate a few reasonable iterations.

Integration testing is conducted within a special testing environment, that is, a 
computer system separate from the development environment and closely mimicking 
the fi nal production environment. Modules are migrated from the development envi-
ronment for testing in the testing environment. As modules develop, they are tested 
for compatibility with other modules in accordance with a testing protocol designed 
by the architect. If a module fails an integration test, it is returned to the development 
environment for reworking and is then retested. No development occurs in the inte-
grated testing environment. After development has been completed for all modules 
and they have been tested to the satisfaction of the architect, the user group is invited 
to participate in acceptance testing.

User acceptance testing is conducted in the fi nal testing environment, which is 
configured to be nearly identical to the final production environment. Indeed, in 
some instances, the testing environment becomes the fi nal production environment, 
whereas, in other instances, a successfully tested product is migrated into the exist-
ing production environment. User acceptance is conducted with users present and 
follows a script that tests each functionality as identifi ed by the users in the origi-
nal signed-off requirements. This is where a project manager needs to facilitate and 
mediate if users deviate from the principle that acceptance implies fulfi llment of the 
project scope (no more and no less). Sometimes, users request enhancements at this 
stage and balk at signing off on acceptance. The SDLC approach is useful in explain-
ing that enhancements are possible but should be held for a second iteration of the 
SDLC, resulting is a new version or release of the software product.
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4.5 Governance
As part of any IT project, a project manager should recommend that a governance 
group be chartered to persist in life beyond the project and for the duration of the 
economic life cycle of the product. A governance group is typically composed of peo-
ple from the user group, people from IT support, and people at a management level 
who can identify and seek sponsorship of enhancements and upgrades.

The charter for governance is to monitor the operational characteristics of the 
product, identify any gaps between desired and actual performance and capabilities, 
and conceptualize and trigger appropriate iterations of the SDLC related to the prod-
uct. Governance is a legacy of any IT project. The project manager’s role is to charter 
the group and ensure that its charter focuses on its sustainability for the duration of 
the economic life cycle of the product it is chartered to govern.

4.6 Upgrades and Enhancements
Software inevitably requires upgrades and enhancements. These are beyond the 
scope of the PMO and, therefore, not its responsibility. The project manager’s role 
with respect to upgrades and enhancements is to capture and document desirable 
ones as they are mooted by users and hand them over to the governance group upon 
project completion for appropriate action.

It is considered poor project management practice to incorporate scope changes 
without sponsor approval. Upgrades and enhancements constitute projects in their 
own right and can consume resources well beyond the approved funding lev-
els for the base project. Many IT project managers have followed the siren song of 
upgrades and enhancements only to crash on the rocks of scope violation and bud-
get overrun.

4.7 Version Control
Version control is a subset of data management in the PMO. Data management 
requires that project records be captured, archived, and retrieved. Many data records 
are developed iteratively or become superseded. Any effort of the project team that is 
based on superseded data or information is wasted effort and will require reworking, 
plus associated cost and time effects. Even worse, any effort based on superseded 
data or information that goes undetected poses signifi cant risk and quality manage-
ment issues to the PMO. Therefore, it is essential that rigorous version control be 
applied to all data and information.
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Version control should be embedded in the documentation for software code, for 
technical memos, for decision documents, and so forth. In fact, version control should 
be applied to all products within a project so that no ambiguity will exist as to what 
version the reader or user is focusing on when data or information are retrieved.

5.0  PROGRAM MANAGEMENT: A PORTFOLIO OF 
PROJECTS

5.1 Organizational Aspects
Many organizations use standard project management practices to increase the like-
lihood of success for their technology initiatives. Often, however, the same organiza-
tions do not routinely undergo the process of project portfolio management (PPM). 
This is a methodology for analyzing and collectively managing a group of current 
or proposed projects based on a collection of key characteristics (Wikipedia, 2009). 
It is a tool that organizations use to align their IT projects and initiatives with busi-
ness goals; it optimizes their collective value and measures the performance of the 
individual projects and the collective program of projects and initiatives. In addition, 
use of PPM also provides indirect benefi ts as a result of standardization of processes, 
improved resource allocation, and increased opportunity for process improvement.

5.2 Methodology
There are many tools and methodologies available to assist organizations with PPM. 
The key challenge is gaining sponsorship for organizational commitment to start and 
maintain a PPM process. Project portfolio management has two distinct components: 
effective governance and evaluation.

5.2.1 Governance
Good governance of the PPM requires a committee consisting of representatives from 
different departments, typically middle managers, who are familiar with the com-
pany’s overall core business and short- and long-term business objectives and who 
understand senior management’s mission and vision. Members of the committee are 
required to have strategic perspective and to use the company’s overriding goals and 
objectives rather than those of their departments in making their governance deci-
sions and tradeoffs. The governance committee should develop and maintain a list 
of criteria based on the organizational business needs and then use these criteria to 
review the merit of each project individually and in combination with other projects. 
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The process of developing the set of evaluation criteria is of vital importance for 
guiding the PPM process. Establishing evaluation criteria and supporting contextual 
documentation must be completed before the evaluation of projects begins. Some 
common evaluation criteria include the following (Baschab and Piot, 2003):

Strategic value—• How the project will give the company new capabilities to 
have a positive effect, both internally and on the company’s customers and 
suppliers;

Financial value—• This includes the project cost and its Return on Investment. 
The return on investment (ROI) should consider both tangible benefi ts (e.g., 
cost reduction) and intangible benefi ts (e.g., improved fl exibility);

Adequacy of existing system—• If an IT project is intended to upgrade an exist-
ing system, the committee must consider the importance and adequacy of that 
system. Is the upgrade urgent? Could it be deferred for a year?

Risk—• The committee should consider the risks associated with undertaking the 
project and the risks associated with canceling or deferring the project; and

Interdependency with other projects—• The sequencing of a particular project may 
be affected by schedule and status of other projects in the portfolio.

The aforementioned represent sample evaluation criteria. Organizations may include 
other criteria based on their type of work. For example, a public organization may 
consider the effect of projects on improving public safety, water quality, or commu-
nity relationships.

5.2.2 Evaluation
Evaluation implies developing and implementing standard and repeatable processes 
for evaluating, approving, and sequencing projects and initiatives.

The governance committee evaluates all projects and initiatives considered by 
the organization on a periodical basis. Some organizations convene their committees 
on a monthly or quarterly basis or to coincide with preparation of an annual budget. 
For a project to be considered as a part of the portfolio, the requester must submit a 
project proposal. The project proposal is often in the form of a fi ll-in-the-blanks tem-
plate that, at a minimum, includes the following:

Project name;• 

Project description: a short description of the project;• 
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Project data: estimated cost, schedule, required resources, and risks;• 

Business case for the project: describing the business benefi ts of the project, • 
that is, why the project is needed and what the expected business value is;

Financial metrics: ROI and net present value;• 

Relationship to other projects, that is, does the project complement or have  • 
a dependency on other projects that are either planned or already  underway;

Risk: effect of deferring or canceling the project; and• 

Alternatives: the requester must provide at least one alternative.• 

The committee then reviews each project based on the criteria developed earlier. 
Several tools are available to assist in this process. The tools use a combination of 
spreadsheet tables and charts as a method of ranking projects.

The committee must discuss each proposed project. The chart in Figure 5.4 shows 
several projects ranked based on their strategic importance and the quality of the 
existing system. In addition, the circle size indicates the fi nancial commitment for the 
project (i.e., cost) and could be colored to indicate its fi nancial performance (i.e., ROI). 
The committee must decide, for example, if the customer relationship management 

FIGURE 5.4 Project evaluation process—strategic importance, existing quality, cost, 
and ROI (Baschab and Piot, 2003).
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(CRM) project should proceed, which would require a commitment of most of the 
company’s resources. The committee may consider if there is a subset of other proj-
ects that total a similar cost as the CRM. Each project in the subset may rank lower 
than CRM, but, collectively, may have more benefi ts to the organization. In other 
words, the committee must decide on the set of projects that will produce optimum 
benefi t to the organization.

In addition to determining the optimum set of projects for the organization, the 
group must also determine sequencing of the projects. This depends, in part, on 
demand management and capacity management. The IT department may not have 
the available resources or skills to successfully deliver all the proposed projects, and, 
thus, should be involved in sequencing of the projects. One of the most common rea-
sons for project and portfolio failure is starting too many projects. Indeed, if the IT 
department takes on more projects than it has capacity to deliver this could lead to 
undesirable organizational consequences.

6.0 PROJECT MANAGEMENT CHECKLIST
The list of management areas mentioned in this section may be useful for project man-
agers handling IT projects. The PMI PMBOK® Guide cited previously in this chapter 
recognizes and discusses many of these areas of project management. Organizing a 
project’s document management and fi le structure around this checklist can prompt 
project personnel to pay attention to all of these areas when some areas might other-
wise be overlooked. The project management checklist is as follows:

 (1) Integration management—a PMO activity centered on coordination,
 (2) Time management—schedule control,
 (3) Scope management—control and containment of project goals,
 (4) Money management—budget control,
 (5) Quality management—quality assurance and quality control,
 (6) Resources management—dealing with human resource issues,
 (7) Communications management—establishing how information is shared,
 (8) Change management—controlling scope evolution and time/money effects,
 (9) Risk management—anticipating/avoiding project failure,
(10) Data management—capture of information/intellectual content,
(11) Procurement management—purchasing and contract issues, and
(12) Standards management—ensuring uniformity of design approaches.
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The Project Management Institute has also developed a library of global standards 
under the themes of “projects,” “programs,” “people,” “organizations,” and “profes-
sion.” According to PMI, the themes refl ect the expansive nature of the project man-
agement profession. These standards are available for review on the company’s Web 
site (http://www.pmi.org/Resources/Pages/Library-of-PMI-Global-Standards.
aspx). 
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1.0 INTRODUCTION
Information technology (IT) represents a significant investment; some estimates 
(Standish Group International, 1995) put the annual expenditure for IT projects in the 
United States at $250 billion. Out of those projects, 31.1% are cancelled before comple-
tion, 52.7% end up costing at least 189% of their original estimate, and only 16.2% are 
completed within budget and on schedule. User requirements are frequently men-
tioned as one of the top fi ve reasons for project failure, and 13% of project failures 
are attributed to inadequate user requirements (Standish Group International, 1995). 
Similarly, a KPMG LLP (Toronto) survey cites that 61% of IT projects end in failure 
(KPMG, 1997).
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Water and wastewater utilities manage infrastructure that includes facilities, 
plants, and pipelines; the scope and value of this infrastructure is extremely large, 
especially in large urban areas. As part of their traditional mission, water and waste-
water utilities have many years of experience with planning and executing standard 
(i.e., “brick and mortar”) projects for designing, constructing, operating, or maintain-
ing this infrastructure. Critical aspects of project management for these types of proj-
ects include scope, schedule, and budget.

The scope of traditional projects that deal with design and construction of physi-
cal facilities is typically defi ned and formalized by design documents. Two important 
characteristics of these design documents are that they are typically very detailed 
and that the design is fairly stable, meaning that the executed projects (with small 
and infrequent exceptions) closely follow the design documents. Furthermore, there 
is typically a contractually controlled change management procedure in place that 
defi nes such events as schedule changes, material changes, and similar deviations 
from the detailed specifi cation.

By the time software projects came around, most utilities had developed a strong 
history and tradition of project management that was based on experiences and 
knowledge gained from previous years of managing standard engineering infra-
structure projects. Therefore, there was a tendency to apply the same methodology 
to the design, development, confi guration, and implementation of software projects. 
However, lessons learned from standard civil engineering design did not translate 
well to software development, acquisition, and implementation.

This chapter considers modern IT system technologies, from requirements, 
business process engineering, and systems architecture to software development 
and software procurement. It illustrates the evolution and diversity of frame-
works, methodologies, and practices, and creates a foundation for undertaking IT 
projects.

2.0  DIFFERENCES BETWEEN ENGINEERING DESIGN 
AND SOFTWARE USER REQUIREMENTS

In engineering projects, extensive detail in design documents is typically benefi cial as 
it communicates more clearly what exactly the client wants and helps control execu-
tion of the project. However, in IT systems, user requirements do not necessarily fol-
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low the same logic. A classic text on software development, Managing the Software 
Process, by Watts Humphrey (1989), states

While we sometimes get firm requirements, a software perversity law 
seems to dictate that the fi rmer the specifi cations are, the more likely they 
are to be wrong. The fact is that the demand for firm and unchanging 
requirements is mostly wishful thinking and may even be an unconscious 
attempt to avoid blame for a poor result.

This, however, seems counterintuitive. For instance, if detailed engineering 
designs produce better control over traditional projects, why would detailed user 
requirements be detrimental to the success of a software project? After all, unless 
user requirements are fi rm and detailed, how will we know that we will get what we 
paid for?

2.1 Managing the Unknown
The process of software development or procurement is not about implementing 
something that we already know or can predict with certainty; rather, it is about 
learning something we do not yet know and adjusting to the lessons learned. Whereas 
engineering design is largely fi xed once completed, software implementations must 
be fl exible enough to adjust to the emerging knowledge of the problem being solved. 
Ideally, software systems are implements in an iterative process, which is further dis-
cussed in Section 5.0 (“Software Development”) of this chapter.

Although fl exibility to accommodate new information is essential, user require-
ments cannot be vague and leave out important aspects of the application; they must 
capture the essence of the software system being developed or procured.

User requirements defi ne the scope of the project and have a critical affect on the 
other two key project aspects: schedule and budget. Development of user require-
ments typically represents 8 to 15% of a project (Boehm, 1981), but can be traced to be 
the source of approximately 85% of software defects or bugs. Generally, the term bug 
describes a situation when the program does not do what the user wants it to do. The 
cost of fi xing bugs whose source is in user requirements is typically at least one order 
of magnitude higher than fi xing bugs where the source is in implementation (i.e., a 
programming bug). Defects arising from inadequate requirements occur when the 
software meets the needs as specifi ed in the user requirements document, but it does 
not meet the users’ actual needs. Once users start testing or adopting the system, they 
may “discover” needs that were not explicitly specifi ed in the requirements; and, 
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although user requirements are met as defi ned, the users may not accept the system 
because it does not meet their actual needs. These types of bugs can be diffi cult (and 
expensive) to address if they are discovered late in the project.

User requirements may take a different form and content depending on the 
nature of the project, and the requirements document will also need to be compatible 
with the overall project/development methodology (software development life cycle 
[SDLC]). Ideally, one is looking for the proper focus and level of detail to achieve 
optimal balance between the two following competing objectives:

Providing enough specifi city to avoid scope creep and change orders and• 

Providing enough fl exibility to address those issues or features that are diffi -• 
cult for users to specify ahead of time, although they may make a signifi cant 
difference in the fi nal user experience and system acceptance.

Achieving optimal balance in user requirements is neither simple nor easy • 
and, as such, “hard and fast” rules are elusive. Although the literature can 
provide guidelines for preparing user requirements, it is both an art and a 
science that especially benefi ts from the hands-on experience of specialists in 
requirements analysis (often business analysts and subject matter experts). In 
general, strategies for addressing the challenges of user requirements include 
the following:

Requirements may be more detailed for those projects where users are more  °
certain about the features that they need and less detailed in areas where users 
have less certainty about their needs. Less precise requirements also require 
adjustments to the implementation plan to provide early assessment and revi-
sions (using techniques such as iterative development and prototyping).

Requirements and implementation plans are different if the software will  °
be developed or if it will be selected from existing commercial off-the-
shelf (COTS) products. If selecting among available COTS products, mar-
ket research can provide valuable guidance to the development process of 
requirements.

User requirements need to be integrated into the overall process (SDLC)  °
and connected to SDLC activities such as development, confi guration, and 
testing. The project needs to follow a clear work plan that maps the require-
ments into tasks, activities, resources, and schedules. Management will 
feel more comfortable with the project if the refi nement of requirements is 
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planned and executed in an organized and structured manner (e.g., through 
iterative product reviews, workshops, and so forth).

It is also important to achieve the best balance between domain expertise and IT 
knowledge in developing user requirements. Without domain expertise, it is impos-
sible to determine how the product will be addressing business processes; in addi-
tion, IT expertise is helpful because desirable functionality can be balanced with the 
state-of-the-art in IT.

2.2.  Requirements for Software Procurement versus Software 
Development

In terms of software applications, water and wastewater utilities have two possible 
solutions:

 (1) Procuring a software package from a vendor (COTS) or
 (2) Developing custom software to address a specifi c business problem.

In either case, development of user requirements is the key first step. However, 
the approach to user requirements will be different for development than for 
procurement.

2.2.1 User Requirements for Software Procurement
Most water and wastewater utilities are in the public sector and, therefore, must fol-
low a structured procurement process. Within the context of the procurement pro-
cess, the goals of user requirements are as follows:

To communicate to the vendor community the business functions that the soft-• 
ware package will need to address,

To provide a vehicle for the utility’s selection panel to evaluate and rank the • 
different proposed solutions, and

To provide a basis for eventual testing and acceptance of the system.• 

User requirements should be developed by key stakeholders in the user com-
munity. The role of IT should be to facilitate, but not drive, the development of the 
requirements.

A delicate balance exists between developing a requirement/specifi cation that is 
too detailed and a requirements document that omits important desired functional-
ity. Particularly when requirements will be linked to a contract and used for eventual 
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user acceptance of the software product, they can become very detailed and large. 
Such requirements can also represent a signifi cant effort. At the Metropolitan Water 
District of Southern California (MWD) (Los Angeles, California), for example, the 
development of supervisory control and data acquisition (SCADA) requirements 
took about 6 man-years (three people full time for 2 years) to complete during the last 
major SCADA upgrade.

It is often diffi cult to describe the functionality of the system in a document in 
such a way that the user can have a clear sense of how the application will work. It is 
not easy for end users to articulate their tasks and the features that a software system 
should have. To establish the proper level of detail, it is useful to do the following:

Identify key end users and stakeholders and conduct interviews. Find out • 
which key features are important to them.

Conduct a quick, preliminary assessment of the marketplace: fi nd out what • 
products are available and the general price range.

Review information about this type of software product that may be avail-• 
able from independent IT research organizations such as at Gartner Inc. 
(Stamford, Connecticut) (http://www.gartner.com/) or Forrester Research, 
Inc. (Cambridge, Massachusetts) (http://www.forrester.com/rb/research).

Provide end users with information about several different products, and pos-• 
sibly download papers with case studies or trial copies of the software to dem-
onstrate the functionality that these products provide. It is important that users 
get such exposure before the selection process begins; seeing what is available 
on the market will help users defi ne what they want from a system and will 
provide a framework for their requirements.

If users have never used a computer system for this business process and have • 
no experience with similar products, it is often a good idea to issue a request 
for information (which does not result in a contract) and ask vendors to come 
in and show their products in an informal, educational setting.

Contact similar utilities to fi nd out what products they are using and if they • 
are happy with them.

In addition to functionality, requirements should also identify integration needs 
with other (i.e., legacy and future) software systems. Integration is increasingly being 
viewed as an important aspect of a software system’s functionality. This area typically 

http://www.gartner.com/
http://www.forrester.com/rb/research
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engages business process management (discussed in Section 3.0 in this chapter ) and 
IT architecture (discussed in Section 4.0).

User requirements for software procurement must accomplish the following 
main objectives:

Provide an effi cient vehicle to communicate user needs to the vendors who • 
will bid on the system,

Defi ne the framework for selecting the product and for making purchasing • 
decisions, and

Provide the basis for acceptance testing.• 

The user requirements process, and the requirements document, need to fi t well 
within the organization’s procurement model (e.g., request for proposals or request for 
qualifi cations processes) (see Section 6.0, “Software Procurement,” in this chapter).

2.2.2 User Requirements for Software Development
When an organization determines that its business process and system needs require 
a custom application, the next important decision is whether to use internal resources 
(staff) to develop the software or to hire an external fi rm. Because hiring external 
resources typically involves preparing contracts, there is a greater chance that the 
user requirements (and the system acceptance criteria) will be well defi ned. “Home-
grown” systems developed by enthusiastic staff often do not start from a user 
requirements document; rather, they are developed “spontaneously” and without a 
structured process. In the long run, such customized code can become a costly main-
tenance problem when the staff member leaves, gets reassigned, or loses interest in 
the software. The problem is often exacerbated by lack of proper documentation.

Regardless of who is developing the software, defi ning user requirements is still 
essential. Per a broad industry survey (Schwaber, 2006), development of a require-
ments document benefi ts from the following best practices:

Balance business and IT involvement; the best results are obtained when there • 
is a proper balance between the two.

Recognize that text is not the best medium; the primary role of user require-• 
ments is to communicate between the users and providers of the system. This 
is often done more effi ciently with drawings, diagrams, and sketches rather 
than relying on text only. “Use cases” are increasingly accepted as an effi cient 
and effective methodology for defi ning user needs.
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Secure proper training for business analysts. The importance of a skilled busi-• 
ness analyst cannot be overstated. The development of user requirements 
needs to constantly “bounce between” the “what” (business needs) and “how” 
(technology). Best results are achieved when the process is integrated and 
iterative.

Use cases (Armour and Miller, 2001; Cockburn, 2001) provide a methodology that 
allows for better communication between users and technologists. This methodology 
includes text-based tools and tools that include graphical representation to describe 
the functionality. (An example of a generic use-case template can be obtained at 
http://www.processimpact.com/goodies.shtml.)

Use cases were used to defi ne the functionality of a complex modeling and deci-
sion support system at MWD. Interviews were conducted with stakeholders using 
the template shown in Table 6.1.

Use cases were organized in a hierarchical structure with parent–child relation-
ships. Detailed functionality was defi ned in a structured, hierarchical set of use cases. 

TABLE 6.1 Template for interviewing stakeholders.

Business process/
decision elements Explanation Suggestions/options/examples

Name The name of the business process or 
software function

Regulatory reporting, Water allocation 
for power generation, crew scheduling, 
infl uent pumping control, etc.

Objective The objective of this business 
process/software function

Establish control setpoints, dispatch 
repair crew, react to fl ooding reports, 
emergency response to security concerns, 
prepare regulatory report, prepare 
schedule for operator crews, perform 
unscheduled maintenance, perform 
scheduled maintenance, etc.

Description A narrative description of this 
business process/software function. 
List the steps that are included in this 
business process and also list actions 
that are taken.

Describe the steps that are part of this 
business process and list actions that are 
included

(continued)

http://www.processimpact.com/goodies.shtml
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TABLE 6.1 (Continued)

Business process/
decision elements Explanation Suggestions/options/examples

Trigger What initiates this business process 
and/or demands this functionality?

Regulatory requirement (for a report?), 
change in water demand, detection of 
SCADA alarm, storm event, capital 
program requires input, change in labor 
contracts, etc.

Timing How often does this business process 
occur?

Online automatically, daily, weekly 
(schedule maintenance activities?), 
monthly (reports?), every 2 years (update 
to capital improvement plan?), etc.

Decision level What type of a decision/business 
process is this?

Strategic, tactical, operational

Actor Who is the primary person 
responsible for this business process/
decision?

Plant manager, shift supervisor, operator, 
process control engineer, maintenance 
manager, planner, other

Measures What is the measurement used to 
evaluate this business process?

Revenue generated, water quality, power 
costs, deviation from setpoint, capital 
costs, compliance, system capacity, etc.

Target The target performance measurement 
of this business process

Total dissolved solids level, minimum 
required volume of water for power 
generation, etc.

Parent names If this decision/business process is 
part (or one "path") of other (higher-
level) decisions, put the names of 
those higher decisions here.

Establish hierarchy of functionality

Category What is the category of this business 
process?

Process control, planning, regulatory 
compliance, maintenance, other

Support system Is this business process/decision 
currently supported by another 
specifi c software package?

Name of the product/system that is 
primarily used to make this decision 
today (e.g., Maximo asset management 
system, GIS, distributive control 
system, etc.)
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The following example shows how one of the top-level use cases (Create Simulation 
Scenario) is broken down into more detailed (“child”) use cases:

Create_Simulation_Scenario

 Setup_Simulation_Parameters

 Retrieve_Defi ned_Sim_Par

 Edit_Defi ned_Sim_Par

 Select_Geographic_Area

 System_Wide_Scope

 Predefi ned_Subarea_Scope

 User_Defi ned_Subarea_Scope

 Defi ne_Scenario_Demands

 Retrieve_Measured_Demands

 Modify_Measured_Demands

 Manually_Modify_Measured_Demands

 Defi ne_Modifi cation_Formula_Measured_Demands

 Obtain_Future_Demands

 Retrieve_Basic_Demand_Projections

 Modify_Future_Demand_Projections

 Manually_Modify_Future_Demands

 Defi ne_Modifi cation_Formula_Future_Demands

 Confi gure_User_Defi ned_Demands

 Defi ne_Scenario_Infl ows

 Retrieve_Measured_Infl ows

 Modify_Measured_Infl ows

 Manually_Modify_Measured_Infl ows

 Defi ne_Modifi cation_Formula_Measured_Infl ows

 Obtain_Future_Infl ows

 Retrieve_Infl ow_Projections
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 Modify_Infl ow_Projections

 Manually_Modify_Future_Infl ows

 Defi ne_Modifi cation_Formula_Future_Infl ows

 Confi gure_User_Defi ned_Infl ows

 Defi ne_Scenario_Network

 Defi ne_Structural_Changes

 Retrieve_Predefi ned_Network

 Edit_Predefi ned_Network

 Defi ne_Equipment_Availability

 Defi ne_Conduit_Availability

 Setup_Withdrawal_for_Power

 Retrieve_Power_Schedule

 Edit_Power_Schedule

2.3 Nonfunctional User Requirements
In addition to end-user functionality, other aspects of a software application are 
important to consider, including

Scalability and performance (e.g., speed of execution),• 

Security,• 

Reliability,• 

Availability, and• 

Maintainability.• 

These aspects of a software system will have a signifi cant effect on the success 
of the system, on user acceptance, on long-term viability of the software, and on 
the overall cost of ownership. Therefore, these aspects must be carefully considered 
whether purchasing or developing a software system.

It is important to note that these aspects must be considered from the beginning 
of system development because they cannot be easily fi xed by making modifi cations 
or adjustments to an already developed system.
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2.4 Software Tools for Managing User Requirements
Several vendors offer software tools for requirements management. A partial list of 
these is provided in Table 6.2.

Useful information about methodology for developing user requirements can 
also be obtained from research organizations such as the Carnegie Mellon Software 
Engineering Institute (SEI) (Pittsburgh, Pennsylvania) (http://www.sei.cmu.edu) 
and online newsletters and resources (e.g., http://seilevel.com/resources/whitepa-
pers.html and http://www.requirementsdevelopment.com/).

General rules for selecting user requirements tools are as follows:

Avoid tools that are too complex,• 

Select a tool that is compatible with the organization’s software development • 
methodology (SDLC), and

Make end-user comfort the dominant selection criterion.• 

Before selecting a tool, it is a good idea to review broad industry reports that 
provide independent assessment of different vendors and tools (Schwaber and 
Gerush, 2008).

TABLE 6.2 Examples of vendors and products for managing user requirements.

Vendor Product user requirements management system

Borland Software CaliberRM

Compuware Optimal Trace

Hewlett-Packard Quality Center

IBM Rational RequisitePro

Microsoft Visual Studio Team Foundation System

MKS MKS Integrity

Rally Software Development Rally Enterprise

Ravenfl ow http://www.ravenfl ow.com/news/pr_090606.php

Serena Software Dimensions RM

Telelogic DOORS

http://www.sei.cmu.edu
http://seilevel.com/resources/whitepapers.html
http://www.requirementsdevelopment.com/
http://www.ravenflow.com/news/pr_090606.php
http://seilevel.com/resources/whitepapers.html
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3.0 BUSINESS PROCESS MANAGEMENT
This section introduces concepts in business process management (BPM), a conve-
nient and intuitive way to think about, organize, and automate business activities 
that all water and wastewater supply, treatment, and distribution organizations deal 
with on a daily basis. These concepts are useful to anyone responsible for ensuring 
effi cient operations in a utility, especially, but not exclusively, those activities that 
can be enhanced by IT. Business process management can be used to understand 
the utility better without ever touching your computer, but it also provides powerful 
mechanisms well suited to automation of business processes. Software packages that 
you might buy for a specifi c purpose, such as those for fi nance, employee relations, 
or customer relations, are likely built on a BPM framework.

3.1 Introduction
Many people start their business day by fi rst opening an e-mail program or Web site, 
reading e-mail messages and prioritizing work requests in the messages, and then 
begin completing each requested task. This high-level description may be represented 
as a simple business process model, or workfl ow, like that shown in Figure 6.1 or, 
because the tasks involve loops, a complex model like that also shown in Figure 6.1.

The workfl ows shown in Figure 6.1 were created with business process management 
software. Tools like these enable creation of computer programs that automate many tasks 
in a typical business. Moreover, the methods of business process management organize 
and give context to business activities so that they can easily be measured and controlled.

Business process management is an organization management theory and the 
set of methods and tools for representing, analyzing, automating, and controlling 
the processes that defi ne a business or organization. It is founded on the belief that 
a business comprises a set of activities or processes that require resources and can 
be defi ned and organized in important, useful ways and measured and managed 
to achieve business goals. Business processes are managed by controlling inputs to 
business activities, the nature of the activity as indicated by process metrics, and the 
resources required to complete an activity. Business process management is strongly 
infl uenced by technology because advances in computers and software have enabled 
BPM capabilities that previously were diffi cult to achieve. Business process manage-
ment is often associated with IT systems because BPM provides the essential busi-
ness context for implementation of IT systems. Historically, IT motivated important 
developments in BPM because most IT systems were designed to support business 
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FIGURE 6.1 Two versions of a business process model.
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activities. Information technology has always had a major effect on areas such as 
business process modeling and analysis, business process reengineering, workfl ow 
automation, simulation, user interfaces, and so forth. Business or organizational goals 
defi ne the value of the organization and are the highest priority; thus, BPM provides 
a rationale for IT systems and drives IT system evolution.

Business process management comprises a set of methods or best practices and 
software tools, including combinations of the following:

Business process reengineering• —A discipline for business process change 
or transformation that became popular in the 1990s with the publication of 
Reengineering the Corporation (Hammer and Campy, 1994);

Business process modeling• —The set of methods and tools for constructing and 
analyzing models of business processes, including models developed using 
business process modeling notation (BPMN);

Business process automation• —The set of methods and tools for creating software 
applications that execute business process workflows, including programs 
that use business process execution language;

Business intelligence• , data mining, and data warehouses—The set of methods and 
tools for deriving information and knowledge from raw data collected from 
monitoring business activities;

Business rules management systems• —The set of methods and tools for represent-
ing rules, typically expressed as “if-then” statements, which drive business 
decision-making processes;

Enterprise application integration• —The set of methods and tools for linking or 
integration of software applications together to support the needs across the 
business locally and as a whole; and

Business activity monitoring• —The set of methods and tools for developing 
indicators or metrics for business processes for the purpose of display within 
graphical user interfaces.

Business process management applies to all levels within and across an organi-
zation or enterprise, as shown in Figure 6.2. Figure 6.2 depicts a hierarchy of orga-
nization functional units from base-level tactical operational processes that handle 
day-to-day activities, to the organizational services that set operational policies by 
managing operations to meet organization goals, to strategic business management 
focused on long-term goals.
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Business process management’s appreciation for integration across the enterprise 
is a key reason for its adoption. Every layer of management in an organization can 
benefi t from BPM because processes defi ned within each layer represent how work is 
done, what information is required, who (i.e., personnel) is affected, what other pro-
cesses are affected, and the relation of the process to achievement of the goals of the 
organization. Business process management makes these processes explicit, shows 
how they are interrelated, explains how each process helps create value, and pro-
vides a basis for monitoring and improvement, including rationalizing the use of IT 
to support a business process.

This section presents essential information on BPM, including methods and soft-
ware applications and common BPM system designs and examples. First, the value 
of BPM in water and wastewater utilities is described, explaining motivations, ben-
efi ts, and enablers that encourage adoption of BPM. Business process management 
concepts are described using a common maintenance management process, which 
demonstrates the different components of BPM suites. In addition, step-by-step meth-
ods are presented that will help the program planner at every stage, from obtaining 
consensus within your organization to evolutionary development and continuous 
improvement. Finally, a discussion of BPM trends provides additional perspective 
on new directions in BPM practices, tools, and methods.

3.1.1  Business Process Management Value in Water and Wastewater 
Utilities

The four major drivers for implementing BPM in water and wastewater utilities 
are to improve organizational economy, safety, fl exibility, and environmental pro-
tection. The ability of BPM to explicitly defi ne processes, expose opportunities for 

FIGURE 6.2 Hierarchy of functional units or layers in a business or organization.
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improvement, and support automation enhances a utility’s ability to optimize around 
each driver.

3.1.1.1 Economic Performance
Minimum operational cost and maximum return on assets are common goals for a 
utility driven by the need to satisfy ratepayers. To achieve this goal, utilities take 
steps to improve effi ciency and productivity while minimizing the probability of 
shutdowns or abnormal operating conditions. It is signifi cant to note that economic 
performance is not always an objective for a utility because other drivers may be 
more important.

3.1.1.2 Safety
Safety is an essential motivation for all industries and a key element in most designs. 
Besides the obvious concern for the health and well-being of employees and custom-
ers, the practical reason for this is also the high cost associated with failures, injuries, 
and loss of life. It is estimated that abnormal conditions cost industry billions of dollars 
each year and result in injuries to people and damage to equipment and the environ-
ment. Safety concerns sometimes may be at odds or compete with other organizational 
goals, including fl exibility, economy, and environmental protection objectives.

3.1.1.3 Flexibility
In utilities, the life cycles of plant assets and the “product” (e.g., treated water or 
wastewater, power supply, and a clean environment) must be managed. Specific 
management objectives depend on the time of year, the condition of equipment, and 
periodic or occasional events such as storms, power outages, and process upsets. In 
addition, customer demands may change. These factors make it necessary for utilities 
to design facilities that are fl exible and adaptable and to maintain facilities that run 
effi ciently under different or time-dynamic conditions.

3.1.1.4 Environmental Protection
Environmental protection is an important driver for utilities, which are viewed by 
the community as stewards for both signifi cant regional assets and for the overall 
health of the natural environment.

3.1.1.5 Consensus Building
In addition to the relationship of BPM to organizational drivers, BPM provides a 
way to achieve consensus within a utility. Business models can be prepared for cur-
rent or “as-is” systems and for proposed “to-be” systems. In some industries (e.g., 
supply-chain and telecommunications industries), business modelers have identifi ed 



 Information Technology Systems—Processes and Practices 195

common patterns of business processes and developed reference models for their 
industries that include descriptions of best practices and standard metrics for mea-
suring process performance. Development of standard reference models has resulted 
in creation of benchmarks, or quantitative baseline values, for performance metrics 
that others within the same industry can use to measure relative performance.

3.1.2 Business Process Management Enablers
Several factors in an organization can help program managers build a vision and con-
sensus around BPM. These factors include IT spending plans, availability of IT tech-
nology that is practical rather than brand new, and acute requirements such as the 
need to make knowledge more transparent (e.g., to address succession planning) and 
to reduce complexity (e.g., by organizing business processes and making them acces-
sible to everyone in the organization). Together, these factors help build a strong case 
for better planning of business functions and supporting IT systems.

Information technology spend plans are developed around a vision for the utility. 
However, a vision statement is high-level and conceptual without the detail needed to 
identify a stepwise process for implementing the vision. Business process management 
provides a mechanism for bridging the gap between conceptual design and an execu-
tion plan that explains how to get from overall intent to specifi c IT systems that sup-
port the business as a whole and component parts of the business. Long-term plans and 
associated spending are reinforced by a plan (including BPM blueprints) that describe 
how an expense (a) provides a certain level of capability, (b) meets performance objec-
tives defi ned by clear metrics, and (c) supports the organization as a whole.

3.2 Concepts in Business Process Modeling
Business process modeling represents the operations of a business. In the sense that 
business models can be constructed from fundamental building blocks, just like mod-
els of water or wastewater treatment processes are constructed from chemical, biolog-
ical, and physical components, business process modeling constructs from business 
tasks, workfl ows, resources, dependencies, and measurements.

The defi nition of business process modeling, as described in Section 3.1 of this 
chapter, identifi es the building blocks that must be defi ned in modeling a business. 
The fi ve important concepts are

 (1) Tasks, or activities, combined in a fl ow of work or process;
 (2) Work objects, including tangible (e.g., product) and intangible (e.g., service) 

objects;
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 (3) Business rules that represent how decisions are made;
 (4) Resources required for a task and these can be either machine or human; and
 (5) Metrics that defi ne degrees of success or failure for a task.

Business process models can be (a) used as reference material (as documents 
for viewing and discussion), (b) simulated in computer software to examine model 
behavior, or (c) converted to real-time business workfl ow management software 
applications that automate the business process. This section describes each of the 
components of a business process model, with examples of using the models in all 
three ways. It is important to think of the model as distinct from its use. The model 
is a static description that creates benefi ts in many ways depending on how it is 
used.

3.2.1 Tasks and Workfl ow
Business activities are chunks of effort performed either by a person or machine to real-
ize value in the business. Linking activities, or tasks, into sequential or parallel (when 
done by other persons or machines) chains results in a process or workfl ow (in this sec-
tion, the terms task and activity are synonymous). Any business process can be defi ned 
this way, like the workfl ow introduced at the beginning of this section (see Figure 6.2).

Each box in the diagrams of Figure 6.2 represents a task, or activity, that requires 
effort. The workfl ow comprises the various sequential tasks. Parts of the workfl ow 
can be contained in groups (e.g., the “complete tasks group”), which allows for a 
hierarchical organization of workfl ow. This is illustrated in Figure 6.3, which con-
tains another workfl ow with hierarchical levels shown in different windows.

Paths between activities depict sequence or ordering, which is meant to convey 
the important constraint that a preceding activity must be completed before a follow-
ing activity begins. Where activities can occur at the same time, then a different, par-
allel path is created in the model.

Workfl ows are triggered by events. In the workfl ows shown in Figures 6.1 and 
6.3, the “begin” and “arrow” blocks at the start of the workfl ows represent the event 
that starts the business process. In a real-time workfl ow scenario, the trigger could 
happen on a periodic or scheduled (including irregular interval) basis or when a spe-
cifi c request is received, perhaps by another business process.

Workfl ows can be simulated. Most commercial business process modeling tools 
provide execution of workfl ows in both real and simulated time. The value of simu-
lation is the ability to create different use scenarios and examine them in fast time 
to verify that the model is working as designed and to validate that it achieves the 
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intended objectives. Simulation is also useful for teaching. Real-time workfl ow is dif-
ferent in that the real-time clock cannot be accelerated and events in real time may 
occur at any time and must be handled accordingly.

Workfl ows can process everything automatically or they may require human inter-
vention or both (a hybrid). These modes are supported by business process modeling 
tools. Automatic processing is common and possible when every task in the work-
fl ow has programmatic access to everything it needs to complete its work (e.g., data, 
resources, etc.). Examples include a business process for checking inventory stored in 
a database for line items in a customer order and assigning a work order to a mainte-
nance employee based on stored service requests and worker schedules. Other business 
processes require human intervention to supply data or to make decisions. The inven-
tory example could be triggered by someone entering an order on a Web page; the 
maintenance service request assigned to a worker may require a manager’s approval.

3.2.2 Work Objects
Work objects, such as sets, or data, and documents, are required or produced by a busi-
ness activity. Work objects are typically “information” structures that are stored in a 
database. For example, in a maintenance order processing activity, the order must be 
examined, decisions made based on order characteristics, and changes made to the 
order (e.g., assigned personnel). Because paths that connect activities in a business pro-
cess model often start when a document or data are received, process models trigger 
tasks when work objects “arrive” at the task. For example, in Figure 6.1, the “begin” 

FIGURE 6.3 A hierarchically organized business process model.
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event triggers the “read e-mail” activity, which transforms the trigger into a “request” 
work object and then sends it along to the “prioritize requests” activity and so forth.

Defi nitions of work objects, including their name, characteristics, data they con-
tain, image displayed (if needed) in a user interface, and so forth, are often unique to 
the type of business or organization. For example, utilities deal with objects like work 
orders, maintenance orders, or capital plans. These kinds of objects are often defi ned 
in enterprise data models developed for the organization. Creating a good enterprise 
data model is a signifi cant effort that is undertaken so that the organization’s objects, 
attributes, and relationships are well defi ned. This allows application architects to 
create clear, unambiguous business applications and rules. For this reason, it is a 
good practice to align the work objects used in a business process model with those 
objects defi ned in the organization’s enterprise data model.

3.2.3 Decision Tasks and Business Rules
All business process models contain decision rules that must be defi ned and man-
aged. For example, in Figure 6.1 there are rules for prioritizing tasks and rules embed-
ded within the tasks. The term, rule, can be broadly defi ned to include any type of 
algorithm or procedure for making a decision, or narrowly defi ned as “if-then” state-
ments. A business rule takes the following form:

If <antecedent1> and/or <antecedent2> . . . 

Then <consequent1> and <consequent1> . . . 

For example, a simple rule to set task priority might be

If the e-mail sender is Mr. Boss or the e-mail sender is Mrs. Wife

Then the priority of the task is high.

In these statements, the words in bold are reserved words found in many  commer cial 
rule languages. An <antecedent> is a phrase that can evaluate to “true” or “false” 
such as “the e-mail sender is Mr. Boss.” A <consequent> is a phrase that can set a 
value for some object’s attribute. Consequents typically involve an object, its attrib-
ute, and a value for the attribute. For example, “the priority of the task is high,” where 
the object is a task, the attribute being set is the priority of the task and the priority’s 
value is high. Consequents may also start or call a software application (e.g., to dis-
play a screen, perform a calculation, etc.). This simple syntax or grammar for rules 
enables representation of many types of decisions.

Many rule taxonomies, or types, have been developed along with methods for 
elucidating, organizing, and recording rules (Von Halle, 2002). Business modelers 
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have established a convenient way to link business process models with business 
rules, that is, one that is both intuitive and enables rules to be organized in groups or 
“rule sets” so that it is not necessary to deal with the complex chaining of rules.

A convenient rule of thumb for combining business rules and workflow is to 
remember that decision tasks are the anchors for rules in a process fl ow. Here, a deci-
sion task is a kind of task that can be represented using rules in the form described 
previously. For example, the process depicted in Figure 6.4 shows a health insurance 
claim processing model that has a single decision block labeled “route claim based on 
physician’s location.” Attached to this block is a single rule, as follows:

if the PhysicianLocation of Claim = “Cincinnati”

or

the PhysicianLocation of Claim = “Boston”

or

the PhysicianLocation of Claim = “Toronto”

then

conclude that the route-to-csr of the claim_header of Claim = true

Where

csr = customer service representative.

FIGURE 6.4 A decision block in a business process model.
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This rule looks at the PhysicianLocation attribute of the Claim object and if it has a 
value of “Cincinnati,” “Boston,” or “Toronto,” then the value of the route-to-csr attrib-
ute of the claim_header of the Claim is set to “true.” In the business process model, 
this rule is executed or “invoked” when the work object (a Claim) enters the decision 
block. If any of the antecedents of this rule are found to be true, the consequent part 
of the rule “fi res.” Part of the logic of the block is to look at the route-to-csr attribute 
of the work object after this rule is invoked then route the work object to one of the 
block’s outgoing paths depending on the route-to-csr value. In this model, if the rule 
consequent fi res then the Claim object is routed to the “to claim repair process” task 
output path. The rules represent the logic that if the Physician shown on the Claim is 
from one of the cities named in the rule, the Claim should be forwarded to a customer 
service representative for further processing.

Rules-driven business process models comprising decision tasks like that shown 
in Figure 6.4 may contain hundreds of blocks and thousands of rules. Each decision 
block may have one or many rules associated with it. The rules may be entirely inde-
pendent or the rules, through their antecedents and consequents, may link together to 
form a chain of inference. To manager all of this, a knowledge repository is developed 
to contain all the rule sets and process models, including rules and processes with dif-
ferent versions, owners, categories, and so forth, so that they can be rapidly accessed, 
modifi ed, viewed for editing, and exchanged with others (see Section 3.3.5).

Business process models that contain if-then rules are easy to manage and easy 
for nonprogrammers to access, understand, modify, and extend. When process mod-
els manage real-time workfl ows, this accessibility allows non-IT resources such as 
business analysts to be involved in the creation and ongoing maintenance of the busi-
ness logic that, in the end, must create value for the organization. This reduces the 
total cost of ownership of the workfl ow application.

3.2.4 Resources
Work activities have to be completed by some type of resource. These resources can 
be machines (trucks to move inventory, computers to perform calculations, treatment 
processes, etc.) or people (supervisors to check maintenance orders, laboratory ana-
lysts to conduct tests, managers to approve purchases, etc.). When a business pro-
cess is entirely automatic, it is referred to as a machine-centered process. Here, machine 
refers primarily to a computer, although, in general, other types of machines may 
be involved in executing the business process workfl ow logic. This type of process 
requires no human intervention, except perhaps to monitor performance or handle 
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faults that the process cannot handle itself. Other business processes are and per-
formed entirely by people manually. For example, many manufacturers in the 
early part of this century handled order processing, inventory control, and produc-
tion (except those manufacturers who used machines) entirely by hand. The most 
common modern business processes are either human-machine or fully-automated 
machine processes.

Resources are important to business processes because they constrain processing. 
Figure 6.5 presents a model for the maintenance management process that (a) assigns 
work orders to maintenance personnel and (b) waits until the work task assigned to 
selected personnel is complete. The blocks representing activities in business models 
are “multithreaded,” that is, each block spawns a work activity every time it is trig-
gered and each block can manage multiple activities simultaneously. In this example, 
the “assign personnel and perform the work” block might be invoked hundreds of 
times to handle many work orders.

The aforementioned activity or block at the center-right of Figure 6.5 has attached 
to it a small icon labeled “maintenance personnel.” The purpose of this block is to 
check the schedules of all maintenance personnel and to select the person(s) with 
the required skills and availability for each work order. The “pool” of maintenance 
personnel shown at the bottom of the workfl ow in Figure 6.5 contains a database of 
personnel shown to the right in Figure 6.5. Each icon shown has attached to it a small 
clock that defi nes the availability of that person for work. No work can be completed 
without an assigned resource. In addition, limited resources may limit the overall 
effectiveness of this maintenance management workfl ow.

FIGURE 6.5 A business process model containing resources.
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Resources such as the personnel shown in Figure 6.5 have a cost-per-time unit 
(the organization’s cost for that resource) and a cost-per-use unit (the cost incurred 
each time the resource is used). In addition, the activity itself may have these same 
costs, refl ecting the fact that some cost is incurred over time and for each time the 
activity is invoked. This type of information allows generation of activity-based cost-
ing information that can be used to analyze the performance of a business process 
from a fi nancial perspective.

3.2.5 Metrics
An important precept of the Six Sigma (Motorola, Shaumburg, Illinois) continuous 
improvement methodology is that “you can’t control what you can’t measure.” A 
business process model’s value as a mechanism for controlling the organization is 
determined by the richness of the metrics that can be obtained from the model.

The three generic types of metrics that can be obtained from a business pro-
cess model are (a) cycle times, (b) throughputs (or the reciprocal turnover), and 
(c) activity or resource costs. Cost metrics were discussed in the previous section. 
Cycle times are differences between the times when two important events occur, 
for example, the difference between when an order is placed by the customer and 
when the company received the cash payment from the customer, or the difference 
between when a maintenance work order is received and when the work is com-
pleted. Throughputs are metrics such as the rate at which work is completed, the 
turnover of parts inventory, and the rate at which work orders are received over a 
period of time.

Clearly, selecting the best metrics for a business process is important if process 
effectiveness and efficiency are to be continuously improved. The following are 
guidelines for creating effective metrics:

Define the metrics that are currently used. At a minimum these have been • 
proven useful in the past;

Create cycle times around processes that take the most time and thus are likely • 
bottlenecks. Similarly, for costs, defi ne metrics for the activities and resources 
that are most expensive; and

Define metrics (such as throughputs and turnovers) that reflect dynamic • 
changes in the business process. Because time dynamics are significant in 
many business processes, it is best to maintain measures that help to under-
stand the effects of change on the process.
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3.3 Business Process Management Software Suites
Business process management’s focus on process improvement generates many best 
practices for methods, covered in Section 3.4 of this chapter, and software, which 
is covered in this section. This section focuses on specifi c software applications that 
exist in a BPM system and how they are integrated to create BPM suites. Some soft-
ware vendors provide individual software components described herein; however, 
the majority of BPM vendors offer most or all of these software components as a bun-
dle. Sinur and Hill (2009) defi ned the following 10 different components to a BPM 
suite:

Process execution and state management engine (infrastructure),• 

Model-driven composition environment (applications),• 

Document and content interaction (applications),• 

User and group interaction (interfaces),• 

Basic connectivity (interfaces),• 

Activity monitoring and business event support (applications and • 
infrastructure),

Simulation and optimization (applications and infrastructure),• 

Business rule management (applications and infrastructure),• 

Management and administration (infrastructure), and• 

Process component registry/repository (infrastructure).• 

These 10 components can be simplified into four groups (i.e., infrastructure, 
applications, interfaces, and applications and infrastructures, shown in parenthesis) 
as described in Section 3.3.1 of this chapter.

3.3.1  Overview: A Typical High-Level Business Process Management 
System

Figure 6.6 depicts a typical high-level BPM system comprising several software appli-
cations (center) and shows the roles of three major user groups (right) and common 
data sources and targets (left). Software applications in this BPM suite can be divided 
into interfaces, applications, and infrastructure.

Interfaces comprise all the bridges, adaptors, or connectors that provide for the 
transfer of information between BPM applications and other external applications, 
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data sources, and targets. Common interfaces are shown in Figure 6.6, and there are 
many more depending on the vendor’s technical approach, applications that may 
already exist (legacy applications), and desired levels of integration (e.g., with exter-
nal applications, between internal applications, etc.).

Integration has historically been, and continues to be, a bottleneck in applica-
tion implementation, including BPM applications. However, the adoption of stan-
dards have helped to ease integration because they are fl exible and simplify the work 
required to connect software applications. The combination of improved integration, 
especially when using the Internet, and software-component technologies (described 
in Section 5.0 of this chapter) has created powerful synergies in BPM software such 
as “mashups,” a term borrowed from the music industry and defi ned as the ability to 
quickly create new applications from the combination of existing components (www.
serena.com). For example, one mashup Web site (www.programmableweb.com) 
allows nonprogrammers to create a Web-based travel log or trip record that uses 
Google Maps (Google, Mountain View, California) software components to display 

FIGURE 6.6 High-level architecture for BPM with data sources/targets and user 
roles.
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locations that the user visits, then share this application with others. Business process 
management mashup capabilities allow business users to create their own internal 
applications to run reports, create notifi cations, perform audits, and so forth.

Business process management applications at a high level comprise the applica-
tion software, business rules, and all data required by the applications. Applications 
are running programs that process data and include a workfl ow model that speci-
fi es how the work is done and rules that represent decision criteria. Applications 
are distinct from BPM engines that process business rules (discussed in Section 3.3.3 
of this chapter). Business process management systems may include hundreds of 
active workfl ows, thousands of rules, and large amounts of data. Business process 
management applications may be entirely machine-centered or automatic, or they 
may be hybrids that are partially automated but also require human interaction.

Business process management infrastructure comprises the “engines” that run 
the instructions provided by applications and software modules that are required 
across the life cycle of a BPM system. An engine is just like a motor in a car. You give 
it “gas” (i.e., the rules, workflows, and business data) and it makes the “car” (i.e., 
BPM application) go. The engines (Section 3.3.3 and Figure 6.6) include a workfl ow 
engine, business rules engine, simulation engine, editors and debuggers, and special-
ized frameworks, for example, for real-time support (handling events, processing time-
dependent data, etc.) and optimization. Business process management suites created 
by vendors include hundreds of optional modules in this layer, depending on the ven-
dor and their particular BPM specialty. Examples include extensions to the features 
of the rules engine to support “capture” of business rules, optimization modules for 
inventory control, and built-in customer relationship management business processes.

3.3.2 Process Editors and Rule Editors
An important component of a BPM suite and an essential mechanism for knowledge 
representation is the process and rule designer. The user interface for a rule editor 
is shown in Figure 6.7, which depicts two editors containing two rules that are used 
to accept a credit application. The condition part of both rules is the same, but the 
action part is different; one concludes that the credit application should be accepted, 
whereas the other posts a message. This is a structured language editor that con-
strains the way rules are presented and the options available to the user when modi-
fying the rule. Rule editors also allow for rule analysis, such as searching for rule 
confl icts (same conditions, different actions), collisions (same actions but different 
conditions), and redundancies (same conditions and actions).
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The condition parts of rules take the form “attribute-operation-value”; for example, 
the credit application score (i.e., attribute) is (i.e., operation) high (i.e., value). The action 
parts of rules take a similar action-attribute-operation-value form; for example, con-
clude that (i.e., action) the credit application accepted (i.e., attribute) is (i.e., operation) 
true (i.e., value). These characteristics allow rules to be organized in “decision tables” 
such as that shown in Figure 6.8. Any number of rules, either individual or in groups as 
in the decision table, compose “rule sets” designed to represent decision knowledge.

Individual rules or rule sets can be invoked at decision points in a process like those 
processes shown in Figures 6.1, 6.3, 6.4, or 6.5. The association between process activities 
and rules is created within a process designer or editor like that shown in Figure 6.9.

3.3.3 Execution Engines
A BPM suite contains many different engines for processing the instructions repre-
sented by rules, workfl ow, or computer code in the application layer of Figure 6.6. 
The set of engines in a given vendor’s BPM suite varies because each vendor has 
specialization; however, all good BPM suites will have the following four essential 
components:

User interaction, including monitoring and collaboration;• 

Statistical/mathematical tools, including statistical analysis, simulation, busi-• 
ness intelligence, optimization, and statistical modeling tools;

Execution, including for rules, processes, and other code; and• 

Integration, including that based on standards.• 

FIGURE 6.7 Two rule editors with the same condition, but different actions.
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User-interface engines provide a means for displaying information and enabling 
user interaction. These interfaces may include facilities for sharing information 
with others, three-dimensional viewing and other visualization (e.g., a geographic 
information systems [GIS] user interface), a Web-based “dashboard” for monitor-
ing performance metrics in real time, or a collaboration environment for conducting 
meetings that connect people who are geographically dispersed.

Statistical and mathematical engines are a broad class of tools that share the com-
mon feature of being an algorithmic means of generating answers to important busi-
ness questions such as

(Simulation) What will happen to revenue in the next quarter if sales go up 25%?• 

(Optimization) What’s the best reorder frequency given fl uctuating, uncertain • 
demand?

FIGURE 6.8 A decision table containing a single rule (far right column).
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(Business intelligence, statistical) Is the performance of third-shift operators • 
signifi cantly different from those on fi rst shift?

(Business intelligence) What’s the root cause of our problem meeting quality • 
targets?

Execution engines do the processing of instructions and provide support for IT 
requirements such as scalability, fl exibility, reliability, and performance. Business 
process management suites are based on general purpose programming platforms 

FIGURE 6.9 A process editor (top) and a rule set editor for a process activity.
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(Java [Oracle, Redwood Shores, California]; and Microsoft [Microsoft Corporation; 
Redmond, Washington] languages) from which they derive these characteristics.

3.3.4 Integration and Architecture
Effi cient integration of applications requires lots of coordination, which explains why 
this aspect of BPM, like all other software, can be a bottleneck. Diversity of appli-
cation designs and vendor-specifi c (proprietary) data management systems, with 
differing expectations for how data should be viewed and exchanged, makes coordi-
nation across systems diffi cult and costly to implement and maintain. Integration is 
dependent on the type of software systems the integration must support (see Section 
4.0 of this chapter).

3.3.5 Knowledge Repository
Business process management theory provides a well-organized, time-tested frame-
work for structuring business information and knowledge, and does so in such a way 
that it can be easily reused and rapidly automated. One can quickly see that if an 
organization’s processes and rules are modeled, automated, and easily accessed, that 
a repository of processes and rules is an extremely valuable asset. In some companies, 
these assets represent all of the value in the company. Because of this fact, BPM suite 
vendors have emphasized developing and maintaining knowledge repositories.

Repositories are databases that hold information contained in the knowledge rep-
resentation layer of Figure 6.6. Specifi cally, this includes the enterprise data model, 
process workfl ows, and decision rules. Content in the repository is developed using 
the tools described in Section 3.3.2. Knowledge in the repository is managed on an 
ongoing basis by confi guration management tools that enable sharing, versioning, 
auditing, and tracking of knowledge on the basis of workfl ow, rule or rule set, author, 
maturity level, division of the company, and so forth.

The user interface for a rules repository is shown in Figure 6.10. This interface 
shows the rule-attribute information in the top-left panes; one rule being edited in 
the center showing the rule syntax options, notes, and authors; and the rule display at 
right. Repository interfaces may have different functions for different user roles (e.g., 
administrator, developer, analyst, and operator); however, the designs stress accessi-
bility at all role levels to ease development and encourage use by nonprogrammers.

3.3.6 Monitoring
Monitoring of BPM systems includes user interfaces for displaying information 
from running business processes. A distinction is made between the displays and 
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the underlying analytical engines that may support the display. Data displays may 
be updated in various ways, including on a periodic basis (e.g., every hour, every 
day, etc.), when requested by a user, or when an event occurs (e.g., when a new 
order arrives, a transaction occurs, etc.). Business activity monitoring is a term that was 
coined to describe monitoring applications that provide real-time updates of busi-
ness metrics from running processes. Business activity monitoring takes advantage of 
the analytical tools described in Section 3.3.3, including business intelligence engines, 
optimization, simulation, tracking or auditing, and more.

3.4 Business Process Management Frameworks
Business process management frameworks combine software architecture with 
a methodology aligned to that architecture. Frameworks are created by software 
vendors, consultants, and independent standards organizations to promote effec-
tive practices. This section provides an overview of simple software architectures 
and methods that have a track record of success in both small and large organiza-
tions. Software architecture and methods in this context support and implement the 
enterprise-level IT architecture, which is the subject of Section 4.0 in this chapter. This 
section describes BPM frameworks in the context of an enterprise BPM system. An 
enterprise BPM system is used as an example, but a smaller division or group within 

FIGURE 6.10 The user interface for a rules repository.
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an enterprise could use the same approach. Business process management frame-
works describe BPM systems in the same way that blueprints describe the design of 
a building. Business process management methods describe how to create the blue-
print and, like construction practices, specify step-by-step procedures for getting 
from the blueprint to actual BPM implementation. Business process management 
frameworks also support continuous improvement functions so that business pro-
cesses can become more effective and effi cient.

3.4.1 Value-Stream Analysis
Developing an enterprise business process model begins with value-stream analysis. 
Historically, value-stream analysis was used as a way to identify functional units in 
an enterprise. The value perspective is taken (rather than, for example, a more lim-
ited perspective such as cost) because creating value is central to the mission of all 
enterprises. Value encompasses all other important factors such as cost, safety, secu-
rity, and so forth. Each unit of the company must be justifi ed in some way in terms of 
generating value, either directly or indirectly.

Value chain analysis leads to identification of functional units common in an 
enterprise. Different industries emphasize different functional units depending, 
more or less, on how they generate value (e.g., who the customers are, their particu-
lar demands, and the enterprise infrastructure needed to meet customer demand). 
For example, telecommunications companies focus on provisioning new mobile 
phones and billing for services. In addition, manufacturing companies focus on pro-
duction effi ciency to meet quality and quantity targets. Both of these industries have 
developed reference models that identify important functional groups of business 
processes (e.g., provisioning and billing for telecommunications and production for 
manufacturing).

Reference models are hierarchical models, with aggregated functions compos-
ing other functions at greater levels of details (see Figure 6.3). Each function can be 
represented as a business process and the decomposition of a function can be shown 
as interconnected sequential or parallel business processes. The real utility of a ref-
erence model lies in the model’s defi nition of best practices and standard metrics 
for business processes at all levels of the hierarchical business model. Best practices 
lists enable business process designers to choose effective process implementations. 
Because they are logically linked and tied directly to specific business processes, 
metrics enable determination of the cause(s) of performance problem(s). Process 
defi nitions, their interactions, best practices, and metrics are all the ingredients a 
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methodologist needs to build a blueprint, design business processes, and implement 
continuous improvement.

Business process management practitioners use reference models to identify the 
business processes in their organization and to create business process models of their 
enterprises, or an enterprise business model (EBM). If a convenient reference model does 
not exist then relevant parts can be borrowed from models used by related indus-
tries. For example, water and wastewater utilities are, in many ways, like telecom-
munications companies because they focus considerable energy on customer service 
and billing. Water and wastewater utilities are also like manufacturers because they 
provide both products and services (collection, treatment, and transport). Reference 
models from these industries provide valuable ideas that, together with in-house 
expertise, can be used to construct an EBM blueprint tailored to the unique way in 
which a water or wastewater utility creates value for their community.

3.4.2 Business Process Management and Continuous Improvement
There are three common approaches to continuous improvement of BPM systems, 
each growing from separate disciplines (Business Process Trends Home Page, www.
bptrends.com). There are the business management disciplines that are focused on 
process reengineering within the context of enterprise value generation, much as 
described in Section 3.4.1. A second discipline is focused on quality control and work 
process simplifi cation, historically for manufacturing processes but now also for any 
type of work process. The third discipline was developed by computer programmers 
and software analysts, who emphasize the importance of IT as an enabler. Each of 
these disciplines is supported by different groups of professionals with supporting 
methodologies and tools. All are relevant to BPM continuous improvement and there 
is a natural ongoing evolution that is resulting in consolidation of these disciplines.

The business management discipline is exemplified by the work of Hammer 
(1990). Emphasis is placed on corporate strategy, particularly in creative ways, by 
taking a process-centric, holistic view that considers all levels of the organization. 
Reengineering proponents eschew technology as the resolution, insisting that “techni-
cal problems are the easy problems.” Instead, reorganization of people and processes 
is central, everyone is involved, and change management processes are instituted 
to move the enterprise to a new way of creating value. Although the methods have 
evolved to be less radical, they are still process-centric and emphasize alignment of 
people, processes, and technology. They balance total redesign and reuse of existing 
processes, incorporating methods from the other two frameworks.

www.bptrends.com
www.bptrends.com
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The quality control/work simplifi cation discipline evolved from manufacturing 
industries. This tradition includes Six Sigma and Lean Production (Toyota, Tokyo, 
Japan) methods, both of which make extensive use of statistical process or quality 
control data to identify areas for improvement and cost savings. Six Sigma’s stepwise 
Defi ne, Measure, Analyze, Improve, and Control process provides concrete steps 
that organizations can follow to continuously improve. Similarly, Lean Production 
techniques focus on eliminating waste in the expenditure of resources used to create 
value. Lean Production looks for seven or eight specifi c types of waste and provides 
best practices for identifying and eliminating waste.

The IT-centric approach is largely an enabler of the other two disciplines, but has 
been prominent because BPM often has a goal of automation of business processes. 
The BPM suite (Figure 6.6) represents one important artifact from this discipline, that 
is, consolidating workfl ow, rules, enterprise integration, the Internet and many other 
technologies for the purpose of implementing BPM. Methods that exist are standard-
ized only in the sense that practitioners select a specifi c BPM suite, including exten-
sions or different combinations of technology shown in Figure 6.6, then construct 
methods for implementation of enterprise business models around that BPM suite. 
The benefi ts of this can be signifi cant; for example, the value of applying rules tech-
nology as described in Section 3.2.3 empowers business managers by enabling them 
to control the rules that result in value creation within their enterprise.

3.5 Trends in Business Process Management
Business process management continues to evolve along at least four dimensions: in 
the development of best practices or successful patterns of BPM application, in the 
degree to which BPM reaches into organizations, in the degree of dynamism in BPM, 
and in the advancement of software technology to support BPM. Process engineers in 
water and wastewater utilities will recognize the similarity between these trends and 
those observed in control of the engineered unit processes in their plants. This is not 
a coincidence as BPM is all about managing processes.

Identification of many business processes using the techniques and tools 
described in this chapter have resulted in a proliferation of ideas on standard busi-
ness processes, the form of rules that drive decisions in a business process, and inte-
gration between processes. Practitioners of BPM have begun to see many patterns 
of application that are more effective when compared to alternatives and variants 
that meet effi ciency, cost, security, and other requirements. Outsourcing of business 
processes to a third party is a strategy for creating effi ciency when those business 
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processes have become standard (e.g., have become commodities like paper clips) 
and can be purchased inexpensively. Standard patterns exist in commercial software 
products with out-of-the-box business processes that can be used. For example, com-
mon small business accounting software contains workfl ows for order processing, 
banking transactions, and so forth. These workfl ows are well-established from gen-
erally accepted accounting procedures. Any small business can have access to these 
processes for the cost of the software. Patterns also show up in industry reference 
models, as described in Section 3.4.1. of this chapter.

The reach of BPM refers to the degree to which this theory has penetrated 
organizations. BPM started in areas where the needs were greatest. For example, 
customer-facing business processes often get attention because most organizations 
exist to serve customers. SalesForce.com and other customer-relationship manage-
ment companies have grown signifi cantly because they offer business processes 
that are standardized and optimized. In the manufacturing industry, quality con-
trol processes drive both quality and cost to create better products that increase 
company revenue. In the telecommunications industry, provisioning and quality 
of service are highly refi ned as anyone with a mobile phone quickly appreciates. 
Business process management is growing into all levels and divisions of organiza-
tions, bringing the potential for improvement.

A major trend in BPM is the greater appreciation for time dynamics in business pro-
cesses. Many business processes are static. A static business process cannot adjust to a 
change resulting from events that occur in time. The workfl ow is fi xed, data that change 
with time are averaged to remove variance, and activities are processed sequentially in 
one shot without provisions for stopping, rolling back, or feeding back information. In 
contrast, dynamic business processes are like the controllers managing dissolved oxy-
gen concentrations or chemical additions to plant processes. Real-time BPM incorpo-
rates events that occur in time and mechanisms for responding to events. Dynamic BPM 
increases the fl exibility and responsiveness of an organization. Understanding time 
effects enables the organization to adapt when the environment signals a change. The 
overall result is a much more agile business, that is, one that is aware of changes in the 
business environment and has the ability to modify its processes to adjust to change.

Software and other technology for BPM (see Section 3.3) changes rapidly. 
These industries have been, and will continue to be, highly dynamic. However, the 
organization of software components in a BPM suite, as shown in Figure 6.6, will 
be maintained. Areas where improvements have been observed were discussed in 
Section 3.3.1.
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4.0  INFORMATION TECHNOLOGY AND 
ENTERPRISE ARCHITECTURE

4.1 Introduction
Business process management and enterprise architecture share some common 
objectives and methods. Both defi ne systems in terms of business processes and both 
enable IT’s alignment with business goals. Whereas BPM focuses on business sys-
tems and analysis, enterprise architecture focuses on exploring and describing the 
IT implementation of such an analysis. Enterprise architecture benefi ts from BPM in 
that the necessary analysis and conversation about business goals, priorities, strate-
gies, and constraints has created a foundation from which the architect can begin IT 
system tasks. In addition, what they have in common is a growing body of knowl-
edge, practices, tools, and frameworks that promote effective decision making and 
understanding across the organization.

The term, architecture, occurs throughout this manual of practice and, depending 
on the context, involves different activities, responsibilities, and roles. Architecture, 
in all contexts, foresees the goals of a system and models and constrains a system to 
meet present and future needs of the system’s users. The nature of the system deter-
mines the level of architecture. For example, a small system, specifi c to a discrete 
business task, will have a less abstract architecture, whereas a large system, like the 
entire enterprise itself, will be defi ned and described by a higher-level, more abstract 
architecture. Information technology architecture and enterprise architecture are 
often synonymous; however, IT architecture scales down into implementation specif-
ics, whereas enterprise architecture scales up toward long-range planning.

Other commonly used terms in the modern business lexicon (e.g., program, project, 
system, design, process, etc.) occur at both the lowest and highest levels of the organi-
zation. Like these terms, architecture is also commonly used. It covers tasks, practices, 
designs, intentions, plans, or structures that apply to many interests, both large and 
small. These multiple-use contexts imply imprecision, yet fl exible terms often sup-
port abstract concepts. In computer science, function overloading describes the practice 
of generalizing similar logical operations under one function name. As such, various 
functions using the same name can cover multiple conditions. In this way, we can say 
that architecture (and project, system, process, etc.) is an overloaded term. These terms 
generally convey consistent logical meaning within a given context. In addition, there 
are different types of architectures just like there are different types of systems. To 
help sort this out, an architecture hierarchy is described in the following section.
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4.2 Architecture Hierarchy
Enterprise architecture defi nes the direction and priorities for all business informa-
tion systems. This type of architecture supports the organization’s portfolio of sys-
tems and prescribes which programs get funded and how. Next are the architecture 
frameworks (discussed in Section 4.5.3), led by IT to frame the current and future 
information systems environment. This level is commonly known as IT systems archi-
tecture, although it overlaps the domain of enterprise architecture. At a greater level 
of detail and specifi city and a narrower focus is application (software) architecture, in 
which specifi c systems are designed, constructed, and customized. This architectural 
context applies during specifi c project planning and execution, often led by a techni-
cal leader called the (software or system) architect. Next, there are function-specifi c 
architectures like network architecture (also known as network topology), security 
architecture (policies, hardware/software devices), and storage architecture (devices 
for data storage, backup, connectivity, etc.). Architectures exist almost everywhere.

Beyond the organization itself, IT architectures can convey community, policy, 
technical trends, and design principles. This includes open architecture (as mentioned 
in Chapter 7), which embodies public standards; service-oriented architecture (SOA) 
(Chapter 6) for system components integration; model-driven architecture (MDA) 
(Chapter 6) for advanced programming methodology; and others.

This section emphasizes architecture at the strategic level, incorporating and 
weighing in on long-term effects and decision making. The concepts of architecture 
as a design specifi cation (as in construction) and architecture as a planning process, 
aligned with business strategy, are revisited.

4.3 Information Technology Architecture
According to The Open Group (San Francisco, California), an industry standards 
organization, “IT architecture defi nes the components or building blocks that make 
up the overall information system. It provides a plan from which products can be 
procured, and systems developed that will work together to implement the overall 
system. It thus enables you to manage your IT investment in a way that meets the 
needs of your business” (The Open Group, 2004).

As in any complex structure, like a modern home or offi ce building, IT archi-
tecture defi nes a framework in which the system (the structure) exists, both before it 
exists and at various times during construction and maintenance, as follows:

Boundaries• —walls, property, fl oors, conduits, stairwells, and so forth;
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Constraints• —foundation, materials, height, and so forth;

Subsystem interactions• —ducts, electrical to heating/ventilating, security, moni-
toring, and so forth; and

Overall characteristics• —style, décor, usability, convenience, effi ciency, extensi-
bility, and so forth.

Further, like a building’s architecture, which meets the occupants’ needs and 
goals, it is the purpose of IT architecture to envision the complete system at multi-
ple levels of detail, providing suffi cient specifi city to enable others to implement it 
over time (i.e., a long-term framework for planning, procuring, developing, install-
ing, and maintaining an information system that meets the goals of the organization). 
Although IT architectures do not solely prescribe physical properties like a building’s 
architecture does, the analogy works from a conceptual point of view and represents 
a convenient model from the physical world.

4.3.1  Information Technology and Enterprise Architecture as a System for 
Systems (Meta System)

Good architecture represents the organization’s vision; it is based on a strategic, top-
down standpoint for IT, not a bottom-up, technical view. Consider IT architecture as 
a high-level blueprint for describing and managing enterprise IT infrastructure and 
rules in support of business objectives and policies. At the high level, it suppresses 
implementation details and vendor-specifi c solutions and expresses capabilities and 
policies.

The Institute for Enterprise Architecture Development (Amersfoort, The 
Netherlands) sums up the key guiding principle of the IT and enterprise architec-
ture discipline as follows: “No strategic vision, no [enterprise architecture].” In other 
words, today’s enterprise architecture is about delivering tomorrow’s business sys-
tems. An important aspect of this assertion is that enterprise architecture is a holistic 
discipline that unites business and technology elements based on a strategic enter-
prise vision (Temnenco, 2007). In this sense, enterprise architecture establishes a 
systematic way of looking at all the systems that comprise the organization’s infor-
mation services.

4.3.2 Measure Twice, Cut Once
Beyond a set of practices or techniques, enterprise architecture provides a strategic 
planning context for the evolution of IT systems in response to the goals of the 
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organization. Enterprise architecture represents “what is” and anticipates the “to 
be.” It is an abstraction of the IT infrastructure for control and planning and an 
integration of IT and business; it supports capital planning and IT investments. 
The forward-looking, planning aspect of enterprise architecture reduces waste 
by reducing the number of ad hoc decisions that can have costly consequences. 
“Measuring twice” refers to considering multiple courses and alternatives before 
committing to a particular IT decision and it also means evaluating potential solu-
tions thoroughly.

Enterprise architecture incorporates operational risk management and how the 
business strategy is transformed into an IT strategy. The architecture is both a tool 
for decision making and a refl ection of those decisions that will guide and anticipate 
specifi c IT implementations.

In general, IT decisions often have long-term consequences for future business 
and operations. When they are made without the guidance of an overall architecture, 
the organization incurs additional long-term risks from potential technical limits 
that can affect many dependent systems. A good architecture plan is a measure of an 
organization’s capacity for meeting its goals and objectives.

4.3.3  Information Technology and Enterprise Architecture Manages 
Complexity

Enterprise IT involves complex systems with multiple technologies supporting many 
business processes. Each system (e.g., billing, customer service, and work order man-
agement) may have its own infrastructure, primary user group, support system, and 
vendor relationship. Implementations and changes to these systems occur at the 
project level and are typically managed as “solutions.” Projects and solutions have 
plans, technology choices, and architectures as well. They occur as complex activities 
undertaken by IT specialists who “speak the language” of IT implementation. In the 
fi nal analysis, there is no other way to “do” IT.

Ideally, IT solutions are derived from the enterprise architecture, which itself 
is derived from a business plan and maintained in concert with business objectives 
and priorities. Managing and prioritizing implementation projects must follow the 
lead of the enterprise architecture to ensure that the solution generates the expected 
business benefi ts. Making sense of detailed implementation plans occurs within the 
larger context of enterprise architecture. The enterprise architecture context is holistic 
and its perspective is organizational and strategic, whereas the solution architecture 
is implementation-specifi c (Temnenco, 2007).
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Figure 6.11 shows the relationship between IT projects and the enterprise archi-
tecture; it is the enterprise architecture perspective that sets priorities for project 
decisions.

4.3.4  Information Technology and Enterprise Architecture Manages 
Boundaries

An enterprise architecture encompasses multiple, large subsystems. Some subsys-
tems, such as customer service, billing, and a laboratory information systems (LIMS), 
meet the needs of specifi c organizational units; other subsystems, such as e-mail, net-
work, phones, and Web sites, serve the organization as a whole. Generally, enterprise 
architecture recognizes organizational boundaries by a combination of policy and 
technology. It meets organizational needs across subsystem boundaries by

Identifying subsystems and their dependencies;• 

Documenting interactions, compatibilities/incompatibilities, and access rules • 
across subsystems;

Reducing and isolating risks across communicating systems; and• 

Describing subsystem contexts and defi ning the overall boundaries.• 

FIGURE 6.11 Projects that derive from the enterprise architecture (Temnenco, 2007).
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4.3.5  Information Technology and Enterprise Architecture Manages 
Change

In terms of managing boundaries, enterprise architecture accommodates and con-
strains organizational change. The forces driving organizational change come from 
many sources (i.e., political, economic, customer expectations, technology, staff, 
resources, etc.). Good enterprise architecture enables the organization to achieve the 
right balance between IT effi ciency and business innovation as it responds to change.

Good enterprise architecture also allows individual business units to innovate 
safely in their pursuit of organizational objectives. At the same time, it assures the 
needs of the organization for an integrated IT strategy, permitting the closest possible 
synergy across the enterprise (The Open Group, 2004). It also allows for better return 
on existing investment and reduces the risk for future investments. Finally, related 
activities like procurement are simpler because the information is readily available in 
a coherent plan.

4.3.6  Information Technology and Enterprise Architecture Manages 
Opportunities

Besides enabling effective change management, well-designed enterprise architec-
ture supports a more nimble organization, that is, one that can better assess risks 
and potential rewards in new opportunities. Awareness of, and planning for, the 
state of enterprise architecture enhances business knowledge and decision making. 
Managing opportunities includes the ability to identify cost savings, improve service, 
reuse existing systems, and respond to unforeseen needs.

4.4  Themes in Water and Wastewater Utilities’ Information 
Technology Architecture

4.4.1 Technical Themes: From Mainframe to BlackBerry®
Many utilities’ IT systems predate the Internet age and are characterized by com-
binations of legacy systems operating in tandem with newer systems. Legacy sys-
tems represent long-term investments, require specialized skills that are harder to 
fi nd, and suffer from a lack of capabilities that make them expensive and infl exible. 
However, they are not easily changed because of many years of infrastructure and 
business processes that have grown up around them.

The history of computing has gone from the mainframe (the air-conditioned 
“glass room”), to mini computers, to desktop computers, to networked computers 
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and servers, and, currently, to Web-based (Internet) applications using “thin cli-
ents” and powerful “back-end” personal computers that mimic the original main-
frame as a central repository of computational power and control. In addition, 
there are a plethora of post-Web-era mobile devices such as BlackBerrys®, tough-
books, e-books, radio frequency identification, and global positioning systems. 
Innovations continue to emerge that leverage increases in computing power and 
generate entirely new modes of functionality in an ever-expanding, always-on 
computing environment.

Besides the expanding array of interconnected computing devices, massive 
improvements have carried over into industrial systems, such as remote sens-
ing, fi ber optics, automation systems, wireless access, and monitoring and mea-
suring equipment. For example, SCADA architecture was formerly one personal 
computer running a single human machine interface (HMI) software license for 
development, data collection, and viewing (client). Redundancy was poor and 
networking was proprietary per vendor. Remote access to the control system 
was strictly forbidden as a security risk. Now, however, the following factors are 
commonplace:

A push toward integrated architecture, that is, not a single personal computer • 
anymore, but multiple servers such as data collection (SCADA) servers, his-
torical servers (and databases), more sophisticated reporting, and data analy-
sis demands;

Use of server class machines with increased confi guration complexity;• 

Support for remote access of SCADA HMI screens;• 

Switch from proprietary networks and protocols to almost exclusively trans-• 
mission control protocol /Internet protocol (TCP/IP) over Ethernet; and

All the above factors require coordination with the IT infrastructure because • 
of tight integration with networks, fi rewalls, routers, terminal services, remote 
desktops, etc.

These advances in capabilities and capacity at lower costs (and higher complex-
ity) drive, and are driven by, the architecture when selecting or upgrading systems. 
In addition, the layers of older and newer technologies in most utilities create com-
plex infrastructures that refl ect the long life of architectural decisions. The “measure 
twice” building architecture analogy described in Section 4.3 again illustrates how 
diffi cult it may be to undo a foundational design.
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4.4.2 Technical Standards
The emergence of the Internet in the 1990s brought global standards for computer-
ized networks that accelerated change and fostered trends that continue to affect 
enterprise architecture. These include

Interoperable, standards-based systems (as opposed to proprietary, vendor-• 
based systems that create vendor “lock in”);

The increased role of standards-making bodies like the World Wide Web • 
Consortium (W3C), Organization for the Advancement of Structured 
Information Standards (Boston, Massachusetts), the Open GIS Consortium 
(Wayland, Massachusetts), the Object Management Group (OMG) (Needham, 
Massachusetts), The Open Group, European Computer Manufacturers 
Association (Geneva, Switzerland), and so forth;

Open-source software (e.g., Linux operating system; Apache Web server; and • 
PHP, PERL, and Python Web scripting languages) and new software licensing 
models;

Web services that allow disparate computer systems to interact via XML-based • 
messaging protocols;

Software as a service (SAAS), which delivers applications to customers via • 
the Internet, eliminating the installation and maintenance cycle entirely (like 
Salesforce.com, Google applications, and a growing number of conventional 
software vendors like Microsoft, Oracle Corporation [Redwood Shores, 
California], and SAP [Newtown Square, Pennsylvania]); and

“Cloud computing” and SOA, which, like Web services and SAAS, build upon • 
Internet connectivity to deliver services and systems from outside the custom-
er’s premises, reducing the need for capital-intensive, internal systems.

4.4.3 Global Culture of Technology
Pervasive use of the Internet has also raised end-users’ expectations for real-time 
access to information at any time and created new communities of collaboration. In 
addition, entirely new human-to-human interactions are built on the Internet infra-
structure (e.g., social networking, instant messaging, and texting), the convergence 
of phone and Internet, location-based services, and mobile computing. Tracking 
these changes and incorporating the best new enabling technologies into an existing 
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organization’s computing ecosystem naturally challenge many C-level managers and 
their staffs. No legacy architecture can keep pace in the Internet age.

The plethora of computing devices, interactive networks, and global commu-
nications links generates other factors affecting architectural decisions. These are 
globalization of the workforce, outsourcing, and security. As an example, instead of 
replacing an ineffi cient billing system, consider outsourcing as an option (via SAAS, 
an outsourced remote call center, or bill processing operation).

4.4.4 Security
Security concerns today are not as simple as they used to be. Indeed, security today 
covers everything from September 11-induced fi rst-responder requirements, to mali-
cious viruses and rogue programs, to sabotage and massive identity thefts. Enterprise 
architecture that does not factor in a well-crafted security policy will not protect the 
organization’s interests for long because security must be built in to planning and 
decision making.

4.4.5 “Green” Values
Sustainability and environmental stewardship are new drivers in the design of infor-
mation systems. It is no longer suffi cient to be cost-conscious; according to the U.S. 
Department of Defense (U.S. DOD) (2007), it is important to be “aware of cost effec-
tive acquisitions that achieve compliance with policies, reduces resource consump-
tion and solid and hazardous waste generation.” The growing green consensus is 
occurring across multiple constituencies: consumers, investors, shareholders, and 
regulatory agencies. “Practicing green procurement demonstrates an organization’s 
commitment to considering and minimizing the environmental consequences of its 
activities. It thus makes both environmental and economic sense” (BSDGlobal, 2009).

Some “green” topics that affect architecture, design, and operations are green 
procurement and total life-cycle management of digital assets, energy effi ciency (e.g., 
smart devices that monitor use and adjust to peak/off peak demands and smart 
grids), alternative energy sources such as wind and solar, and byproduct disposal 
and reuse (e.g., biosolids management programs).

These are the many themes underlying today’s IT and enterprise architecture 
challenges: continual technological advances, cost-conscious rate payers, demands 
for service in Internet time (24 × 7), globalization of resources, secure and safe com-
puting, doing more with less, and protecting the planet, all while anticipating new 
demands for service and effi ciency.
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4.5  Methodologies and Techniques for Developing Enterprise 
Architecture

4.5.1 The Enterprise Architect
This role of enterprise architect typically exists within the IT business unit; it pro-
vides technical thought leadership and primary ownership of the technical vision 
and understanding of the enterprise system. Because architecture must embody 
the goals of the enterprise, the enterprise architect uses strategic relationships with 
peers and leadership in both IT and business management. The enterprise archi-
tect is responsible for documenting both the “as-built” state and defi ning the tech-
nical roadmap that supports the short- and long-term strategic objectives of the 
business.

4.5.2 Approaches to Developing an Enterprise Architecture
As the “systems must be driven by the needs of the enterprise, not by technol-
ogy . . . this requires that the business be modeled before attempting to implement its 
systems in software” (Marshall, 1999). The process of defi ning enterprise architecture 
includes creating models from different perspectives that show existing system(s) in 
the current organization (the as-is views) and other models that show how the archi-
tecture extends to meet future needs. The enterprise architect builds the information 
system models upon the foundation of business strategy.

4.5.2.1 The Roadmap: High-Level Technical Vision and Functional Requirements
Beginning with the strategic vision establishes the long-term framework for the 
overall enterprise IT mission. From that foundation, the architect must work with 
stakeholders to prioritize high-level goals, weeding out or deferring pet projects and 
similar nonaligned efforts. The architect defi nes the as-is architecture in fi gures and 
descriptions and compares the as-is to long-term goals to identify the gaps in current 
capabilities and explore which new systems are needed. Within this process, a project 
portfolio takes shape that begins to itemize the high-level requirements and features 
of the new architecture. The to-be architecture not only includes requirements and 
features, but identifi es current and future constraints, which are limits to technology, 
schedule, funding, staffi ng, and other resources.

4.5.2.2 Define the Technical Vision with Documents and Models
The output of the preceding activities, undertaken over several iterations with key 
stakeholders, is a high-level technical vision supported by key attributes of the new 
enterprise IT model and a long-term plan of prioritized projects that have at least a 
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target range for scope and budget in the form of business documents and diagrams, 
which may include the following:

Technology diagrams depicting major hardware and software components • 
(layers) and how they interact;

User interface and workfl ow diagrams that illustrate the major business pro-• 
cesses as a series of user interactions, use cases, decisions trees, and system 
boundaries; and

Domain models (also known as • conceptual models) drawn from business pro-
cesses (the “problem domain”) and their major subsystems, data entities, and 
relationships.

There is no single method for generating these artifacts; in the initial stages, in 
particular, a white board is often the best tool for “getting it down in writing,” as 
shown in Figure 6.12.

FIGURE 6.12 Technology “stack” draft diagram (Ambler, 2003).
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In other cases, more formal diagrams may use a modeling language (e.g., Unifi ed 
Modeling Language [UML] or Systems Modeling Language), as described in the 
Section 4.5.4, or a conceptual diagram, as shown in Figure 6.13.

4.5.3 Methodologies and Frameworks
Because the enterprises or systems described tend to be large and complex, the associ-
ated models also tend to be large and complex. To manage this scale and complexity, an 
architectural framework defi nes different, but complementary, views of the enterprise 
or system model corresponding to different stakeholders or areas of interest (Artisan 
Software Tools, 2008). There are industry-specifi c architectural frameworks for govern-
ment and military applications (e.g., U.S. Department of Defense Architecture Framework 
[DoDAF] and British Ministry of Defence Architectural Framework [MODAF)]). 
Models for utility infrastructure exist for certain operational subsystems, particularly 

FIGURE 6.13 Conceptual model of GIS subsystem (Beck et al., 2007).
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spatial systems, such as the Spatial Data Standards for Facilities, Infrastructure, and 
Environment (SDSFIE) (visit the SDSFIE Web site at www.sdsfie.org), and there is 
research into standardizing operational data models (see Beck et al., 2007); however, a 
standard framework for utility modeling has not yet been standardized.

There are generalized frameworks for defi ning enterprise architecture that can 
be applied to any organization’s information management environment. Most defi ne 
not only a framework of terminology and documentation, but of methodology. These 
include the following:

Zachman Framework• —(discussed in Chapters 4 and 5) is a structural (static) 
framework that is most effective when used as a model for analysis and clas-
sification of artifacts and meta-analysis of methodologies and frameworks 
(Temnenco, 2007).

The Open Group Architecture Framework• —This is a detailed method and set of 
supporting resources for developing an enterprise architecture. The original 
version in 1995 was based on a framework developed by the U.S. DOD (The 
Open Group, 2009).

International Electrical, Electronic Engineering (IEEE) Standard 1471–2000• —A rec-
ommended practice developed by the IEEE (Piscataway, New Jersey) Computer 
Society’s Software Engineering Standards Committee that establishes a concep-
tual framework and vocabulary for talking about architectural issues of systems 
to promote sound architectural practices (see Figure 6.14) (Hilliard, 2000).

Software Architecture Analysis Methodology (SAAM) and the 4+1 View • 
Model—Developed mainly by Philippe Kruchten at Rational Software (IBM 
Corporation; Armonk, New York), this modeling approach describes soft-
ware using four concurrent views, each addressing a specifi c set of concerns. 
Architects capture their design decisions in these views to illustrate and vali-
date them. The views are the logical view, showing data and/or object ori-
ented analysis; process view, including executable tasks, performance, and 
communications; physical view, which maps software onto hardware and 
refl ects its distributed aspects; and development view, which describes the 
software’s organization during development (Kruchten, 1995).

In a review of enterprise architecture frameworks, Forrester Research, an author-
itative IT research fi rm, observed that “. . . it can be very diffi cult to determine which 
framework is right for an organization. Forrester’s recommendation is to keep it 

www.sdsfie.org
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simple, borrow from the best, and customize for your own organization” (Leganza 
and Brown, 2004).

4.5.4 Notational Tools and Documents
Systemized notation was introduced to model and communicate complex systems 
for software engineering based on terms and standards from electrical engineering. 
In more recent times, the need was recognized to develop languages and symbolo-
gies that could be used more easily by business analysts. Other standards arose for 
domain-specifi c languages (as previously mentioned, the SDSFIE is such a system).

4.5.4.1 Architecture Notations
Of the current notations, OMG’s UML is probably the most widely adopted and extended 
as it can fi t in so many levels of abstraction or detail. Unifi ed modeling language derives 

FIGURE 6.14 IEEE 1471 Conceptual Framework for Enterprise Architecture 
(Hilliard, 2000). © (2000) IEEE.
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from the principles of object-oriented analysis that describes business systems in terms 
of entities (objects), operations, and the relationships among them. Without too much 
training, system architects, business analysts, and interested stakeholders can model 
systems in any level of detail using very few symbolic types, as shown in Figure 6.15.

An aspect of UML that is useful at higher levels is its support for building cus-
tomized notation from basic symbols (called stereotyping). Figure 6.16 illustrates this 
using an organization process diagram and enterprise stereotypes (Marshall, 1999).

As mentioned in Section 3.0, another notation for analysts and architects is business 
process modeling notation (BPMN), “a graphical representation for specifying business 
processes in a workfl ow. Business process modeling notation is maintained by OMG. 
The objective of BPMN is to support business process management for both technical 
users and business users by providing a notation that is intuitive to business users yet 
able to represent complex process semantics” (Wikipedia, 2009b) (see Figure 6.17).

Finally, there are self-defi ned notations that can be developed to suit an organi-
zation’s communication style showing processes, connections, activities, data stor-
age, hardware, and software that can be used in general situations. As no widely 
adopted, standard notation has emerged, it may be suffi cient for a program manager 

FIGURE 6.15 Unifi ed modeling language notation types (Marshall, 1999. [Marshall, 
SOFTWARE COMPONENTS FOR THE ENTERPRISE: BUILDING BUSINESS 
OBJECTS WITH UML, JAVA, AND XML, © 1999 Addison Wesley Longman, Inc.  
Reproduced by permission of Pearson Education, Inc.]).
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FIGURE 6.16 Enterprise modeling with UML (Marshall, 1999. [Marshall, 
SOFTWARE COMPONENTS FOR THE ENTERPRISE: BUILDING BUSINESS 
OBJECTS WITH UML, JAVA, AND XML, © 1999 Addison Wesley Longman, Inc.  
Reproduced by permission of Pearson Education, Inc.]).
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to “do it yourself.” For some, a typical representation distinguishes between compo-
nents that are active (i.e., transform data) and passive (i.e., store data). Groupings of 
components may be depicted in subsystems or layers in addition to the allocation of 
software to hardware. This type of notation is typical of ad hoc “white boarding.”

4.5.4.2 Tools
Besides using a white board and generic drawing tools, specifi c tools for modeling 
enterprise processes and domains include Rational Rose (IBM), Visio (Microsoft), 
Enterprise Architect (Sparx Systems), and Telelogic System Architect (IBM). (Visit 
these respective vendors’ Web sites for more information.) All provide the means to 
generate standard fi gures, diagrams, documentation, and linkages to different levels 
of detail and abstraction that can make maintaining the documents semi-automated.

No tool replaces the enterprise architect’s own abilities to analyze the organiza-
tion’s IT mission and generate a suitable model at a suitable level of detail. It is the 
enterprise architect that translates the organization’s IT infrastructure, constraints, 
and plans into a useful management document that facilitates communication, pri-
oritization, and procurement at all levels of the organization.

4.6  How to Evaluate Appropriate Information Technology and 
Enterprise Architecture

According to the SEI (2009a), enterprise architecture can be assessed to meet a variety 
of objectives that meet the concerns of stakeholders, including

Certifying the conformance to some standard,• 

Assessing the quality of the architecture,• 

Identifying opportunities for improvement, and• 

Improving communication between stakeholders.• 

An architecture review can be facilitated by adopting the processes defi ned by 
the Software Architecture Review and Assessment (SARA) Report, a practice that was 
developed by a group of IT/enterprise architects and published in 2002 (Kruchten, 
2002). It applies a comprehensive evaluation model that covers a conceptual model 
of the IT architecture, reviews generic processes (workfl ows), and addresses typical 
activities that may take place in a review, such as identifying key stakeholders, archi-
tecturally signifi cant requirements, standards and constraints, and risk assessment 
artifacts (Kruchten, 2002).
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The evaluation should confi rm that the architecture can answer these questions: 
What are the system objectives and requirements? What are the existing systems and 
constraints? How fl exible/adaptable is the system? Does the system meet the needs 
of its users?

4.6.1 What Are the System Objectives and Requirements?
As stated previously, business objectives create the context in which the architecture 
exists. The system should, therefore, have as its goal delivering on the mission of the 
organization. The key characteristics for water and wastewater utilities are reliabil-
ity, safety, rapid response to breaks, minimal service disruption and inconvenience 
because of construction, accurate billing, fair rates, compliance with regulations, and 
so forth. Overall IT systems that are suffi cient to support these are broad and distrib-
uted across many functional areas.

A foundational item for evaluating the various systems is to create an inventory 
of user scenarios (i.e., use cases) from the point of view of system end users. Scenarios 
represent tasks relevant to different roles such as end user/customer, public relations, 
system administrator, maintainer, and developer. As discussed in Section 3.1, these 
can also be defined with use cases (see Section 2.2.1 of this chapter). In a broader, 
architectural realm, they are high-level descriptions of how each user type in the orga-
nization interacts with the IT infrastructure (i.e., provides input and receives output).

It is the entire set of intended interactions (scenarios) that describe the system 
requirements, which are needed to achieve the system objectives. Both requirements 
and objectives should be documented in a way that is understandable by nontechni-
cal and technical users.

4.6.2 What Are Existing Systems, Solutions, and Constraints?
As described in Section 4.5.4.1, “Architectural Notations,” the enterprise architect 
should adopt some kind of notation and diagram type to depict the current system 
at an appropriate level of detail for current analysis. Section 4.5.3, “Methodologies 
and Frameworks,” outlines the SAAM model views that describe the system. This is 
a useful technique for evaluating current systems as each view provides a particular 
perspective on the software architecture.

Whatever the documentation approach, this evaluation step focuses on how prior 
assumptions and conditions helped form the current IT infrastructure as a way of 
gaining insight into potential future needs, disruptions, and opportunities. This step 
uses the current systems as a “case study” for what is, what may be impeding change, 
and what future systems might provide that would reduce current constraints (or 
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deal with them more effectively). It is also an opportunity to rework archived docu-
mentation and obsolete designs that no longer refl ect the as-is situation.

4.6.3 How Flexible/Adaptable Is the System?
In developing user scenarios, it is necessary to “develop task scenarios that illus-
trate . . . the kinds of changes which, it is anticipated, will be made to the system over 
time” (SEI, 2009b). As discussed in Section 4.4, “Themes in Water and Wastewater 
Utilities’ Information Technology Architecture,” anticipating change requires recog-
nizing new demands and opportunities. A feature of good architecture is “modifi -
ability,” which is a refl ection of the architecture’s ability to change with less cost and 
disruption to ongoing activities. Analysis of scenarios that include change and future 
modifi cations will reveal which architecture(s) have more built-in adaptability and 
which additional factors emerge for further consideration.

4.6.4 From Fitness to Task (Does It Meet the Needs of Its Users?)
The combination of these evaluation tasks should result in a clear picture of a system 
at various levels and perspectives that can be applied to current and future planning 
activities. It may be necessary to conduct this work iteratively and incrementally and 
use the emerging documents as a basis for organization-wide discussions. Through 
illustration, review, and refi nement, the architecture’s true baseline (as-is state) will 
serve as a valuable reference. Future discussion and modeling of the target to-be 
architecture will have this foundation. The enterprise architect will have a set of tools 
with which to communicate across organizational boundaries.

In the role of technology communications, the architect must analyze and bridge 
the gaps between proposed solutions and organizational priorities. According to the 
article, “The Case for Enterprise Architects” (Nash, 2008), the successful enterprise 
architect “must not only connect with senior business managers, but with the rank 
and fi le IT staff as well.” That the solutions and systems meet the needs of users is 
part of that analysis.

5.0 SOFTWARE DEVELOPMENT
Information technology groups in water and wastewater utilities engage in software 
development as part of their mission. Software development, a branch of software 
engineering, is the set of activities, specifi cally computer programming, that result in 
a software application. Software engineering is a young discipline compared to other 
engineering fi elds, with most of its growth occurring in the mid-to-late part of the 
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last century. It is a dynamic, changing fi eld with new tools and techniques created 
every year to add rigor and control the uncertainty that can exist in software devel-
opment efforts. Software development is a rich blend of both art and science. This 
section presents a brief introduction to software development and describes estab-
lished application development methods and tools to support development.

5.1 Introduction
During the past half century, city, state, and federal governments have invested in a 
massive buildup of IT to support the goal of better government. Although it is hard 
to imagine how any major U.S. city could operate without IT today, IT system capa-
bilities often seem contrary to the intentions of governance.

A widely publicized report by Boston, Massachusetts-based The Standish Group 
International, Inc. (1995) examined the state of IT software development with stun-
ning results. For instance, about 30% of projects were cancelled before they were 
completed. In addition, the budgets of about 50% of the projects doubled from their 
original estimate. Moreover, only 16% of the projects were completed on time and 
within budget and, typically, these implemented a fraction of their original specifi ed 
features. Factors that contribute most to the success of a project are

 (1) User involvement,
 (2) Executive management support,
 (3) Clear statement of requirements,
 (4) Proper planning,
 (5) Realistic expectations,
 (6) Smaller project milestones,
 (7) Competent staff,
 (8) Ownership,
 (9) Clear vision and objectives, and
 (10) Hard-working, focused developers.

It is important to note that the top three factors relate to organizations that commis-
sioned software development, whereas characteristics of the developer team are 
lower in the list.

Tools and techniques of software development have changed significantly in 
the years since the aforementioned Standish Group International report. The lesson 
learned from the past was that diligent management with a focus on well-defi ned, but 
evolving, goals is essential to software development success. Many improvements 
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have been made, especially in understanding the dynamic nature of constructing a 
software application. This has led to improvements in methods and software tech-
nology. Modern methods and computer languages allow for rapid change, reusable 
components, and frequent feedback to gauge progress. Software technology and 
development tools now allow far more connectivity to data sources, targets, and 
other applications and more reliability and greater security. Software is also a lot eas-
ier to construct. These trends are expected to continue because of strong demand for 
capabilities that put the power of software creation into the hands of managers and 
decision makers and new programming techniques that increase the effi ciency and 
performance of computer programmers.

5.2 Software Development Methods and Management
As discussed in Section 2.0 of this chapter, software projects are often compared to 
other types of engineering projects such as, for instance, building a bridge. This anal-
ogy is useful because constructing a system for managing information has many of 
the same steps as constructing a bridge, road, building, and so forth. Requirements 
are collected, designs are drawn up, models and prototypes are constructed for sim-
ulation, the system is constructed, and tests are performed to confi rm that the fi nal 
product meets design specifi cations.

Although the stepwise, civil engineering-like approach to software development 
is valuable, the analogy starts to fail when one considers the infi nite number of alter-
natives in software development, the ease with which changes can be made, the dif-
fi culty of describing a priori what the software should do, and the lack of rigorous 
methods to guide development. Although these factors work against effi ciency, they 
can be controlled. Availability of alternatives and fl exibility are real advantages that 
developers and development managers can leverage to effectively control a lack of 
rigor and changing requirements.

5.2.1 Development Life Cycle
The typical steps of a software project are

 (1) Requirements analysis,
 (2) Design and architecture,
 (3) Implementation/coding,
 (4) Verifi cation/testing and debugging,
 (5) Installation/release, and
 (6) Maintenance/improvement.
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Each of these steps is critically important to the fi nal product and, collectively, 
they represent a causal chain. The design depends on requirements, coding cannot 
be done until the design is complete, and so forth. Any software project will involve 
these steps and, as such, the ultimate goal in software development is to enable 
automation of each step based on the specifi cation of requirements. Research into 
software tools based on “formal methods” is aimed at automating development of 
correct software. Formal methods synthesize running programs from fundamental 
software building-block and user-supplied specifi cations, with little or no require-
ment for a programmer. A big difference between the various software development 
methodologies is the way each methodology progresses through these steps. The tra-
ditional, non-iterative waterfall methodology proceeds sequentially, whereas mod-
ern Agile software development approaches iteratively cycle through these steps.

5.2.1.1 Waterfall Method
The waterfall model, or method, is a software methodology that steps sequentially 
through the development phases of analysis, design, implementation, testing, instal-
lation, and maintenance. The method assumes that progression to the next stage can 
only occur after the previous stage has been fully completed. Visually, the method 
can be pictured as a steady stream downward, that is, like a cascading waterfall as 
shown in Figure 6.18, which is a reproduction from a paper published by an early 
software development pioneer (Royce, 1970).

In “Managing the Development of Large Software Systems,” Royce (1970) con-
cluded that this approach does not work well. Despite this, the waterfall approach 
was widely adopted and continues to be a major reason for failure in software proj-
ects. However, the waterfall method did require a well-thought-out requirement 
analysis and design phase. This is because flaws in subsequent stages are expen-
sive and a direct result of poor requirements and design. The waterfall method also 
emphasizes documentation upfront, which makes the project less dependent on indi-
vidual developers.

Criticism of this approach is that it is impossible to complete and perfect each 
phase before moving to the next. Often, requirements and designs cannot be fully 
developed and new insights are learned during design, implementation, and test-
ing. If clients change their requirements after the design is fi nished, the project has 
to go back to the requirements phase, thereby undoing a lot of design work that has 
already been done. These realities all point to the need for more iteration, a conclu-
sion that even Royce (1970) noted in his paper (see Figure 6.19).
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FIGURE 6.18 Winston Royce’s depiction of the waterfall method (reproduced from 
“Managing the Development of Large Software Systems,” Winston W. Royce—1970. 
© [1970] IEEE).
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5.2.1.2 Iterative Methods
Experiences with different styles of software development have shown that it is 
extremely diffi cult to translate written requirements and specifi cations into high-
quality software. Reasons for this diffi culty are the inability to predict all future needs 
and a natural tendency to learn as developments progress. It is impossible to think 
of every detail in advance and, as capabilities are created and observed, we think 
of new ways to achieve the same goals or to enhance the original capability. These 
factors create uncertainty, which increases with undisciplined development, and 
cause “requirements churn” and “scope creep.” Recognizing these realities, practi-
tioners created Agile development methods (Martin, 2002), including the many vari-
ants such as Extreme Programming, SCRUM, and Dynamic Software Development 
Methodology, as a way to both control uncertainty and to take advantage of change.
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FIGURE 6.19 Winston Royce’s conclusion showing the importance of iteration (reproduced from “Managing the 
Development of Large Software Systems,” Winston W. Royce—1970. © [1970] IEEE).
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Agile software development achieves results through the following best 
practices:

Customer involvement• —Customer involvement and continuous feedback is a 
critical factor to a successful project. In Agile projects, the customer is involved 
throughout the project life cycle, from creating the vision to planning itera-
tions, defi ning and adjusting requirements, and testing and validation.

Standards alignment• —Agile encourages adoption of standards that enable 
applications to be easily understood and maintained. Developers follow a 
well-defi ned and proven set of standards and guidelines that guarantee appli-
cations will have a common style. Adherence to standards achieves quality 
and consistency and facilitates collaborative development and refactoring.

Small releases• —Agile planning breaks projects up into short iterations or 
release cycles, each cycle containing design, construct, test, validate, and inte-
grate phases. Agile planning with small-release cycles gives managers control 
over the project by allowing them to change direction when needed and to 
eliminate nonproductive efforts early.

Test-driven development• —Automated tests of features are created before fea-
tures are developed. Tests are continuously enhanced as new features are 
added and customers have access to these tests to monitor development per-
formance. This ensures quality and software that always works as specifi ed.

Refactoring• —By continually reassessing features through tests and focusing on 
both current and existing capabilities, developers ensure that the design and 
structure of an application is of the highest quality. Refactoring allows devel-
opers to improve the design of an application and maintains it when new fea-
tures are added.

Continuous integration• —Continuous integration avoids problems of applica-
tion assimilation (i.e., integration or linking component modules together) 
that occur with traditional methods that leave this important task to the end 
of the project. By adopting this approach, the application will always be in a 
functional state and the end user of the software application is able to validate 
features at each step during the project.

Agile software has other useful practices such as pair programming that is 
suitable for larger development efforts, which requires two programmers: one to 
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write code and the other to review code as it is written. Agile planning methods 
require specifi cation of “feature points” corresponding to the feature to be devel-
oped, mapping these points over time to an amount of effort required to create 
the feature and, based on this information, providing management with hard met-
rics that show how quickly the application is being developed and when delivery 
can be expected. This planning practice alone represents a signifi cant advance-
ment over other methods, which try to achieve deadlines by dictate or with great 
diffi culty.

Agile methods have gained popularity because they are effective at accommo-
dating the change and uncertainty that typify software development projects. Agile 
methods promote collaboration with stakeholders, encourage teamwork and mutual 
accountability, and deliver tested software, resulting in higher-quality and software 
features that better align with business needs.

5.3 Software Development Tools
Software development tools are as rich and varied as the types of software appli-
cations from which these tools are constructed. Software development occurs in a 
computer environment comprising programming code editors, debuggers, code- or 
document-version control systems, documentation creation systems, and machine 
or human-interface development tools. At one end of the development environment 
spectrum, there are simple text editors and command-line code/buildtools. At the 
other end of the spectrum are fully featured integrated development environments 
(IDEs) that have all the necessary tools built into one package.

Software applications typically are built for a specifi c computing platform, which 
is the target executing environment for the software application. There are two prev-
alent target platforms: (1) Microsoft Windows® and variants (e.g., Windows® CE, 
etc.), and (2) Java (Oracle, Redwood Shores, California). These two platforms have 
dominated for many reasons, among them being the technical diffi culty in creating 
a platform, the importance of a large community of developers, the size of the mar-
ket, and various technical capabilities. Integrated development environments, both 
commercial and open-source, have developed on these two platforms. Some IDEs 
are specialized by application vendors for their software (e.g., Oracle) and others are 
unique to a class of software application (e.g., industrial automation). The two domi-
nant IDEs are Microsoft’s Visual Studio line (www.microsoft.com/visualstudio) and 
Eclipse (www.eclipse.org).

www.microsoft.com/visualstudio
www.eclipse.org
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Organizations either enforce a standard relating to platform or they require con-
formance to standard practices without imposing a platform standard. Decisions 
related to computing platform should be made based on criteria discussed within 
the company, including both IT and non-IT groups. The choice has signifi cant effect 
on the way software will be developed, the vendors available to work with, and the 
level of support and cost.

5.3.1 Structured Methods for Software Development
The six steps described in Section 2.2.1, “User Requirements for Software 
Procurement,” involve two equally important groups:

Managers and other stakeholders who are experts in understanding business • 
motivations driving creation of a software application, but not necessarily 
experts in IT; and

Computer engineers and programmers who are experts in IT, but not nec-• 
essarily experts in business motivations driving the creation of a software 
application.

When these two groups come together to create software, the differences in expe-
rience and perspective can create a gap that defeats the common goal. This gap is 
recognized by the software development community, but there is no single, agreed 
upon solution. Most successful efforts apply methods that clarify business processes 
and technical activities, which streamlines the six steps in software development, 
described in Section 5.2.1.

Two software industry efforts have resulted in holistic views of how systems can 
be built:

Open-source: OMG’s MDA and UML and• 

Commercial: IBM’s rational unifi ed process (RUP).• 

Both efforts maintain that the methods apply to managing change and the many 
types of systems that support the business, including software. Here, the focus is on 
the use of these methods for streamlining software development, which has resulted 
in many successes. Use of these methods, however, entails a signifi cant commitment 
and considerable learning to implement properly. Although they are not essential 
to a software development effort, they do provide many useful tools one can choose 
from to advance a development project.
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The Object Management Group developed MDA (see Figure 6.20) over many 
years, slowly evolving graphical tools to support object-oriented development and 
software technologies that enabled rapid integration to reach their goal of delivering 
open-enterprise integration standards (visit www.omg.org/mda for more informa-
tion). One widely used modeling tool is UML, the de facto standard for modeling 
software systems including object models, data models, workfl ow models, and mod-
els of behavior that implements software capabilities. Model-driven architecture sep-
arates business and software application logic from the ultimate platform to be used. 
Separating business functionality from technology implementation, while providing 
mechanisms to keep them in synch, enables each to evolve somewhat independently, 
thus resolving the business-technology gap.

The acquisition of RUP by IBM occurred when the company purchased Rational 
Software Corporation, a company whose mission was to provide open and stan-
dardized software tools and best practices. Rational Software brought together sev-
eral experts in software development and created a process that they felt aligned 
business objectives with software technology. IBM’S RUP is a software engineering 
process that imposes a discipline on development specifi cally to bridge the business-
technology gap. Rational Unifi ed Process (see Figure 6.21) provides software tools 

FIGURE 6.20 Object Management Group’s (OMG) Model-Driven Architecture 
(MDA) (MDA diagram reprinted with permission. Object Management 
Group, Inc. © OMG, 2009).
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for modeling software (including UML, the standard for which is maintained by 
OMG), is confi gurable in that it can be modifi ed to suit different styles or incorpo-
rate other methods of development, and captures the following six best practices of 
software development:

Develop software iteratively,• 

Manage requirements,• 

Use component-based architectures,• 

Visually model software,• 

Verify software quality, and• 

Control changes to software.• 

6.0 SOFTWARE PROCUREMENT
As described in Chapter 2, there are many COTS software products that address a 
wide variety of business needs for water and wastewater utilities. Such software 

FIGURE 6.21 IBM’s RUP (IBM, 2009).
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products range from GIS, LIMS, and mathematical models to billing applications or 
business/fi nancial/human resources systems (like Enterprise Resource Planning and 
human resources packages).

Purchasing a COTS product with standard functionality is often preferable to 
customized software development. Using a standard version of a software product 
that has broad acceptance in the marketplace is much safer than creating a “one-of-
a-kind” system. Therefore, before starting customized software development, it is 
important to justify such a need. Users sometimes believe that their business needs 
are “special” and different from the needs that users at similar organizations have. It 
is important to analyze this and determine if the nature of the underlying business 
process is, in fact, different and special. Sometimes, it is better to make changes to 
underlying business practices to fi nd a COTS solution that will support it.

This section focuses on procurement of major IT “components” such as software 
applications, major hardware components, and the services related to their acquisi-
tion and release, including COTS solutions. It does not address consumables (i.e., 
supplies such as printer ink cartridges, compact disks, etc.) and other related com-
ponents (i.e., cables, connectors, wireless communication cards, etc.), which are 
frequently charged to an IT budget. For the purpose of this section, there are no dif-
ferences in approach to procurement when done through either capital or operations 
and maintenance (O&M) budgets. Budgets for capital and O&M are based on dif-
ferent criteria, such as the source of funding; this section, however, pertains to IT 
procurement, not funding. It is also written from the perspective of the utility making 
the purchase and not from the perspective of a vendor. Every utility should under-
stand that a software vendor might not treat their sales opportunity the same if the 
funding source being used is foreign to their normal mode of business and may force 
them to “sign up” for contractual obligations not in their normal mode of delivery, 
payment, and support. The key point is that IT is an important asset that needs to be 
planned and procured, like all other major purchases, and should be part of a utility’s 
overall planning processes.

Whereas the work involved in defi ning, obtaining, and launching IT systems is 
tasked to the “technical” groups of wastewater utilities, procurement is often the pur-
vey of the purchasing group. However, this is often a source of failure in the procure-
ment of IT in that the methods used to make most wastewater purchases do not apply 
well to IT systems. Indeed, IT is so different from pipe, concrete, pumps, and trucks 
that the terms and conditions, legal requirements, specifi cations, general conditions, 
and so forth of the purchasing process need to be tailored for this unique acquisition.
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The fundamental question to ask is, “When you buy software, what are you 
really buying?” This simple question has many different answers that need to be 
clearly understood before making procurements. For example, with certain pieces 
of software, you are not actually buying a product but merely the license to use the 
product. Often, the actual product remains the property of the software company or 
the developer; unless you specify that you want ownership of the end product.

6.1  Laying the Foundation for Sound Information Technology 
Procurement

6.1.1 Information Technology Strategic Planning
In terms of IT investments, management staff of utilities must anticipate future needs, 
allocate limited resources among competing demands, and manage changes in the 
organization and its processes associated with adopting new technologies. In addi-
tion, they must take necessary actions to contain costs, increase effi ciencies, and put 
IT in long-term compliance with regulations. This complex business climate demands 
improvement of IT use. Not doing so could mean continuing current practices with 
the procurement of IT disconnected from the rest of the business operations. To 
develop integrated strategic and tactical plans requires an IT master plan (ITMP). 
An ITMP delineates a comprehensive, consolidated effort to establish, maintain, and 
evolve effective information systems throughout the enterprise.

An ITMP organizes and coordinates the current IT investment and creates stra-
tegic and tactical plans for the acquisition and implementation of future technology 
purchases. The following are goals of an ITMP:

Development of an integrated information system to allow functions, users, • 
and systems to share needed information, reduce redundancy, and improve 
the integrity of data;

Improvement of staff productivity through better access to shared data, creat-• 
ing links between systems that need to post or download data, and providing 
access for all authorized persons;

Enhanced coordination and communications by providing the ability to • 
exchange timely, relevant data in compatible formats;

Defi nition of coordinated methods, procedures, and standards for program • 
planning and evaluation of all information systems; and

Improvement of analysis, decision-making, and reporting capabilities.• 
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In the process of developing an ITMP, there are methodologies and frameworks that 
facilitate an understanding of where the utility is now with its information systems and 
technologies, where it wants to be, and what its expectations are of how to get there.

The best methodologies use an organization-wide (i.e., enterprise) view, which 
focuses on how the enterprise can use IT to support its mission, vision, and busi-
ness objectives. Because business processes determine information requirements, the 
enterprise’s current business processes are typically assessed and an understanding 
of the collective future vision is gained (i.e., the enterprise’s business plans, goals, 
and objectives). The basis of an ITMP comes from mapping the differences between 
current operations and the way the utility envisions operating in the future. Based 
on these differences, technology solutions to progress from the current to future state 
are defi ned, and the supporting background to justify their procurement is created.

As individual projects described in a ITMP are undertaken, suffi cient care must 
be taken to do a complete scope development for them. Information technology mas-
ter plans can have varying levels of scope included for each project, ranging from a 
brief overview to increasingly more detailed defi nitions of requirements, expectations, 
interfaces, goals, platforms, and so forth. As cited in the introduction of this chapter 
and in Section 5.1, poor scope development early on in an IT project is often the cause 
of budget overruns and schedule changes. Spending ample time up front to get the 
scope complete and agreed to, with management buy-in and sign-off, is vital to achiev-
ing desired end results. Work plans with task breakdowns, staffi ng allocations, bud-
gets, and schedules all need to be in place before a project is started. These documents 
can then be the tracking tools to follow IT projects through to their completion. Any 
changes that are desired or become available during the project’s life can be discussed 
and weighed against scope, schedule, budget, and staffi ng effects, with eventual deci-
sions made in light of a complete set of criteria with which to perform an analysis.

Techniques of information engineering can be used to match the information 
needs of management and staff with the data being provided by the procured soft-
ware systems. This allows the generation of a model for the utility that contains the 
data/information required to support business requirements. One defi nition of infor-
mation engineering is as follows:

An integrated set of methodologies and products used to guide and 
develop information processing within an organization. It starts with 
enterprise-wide strategic planning and ends with running applications. 
(PC Magazine Encyclopedia)
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Alternatively, Wikipedia (2009c) offers the following:

Information engineering methodology is an architectural approach to 
planning, analyzing, designing, and implementing applications within an 
enterprise. It aims to enable an enterprise to improve the management of 
its resources, including capital, people and information systems, to support 
the achievement of its business vision. It is defi ned as: “An integrated and 
evolutionary set of tasks and techniques that enhance business communica-
tion throughout an enterprise enabling it to develop people, procedures and 
systems to achieve its vision.” Information engineering has many purposes, 
including organization planning, business re-engineering, application 
development, information systems planning and systems re-engineering.

Both of these defi nitions demonstrate that using techniques that clearly defi ne the scope 
of IT procurement relative to the overall needs of an organization and its enterprise archi-
tecture is a critical step in successful procurement of every part of a utility’s complete IT.

By capturing information requirements in this way, managers can more read-
ily understand and plan for the use of information in decision-making processes. 
Additionally, outmoded data structures and data management processes can be 
redesigned to allow for more effective use and maintenance of new systems.

6.1.2 Establishing Information Technology Priorities
Once information system needs have been identifi ed from a master plan, priorities 
for their procurement can be established. These are balanced with the utility’s overall 
needs so that the most needed procurements are made fi rst. Priorities are typically 
set to accomplish three major categories of IT infrastructure: technical platform, core 
applications, and decision support tools. The technical platform refers to all IT pro-
curements that build the “foundation” for all IT (i.e., the desktops, handhelds, serv-
ers, networks, interfaces, communications, etc, that make up the technical backbone). 
Core applications refer to any software that performs a core business function of the 
utility (i.e., management, operations, engineering, design, maintenance, mapping, 
procurement, customer information, billing, lab, etc.). Finally, decision support refers 
to those IT procurements that step beyond the basic “off-the-shelf” purchases and 
address enhanced applications such as dashboards, portals, business intelligence, 
unique integrations of applications, and more. Whatever a utility chooses as their 
defi nition of these basic categories, it becomes the utility’s responsibility to estab-
lish its priorities for procurement in each of these areas, as they support its mission, 
vision, and objectives. The technical platform is those components that make up the 



248 Information Technology in Water and Wastewater Utilities

hardware, networks, and communications to support the overall IT architecture. Core 
applications are those IT software products that support the basic business functions 
or operations, maintenance, and management. Decision-support tools include all IT 
applications and services that leverage a combination of applications and draw intel-
ligence from multiple sources to achieve new effi ciencies.

There is no standard analysis to apply for setting the priority of IT purchases. 
Depending on where a utility sits in the continuum of IT procurement, such as 
whether they are sophisticated users of IT or just beginning to build their enterprise 
architecture, their business needs determine their IT needs priorities. Determining the 
return on investment for IT purchases is an excellent way to assess these purchases vs 
other needed investments. Often, an IT investment helps leverage a previous expen-
diture and may extend or supplement its life or usefulness, thereby avoiding a more 
expensive capital expenditure with a less-expensive IT purchase.

6.1.3 Purchasing Policies as Part of Information Technology Governance
Every utility must buy in accordance with good governance. Governance must exist 
in a recognized structure, with executive support and appropriate membership from 
the organization. In terms of IT procurement, some purchasing policies might need 
to be adapted to account for the unique nature of the purchase. Some utilities are 
creating their own governance models, whereas others are adopting models such as 
Information Technology Infrastructure Library (ITIL). Although ITIL can infl uence 
the purchasing process, it does not defi ne it. Standards that should exist for IT must 
include standards for defi ning and controlling procurement.

6.2 Information Technology Acquisitions as Investments
6.2.1 Investment Evaluation and Priority-Setting Policies
Best practices are those operating rules and procedures of an enterprise that allow it 
to achieve operational excellence, which includes having least costs, high productiv-
ity and quality, a satisfi ed staff, and recognized leadership in the industry. With pres-
sure from regulators, customers, and the courts, the utility needs to incorporate the 
best practices of its industry into its business processes.

After properly identifying IT needs, there must be practices for prioritizing those 
needs. Business processes used for these evaluations can be compared to the follow-
ing best-practice criteria being used today:

Meeting regulatory requirements—• This practice ensures that appropriate atten-
tion is paid to water quality, public health, and environmental stewardship. 
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Being effective at meeting regulations in the information age requires that a 
utility provide personnel with adequate technological tools to respond rapidly 
to situations that could compromise compliance.

Enterprise asset management—• This practice seeks to manage an enterprise’s 
assets to optimize their use, thereby maximizing the return on investment in 
the assets. It focuses on three critical business functions within an organiza-
tion: asset identifi cation and evaluation, maintenance management, and work-
order response. Enterprise asset management begins with the identifi cation 
of assets and their fi nancial valuation. This allows an organization to assign 
accurate values to its structures, facilities, equipment, customers, information, 
systems, employees, and so forth through a variety of fi nancial analyses. This 
valuation provides the basis for asset capitalization and asset maintenance 
life-cycle planning. Good maintenance management strategies and effi cient 
management of work orders provide the most effective level of maintenance 
services, maximize the life of critical and costly assets, and minimize the over-
all cost of maintenance.

Performance-centered business management recognizes that effectiveness and 
effi ciency are the most important factors guiding all activities of an enterprise. An 
organization that is striving to improve must fi rst assure its stakeholders that it can 
operate effectively and then work to achieve the best operational effi ciency feasible. 
These challenges demand that business management principles be applied to the 
operation of a utility, including the development of a business strategy and the estab-
lishment of links between information systems and the business strategy. To link 
information systems implementations to the strategy that is driving the business, the 
following need to be clearly defi ned:

Business mission statement,• 

Business objectives,• 

Business critical success factors,• 

Business performance measures, and• 

Utility-wide business data structures.• 

Once these factors are defi ned, mechanisms need to be established to measure the 
effectiveness of work processes and business decisions and then compare the existing 
effectiveness to performance targets. This often requires the ability to track the total 
costs of performing a set of activities (e.g., purchasing). Activity-based accounting 
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can assist decision making in this area, but performance-centered business manage-
ment requires much more than just activity-based accounting.

6.2.2 Building Business Cases
Once consistent and sustainable operational effectiveness has been achieved, a busi-
ness can focus on achieving higher levels of operational effi ciency. Another set of 
mechanisms can then be instituted through an operational effi ciency improvement 
program that plans and implements the means by which an organization is to achieve 
its improved operational efficiency targets. As part of any operational efficiency 
improvement program, it is essential that management and employees be provided 
with the information required to examine, critique, and enhance existing facilities, 
equipment, and work practices within the organization, and to implement and add 
new ones. Therefore, there is a two-part role for information services within an orga-
nization that has instituted an operational effi ciency improvement program:

 (1) Information services, as part of the improvement program, must work to set 
new performance targets and then manage to achieve those targets and

 (2) Information services must provide the information that everyone else in the 
organization needs to achieve their own performance targets.

6.3 Managing the Information Technology Procurement Process 
6.3.1 Using a Life-Cycle Information Technology Approach
Considering the speed at which technology changes, and the many consolidations 
and business transformations that exist for vendors of IT, many may view life-cycle 
planning as too diffi cult a task; however, IT budgeting needs this type of view to be 
realistic. Too often, the cost of IT acquisition is viewed as just the initial purchase 
of a technical commodity without consideration of all associated costs that will be 
incurred throughout its life. Therefore, when asking for IT funding, it is appropriate 
to consider all components required to obtain, launch, use, leverage, support, and 
operate each purchase. Each individual purchase must be considered in the complete 
environment in which it is going to operate, all the way up to the enterprise level, 
and even considering connections to entities external to the organization.

Life-cycle planning is intended to provide coordination and to allow for IT to 
be treated as every other asset a utility manages and uses. Life cycle is defi ned as the 
useful fi nancial life of an item, and should capture the number of years a piece of 
hardware or software is intended to be kept. At the end of a life cycle, the item is 
either no longer suited for its intended purpose or maintenance and support have 
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grown to the extent that it is cheaper to replace it than keep it or new requirements 
have necessitated its replacement to meet needs. This can be challenging and requires 
some assumptions that need to be stated and documented. For example, changes in 
technology might obsolete an application or a piece of hardware before its expected 
life. If the stated requirement is to keep an application running, then the budget to 
handle the situation would be justifi ed.

Life cycles for IT are not static, but vary depending on the technology being used 
and the rate of change inherent in the industry for its type. The challenge for budgeting 
is that IT does not operate on the same life cycles as pipe or other assets. Periods of less 
than 7 years, and as low as 2 or 3 years, are common for IT life cycles. Life-cycle plan-
ning allows for a common perspective for the planning and sizing of IT investments.

As utilities are increasingly asked to do more with less funding, the need to auto-
mate and computerize will continue to grow. Information technology is one of the best 
hopes for improving productivity. The life cycle must evaluate the trade-offs inherent 
in technology and reach fi nancial justifi cation for IT purchases. The process must rec-
ognize the inevitability of change and have a long-term perspective. Most importantly, 
the process must consider all related costs, such as the services that might accompany a 
purchase for installation or maintenance (sometimes 2 or 3 times the cost of the product 
itself), peripherals, infrastructure (e.g., wiring or electrical), and ongoing annual fees.

When using the life-cycle approach, future computing trends must be consid-
ered. The change to cloud computing, or thin client technology, may offer a superior 
computing environment over the long run by allowing the purchase of lower-cost 
computers with less onboard components rather than buying more expensive mod-
els and trying to make them last longer.

Life-cycle planning for IT is not easy, as predicting changes and future directions 
for IT will always be diffi cult. The biggest danger is underestimating the complete 
cost of information systems and underestimating the accelerating rate of change 
inherent in ITs. A good planning process will temper optimism with reality, improve 
coordination, identify all components of costs, and help ensure that the returns on 
investments are well-founded and achievable.

6.3.2  Establishing Organizational Structure for Information Technology 
Procurement

Once the project has been defi ned by the appropriate planning process, it needs to be 
managed to successful implementation and operation. The same organizational struc-
ture that oversees the IT architecture should assist with management of IT procure-
ment. A centralized group with oversight of the acquisition and implementation of 
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all IT within an organization is the best approach. This group ensures that any new 
system is compatible with the enterprise’s technology vision and architecture and that 
the investments will facilitate the enterprise in meeting its stated objectives. The group 
must also develop and maintain short- and long-term information system plans.

Information technology governance is essential to support the continued mission 
of business operations. Effective and effi cient governance is also critical to the success 
of IT procurement. Information technology governance organizations focus on the 
value of IT investments and, as such, understand opportunities in the procurement 
process to transform the way IT helps do business.

Information technology governance is about the way in which leadership accom-
plishes the delivery of mission-critical business capability. Information technology 
governance is concerned with strategic alignment between the goals and objectives 
of the business and the use of its resources to effectively achieve the desired results. 
Good governance can change the organization’s view of IT as purely a cost center 
and show the true value IT adds to the utility. Clear governance policies help trans-
late IT activities into measurements of business value.

The group tasked with IT governance will need documented processes and prac-
tices that manage the collection of all IT applications like a portfolio of investments. 
Factors such as risk, desired improvements, best practices, and project management 
are all under the governance of this group. There are some known structures for IT 
governance, and they can be adopted for a utility in part or in whole. They address 
the total governance of IT and not just the procurement processes, including the over-
all standards needed to coordinate the IT infrastructure.

6.3.3  Defi ning Terms and Conditions for Information Technology 
Procurement

One of the fi rst areas to look for changes in the IT procurement process is to examine 
the terms and conditions used in the contracting process. Most utilities use a stan-
dard specifi cation process, which includes a section format, beginning with general 
conditions and specifi c sections for specifying the totality of components being pur-
chased. These general and specifi c components are then wrapped in terms and condi-
tions (“Ts” and “Cs”) and other “boiler plate” language that defi ne the purchasing 
process and requirements. Although these words are appropriate for most purchases 
that a utility might make, they are not good for purchasing IT and need to be revised 
to accommodate the unique demands of IT.

There should be a glossary included in the purchasing document to clearly defi ne 
terms and their intended meaning. No matter how well the terms and conditions are 
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defi ned, most companies that provide IT components and services have their own 
terms and conditions they will expect the purchaser to accept; these typically com-
prise lengthy documents that are not open for negotiation.

Normal payment practices probably will not apply to the purchase of IT services 
and applications. Whereas it might make sense to pay based on a percentage of work 
completed for yards of concrete poured or feet of pipe installed, it becomes a diffi cult 
process to determine the “percentage completed” of an IT application that truly only 
works after it is completely programmed, installed, tested, and operating.

There are free sources for help on procurement terms and conditions from fed-
eral government agencies and many educational institutions; these can be found 
using simple searches on the Internet and from IT standards organizations, the latter 
of which might charge a fee for their published procurement guidance documents 
and methodologies.

6.3.4 Evaluation Factors
Purchasing documents should have an agreed-to set of evaluation factors and 
protocols for using them when reviewing bids and proposals. Although evalu-
ation factors can vary widely depending on the IT investment being made, they 
must always provide a way to ensure that the procurement meets stated business 
needs and objectives. These might include evaluations of ease of use, references 
from existing users, timeliness of previous engagements, documentation, training, 
fl exibility, communications, interface capability, support, history of bugs and fi xes, 
and other such categories. As the team develops these evaluation factors, they must 
decide whether or not they are “musts” or just “desirables.” Weightings are then 
placed on factors to appropriately balance the evaluation process in the right direc-
tion and not let minor categories unduly infl uence proper scoring and selection of 
the best offer.

6.3.5 Formalizing the Contract
The formal document must include payment mechanisms, progress measures, 
responsibilities, completion criteria, defi nitions of (substantial and fi nal) completion, 
renewals, extensions, dispute resolution, support, and payments.

6.4 Sample Information Technology Sourcing Scenarios
There are many ways to procure IT services and components; this section touches 
briefl y on some of the more prominent methods used. Regardless, the method chosen 
must support the end objectives of the business.
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A utility can choose to hire an external entity to provide IT resources and have 
them perform in their facilities under their own supervision and direction. This 
method can have more external resources in project management roles and supervi-
sion. This can extend to having an external resource performing as the project man-
agement offi ce for IT application construction and operation.

There are also several methods for obtaining software applications that range 
from owning the application completely to purchasing a “hosted” version, known as 
Software as a Service (SAAS).

As with all IT terms, the starting point for discussing a subject is defi ning it. As 
previously mentioned in this chapter, SAAS has become a valuable IT resource. In terms 
of a utility’s overall application portfolio, SAAS is a way to launch software by hosting 
it remotely and providing users access over the Internet. It often uses a single code base 
for all users in what is called a multi-tenant architecture, although this is not the only 
architecture offered by these types of vendors. The code is typically not customizable for 
an individual user, but is the same for all. This has some advantages in the management 
of IT, which include faster implementation of an application, easier access to current 
technology, signifi cantly lower cost, and fewer errors in the software. However, SAAS is 
still software and, as such, shares the same problems as other software products.

An example of how SAAS might be used is for Web conferencing. A utility 
would not have to invest in the purchase of all of the components to do this activity, 
but could buy a service to accomplish this without having to extend its existing IT 
infrastructure.
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1.0  THE NEED FOR INFORMATION TECHNOLOGY 
SECURITY IN WATER AND WASTEWATER 
UTILITIES

Information technology (IT) security, more specifically, industrial cyber security 
(henceforth referred to as cyber security), deals with the protection of enterprise 
information systems from external or internal attacks in industrial environments, 
including water and wastewater facilities. As such, it includes protection of people, 
production, assets, data, and deliberate intrusions into the control system infrastruc-
ture. The fi eld of traditional IT security is well covered in other publications, and the 
IT departments of most organizations are familiar with the tools and methods avail-
able to protect the business enterprise systems. The terrorist attacks of September 11, 
2001, have increased awareness of the threats and vulnerabilities that face utilities in 
the United States and elsewhere. A typical wastewater utility relies on automatic pro-
cess control systems, including supervisory control and data acquisition (SCADA), 
distributed control systems (DCS), and programmable logic controller (PLC) systems 
to aid in monitoring and control of the plant, business computer networks to manage 
its fi nancial systems, and asset management systems to operate effectively. Because 
of increasing reporting demands by regulatory oversight agencies and tightening of 
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plant budgets, with resultant staff reductions at most facilities, few can operate for 
long without fully functioning information systems.

2.0 UTILITY CYBER NETWORKS
2.1 Business Networks
Utility business networks are similar to other business networks found in corporate 
offi ces, government offi ces, and other commercial enterprises. They rely on commer-
cial hardware, software, and wide area networks (WAN) for communications with 
the outside world and local area networks (LAN) for internal communications. As 
stated in the introductory paragraph, business networks include all software applica-
tions and databases that are essential to the utility’s enterprise, including

Financial programs for accounting, payroll,  and human resource • 
management;

Laboratory information management systems;• 

Geographic information systems;• 

Enterprise asset management systems; and• 

Intranet/Internet to allow customers and employees to interact around the • 
clock with the utility.

2.2 Control Networks
Plant control systems share the same underlying operating systems that are used in 
the business network. Good design practice separates control networks from busi-
ness networks by using separate network cables and placing appropriate fi rewalls 
and demilitarized zones between the two systems (see Figure 7.1).

Current technology advances with open systems and increasing demand for infor-
mation are driving tighter connectivity between the two networks. An increasing num-
ber of utilities are now leveraging the wealth of process data available from process 
controllers to provide feedback to the business system. For example, a utility can link 
their process equipment run times to an asset management system to schedule mainte-
nance task on various equipment. Typical control network equipment may include

Computers (SCADA servers, operator workstations, and programming • 
workstations);



262 Information Technology in Water and Wastewater Utilities

Networking equipment such as routers, switches, hubs, fi rewalls, modems, • 
and serial interfaces;

Communication mediums such as network cables, telephone lines, wireless • 
hardware, and antennas; and

Control equipment such as PLCs, remote terminal units (RTUs), and DCS.• 

2.2.1 Proprietary Platforms
Many utilities have control systems that rely on vendor-developed systems. These 
systems were developed by manufacturers to provide plant process control systems 
and SCADA systems to their customers using available technology and communi-
cations. For example, in the 1960s, early SCADA systems used RTUs with custom 
circuitry and proprietary communication protocols to communicate with a remotely 

FIGURE 7.1 Cyber-security monitoring (ISA, 2004c; Copyright © 2004 ISA. 
Reprinted by permission. All rights reserved).
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located (typically a central monitoring location) master terminal unit (MTU). 
Operator interfaces for these early SCADA systems were based on cathode-ray-tube 
displays with custom human machine interface (HMI) software written in assembly 
languages (Shaw, 2006). Communication protocols, in many cases, required leased 
long-distance telephone lines in combination with privately owned radio systems 
(Boyer, 2004). These proprietary RTU systems dominated the U.S. market until the 
late 1980s, at which time the fi rst “micro” PLCs were introduced. The nature of these 
proprietary systems made them less vulnerable to malicious attacks as the informa-
tion on how to access and modify them required knowledge and expertise of the spe-
cifi c communication protocols for each system and was not widely disseminated or 
easily obtainable.

2.2.2 Nonproprietary Platforms
Today’s SCADA and process control systems for water and wastewater use “open 
architecture,” which relies on microprocessor technology for the control hardware 
and standard Intel (Intel Corporation, Santa Clara, California) or other manufacturer 
personal computers for the operator interface with Microsoft (Microsoft Corporation, 
Redmond, Washington) Windows-based HMI software. The most recent trend is 
to provide remote monitoring capability via Web-based technology. In this case, a 
browser such as Microsoft Internet Explorer displays hyper text markup language 
(HTML) pages from a Web server that dynamically creates the Web page using real-
time data collected by SCADA. These pages are then published on the LAN of the 
water or wastewater system operator or, if desired, on the Internet.

Although Microsoft Windows-based systems are prevalent in water and waste-
water facilities, other operating systems are also used in some systems (i.e., Linux 
and UNIX). Because of their cost advantage, PLCs are now commonly used as RTUs 
and in process control applications in water and wastewater plants. However, unlike 
RTUs, PLCs are able to perform control of remote sites without the direction of a 
master. Programming of these PLCs is done using international standards such as 
International Electrotechnical Commission (IEC) (Geneva, Switzerland) 61131–3 
(IEC, 2003). This standard is the international standard for programmable controller 
programming languages. As such, it specifi es the syntax, semantics, and display for 
the following suite of PLC programming languages:

Ladder diagram, • 

Sequential function charts,• 
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Function block diagram,• 

Structured text, and• 

Instruction list.• 

Communication links have also been standardized and rely on one of several net-
work protocols. The most common communication protocol for business networks 
and process control system networks (PCS) is Ethernet transmission control protocol/
Internet protocol. Although a number of standard protocols are used at the control 
level of PCS including ControlNet, DeviceNet, Ethernet/Internet protocol, Modbus 
RTU, Modbus/transmission control protocol, Fieldbus, and others. The prevalence 
of these nonproprietary protocols in business systems has increased the risk of cyber 
attacks to such systems because the information is in the public domain and readily 
available.

3.0 CYBER SECURITY THREATS
3.1 Policy
To protect the aforementioned plant computer systems from threats, utilities must 
develop policies. The technical knowledge, skills, and tools required to penetrate 
IT and plant systems are widely available. It is vital that security of plant computer 
systems be approached as a collaborative effort between IT and plant engineering, 
maintenance, and operations personnel. As a starting point, the creation of a cyber 
security plan in context with a physical security plan must be developed. Such a 
plan must provide the policies, procedures, and direction for changes to the sys-
tem and access issues to minimize intrusion risk and insider malfeasance. The plan 
should include

Access to all information and control systems (both physical and network • 
access);

Password policies;• 

Limits on information fl ow between business and control networks;• 

System documentation;• 

Strict control and elimination of unauthorized wireless or modem • 
connections;

Disaster recovery plan;• 
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Incident response; and• 

Security improvements.• 

3.2 Procedures
Once a plan is in place, specifi c procedures must be developed to implement the plan. 
The types of procedures developed must address all policy issues in a standardized 
documented format compatible with the utility’s documentation policies. Various 
guides are available to help develop these documents, including government, stan-
dards organization, and private industry. In Cyber Security for SCADA Systems, Shaw 
(2006) developed an actual list of procedures that can be used as a guide.

3.3 Training
To effectively implement security policies and ensure that all personnel are on board 
with the plan, a cyber security training program must be in place. Training sessions 
help review security procedures and remind users of their role in carrying out the 
designated policies. Topics for training sessions should include

Password protection—users should be instructed not to share passwords with • 
others as intruders have been known to pose as administrators to obtain pass-
words from unsuspecting users. Passwords should also not be written down. 
Remote-connected machines should have password protection;

Log-out procedures for operators when leaving control rooms or other loca-• 
tions where HMI workstations are located;

Regular analysis of log fi les by network administrators to detect unauthorized • 
activities; and

Authorization of wireless and wired connections to control networks or • 
between control and business networks.

3.4 Confi guration Management
Process control systems require changes during their lifetimes to meet a utility’s 
operational needs. It is imperative that the procedures developed for cyber security 
include specifi c rules for making such changes. For example, HMI software updates 
must be carried out periodically when new releases are available from the manufac-
turer to increase functionality or address known defi ciencies. Programming changes 
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also need to be made by authorized plant personnel to address operational changes. 
These changes must be properly documented and implemented and must include 
program-version control and backup methods so that the plant can revert back to the 
unchanged version in case problems develop with the new program.

4.0  OPERATIONS
4.1 Intrusion Defense
A number of cyber security intrusion defenses are available from many sources. 
Software tools are available (Shaw, 2006; Teumin, 2005) as intrusion-detection pack-
ages that “watch” resources and programs looking for anomalous program behavior. 
The tools are otherwise known as host-based intrusion detection systems. A variation of 
this is network-based intrusion-detection systems technology, which consists of one 
or more computers placed on the LAN/WAN.

4.2 Internet Intrusion
Enterprise Internet security is typically provided by a utility’s IT department. The IT 
department, in some cases, may need specialized training to maintain security at the 
network’s Internet gateway. If a utility’s staff does not have this specialized training, 
then a consultant should be brought in to provide the service.

4.3 Telephone System Intrusion
As stated earlier, many process control systems’ SCADA servers and some business 
systems’ remote-access servers still use modems for communications. Telephone sys-
tems are vulnerable to unauthorized access through such modem connections.

4.4 Wireless Intrusion
Many utilities rely on wireless transmission for communications between remote 
SCADA components and the central monitoring system for monitoring and control. 
These data interchanges are typically encrypted broadcasts that can intercept poten-
tially harmful information and retransmit it with altered information.

4.5 Intrusion Detection
In developing a cyber security plan, the International Society of Automation (ISA) 
(Research Triangle Park, North Carolina) Technical Report TR99.00.02, article 18.11, 
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recommends the following: “The plan should provide for intrusion detection at an 
appropriate level for the system, which can range from detecting hardware and 
physical intrusions to detecting unauthorized remote access or activities. Intrusion 
detection may incorporate process models, cross correlation between redundant or 
diverse data, and other techniques to assess the validity of data. The intrusion detec-
tion system should also provide appropriate notifi cation and/or response to intru-
sion detection” (ISA, 2004a).

5.0 DESIGN
5.1 Internet Intrusion Protection Design Practice
Numerous techniques and devices are available for providing Internet intrusion 
protection, including a virtual private network to prevent unauthorized access 
into the network from the Internet and firewall “stateful” packet inspection or 
“proxy” servers. Stateful packet inspection, also referred to as dynamic packet fi lter-
ing, is a fi rewall architecture that works at the network layer. Unlike static packet 
fi ltering, which examines a packet based on the information in its header, state-
ful inspection tracks each connection traversing all interfaces of the fi rewall and 
makes sure they are valid. A stateful fi rewall may examine not just the header 
information, but also the contents of the packet up through the application layer 
to determine more about the packet than just information about its source and 
destination. A stateful inspection fi rewall also monitors the state of the connection 
and compiles the information in a state table. Because of this, fi ltering decisions 
are not only based on administrator-defi ned rules (as in static packet fi ltering), 
but also on context that has been established by prior packets that have passed 
through the fi rewall. As an added security measure against port scanning, stateful 
inspection fi rewalls close off ports until connection to the specifi c port is requested 
(Webopedia.com, 2009a).

Proxy server refers to a server that sits between a client application such as a Web 
browser and a real server. It intercepts all requests to the real server to see if it can 
fulfi ll the requests itself. If not, it forwards the request to the real server.

Although they both relate to network security, an intrusion detection sys-
tem (IDS) differs from a firewall in that a firewall looks out for intrusions to 
stop them from happening. The firewall limits access between networks to pre-
vent intrusion and does not signal an attack from inside the network. An IDS 
evaluates a suspected intrusion once it has taken place and signals an alarm. An 
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IDS also watches for attacks that originate from within a system (see Figure 7.1) 
(Webopedia.com, 2009b). However, users should be aware of the limitations of 
IDS, which include

Noise—• noise can severely limit an IDS’s effectiveness. Bad packets generated 
from software bugs, corrupt domain name system data, and local packets that 
escaped can create a signifi cantly high false-alarm rate.

Too few attacks• —it is not uncommon for the number of real attacks to be far 
below the false-alarm rate. Real attacks are often so far below the false-alarm 
rate that they are often missed and ignored.

Signature updates—• many attacks are geared for specifi c versions of software 
that are typically outdated. A constantly changing library of signatures is 
needed to mitigate threats; outdated signature databases can leave an IDS vul-
nerable to new strategies.

For an overview of IDS and their capabilities, the white paper, An Introduction to 
Intrusion Detection Assessment for System and Network Security Management, is available 
at http://www.icsa.net/services/consortia/intrusion/intrusion.pdf. For a survey of 
commercially available IDS that allow one to easily compare features, Los Alamos 
National Laboratory (Los Alamos, New Mexico) has published Intrusion Detection 
System Product Survey (Jackson, 1999). Additional information on IDS can also be 
found in Guide to Intrusion Detection and Preventive Systems (IDPS) (NIST, 2007). It is 
recommended that security specialist services be used to periodically evaluate IDS 
and fi rewall effectiveness.

5.2 Telephone Intrusion Protection Design Practice
Recommendations to protect against telephone intrusions include

Policies to prevent or control remote-access modems;• 

Use of commercial telephone-scanning software to identify unauthorized • 
access;

When using authorized modem connections, consideration of encryption com-• 
mands to prevent interference from attackers; and

Equipping all SCADA modems with “lock-and-key” hardware devices, with • 
keys provided only to trusted personnel and vendors.

http://www.icsa.net/services/consortia/intrusion/intrusion.pdf
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5.3 Wireless Intrusion Protection Design Practice
To mitigate risks associated with wireless intrusions, utilities should consider the fol-
lowing factors:

Use “hardened” lockable enclosures for all remote control system units as • 
many of these units are located in remote areas subject to vandalism.

Provide signal supervision and tamper alarms to detect loss of signals and • 
unauthorized entries.

Use encryption for radio traffi c between RTUs and master stations.• 

Use frequency hopping spread spectrum radios when geographical area topol-• 
ogy permits.

Turn off “beaconing” and minimize reception area through a combination • 
of antenna type and wireless-access point confi guration. Beacons are small 
packets whose continuous transmission advertises the presence of a base sta-
tion (access point) beacon. The mobile units sense the beacons and attempt to 
establish a wireless connection.

6.0  FEDERAL GOVERNMENT INITIATIVES FOR 
PROTECTION OF INFORMATION TECHNOLOGY 
NETWORKS

6.1 Department of Homeland Security
The Homeland Security Act of 2002 is a federal policy established by the U.S. 
Department of Homeland Security (DHS) as the focal point for coordinating activities 
to protect computer systems that support our nation’s critical infrastructures.

In June 2003, DHS established the National Cyber Security Division (NCSD), under 
its Information Analysis and Infrastructure Protection Directorate, to serve as a national 
focal point for addressing cyber security issues and to coordinate implementation of 
the cyber security strategy. National Cyber Security Division also serves as the govern-
ment lead on a public/private partnership supporting the U.S. Computer Emergency 
Response Team (US-CERT) and as the lead for federal government incident response.

The Department of Homeland Security and Idaho National Labs have recently 
completed an agreement for the ISA Automation Standards Compliance Institute 
to distribute the Control Systems Cyber Security Self-Assessment Tool (CS2SAT). This 
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self-assessment tool is an excellent first step toward a larger security program. The 
CS2SAT provides users with a systematic and repeatable approach for assessing the 
cyber-security posture of their industrial control system networks. The CS2 SAT is a 
robust software application that was designed with input from DHS’s National Cyber 
Security Division through a joint research effort between the Water Environment 
Research Foundation (Alexandria, Virginia), American Water Works Association 
Research Foundation (Denver, Colorado), The National Institute of Standards and 
Technology, and other experts from laboratories across the United States. The CS2SAT 
provides users with a systematic and repeatable approach for assessing the cyber-se-
curity posture of their industrial control system networks. This desktop software tool 
guides users through a step-by-step process to assess their control system network secu-
rity practices against recognized industry standards. The output from the CS2SAT is a 
prioritized list of recommendations for improving the cyber-security posture of the orga-
nization’s industrial control systems environment. The CS2SAT derives the recommenda-
tions from a database of cyber-security standards and practices that have been adapted 
specifi cally for application to the industrial control system architecture and components. 
Each recommendation is linked to a set of actions that can be applied to enhance cyber-
security controls (visit www.us-cert.gov for a US-CERT CS2SAT fact sheet).

6.2 National Institute of Standards and Technology
The National Institute of Standards and Technology (NIST) (Gaithersburg, Maryland) 
is working with process control end users, vendors, and integrators to improve the IT 
security of network digital control systems used in industrial applications. To address 
security requirements for industrial process control systems and components, NIST 
formed the Process Control Security Requirements Forum (PCSRF) (NIST, 2006) in 
the spring of 2001. The NIST-led PCSRF is a working group of users, vendors, and 
integrators in the process control industry that is addressing cyber-security require-
ments for industrial process control systems and components, including SCADA, 
DCS, PLCs, RTUs, and intelligent electronic devices.

6.3 U.S. General Accounting Offi ce
The U.S. General Accounting Office (GAO) is known as the investigative arm of 
Congress and is a congressional watchdog. The GAO supports Congress in meeting 
its constitutional responsibilities and helps improve the performance and account-
ability of the federal government for the benefi t of the American people.

www.us-cert.gov
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In May 2005, GAO published a report entitled, Critical Infrastructure Protection, 
Department of Homeland Security Faces Challenges in Fulfilling Cyber Security 
Responsibilities. From this GAO report, many cybersecurity technologies that can be 
used to protect critical infrastructures from cyber attack are currently available. These 
technologies can help to protect information that is being processed, stored, and trans-
mitted in the networked computer systems that are prevalent in critical infrastruc-
tures. An overall cybersecurity framework can assist in the selection of technologies 
for CIP (Critical Infrastructure Protection). Such a framework can include (1) deter-
mining the business requirements for security; (2) performing risk assessments; (3) 
establishing a security policy; (4) implementing a cybersecurity solution that includes 
people, processes, and technologies to mitigate identifi ed security risks; and (5) con-
tinuously monitoring and managing security. Ultimately, the responsibility for pro-
tecting critical infrastructures falls on the critical infrastructure owners (GAO, 2005).

Another GAO report entitled Critical Infrastructure Protection, Challenges in 
Securing Control Systems, found that control systems can be vulnerable to a variety of 
attacks, examples of which have already occurred (GAO, 2003). Successful attacks on 
control systems could have devastating consequences, such as endangering public 
health and safety, damaging the environment, or causing a loss of production, gen-
eration, or distribution of public utilities. Securing control systems poses signifi cant 
challenges, including technical limitations, perceived lack of economic justifi cation, 
and confl icting organizational priorities. However, several steps can be taken now 
and in the future to promote better security in control systems, such as implement-
ing effective security management programs and researching and developing new 
technologies. The government and private industry have initiated several efforts 
intended to improve the security of control systems (See Figure 7.2 for an illustration 
of a control system).

6.4 U.S. Environmental Protection Agency
The U.S. Environmental Protection Agency (U.S. EPA) has been an active participant 
in addressing cyber security issues in the water industry and has produced a num-
ber of reports on the topic. The most current report as of the writing of this pub-
lication is the 2008 Annual Update to the Water Sector-Specifi c Plan (U.S. EPA, 2008). 
As quoted in its introduction, “this report provides an update to the Water Critical 
Infrastructure and Key Resources (CIKR) Sector-Specifi c Plan (SSP), as input to the 
National Infrastructure Protection Plan (NIPP). This update, based on guidance 
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issued by the U.S. Department of Homeland Security (DHS), provides a summary 
of advances in the processes set out in the SSP and the achievement of milestones. It 
is intended to inform Water Sector partners, stakeholders, and Federal, State, local 
governments, tribes, and other interested parties about updates to key CIKR protec-
tion efforts in the Water Sector. The U.S. Environmental Protection Agency (EPA) 
prepared this update in collaboration with the Water Sector Coordinating Council 
(WSCC) and the Government Coordinating Council (GCC), two critical vehicles that 
were established under the NIPP to provide a focal point of interaction respectively 
with the water industry and other Federal and State partners.”

Numerous tools are available to water- and wastewater-sector utilities to help 
them address water- and wastewater-sector security issues, including cyber security. 
One such free tool is the Emergency Response Tabletop CD-ROM Exercises for Drinking 
Water and Wastewater Systems (U.S. EPA, 2005). This tool also helps utilities in pre-
paring emergency response procedures (ERPs). Per the report, “the CD-based tool 
contains tabletop exercises to help train water and wastewater utility workers in pre-
paring and carrying out ERPs. The exercises provided on the CD can help strengthen 

FIGURE 7.2 Control system (U.S. General Accounting Offi ce, 2003).
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relationships between a water supplier and their emergency response team (e.g., 
health offi cials; laboratories; fi re; police; emergency medical services; and local, State, 
and Federal offi cials). Users can also adapt the materials for their own needs. Users 
can choose from fi ve basic event types: intentional contamination, security breach, 
cyber security, physical attack, and interdependency. The exercises also allow water 
suppliers to test their ERPs before an actual incident occurs” (U.S. EPA, 2005).

7.0  NONGOVERNMENT INITIATIVES FOR 
PROTECTION OF INFORMATION TECHNOLOGY 
NETWORKS

7.1 Water Environment Federation
In conjunction with the American Water Works Association (AWWA) (Denver, 
Colorado) and the American Society of Civil Engineers (Reston, Virginia), WEF 
has produced a guideline document entitled Interim Voluntary Security Guidance for 
Wastewater/Stormwater Utilities (WEF, 2004).

7.2 American Water Works Association
The Water Sector Coordinating Council Cyber Security Working Group has prepared 
a comprehensive document to address cyber security in the water sector. The doc-
ument, entitled The Roadmap to Secure Control Systems in the Water Sector, has been 
developed to help water utilities develop cyber-security strategies and is sponsored 
by DHS and AWWA. The document’s vision statement summarizes this objective 
as follows: “In 10 years, Industrial Control Systems for critical applications will be 
designed, installed, and maintained to operate with no loss of critical function during 
and after a cyber event” (WSCC CSWG, 2008).

7.3 International Society of Automation
In 2004, under its ISP 99 standards development efforts, ISA published two guideline 
documents for helping utilities securing their network. The fi rst, Security Technologies 
for Manufacturing and Control Systems, stated in its introduction, “this ISA technical 
report provides an evaluation and assessment of many current types of electronic 
security technologies and tools that apply to the Manufacturing and Control Systems 
environment, including development, implementation, operations, maintenance, 
engineering, and other user services. It provides guidance to manufacturers, vendors, 
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and security practitioners at end-user companies on the technological options for 
security these systems against electronic (cyber) attack . . .” (ISA, 2004b).

A follow-up report entitled Integrating Electronic Security into the Manufacturing 
and Control System Environment (ISA, 2004a) was subsequently released. As stated in 
its introduction, “this document . . . provides guidance to Manufacturing and Control 
System users (including operations, maintenance, engineering, and other user ser-
vices) . . . on how to provide adequate electronic (cyber) security for these systems. 
It focuses on the planning, developing and implementing activities involved with a 
comprehensive program for integrating security into the Manufacturing and Control 
Systems environment. The program includes requirement, policies, procedures, and 
practices increase ranging from risk analysis to management of change and compli-
ance auditing” (ISA, 2004a).

7.4 British Columbia Institute of Technology
In 2004, the British Columbia Institute of Technology (BCIT) (Burnaby, British 
Columbia, Canada) released one of the fi rst ever global reports on industrial cyber 
security titled, The Myths and Facts behind Cyber Security Risks for Industrial Control 
Systems (Byres and Lowe, 2004). This report reveals a tenfold increase in successful 
cyber attacks on process and SCADA systems since 2000. Many of the attacked sys-
tems were responsible for the operation of critical services such as electricity, petro-
leum production, nuclear power, water, transportation, and communications. The 
study also highlights the signifi cant safety, environmental, reputational, and fi nancial 
risks that organizations are running every day by failing to adequately address the 
threat of cyber attacks on their plants and factories. Of those organizations that put a 
fi gure on the effect of cyber attacks on their process control and automation systems, 
50% experienced fi nancial losses of more than $1 million. The report was produced 
jointly by security experts at BCIT and PA Consulting Group (London, U.K.).
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1.0  HOW WELL IS TODAY’S UTILITY BEING SERVED 
BY INFORMATION TECHNOLOGY?

The water and wastewater department of a major Canadian municipality recently 
rated its partnership with corporate information technology (IT) at 3.1 against a target 
score of 5.0, with possible answers ranging from 1 (strongly disagree) to 6 (strongly 
agree). Only one corporate services provider in the city was ranked lower in the sur-
vey. According to many respondents, the perceived limitations of IT existed despite 
internal IT charges that were considered to be high.

Upon further analysis, IT’s poor rating was because of (1) the lack of clear assign-
ment of responsibility for IT decision making, business applications, and data man-
agement; (2) the lack of effectiveness of corporate IT services in meeting water and 
wastewater customer needs; and (3) the lack of recognition of IT as an important 
strategic contributor to the success of water and wastewater services. As a result, 
the city’s IT function was characterized by ad hoc decentralization of IT resources, 
unmanaged growth of standalone business applications and databases, and a corpo-
rate IT organization with a limited focus on its customers.

1.1  Unclear Assignment of Responsibility for Information 
Technology Decisions and Functions

Responsibility for decision making in the areas of IT principles and policies, IT architec-
ture, IT infrastructure, business applications, and IT investment was not clearly assigned 
in the aforementioned Canadian municipality. This made it diffi cult for the water and 
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wastewater department to gain the full potential offered by IT solutions. In the business 
application area, for example, the maintenance and use of applications and related data 
were sometimes performed outside the water and wastewater department and some-
times outside corporate IT. Examples of shared responsibility for application included 
computerized maintenance management systems (CMMS), which were the responsibil-
ity of both the public works and water and wastewater departments; geographic infor-
mation systems (GIS) and hydraulic modeling software, which were the responsibility 
of the planning department; and project management software, which was the respon-
sibility of the engineering department. In each case, joint, indirect, or sometimes unclear 
responsibility resulted in a lack of priority being placed on making water- and waste-
water-specifi c updates and improvements on a timely basis. Corporate IT would have 
improved its service by developing clear application and data architectures and provid-
ing stewardship of a robust IT governance structure that documents standard ways to 
make decisions and allocates responsibilities between departments and corporate IT.

1.2 Lack of Customer Focus by Corporate Information Technology
Further analysis behind the survey at the Canadian municipality showed that accord-
ing to the water and wastewater department, the culture in corporate IT had evolved 
away from the specifi c local service needs of its customers and turned to the corporate 
desktop, major corporate applications, and a focus on technology. It was suggested 
that corporate IT’s pending application of a service-oriented architecture (SOA) 
approach was not matched by either a service-oriented attitude or a customer-facing 
organizational structure. Service-oriented architecture is a business-centric IT archi-
tectural approach that supports integrating a business as linked, repeatable business 
tasks, or services. Using the SOA approach can help municipalities and utilities fi nd 
value at every stage of the SOA continuum, from departmental projects to enterprise-
wide initiatives. The full value of SOA, however, can only be achieved in municipali-
ties or utilities where the IT organization is highly focused on serving its customers.

Evidence of the corporate IT shift away from direct involvement with its 
departmental customers could be found in the way corporate IT resources were orga-
nized. Three groups of centralized IT staff were clearly visible on the organization 
chart, controlling the corporate desktop, prioritizing and implementing requests for 
upgrades to major corporate applications, and keeping corporate networks and hard-
ware running. Corporate IT would have improved its service by providing customer-
focused resources such as customer-relationship managers in addition to the more 
traditional help-desk support team and IT project managers.
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1.3 Ad Hoc Decentralization of Information Technology Resources
The perceived inability of corporate IT at the Canadian municipality to provide the 
right resources and effectively respond to its customers’ needs caused many depart-
ments, including water and wastewater, to hire their own IT resources. Unfortunately, 
this hiring was done in the absence of a municipal-wide IT strategic plan, without 
the guidance of an enterprise architecture, and outside the auspices of an appropri-
ate IT governance structure. At the time the survey was conducted at the Canadian 
municipality, a substantial number of IT resources were present throughout front-
line departments like water and wastewater. In a number of cases, there was an over-
lap in responsibilities between corporate IT and distributed IT resources and, in other 
cases, gaps existed. This resulted in ineffi cient and ineffective allocation of resources 
and caused confusion and consternation between the departments and corporate IT. 
Corporate IT would have improved its service by providing a clear organizational 
architecture and IT governance structure.

1.4  Other Opportunities for Information Technology to Better 
Serve Water and Wastewater Utilities

There are a number of other opportunities for IT to better serve municipal water and 
wastewater departments and utilities. In some municipalities, the battle for responsi-
bility for IT systems and applications is in process control and supervisory control and 
data acquisition (SCADA) systems, CMMS, GIS, project management systems, tele-
communications, and, more recently, asset management systems. In large utilities in 
Canada, for example, process control systems are typically the responsibility of opera-
tions and maintenance, whereas fi nancial and human resources systems are typically 
under the auspices of corporate IT. In the United States, it is estimated that process 
control systems are the responsibility of IT in approximately 50% of large utilities.

Regardless of who is responsible for what system, the most important factor in 
their success is that responsibilities are clearly understood and that relationships 
between various stakeholders are clearly defi ned.

In some organizations, there is insufficient strategic coordination of applica-
tions, even within water and wastewater utilities. Several large utilities in Canada, 
for example, use two different CMMS applications, one to maintain treatment plant 
assets for water and wastewater treatment and the other to manage distributed net-
work assets in the network operations. From an individual business-unit perspective, 
this may have produced the right results; however, from an IT and business-wide 
perspective, the solution was sub-optimal. Corporate IT would have improved its 
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service by providing the strategic direction and architecture to guide the utility to the 
optimal overall solution.

Regardless of the location of IT resources or the allocation of responsibilities for 
IT services, opportunities to improve the conversation between engineers, opera-
tors, IT professionals, and fi nancial specialists remain in many utilities. Information 
technology strategic plans still do not always refl ect the business requirements as 
effectively as desired, utility executive management teams still do not include a chief 
information offi cer (CIO), and there are still utility IT organizations with opportuni-
ties to organize themselves to provide better focus on the business of their front-line 
utility customers.

In summary, there are typically still plenty of opportunities for IT organiza-
tions to better serve today’s utility. The best way for IT organizations to realize those 
opportunities is to meet the organizational and governance challenges head-on in a 
strategic, systematic way.

2.0  ORGANIZATIONAL AND GOVERNANCE 
CHALLENGES

The organizational and governance challenges a typical utility IT department faces 
can be signifi cant. A plethora of hardware, software, databases, networks, and other 
IT systems have to respond to a set of complex business requirements that demand 
a myriad of resources and skills. Information technology services can range from 
calibrating instruments in a treatment process to making strategic decisions in the 
boardroom.

2.1  Top 10 Organizational Challenges Facing Utility Information 
Technology

The top 10 organizational challenges facing a typical utility IT department today 
include (1) integrating the utility IT vision with the utility business vision; (2) lack 
of full appreciation of the strategic signifi cance of IT because of “engineering ori-
entation” of utility management; (3) lack of a strong IT governance framework to 
guide IT investments and ensure adherence to architectures and policies; (4) lack of 
an IT “voice” on the utility’s executive board; (5) insuffi cient IT resources that truly 
understand the utility’s operational and business requirements; (6) technologies are 
changing faster than customer organizations can adopt them; (7) a signifi cant tech-
nology awareness and usage gap between the utility’s senior management and the 
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latest generation of technology savvy employees; (8) lower IT pay levels in pub-
lic sector utility organizations than in the rest of the IT industry; (9) attracting and 
retaining qualifi ed IT resources; and (10) the need for IT staff to work well with vary-
ing cultures of employees from planning, engineering, operations, maintenance, and 
fi nance.

Other related challenges include IT budget pressure, the politics of off-shoring 
(especially in the public sector), use of software as a service (SAAS) and other out-
sourcing, and legislation (e.g., Sarbanes-Oxley). Local factors determine the priority 
level of each challenge.

In many utilities, the roots of IT challenges can be traced back to more than just 
organization and governance. Restrictive procurement policies, civil service con-
straints, and union issues have also been signifi cant hurdles to realizing the full stra-
tegic potential of utility IT organizations.

2.2 Municipal Utilities
Information technology challenges are typically greatest for water and wastewater 
departments governed within larger municipalities that deliver a broad range of 
public services. Those departments often face tough battles for IT resources, funding, 
and priorities. In addition, they sometimes need to create and maintain more work-
ing partnerships with other front-line service organizations to refl ect their own needs 
in shared applications and data. Examples of this include sharing a CMMS with the 
roads and highway department, an Enterprise Asset Management System with the 
fi nance department, or a GIS with various organizations in public works and corpo-
rate services.

In addition, some major municipalities can be organizationally more complex 
and convoluted. In larger cities in the United States, for example, it is not unusual 
to fi nd 12 or more levels in a corporate hierarchy, from the city manager to instru-
ment maintenance technician. More levels and more partnerships can mean slower 
IT response times, less integration, and suboptimal IT business effect. In some munic-
ipal water and wastewater departments, the only “in-house” resources dedicated to 
IT-related technologies are those responsible for instrumentation, control, and auto-
mation systems.

A number of leading utilities have adopted a more customer-focused “IT asso-
ciate” or customer-relationship manager model, where IT resources are co-located 
with front-line water and wastewater operating groups while reporting into corpo-
rate IT departments. However, even this practice is not universal and addresses only 
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one dimension of bridging the gap between IT as a desktop provider to IT as a strate-
gic business partner.

2.3 National Utilities
There are a number of countries where water and wastewater needs are met by a sin-
gle nationwide utility. These national water and wastewater utilities are often depen-
dent on various government ministries for resources, policy direction and data, and 
application support. In developing countries, these utilities often have diffi culty fi nd-
ing local resources to meet their IT needs. For instance, when these utilities look for 
solutions by hiring vendors, consultants, and contractors to cover the shortfall, tem-
porary rather than sustainable relief is provided.

At one large national utility in the Caribbean, for example, consultants and con-
tractors have installed a large variety of instrumentation and control equipment 
during the past 20 years. Unfortunately, much of it was done without considering 
maintainability and the local capacity to service the equipment. The same can be 
said for a number of IT applications and technologies at this utility. Utilities in other 
developing countries often face similar challenges. Indeed, the solution of fl ying in 
expensive experts to provide a temporary fi x is unlikely to enable IT organizations at 
those utilities to higher levels of maturity and self-suffi ciency.

2.4  Publicly Owned and Privately Operated Utilities in 
North America

Private companies operating and maintaining utility assets for customer organiza-
tions may be dependent on that customer’s IT resources for data and access to external 
IT systems and services. Sometimes, this occurs in an environment where responsi-
bilities for providing and maintaining data, managing databases, and maintaining IT 
systems are not well documented in operating agreements. They may also have to 
provide IT resources with the skills to manage a combination of customer-mandated 
systems, such as CMMS and SCADA, and their own preferred systems. These pre-
ferred systems are sometimes used as standard tools by private operators to ensure 
consistent and effi cient service delivery for customers across a region or nation.

2.5 Privately Owned and Operated Utilities
Fully privatized utilities such as those in the United Kingdom have complete respon-
sibility for all aspects of IT required to effi ciently and effectively deliver water and 
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wastewater services. Their approach to IT has changed considerably since privatiza-
tion in 1989, and has also varied greatly between utilities.

During the first post-privatization decade, most of the 10 large private water 
utilities grew their internal IT organizations and service offerings beyond anything 
traditional utilities had ever seen. One went as far as developing its own remote ter-
minal unit (RTU) hardware, whereas others created and spun off separate IT organi-
zations that provided services and specialized application software to the originating 
utility, other U.K. utilities, and utilities in other countries.

This expansion and divestiture of IT caused special challenges for core utility 
organizations. Should they acquire and use only their own proprietary IT resources 
and software solutions or could they use other vendors? What IT role would remain 
in the utility? And how would their service requests be prioritized by a more arms-
length IT service provider?

During the second post-privatization decade, a number of large water utilities 
narrowed the scope of IT products and services they delivered, the business sec-
tors in which they were offered, and the geographic markets in which they serviced. 
Thames Water, one of the world’s largest water and wastewater utilities that serves 
customers in and around London, England, for example, returned to a focus on deliv-
ering core water and wastewater services in its domestic U.K. market, supported by 
internal services from its IT department. For utilities like Thames Water, organiza-
tional challenges in IT are moving back to the more traditional utilities mentioned 
previously. Others retain their external IT service delivery companies, but focus their 
efforts on serving the water industry.

2.6  Who Is Responsible for Information Technology at Today’s 
Complex Utility?

A typical utility today has a large number of individuals and groups responsible 
for IT systems and services that, for purposes of this discussion, include hardware 
and software used for monitoring and control of water and wastewater processes 
and equipment. These individuals are skilled in areas such as IT infrastructure man-
agement and support, application support, systems management, and possibly pro-
ject management. Or, they are skilled in planning and engineering, process control 
and SCADA system management, network optimization, or instrumentation main-
tenance. Specific roles with responsibility for IT range from instrumentation and 
control technicians to corporate business architects and CIOs. Figure 8.1 shows the 
typical distribution of IT responsibilities as they relate to hardware and networks 
found in today’s complex utility.
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FIGURE 8.1 Responsibility allocation for IT services in today’s typical utility.
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The well-designed and organized utility IT provider of the future would proac-
tively meet all its challenges and best allocate all IT responsibilities using a strate-
gic and integrated organizational response. Information technology’s organizational 
maturity in terms of culture, management style, customer relationships, communica-
tion, partnerships, and organizational structure and IT governance has a major role 
to play in meeting this response.

3.0 MEETING CHALLENGES
The 8-step process described in this section provides a systematic way for utility IT 
organizations to undertake a successful transformation from the current “as-is” to the 
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target “to-be” maturity level, organizational structure, and governance framework. It 
also helps those organizations identify and apply ways to respond to opportunities 
and challenges. Each of the following steps can be focused and adapted for specifi c 
utilities and situations:

 (1) Defi ne and characterize the current state;
 (2) Identify, discuss, and inculcate the future state;
 (3) Develop strategies that leverage workforce and technical trends;
 (4) Select your organizational structure;
 (5) Fill new positions and build better connections;
 (6) Get strategic and raise the profi le;
 (7) Decide who does what; and
 (8) Manage the change.

3.1 Defi ne and Characterize the Current State
An industry-accepted way of defi ning and categorizing the state of an IT organization 
is the capability maturity model (CMM). In this manual, the CMM has been adapted 
to focus on organizational characteristics rather than including all the service-related 
characteristics. Table 8.1 shows the organizational maturity matrix (OMM), which 
describes the organizational characteristics of utility IT organizations at various lev-
els of maturity.

To determine how close to fully “mature” an IT organization is, the following 
questions need to be asked in the context of “How close are we to having a . . .”:

Collective sense of IT mission, strategic IT future vision, both with a dynamic • 
relationship to the utility’s mission and vision?

Strong culture, tightly defi ned, aligned with the corporate culture and values, • 
shaped by a commitment to innovation, creativity and excellence, to which 
change comes naturally?

Structure that is “soft,” networked, customer-oriented, and fl exibly integrated • 
with the rest of the utility?

Leadership team in IT that helps formulate and sponsor new initiatives, regu-• 
larly reinvent IT, and integrate IT into the utility’s strategic direction and lead 
change?

Communication with staff and employees that is continuous and infor-• 
mal with periodic formal forums and staff meetings to augment daily 
communications?



 Organizational Aspects of Information Technology 287

TABLE 8.1 Organizational maturity matrix for water and wastewater utility IT (adapted from 
Capability Maturity Matrix).

Organizational 
maturity Description Organizational performance indicators

1
IT tasks

•  Reactive work
• Task focus
•  Results dependent on 

individuals
• Least productive

No collective sense of IT mission or IT future vision  
Culture unidentifi able, widely variable
 Structure loose, decentralized, decisions based on infl uence of 
individuals
 Management role unclear, inconsistent, may contribute to 
projects, daily IT tasks
 Communication with staff and employees inconsistent and 
infrequent
 Customer relationships based on connections between 
individuals, customers seen as passive recipients of IT services, 
customer experience varies greatly

2
IT projects

•  Some routine work
•  Project focus
•  Some standard results, 

but variable between 
groups

•  Results delivered by 
project teams and work 
groups

 Little collective sense of IT mission, typically no strategic IT 
future vision  
 Culture hard to identify, strong and competing subcultures 
may exist  
 Structure hierarchical, decisions made based on position-power  
 Management more removed from projects and daily IT 
functions
 Communication with IT staff infrequent, often only when 
something is wrong
 Customer relationships based on connections between groups 
and individuals, customers seen as recipients of IT services 
and participants in IT projects, customer experience varies by 
project and work group 

3
IT business

•  Proactive, planned and 
systematic work

•  Program and service 
delivery focus 

•  Consistent, standard 
results

•  Results delivered 
by everyone in IT 
following methods and 
standards on projects 
and other services

 Collective sense of IT mission, typically no strategic IT future 
vision 
 Culture likely strong, well-defi ned, and shaped by standards 
and procedures  
 Structure hierarchical and bureaucratic  
 Management remote from daily functions of the organization
 Communication with IT staff done through a series of formal 
directives and regular staff meetings or presentations
 Customer relationships based on standard expectations 
built over  time, customers seen as recipients of IT services, 
some periodic feedback received, customer experience fairly 
consistent

(continued)
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TABLE 8.1 (Continued).

Organizational 
maturity Description Organizational performance indicators

4
Utility business 
IT

•  Planned work driven 
by customer needs

•  Utility focus, IT 
supports effi cient 
business processes

•  Monitored and 
managed performance 
of IT services

•  Results delivered 
by everyone in IT 
focusing on customer 
relationships and 
impact on business 
performance

 Collective sense of IT mission, strategic IT vision, refl ects 
utility’s mission, vision  
 Culture strong, tightly defi ned, shaped by commitment to 
excellence, some ability to change  
 Structure fl at, fl exible, customer-oriented, some ability to 
change  
 Management involved in daily IT functions only as facilitator 
and coach
 Communication with IT staff continuous and informal, with 
periodic directives and staff meetings to augment daily 
communications
 Customer relationship based on working partnerships with 
joint translation of business needs into IT solutions.  Feedback 
is integral part of the relationship, customer experience well 
managed through surveys, periodic joint sessions
 Strategic leadership role of IT in utility beginning to take shape 
through organizational visibility of IT (e.g., direct report to top 
executive), strategic IT roles (e.g., CIO)

5
Utility strategy 
IT

•  Work driven 
by innovation, 
anticipated change, 
and strategic 
customer needs 

•  Utility focus, IT 
introduces new, 
innovative IT 
processes and 
initiatives

•  Results delivered 
by everyone in IT 
focusing on customer 
relationships, 
business performance 
improvement, and 
jointly inventing the 
utility of the future

 Collective sense of IT mission, strategic IT future vision, 
dynamic relationship to utility’s mission and vision
 Culture strong, tightly defi ned, consistent with corporate 
culture and values, shaped by commitment to innovation, 
creativity and excellence, change comes naturally  
 “Soft” structure, networked, customer-oriented, fl exibly 
integrated with rest of utility  
 IT leaders help formulate and sponsor new initiatives, 
reinventing IT,  integrating IT into strategic business direction 
and leading change  
 Communication with staff and employees is continuous and 
informal with periodic directives and staff meetings to augment 
daily communications
 Customer relationship characterized by close working 
partnerships in all stages of the IT and business solution life 
cycle.  Bidirectional, dynamic feedback is an integral part of the 
relationship, customer experience continues to improve
 Strategic leadership role of IT in utility visible, enabled through 
strategic governance structures that include all utility business 
leaders, strategic IT roles (e.g., CIO)
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Relationships with customers characterized by close working partnerships • 
at all stages of the IT and business solution life cycle, using multidirectional, 
dynamic feedback as an integral part of the relationship while each customer’s 
experience continues to improve?

Visible strategic leadership role for IT in the business of the utility, enabled • 
through strategic governance structures that include all utility business lead-
ers, recognizable by the presence of strategic IT roles (e.g., CIO and vice pres-
ident of IT)?

Although these questions are all in organizational areas that are diffi cult to mea-
sure, the areas should at the very least be gauged by using a simple, repeatable survey 
based on the OMM shown in Table 8.1. The process of asking questions and having 
discussions about survey results provides valuable contributions to positive change. 
Use of more quantifi able metrics to track outcomes such as productivity increases 
and improvements in service levels could be applied at utility-wide and team-
specifi c levels. Additional metrics could also be developed as specifi c opportunities 
are identifi ed and tracked.

The maturity level of IT organizations in many utilities is low when measured 
against the model shown in the OMM. It shows organizational performance indica-
tors for each of 5 levels of maturity, including

Level 1, which focuses on performing IT tasks;• 

Level 2, which focuses on delivering IT projects;• 

Level 3, which focuses on delivering IT services to deliver on IT’s mission and • 
vision;

Level 4, which focuses on applying IT to deliver water and wastewater ser-• 
vices to deliver the utility’s mission; and

Level 5, which focuses on integrating IT as a fundamental strategic element of • 
the utility’s future vision.

Many utility IT organizations fi nd themselves at levels 1 or 2, some at level 3, even 
fewer at level 4, and very few at level 5. Therefore, for most of these organizations, 
unifying the entire IT response to utility business needs under an umbrella of shared 
strategic direction and unimpeded teamwork would provide significant benefits. 
Organizationally, that would require raising the corporate profi le of IT, better defi n-
ing IT roles and responsibilities, and improving the partnerships between corporate 
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IT resources, IT resources in front-line departments like water and wastewater, and 
the various functional specialists throughout the utility. It would also require crea-
tion of an inextricable link between the IT organization and its services to the deliv-
ery of the utility’s mission and strategic vision.

3.2 Identify, Discuss, and Inculcate the Future State
The utility of the future would deliver IT through an organization that has adopted 
all the characteristics of the mature level-5 organization, as described in the OMM 
and the traditional CMM. It would also anticipate trends in workforce and technol-
ogy, leverage opportunities provided by the marketplace, and consider strategic 
implications of global trends on water and wastewater.

The IT organization’s vision would take all those elements into account and 
be fully aligned with the overall utility’s vision. Table 8.2 shows the municipal IT 
vision and mission for the city of Palm County, Florida. The city is focused on the 

TABLE 8.2 City of Palm Coast, Florida, IT vision and mission aligned with utility (department) 
vision and mission. 

Water and wastewater utility Corporate information technology

Vision
As the community grows, so will the utility.  The 
utility department is comprised of a highly trained 
professional staff that is prepared to provide the best 
level of service to the community today and into 
the future.  While using the latest technology, along 
with proven industry standards, we will continue to 
develop the infrastructure to meet the needs of the 
growing community.

Vision
The information technology and communications 
department will be a proactive leader, identifying 
issues and offering innovative solutions to enable city 
departments to accomplish their goals and provide 
quality services to our citizens more effectively and 
effi ciently.

Mission
Our mission is to provide safe drinking water and 
the best wastewater service to our customers at the 
lowest possible cost while adhering to the strictest 
guidelines for water quality and environmental 
protection.

Mission
Information technology is committed to serving 
the business operations of the city by providing 
enterprise-wide, integrated solutions with emphasis 
on superior customer service.  Ensure effective and 
effi cient use of new and existing technology resources 
and investments.  Exceed internal and external service 
expectations by implementing leading-edge solutions 
in line with established “EGov” best practices.
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contributions IT will make to front-line department-service outputs and program 
outcomes, innovative contributions to those outcomes, and a commitment to deliver-
ing enterprise-wide and leading IT solutions.

For IT departments in nonmunicipal utilities, the vision and mission could be 
even more specifi c, referring to residential, industrial, commercial and institutional 
customers, regulatory reporting, and the use of the utility portal to build on customer 
relationships through ready access to information.

The principle of involvement is important to follow when creating a vision and 
mission for the IT organization. If possible, everyone in the IT organization should 
be involved while keeping the customer in mind. In addition, customers should be 
involved for input and feedback. Indeed, the more mature utility organization will 
increase involvement of its customers in strategic planning.

3.3  Develop Strategies That Leverage Workforce and Technical 
Trends

It is important for utility IT organizations to leverage workforce and technology 
trends when developing strategies to reach their vision.

3.3.1 Widening Generation Gap
When 115 senior-manager mentors and trainees at a national water and wastewater 
authority in the Caribbean were recently asked to raise their hands if they had ever 
used a social networking site, only 1 of more than 40 mentors raised their hand while 
every trainee raised theirs. Indeed, those under the age of 25 entering the workforce 
in most countries are using personal, handheld technology every day as a fundamen-
tal part of their social life, academic endeavors, and job functions.

The “wired” worker skill set will be a fundamental part of every job applicant for 
utilities and their IT departments for the next generation. By 2020, many utilities will 
have replaced baby boomers, representing between 30 and 40% of the current work-
force, with the new wired millennial generation. “Baby boomer” is the label given 
to the generation of workforce born between 1946 and 1962; generation “X” is the 
generation born between 1963 and 1980, and “millennials” are the generation born 
after 1981.

3.3.2 Ubiquitous Technology
The increasingly ubiquitous nature of IT in the world and workplace will affect util-
ity IT organizations signifi cantly. New employees will expect to be fully supported 



292 Information Technology in Water and Wastewater Utilities

by the latest technology and the best decision-making tools. Otherwise, they may 
choose to work at more technology-savvy organizations. Operators and maintenance 
workers will expect the availability of process conditions, equipment, and recent lab-
oratory test results on their handhelds as they’re doing their rounds. In addition, net-
work technicians will expect to be able to remotely diagnose and even repair any 
potential problems in corporate and local networks.

Front-line staff will also be able to contribute more of their own skills in confi gur-
ing technology tools as knowledgeable self-supporting users. This can, in turn, con-
tribute to decentralization of a number of IT services.

3.3.3 Changing Workforce
Strategic IT organizations need an understanding of other global trends in the work-
force as well including the following: the reduced availability of technical IT staff, 
both locally and globally; the changing aspirations and attitudes of the IT workforce 
(Salkowitz, 2008) as a new generation of staff is hired; the changing ethnic mix in the 
workplace; and the role of outsourcing and “off-shoring” of IT services. These trends 
will have a signifi cant effect on utility leaders as they decide how to best assign IT 
responsibilities over the next 20 years.

In the best utilities, IT leaders provide strategic advice on how the business 
might anticipate and apply advanced technologies, from self-cleaning remotely 
diagnosed dissolved oxygen probes to embedded state-of-the-asset reporting tech-
nologies to keep the business at the forefront of providing value to customers and 
shareholders.

3.4 Select Your Organizational Structure
There are three recognizable design models for utility IT organizations to consider 
adopting for their journey to reach the vision. These are

The • department model, where most IT services are decentralized and corporate 
IT is responsible for the desktop, the corporate network, and the applications 
and IT services not covered by front-line departments. From an application 
perspective, corporate IT is only responsible for those applications for which 
distributed departments cannot provide support and have requested assis-
tance. Major applications are the responsibility of front-line departments. For 
example, fi nancial management systems are the responsibility of the fi nance 
department, the operations department is responsible for the operations 
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management system, the laboratory is responsible for the laboratory informa-
tion management system (LIMS), and operations and maintenance is respon-
sible for CMMS. Most IT fi nancial and human resources are allocated to the 
line departments rather than corporate IT.

The • shared model, where IT services are shared between corporate IT and front-
line departments and where corporate IT is responsible for the desktop, the cor-
porate network, and a series of agreed upon enterprise-wide applications and 
IT services. From an application perspective, corporate IT is responsible for key 
enterprise-wide applications that are determined to be better managed for the 
good of the overall utility. Typically, this would include systems such as fi nan-
cial systems, human resource systems, GIS, and enterprise asset management 
systems. Specialized applications are the responsibility of front-line depart-
ments. For example, the operations department is responsible for the opera-
tions management system and the laboratory is responsible for the laboratory 
information management system. Information technology fi nancial and human 
resources are allocated evenly to the line departments and corporate IT.

The • enterprise-wide model, where corporate IT is responsible for creating and 
managing an enterprise-wide information architecture; setting and enforcing 
enterprise-wide standards for integration, telecommunication, security, data, 
and information management; and the provision of all IT services. From an 
application perspective, corporate IT is responsible for all major applications, 
including operations management systems, LIMS, and CMMS. From an infor-
mation perspective, it would take data from SCADA and process control sys-
tems, likely handed off in time-based packets, in order for it to be used in all 
other systems on the integrated network. The remainder of the utility orga-
nization would be responsible for defi ning all their respective departments’ 
business requirements. Most IT fi nancial and human resources are allocated to 
corporate IT rather than the line departments.

Figure 8.2 shows the aforementioned three organization design options mapped 
against the OMM. Which option is best is dependent on a number of design factors 
specifi c to each utility and the capacity of the IT department and the IT service pro-
viders available in the marketplace.

In addition to these three distinct models, there are an infi nite number of com-
binations that can be used. Hybrid models would result from application of the 
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more detailed IT decision-making matrix (i.e., establishing a contract/contractor 
management hub).

As the organization design process moves closer to the preferred high-level struc-
ture, decisions also need to be made at the next level of the IT organization. For each 
natural area of IT expertise, business solution delivery, and customer relationship 
management, the IT organization would establish teams responsible for centers of 
expertise, or IT hubs. The types of hubs that could be established include an architec-
ture hub, a hardware environment hub, an e-utility hub, a customer/customer rela-
tionship hub, a business solutions hub, a project/program management hub, and a 
contract/contractor management hub.

FIGURE 8.2 Map of organization options for IT in utilities.
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The choice of how specifi c IT responsibilities are allocated across corporate IT, 
its hubs, and the rest of the utility would be based on a number of design factors. 
Examples might include

Internal capacity of IT at the department and corporate IT levels;• 

Effect of the selected organization on the ability to• 

– Provide for effi cient and effective integrated process delivery,

– Accommodate new projects/programs,

– Leverage expertise (i.e., the same functions together),

– Provide a friendly customer interface, and

– Be responsive to customer requests and needs;

Manageable reporting structure (e.g., workload balance/reasonable number • 
of reports);

Level of geographic customer distribution; and• 

Ability of the local IT service marketplace to provide resources.• 

One strategy followed by utility IT organizations to be closer to their customers is 
the allocation and co-location of IT associates to customer departments. In addition, 
specifi c customer-relationship managers can be assigned responsibility for building 
strong links to front-line departments

3.5 Fill New Positions and Build Better Connections
In the future, there will be a trend in utility IT organizations toward hiring more 
resources that provide value in the development of business solutions, customer ser-
vice management, enterprise architecting, and the creation of enterprise-wide archi-
tecting frameworks. In addition, these resources would interact and communicate 
with all internal customers, partners, and external service providers, with clear agree-
ments on expected levels of service.

Competitive salaries, systematic mentorship programs, explicit career path devel-
opment, and use of the strong marketing allure of the environment and public service 
will all be required to successfully compete for increasingly scarce IT resources in the 
future. Meeting the challenge of paying outside traditional pay scales for municipal 
employees will have to progress beyond current liberal usage of titles. There are too 
many IT managers in utility organizations whose level of technical expertise and value 
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in the marketplace require payment at a higher salary band. Therefore, the future lies 
in the creation of municipal pay scales that recognize a technical stream and a man-
agement stream of job progression, both of which are calibrated to market conditions.

Figure 8.3 shows roles and interactions that would be characteristic of the mature 
utility IT organization of the future. It also shows a strategic IT governance council 
and its potential members, including the CIO.

Decisions on allocating responsibility for service delivery would ultimately 
drive which IT skills and talent reside inside the organization, where they would 
reside, and how they would interact with other IT resources. The IT organization 

FIGURE 8.3 Roles and relationships map in the mature utility IT organization of the 
future.

Technology
Planner 

Application
Manager

Project
Manager

(business) 

Project
Manager

(IT)  

Functional
Application
Supporter

Business
Analyst

Customer
Relationship

Manager
IT

Strategist

Business
Architect

Project
Manager

(Business) 
Help Desk

(IT Infrastructure &
Service Support) 

Service
Agreements

Se
rvi

ce
Ag

re
em

en
ts

Service

Agreements

Utility Planning
Engineering and

Operations
Department(s) 

Utility Information 
Technology 
Department

Utility Corporate
and Business

Services
Department(s)(1)

IT– Business
Improvement
Project Teams
(e.g. Financial
Management)

IT Governance
Council

Chief
Information

Officer

Chief
Executive
Officer  

Chief
Operations

Officer  
Chief

Financial
Officer  

Chief
Engineering

Officer

Operating
Agreements

Systems
Analyst 

Water&
Wastewater   

System
Modeller

Solution
Developer

Subject
Matter
Expert 

Electrical
Instrumentation

Control and
Automation   

Analyst

Asset
Management
Application

Analyst

Engineering
Application

Analyst IT– Business
Improvement
Project Teams

(e.g. Operations
Management)

(1) In municipalities, Corporate and Business Services 
are often shared with other frontline services 

Functional
Application
Supporter

Capital
Program/
Capacity
Planner 

IT
Contracts
Manager

External
IT

Contracts

ServiceAgreements



 Organizational Aspects of Information Technology 297

of the future would respond to the utility’s business needs and make sure relation-
ships with internal customers and external partners work well. It would then trans-
late those business needs into information, application and technology architectures, 
integrated solutions, and IT service delivery processes while leading and facilitating 
the processes to connect with internal customers.

3.6 Get Strategic and Raise the Profi le
In the future, IT leaders in the best utilities would provide strategic advice as mem-
bers of the utility’s executive management team. This advice would focus on how IT 
could contribute to addressing the utility’s strategic business challenges, how new 
technologies could be applied to deliver increasingly valuable services to customers 
and stakeholders, and how the strategic application of technologies can best leverage 
applications and other IT resources for the benefi t of the entire utility.

There are two ways utility IT organizations could address this challenge in the 
future. First, they could establish an executive position such as vice president of IT or 
CIO. Preferably, this position would report directly to the utility chief executive offi -
cer, general manager, or president to send a strong message about the importance of 
IT to the entire utility. In municipalities, it would report to the city manager or chief 
administrative offi cer. The IT leader in this position would have a full seat on the util-
ity’s executive team to allow ongoing strategic input into the business of the utility.

Secondly, IT leaders would establish an IT governance structure that would com-
plement the corporate governance structure and include an IT forum under executive 
business sponsorship to govern the development and promulgation of all strategic 
utility-wide IT frameworks and standards. This forum, sometimes called an IT gover-
nance council, ensures everyone adheres to the main principle of maximizing IT value 
for the entire utility enterprise. Figure 8.4 shows a best-practice IT governance design 
for a municipal water and wastewater utility.

3.7 Decide Who Does What
Information technology leaders of the future would determine who should deliver 
which IT services in discussion with their executive peers. They would introduce 
market forces and create healthy competition without undermining the internal 
IT-service delivery team. This could be done through periodic benchmarking and 
by maintaining a reasonable balance between internally and externally delivered IT 
services.
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Requests for IT to provide leadership in management and integration of infor-
mation systems solutions in response to business challenges and opportunities are 
being made with increasing frequency. This trend will continue in the next decade as 
technology is increasingly seen as a crucial tool in providing more value to customers 
and responding to an increasingly demanding regulatory environment.

In the future, some services might be provided by corporate IT; others by a spe-
cifi c department, nonutility front-line groups, or support-service groups; and yet 
others through external partnerships. These partnerships could include consultants, 
systems integrators, hardware maintenance providers, and SAAS providers. Some 
organizations, like the city of San Diego, have established separate corporations to 
deliver IT services to all departments, including the water utility.

Regardless of who is providing IT services, decision-making responsibility 
should be clearly refl ected in the governance structure, the structure of the IT organi-
zation, and the overarching enterprise architecture. Weill and Ross (2005) presented 
an IT decision-making matrix that includes six types of governance archetypes, fi ve 
IT decision-making domains, and the opportunity to assign decision-making or input 
rights to each domain per group or individual. This matrix can help utilities clearly 
assign responsibility for making key decisions relating to IT. The archetypes include

 (1) Business monarchy, which is a centralized, business enterprise-centric model, 
where responsibility for IT decision making and resource allocation is 
assigned to senior business executive(s) or an IT governance council for one 
or more key IT decision-making domains.

 (2) Information technology monarchy, which is a centralized, corporate IT-centric 
model, where responsibility for IT decision making and resource allocation 
is assigned to the CIO and IT leaders for one or more key IT decision making 
domains.

 (3) Federal, which is a shared model, where responsibility for IT decision making 
and resource allocation is assigned to both front-line departments and the 
corporate IT department. Business-driven collaboration between the front-
line departments and corporate IT drives the organization-wide optimization 
of IT and its role in the utility.

 (4) Information technology duopoly, which is a shared model, where responsibil-
ity for IT decision making and resource allocation is assigned to department 
heads or commissioners and the CIO and IT leadership. Organization-wide 
optimization of IT is dependent on collaboration between the front-line 
departments and corporate IT.
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 (5) Feudal, which is a decentralized, business-unit-focused model, where respon-
sibility for IT decision making and resource allocation is assigned to manag-
ers of business units or business processes.

 (6) Anarchy, which is the most decentralized model, where responsibility for IT 
decision making and resource allocation is assigned to individuals or small 
groups.

The fi ve decision-making domains are (1) IT principles and policies, which describe 
the high-level strategies that guide the way IT would provide most value to the util-
ity; (2) IT architecture, which describes the overall framework for technologies, stan-
dards, and specifi cations that provides context for all IT systems; (3) IT infrastructure, 
which describes the specifi c hardware and communications infrastructure required 
to provide access and information sharing across the utility; (4) business application 
needs, which describe the business needs and related application software capabili-
ties required to run the utility; and (5) IT investments, which describe how much 
money will be invested in which part of the service or organization. Each of these 
decision-making domains can be assigned to the enterprise, department, business 
unit, or group, and the individual levels. 

Weill and Ross (2005) proposed that stakeholder groups or individuals be allocated 
either input or decision rights in each domain based on the aforementioned archetypes.

3.8 Manage the Change
Managing change well is the fi nal step for utility IT organizations to undertake to 
ensure a successful transformation from the current as-is state to the target to-be 
maturity level, organizational structure, and governance framework. Although 
there are many ways to manage change, the process is often cut short for expediency 
reasons or lack of available change-management skills. A recent survey of the U.K. 
public sector highlights the shortage of change-management expertise as being the 
number one skills-related hurdle to improving municipal performance.

Successful changes are those that make certain all important change elements 
are cared for in a timely manner. A compelling vision would have been in place, a 
shared sense of urgency would have fueled the journey, visible leadership would 
have guided the process, a clear plan would have been followed, and the appropri-
ate resources would have been applied along with incentives to deliver in a reason-
able timeframe. The change equation in Figure 8.5 shows elements that govern a 
 successful transformation. It is important to recognize that if any of the elements in 
the numerator in the equation is zero, there is no change possible.
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There are a number of examples of methodologies that can be used to guide the 
change process. Some fi nd their roots at the personal-change level, like the best-selling 
The 7 Habits of Highly Effective People (Covey, 1989) and ADKAR: A Model for Change 
in Business, Government and Our Community (Hiatt, 2006). The former is based on the 
“maturity continuum” of personal and interpersonal effectiveness and on the develop-
ment of habits created by combining knowledge, skills, and desire; the latter combines 
personal and professional awareness, desire, knowledge, ability, and reinforcement.

Other change models find their genesis in IT project methodologies such as 
Prince2, which uses the following 5-step process: (1) set a common purpose, (2) mobi-
lize resources, (3) plan and design the solution, (4) implement the solutions, and 
(5) secure the result. Prince2 is a process-based approach for project management, 
providing an easily tailored and scalable project management methodology for the 
management of all types of projects. It does not spend much time on the underlying 
motivations of people, but is focused on delivering the objectives of the project. The 
method is the de-facto standard for project management in the United Kingdom and 
is practiced worldwide.

Yet other change models are aimed at transforming organizations based on 
vision, people, culture, and results. For example, Leading Change (Kotter, 1996) and the 
follow-up The Heart of Change (Kotter and Cohen, 2002) outline reasons why change 

FIGURE 8.5 Change equation.
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processes fail. The books describe eight phases of change as follows: (1) establish a sense 
of urgency; (2) create a guiding coalition and guiding teams; (3) get the vision right; (4) 
communicate the vision for buy-in; (5) enable action and empower people to clear obsta-
cles; (6) create short-term wins; (7) don’t let up and keep moving; and (8) make it stick.

All change models can help and the best one should be selected based on the type 
of challenge the utility IT organization faces. Regardless of the chosen model, success 
requires a level of stakeholder engagement and communications commensurate with 
the nature of the challenge.

This engagement and communication should occur in a strategic manner, cap-
tured in a framework that poses the following questions:

Which are the highest priority stakeholders and how much effect do they have • 
on the success of the change?

What are the needs and interests of the priority stakeholders related to this?• 

What communication and engagement strategies should we follow for each • 
stakeholder group?

Want messages are appropriate for the group?• 

What specifi c methods should we use to communicate?• 

What specifi c events would be best and how frequently should they occur? • 

Who should be responsible for communicating?• 

The fi nal element to manage well in the change process is development of the cul-
ture. Often, there are opportunities for utility IT organizations to adjust their culture 
to better align with the culture of the overall utility organization. This can be done by 
basing behavior and decisions on a set of clear values and principles and becoming 
more customer-oriented and responsive. There are three powerful drivers that result 
in true culture change and transformation in utilities. These are

The “burning platform” of fear, risk or disaster, such as in Milwaukee, • 
Wisconsin, where a cryptosporidium outbreak in 1993 brought in the need for 
signifi cantly improved quality monitoring and treatment management while 
putting the brakes on a trend to transform to “city-as-a-business” governance 
constructs that had been brought in by Mayor John Norquist in 1988;

The “wolf-at-the-door” prospect of competition, such as the entry of private-• 
sector water and wastewater operators into the North American marketplace 
in the late 1990s and early 2000s; and
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The “nirvana” of being the best, such as utilities in Colorado Springs, Colorado • 
(e.g., Colorado Springs Utilities), and Edmonton, Alberta, Canada (e.g., 
EPCOR), which both quickly transformed from responding to competitive 
pressures to focusing on great results and having award-winning governance 
frameworks in place.

The fi rst two drivers are more likely to provide the momentum for change as the lack 
of true carrots and sticks in the public sector make it diffi cult for leaders to create the 
necessary sense of urgency. The third driver is the aspirational motivator that deliv-
ers the most sustainable culture change, but is the most diffi cult to achieve.

The IT response to these cultural change drivers should be swift and accurate. 
If the utility’s challenge is related to a number of environmental disasters caused by 
poor management of treatment systems and sampling information, IT should be there 
to help with technology solutions. This requires an IT culture that includes a mix of 
strategy, customer-service orientation, responsiveness, and utility business aware-
ness. In addition, if the utility is under siege from a competitor, the IT organization 
needs to be sensitive to the effect of that situation on their customer staff. Chapter 9 
provides more detail on the types of challenges that lie ahead.

The utility IT organization itself has a similar set of drivers. Off-shoring of 
services; availability of services through local consultants, contractors, and ven-
dors; and the increase in the number of application services that can be provided 
outside the corporate fi rewalls all provide competitive challenges. These drivers 
can provide the impetus for IT to change its culture to be more fl exible, business-
oriented, and focused on the well-being of the utility. In addition, IT governance 
has an important role to play in setting the right philosophy and direction and 
managing integrated IT service delivery performance. The governance vision for 
leading utility IT organizations in the future should include recognition by indus-
try associations.
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1.0 INTRODUCTION
Information technology (IT) critical success factors are the most important elements of 
successfully defi ning, procuring, designing, and implementing IT projects. The suc-
cess of IT projects is typically measured by the following basic project parameters:

Scope• —does the IT system meet the needs of the client?
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Schedule• —is the system delivered on time?

Budget• —what will the IT system cost?

Staff• —what resources are available and should work on the project? 

Metrics• —how will success be measured?

Success factors fall into the following categories: people, process, technology, 
and measurements. These factors are discussed in the following sections. Addressing 
critical success factors in a structured, organized, and consistent manner will help to 
achieve overall project success.

The fi nal section of this chapter (Section 2.0, “Key Future Challenges”) addresses 
the key future IT challenges facing water and wastewater utility operators today. As 
stated at the beginning of this manual, because IT is constantly evolving, the reader 
should keep in mind that the thoughts presented here are predictions.

1.1 People
Early involvement of end users of IT is essential as is the necessity to establish an 
effective method to manage their involvement. Therefore, project roles and respon-
sibilities should be clearly defi ned. Understanding the ability of the organization to 
change and assimilate technology and having in place methods to obtain user accep-
tance are also important factors for implementing IT in water and wastewater utili-
ties. Finally, a willingness to understand and accept change as scope evolves is also 
essential to IT in water and wastewater facilities.

1.2 Process
It is important to develop and implement a detailed, structured project management 
framework for the execution of IT projects. This framework includes the software 
development life cycle and a mature overall methodology for the delivery of systems.

Achieving the optimal balance of fl exibility and structure in the methodology is 
also important. Early phases of IT projects (e.g., user requirements, technical require-
ments, and preliminary design) are extremely important because any errors made 
during these early stages are much more expensive to correct than the errors that hap-
pen later in the process (e.g., coding or implementation). In an ideal world, it would 
be best to make sure that all the preliminary tasks are fully completed so that the sub-
sequent phases can build upon the previous work. Early methodologies emphasized 
this linear and unidirectional (“waterfall”) approach, typically leading to disastrous 
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results. Modern methodologies emphasize the iterative process, where each phase of 
the process is revisited and adjusted based on lessons learned.

It is important to understand the business reasons for implementation of IT sys-
tems, the business processes that are supported by IT, and the means to coordinate 
different groups in the utility to build and maintain IT systems so that the utility, 
as a whole, generates value. Utilities need a blueprint for IT, one that clearly shows 
how all the IT pieces fi t together and the purposes they serve. These blueprints typi-
cally exist in a utility, but they may be loosely defi ned documents, driven by general 
policies, or they may exist only in the heads of experienced utility personnel. There 
are always opportunities for cost, performance, and quality enhancements using IT; 
however, they will only generate value when the utility has an architectural blue-
print that binds business drivers to IT support systems. Therefore, IT project manag-
ers should consider development of an enterprise business model to bring rigor to IT 
implementation plans.

1.3 Technology
It is important to consider not only the needs of a specifi c project or application, but 
also the overall system integration to avoid “islands of information” or “information 
silos.”

An IT project manager should be critical of the latest trends because sometimes 
they are simply older trends with a new label. Take advantage of technology that is 
specialized for utility users and the types of systems utilities manage. Do not expect 
every capability to come “out of the box,” but do expect that customization services 
will be required. Understand the new software delivery models, such as software as 
a service and utility computing, as these have the potential for reducing IT personnel, 
licensing, and maintenance costs.

In addition, an IT project manager should not expect IT industry standards and 
open-source software to solve IT problems. Standards commoditize IT capabilities, a 
natural progression in technology development that levels the market playing fi eld 
and puts the focus on generation of high-value applications, which is where good 
vendors (because they are profi t-driven) place emphasis. As such, generating value 
to utility customers should be the focus of improvements in IT.

1.4 Measurements
A clearly defi ned target is easier to reach than an abstract foray in a general direc-
tion. In addition to critical success factors general to good project management, each 
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project should specifi cally identify business process outcomes expected from the pro-
ject. In too many cases, potential benefi ts can be missed unless the implementation 
team knows about the desired outcomes before implementation.

Identifi cation of success metrics before implementation allows the utility to start 
measuring current state, allowing before-and-after comparisons. It is important to 
understand that an IT system that is no longer changing is no longer being used. 
Therefore, at what point will the original system implementation be “complete” and 
the system transition to “ongoing” enhancement mode? This is especially critical 
for IT projects. Reasonable requests for system enhancements are proof of end user 
engagement: Users can see how the new system can improve their business processes 
and suggest ways to continue to improve business processes. This highly desired 
state, however, is in direct opposition to the organization’s need to “complete” the 
implementation project. Clearly defi ned targets will help keep the original imple-
mentation on track. A clearly defi ned “change request” process will capture legit-
imate enhancement requests and allow them to be prioritized and acted upon in a 
manner that best meets business objectives.

2.0 KEY FUTURE CHALLENGES
This section discusses the key future challenges for IT in water and wastewater utili-
ties. Again, because IT is constantly changing, the reader should keep in mind that 
these challenges were predicted at the time the manual was published.

2.1 Electronically Stored Information
Utilities will need to respond to the new requirements related to legal discovery of 
electronically stored information (ESI). In December 2006, the Federal Rules of Civil 
Procedure were amended, thus increasing the pressure on private and public sector 
organizations to produce all relevant electronic data when requested during litiga-
tion. Some high-profi le cases (with large penalties against companies that failed to 
provide ESI adequately) have also underscored the need for organizations to address 
these new and more stringent requirements. For example, the failure to properly col-
lect and produce ESI during discovery directly led to a $28-million adverse jury ver-
dict in the “simple” sexual harassment case of Zubulake vs UBS Warburg in 2003. In 
another case, Qualcomm Inc. vs Broadcom Corp. in 2008, a company was ordered to 
pay $8.5 million for “intentionally withholding tens of thousands of documents from 
its opponent in an effort to win this case.” These cases underscore the need for water 
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and wastewater utilities to enhance their ability to produce ESI in legal cases and in 
response to public information requests.

2.2 Capability Enhancements and Cost Reductions
Information technology changes are expected to benefi t water and wastewater utili-
ties through capability enhancements and cost reductions. Trends in utility comput-
ing (i.e., packaging of computing capability as a metered service), the Internet, “cloud 
computing” (i.e., using the Internet to distribute and scale software services), and 
software as a service will continue to drive down the cost of managing foundation IT 
elements and make it easier to obtain IT services. It may not be necessary to maintain 
a large staff for IT development and maintenance. Specialized IT systems will still 
have the highest cost; however, their method of delivery will change such that it will 
become unnecessary to purchase hardware and maintain software licenses.

2.3 New Applications for Information Technology
Information technology systems will continue to penetrate further into management 
areas of water and wastewater utilities. Technology applied to the management of 
engineered unit processes in water and wastewater utilities will fi nd new application 
in managing the utility business. Business process automation will help to improve 
effi ciency in utilities, including better systems for normal business functions, such as 
human resources and fi nancials, and supervisory operations and integration across 
the utility enterprise so that, for example, real-time water demand and energy cost 
can immediately affect unit-process operating strategies and source water manage-
ment or real-time water demand adjustment (actually affecting demand pattern) 
based on costs and other optimization criteria.

2.4  Increasing Cooperation across Departmental and 
Organizational Lines

As technology becomes more robust, the possibility of effectively “sharing” infra-
structure increases. As technology becomes more complex, the desire to leverage 
scarce resources increases. As the cost of computing at a distance decreases, whether 
across town or across the world, options increase for collaboration. Utilities will be 
offered new opportunities and will need new criteria to evaluate risks and advan-
tages. In some cases, such as human resources, outsourcing may provide much 
higher robustness than an individual utility could otherwise cost justify. Geographic 
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information systems, based on shared maps and parcels, is already leading many 
utilities into previously unexplored areas of collaboration. Previous shared radio sys-
tems, which had insuffi cient capacity to meet all needs during a crisis event, forced 
utilities to develop separate infrastructure. As new infrastructures are put in place 
with adequate capacity and technology safeguards to support all users in crises situ-
ations, collaboration opportunities can be revisited.

3.0 REFERENCES
Qualcomm Inc. v. Broadcom Corp. Case No. 05cv1958 (BLM) 2008 U.S. Dist. LEXIS 

911 (S.D. Cal. Jan 7, 2008) (dismissed in part and remanded on different grounds).

Zubulake v. UBS Warburg LLC, 217 F.R.D. 309, 312 (S.D.N.Y. 2003).
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1.0  CASE STUDY 1: A SOUTHEASTERN U.S. 
AUTHORITY

1.1 Introduction
A medium-size utility (hereinafter referred to as the authority) in the southeastern 
region of the United States conducted an information technology (IT) strategic plan 
subsequent to their establishment as an entity separate from their (previous) par-
ent municipality. The authority serves 73,000 water, 71,000 wastewater, and 10,000 
reclaimed water customers, and owns and operates 20 water plants and 10 wastewa-
ter plants, maintaining 1890 km (1174 miles) of water mains, 1575 km (980 miles) of 
wastewater mains, 390 km (242 miles) of reclaimed water mains, and 357 wastewater 
pumping stations. With a 165-person workforce, the authority treats and distributes 
approximately 133 ML/d (35 mgd) of potable water and reclaims 80 ML/d (21 mgd).

At the outset of the planning process, the authority was acquiring IT services from 
the IT department of the municipality of which they had been a part under a service-
level agreement based primarily on the previous interdepartmental method of distrib-
uting costs within the municipality. Whereas many utilities consider the possibility of 
outsourcing some or all of their IT support, incorporation of the authority put the util-
ity in the opposite position where they suddenly needed to determine which, if any, 
IT services should be brought in-house. The purpose of the plan was as follows:

Develop a detailed understanding of the services provided by the municipal IT • 
department (hereinafter referred to as the IT group), including understanding 
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what the IT group did well; which authority IT needs, if any, were outside of 
the core focus of the IT group; and whether and/or how the IT group support 
varied by physical location, area of service, and service volume level.

Ensure the authority’s signifi cant fi nancial investments in IT are being lever-• 
aged appropriately.

Identify IT risks and opportunities and ways to address these issues.• 

1.2 Vision for Information Technology
The fi rst step in the plan was to document current applications in use at the authority, 
most of which would require version upgrades within the next 5 years. From the begin-
ning of the project, both the authority and the IT Group believed additional resources 
were required to support the Authority based on their rapid expansion and growth.

The vision statement for the authority’s IT evolved through a series of work-
shops and detailed interviews with personnel to read as follows: The authority will 
provide its users and customers reliable access to the information needed for excel-
lent service, tracking assets and performance, and promoting informed decision 
making by using the most effective internal and external technology support alter-
natives available.

1.3 Information Technology Business Practice Assessment
The purpose of this tool is to focus on how IT is selected, implemented, used, and 
managed within the authority. This tool allows utilities to compare their internal prac-
tices to other utilities within the industry who participated in the American Water 
Works Association Research Foundation (Denver, Colorado) “Creating Effective 
Information Technology Solutions” project. For the authority, it also illustrated the 
differences in perspective and practice between IT services and practices provided 
by the IT group, in general, and to the authority, in particular. To achieve this per-
spective, internal authority staff completed the assessment separately from the IT 
group staff. The two groups then came together and reached a consensus on the level 
appropriate to the authority.

Survey outcomes included the following:

An awareness by the survey team of what other water utilities are doing • 
within IT;

Increased awareness by the authority of the best practices currently being  • 
performed by the IT group;
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Highlighted authority and IT group strengths compared to other water utili-• 
ties; and

Identification of areas for improvement within the authority compared to • 
other water utilities.

The reader should note that IT group security practices were at industry best-practice 
levels. As a result, few specifi c recommendations related to security were required in 
the plan.

1.4 Data Quality Assessment
The authority’s application status is unique in that one of the major applications, the 
customer information system, is owned and operated by others. A work management 
system is in early implementation stages and the fi nancial information system is about 
to be replaced. Although data have existed in more than one application for some 
time, in the past this was primarily out of the authority’s control. Moving forward, 
however, this situation is changing in the authority’s favor. For now, automated data 
transfers, typically referred to as interfaces, are a future goal. Current opportunities 
are related to “practices” and how the authority can leverage existing resources to 
improve information quality in the various applications now available to them.

The authority’s data quality assessment provided a structured method of identi-
fying business processes producing poor quality data. Assessment recommendations 
included the following:

Additional IT project management to ensure that IT applications are imple-• 
mented in a way that leverages the investment to benefi t the authority without 
imposing unnecessary requirements;

A comprehensive review of document management processes;• 

Researching an automated, secured, and Web-enabled permit tracking system; • 
and

Establishment of a data stewardship program focused on groups of data across • 
all appropriate applications to develop trackable procedures to improve data 
quality. Areas needing immediate attention include meters, fi eld assets, plant 
assets, and personnel.

1.5 Current State of Technology
A detailed IT user survey was conducted to obtain information on the current state 
of IT at the authority including the level of employees’ technological skills and their 
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varying technology needs. The survey identifi ed 17 key applications and a general 
desire by most users to learn more about these applications. Overall results, outlined 
as follows, were mixed:

Simpler applications fared better;• 

More sophisticated applications did not score as well;• 

New applications scored surprisingly well; and• 

A “tendency” to better support building with IT, although the best support • 
actually went to the two groups with the most proactive users and the worst 
support went to groups in which the users were hardest to contact.

The plan recommended that the authority prioritize training where the desire to 
learn is high, where there are few users able to assist others, and where there is a high 
level of user dissatisfaction with available support. It is important to note that users 
identifi ed “excellent” but not “adequate” resources available.

1.6 Organization and Governance Assessment
This task reviewed the current organizational structure and proposed various IT 
organization alternatives, both in structure and timing. Discussion included staffi ng 
levels and reporting structures and policies and service-level agreements (SLAs).

1.7 Service-Level Agreement and Service Catalog
A draft SLA formalized the arrangement between the authority and the IT group (the 
service provider) to deliver identifi ed support services at prescribed levels of support 
and at an agreed-upon cost. Subsequent to completion of the plan, this document 
was reviewed by the legal department before being fi nalized by the parties. The SLA 
will evolve over time with additional knowledge of authority requirements and the 
introduction of new applications and services into the support portfolio provided to 
the authority. It was intended to complement current procedures, not override them. 
In addition, it was designed to encourage a joint, open partnership approach with 
regular and free exchange of information between both parties.

The service catalog was developed identifying services in use by the authority 
and detailing how these services would be provided. The authority obtains IT ser-
vices through a variety of providers, including employees, vendors, software as a 
service (SAAS), and outsourced business services based on applications owned and 
maintained by business service providers. In most cases, the IT group acts as a single 
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point of contact for IT-related services. In limited situations, however, it is more rea-
sonable for authority employees to go directly to another point of contact. The service 
catalog was intended to document which services are and are not supported by the 
IT group. The service catalog captured the following details for IT services used by 
the authority:

Service name,• 

Tracking system,• 

First-level responder,• 

Second-level responder,• 

Escalation contact,• 

External support agreements,• 

Power users,• 

Business effect of loss of service (for key services only),• 

Supported life cycle (for key hardware only), and• 

Service availability target (for key services only).• 

1.8 Policies and Procedures
With separation from the municipality came a need for the authority to develop pol-
icies to replace those currently in place at a municipal level. While acquiring services 
from the IT group, it was appropriate to follow the policies in force for other uses of 
IT group services as closely as possible. Where the policies did not apply, new pol-
icies had not yet been developed. The plan proposed a general approach to policy 
development as follows: Review existing municipal policies and confi rm or modify 
as appropriate for the authority and develop policies specifi c to the authority where 
required.

Policies and procedures help employees perform nonroutine tasks in a success-
ful manner. They can provide extra benefi t to an organization, such as the author-
ity, during a time of transition. Policies and procedures should be short and contain 
as little boilerplate as possible. Suggested initial policies and procedures include the 
following:

Who to notify and how such notifi cation should be provided for scheduled • 
service interruptions. This policy would need to be updated each time a group 
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of employees was moved to a new location (a frequent occurrence during tran-
sition periods).

Who to notify and how such notifi cation should be provided if a specifi c service • 
was causing a network problem. For example, if a printer was causing excessive 
network traffi c, the supervisor of that area should be contacted before discon-
necting the printer so that alternate printing mechanisms could be put in place.

Who to notify and how such notifi cation should be provided when a broadly • 
used system resource becomes unavailable. For example, an e-mail is sent out 
when a specifi c application went down, but this e-mail could not be received 
until the application itself was back online. Text messaging the cell phones of 
users who are dependent on that application could minimize their time spent 
trying to regain system access.

1.9  Information Technology Roadmap and Final Information 
Technology Strategic Plan

Based on fi ndings in the previous tasks, an IT roadmap was created highlighting pro-
ject tasks and presenting a preliminary recommended path forward. In summary, the 
IT strategic plan outlined the systems, applications, practice improvements, organi-
zational support, recommended sequence, and resulting costs. It also included crea-
tion of a service catalog and subsequent SLA to formalize arrangements between the 
authority and the IT group.

2.0  CASE STUDY 2: METROPOLITAN WATER 
DISTRICT OF SOUTHERN CALIFORNIA

Metropolitan Water District of Southern California (MWD) (Los Angeles, California) 
is a consortium of 26 cities and water districts that supplies water to nearly 18 million 
people. The MWD currently delivers water at an average of 75 m3/s (1.7 bil. gal/d) to 
a 13 470-km2 (5200-sq mi) service area. The MWD has two main water resources, the 
State Water Project and Colorado River Aqueduct, which are capable of providing 83 
and 26 m3/s (1.9 and 0.6 bil. gal/d), respectively.

In 2005, MWD embarked on a project to develop a mathematical model-based 
decision system to support its planning and operations. The system included a num-
ber of stakeholders from different parts of the organization, and each group (e.g., 
operations, engineering, and planning) had different focuses and objectives.
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Gathering information on user requirements started by defi ning the use cases. 
This process included the following steps:

Interviews with stakeholders.• 

Defi ning use cases• 

a) Entering data about use cases onto a Web site where use cases were hierar-
chically organized,

b) Based on use cases, the team identifi ed a list of specifi c functions that the 
system would need to perform, and

c) The team developed a structured acceptance testing procedure based on use 
cases and the list of functions.

2.1 Initial Interviews with Stakeholders
Interviews were conducted using prepared questions that would solicit information 
that would be required for defi ning use cases. In the beginning, a general template 
for interviews was developed, but it was adjusted somewhat after each interview to 
take advantage of lessons learned in earlier interviews. Initial interviews were con-
ducted separately with different stakeholders.

2.2 Defi ning Use Cases
Interview notes were used to prepare use cases by fi lling in a template. An example 
of a use case template fi lled in for a specifi c use case is provided in Table 10.1.

Draft use cases were reviewed for accuracy by stakeholders.

2.3 Entering Data onto the Web Site
Data from the forms was entered onto a Web site that was placed within the MWD 
Intranet (inside the fi rewall) and made accessible to all team members. Figure 10.1 
shows a partial list of the use cases, organized hierarchically in parent-child structure.

The lower part of this Web site was allocated for defi ning the data used by each 
use case; however, because of budgetary constraints, user requirements did not go to 
this level of detail.

2.4 Creating a List of Specifi c Functions
Based on the use cases, a list of specifi c functions was defi ned. An excerpt from this 
list is shown in Figure 10.2.
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TABLE 10.1 Example of a completed template for a use case.

Business process/
decision elements Explanation Entry

Business process_
name

The name of the business process or 
software function

Add_new_service_connection

Business process_
objective

The objective of this business process/
software function

To provide a new connection to a member 
agency

Business process_
description

A narrative description of this business 
process/software function; list the steps 
that are included in this business process 
and also list actions that are taken

Steps include determine the best location 
for the connection; examine what the pipe 
can deliver (capacity) at the connection 
point; examine if the member agency's 
system can take the fl ows; and if there is a 
match, design the new connection 

Trigger What initiates this business process and/
or demands this functionality?

Member agency request

Timing How often does this business process 
occur?

Occasionally, according to trigger

Decision_level What type of a decision/business 
process is this?

Tactical

Actor Who is the primary person responsible 
for this business process/decision?

Operations

Business process 
_measures

What is the measurement used to 
evaluate this business process?

Design a turnout that will deliver 
requested fl ow and requested pressure 
range; maintain pressure in the main line

Business process 
_target

The target performance measurement of 
this business process.

Meet required fl ow volume at requested 
location

Business process 
_parent_names

If this decision/business process is part 
(or one "path") of other (higher-level) 
decisions, put the names of those higher 
decisions here.

Design new facilities

Business process 
_category

What is the category of this business 
process?

Operations and maintenance

Support system Is this business process/decision 
currently supported by another specifi c 
software package?

Currently using steady-state model for 
capacity analysis and surge analysis 
model
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FIGURE 10.1 Web site screen shot showing some use cases.

FIGURE 10.2 Snapshot from the requirements list.

Description of main 
functionality items More detailed functionality Critical? Priority

Compute pressures and 
fl ows throughout the 
network using dynamic 
simulation

Yes 1

 Obtain steady state by executing the 
dynamic model until it converges to 
results for steady-state conditions

No 2

 Simulation of fl ow-through slide 
gates including the possibility to 
simulate the effect of throttling a gate

Yes 3
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2.5 Developing Structured Acceptance Testing Procedures
It is not practical to test each of the numerous functionality items by themselves; 
therefore, acceptance testing procedures included sets of different functions. An 
example of one acceptance testing procedure is shown in Figure 10.3.

2.6 Summary
The purpose of user requirements is to

Provide an effi cient mechanism for communication between users and tech-• 
nologists and

To provide a mechanism for users to verify that the system is indeed perform-• 
ing as they specifi ed.

Narrative descriptions were not deemed optimal for achieving the main goals 
of the project. The project emphasized diagrams and structured lists and then linked 
the description of the desired functionality to a procedure that could be used for user 
acceptance. Therefore, the process provided a continuous link between different phases 
of user requirements development, from stakeholder interviews to acceptance testing.

FIGURE 10.3 Example of acceptance testing procedure that includes several 
functions.

Demonstrate the ability of
users to define scheduled
scenario simulations using
a simplified interface. This
test shall validate item 55.

Full Pilot
Model

0.5
hours

1

7

2

3

4

5

Open the custom application (RTOS
Scenario Manager) for editing scenarios.

Select one of the existing scenarios in the
tree view on the left.

Select the “Schedule” tab.

Define a scheduled time for the scenario
simulation to execute.

Verify on the simulation server that the
scenario actually executes at the
specified sheduled by checking the
Windows event log.

55
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3.0  CASE STUDY 3: HARDWARE AND SOFTWARE 
ARCHITECTURE AT JEA, JACKSONVILLE, 
FLORIDA

JEA is the water, wastewater, and electric utility in Jacksonville, Florida, that pro-
vides water service to more than 250,000 customers, with 100% of the supply coming 
from groundwater sources. Water supply comes from 32 well fi elds and associated 
treatment facilities. The distribution network is divided into two major grids encom-
passing a four-county service area with 2,800 miles of water lines. JEA has been chal-
lenged to reduce withdrawal of water from wells to meet tighter consumptive-use 
permit limits while raising the water quality and lowering total operating costs.

JEA has implemented an automated software system for water supply and dis-
tribution that significantly improves water operations. The system implements a 
rules-driven optimization that both proactively plans for, and reactively responds to, 
dynamically changing consumption and other water system changes, including daily 
changes in energy pricing. This system, called water operations optimization (WOO), 
uses a supervisory control and data acquisition (SCADA) system and data collected 
from a number of other sources and minimizes cost while improving the operating 
performance of the entire water system. The system manages JEA’s consumptive use 
of local water resources, controls and monitors water quality in real-time, maximizes 
the value of energy for JEA’s electric utility, and maximizes the existing capacity of 
water system assets to defer or eliminate the capital cost for new infrastructure.

The JEA adopted an architecture with key features recommended by the ARC 
Advisory Group, as shown in Figure 10.4. Field process control devices interface with 
a SCADA system that manages essential controls. The WOO application provides 
supervisory control. Water operations optimization determines well-pump and high-
service-pump schedules, manages water quality, enforces work processes, generates 
alerts for crucial conditions, and trains operations personnel. The design includes 
“fail-over” and fail-safe mechanisms for fault tolerance, interfaces to external systems 
such as Web applications and mobile devices, and integration with business systems 
for exchange of management metrics used to continually assess the performance.

JEA uses a real-time modeling and reasoning technology platform to launch this 
application. The general architecture for model-based decision support is shown 
in Figure 10.5. Techniques applied include rule-based inference, neural networks, 
nonlinear constrained optimization, and mechanistic hydraulic and mass-balance 
water supply and distribution models. The real-time rules-driven platform inte-
grates and coordinates these components in a single environment. Water operations 
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optimization provides event detection and condition diagnosis capabilities that sig-
nifi cantly improve the stability and reliability of WOO.

The architecture depicted in Figure 10.5 includes models for both water consump-
tion (i.e., demand) and supply of water (i.e., well-fi eld supply and distribution network). 
Ensemble neural network technology is applied to develop a nonlinear, adaptive con-
sumption forecaster that is capable of retraining when real process conditions change. 
A hydraulic model of the distribution system was developed and then reduced in 
complexity to enable application in real-time automation. A mass-balance model was 
developed for use in open-loop decision support as a means of validating the plans and 
schedules determined automatically by the optimizer. Constrained, linear optimization 
is used to develop pump on/off schedules. Finally, event detection and condition diag-
nosis techniques were applied to ensure data quality and to proactively alert operations 
when important states or conditions occurred that may require operator attention.

The detailed functional architecture for WOO is shown in Figure 10.6 (Barnett 
et al., 2004; Jentgen et al., 2005). The managed physical assets include the well pumps 
in each well fi eld, water treatment plant processes, reservoirs, and high-pressure 

FIGURE 10.4 Architectural components in the JEA application (adapted from ARC 
Advisory Group).
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FIGURE 10.5 General architecture for model-based decision support.
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distribution pumps. With WOO, these assets are optimally controlled through the 
existing SCADA system. Software components include the following:

Supervisory control and data acquisition system• —direct interface to sensors, pro-
grammable logic controllers (PLCs), and human-machine interface.

Operations planner and scheduler• —applies hydraulic models and constrained opti-
mization to allocate demand amongst multiple plants supplying the grid and 
then develops schedules for high-service pump operations from each plant.

Water consumption forecaster• —develops water demand profi les for virtual con-
sumption points in the distribution network applying ensemble neural network 
technology. The water consumption Forecaster includes an adaptive feature 
that enables it to automatically retrain when conditions change in the water 
distribution system. The water consumption forecaster achieves greater than 
90% daily accuracy over extended periods since it was implemented in 2003.

Water supply analyzer• —for each water plant (source of supply), the water sup-
ply analyzer applies models and constrained optimization to develop well-
pump schedules for the groundwater sources.

Clearance system• —implements the approved process for identifying when 
equipment (e.g., pumps, valves, and chemical feed equipment) is removed 
from operation.

Water quality analyzer• —accepts real-time input from a number of sources, 
including fi eld operators, SCADA, and laboratory information management 
systems, and uses this input to develop water quality operating parameters. 
The water quality analyzer proactively alerts system operators if there is an 
anticipated or actual water quality excursion in the system.

Energy management analyzer• —provides input to the operations planner and 
scheduler, including constraints such as a daily energy cost profi le to enable 
scheduling of energy consumption that minimizes cost and maximizes the 
value of JEA generation during on-peak periods. This analyzer is the interface 
to JEA’s electric utility and, in the future, can provide data from water facili-
ties for distribution-system fault analysis and load studies.

Data quality monitor• —ensures the integrity of data needed by the WOO to 
evaluate plans, schedules, and controls. Includes smoothing, projection, and 
fi ltering combined with data substitution in cases where data points are miss-
ing or judged to be incorrect.
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FIGURE 10.7 Water operations optimization hardware and software architecture.
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Optimization monitor• —compares actual system conditions to the forecast. 
When actual consumption varies signifi cantly from forecasted consumption or 
key equipment failures occurring during the day, Optimization Monitor will 
alert operations and can force both a re-forecast of consumption and a re-plan 
of well-pump and high-service pump schedules.

Mapping of software applications to machines in the JEA network is shown in 
the architecture of Figure 10.7. This fi gure is used along with a “prefl ight” checklist to 
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identify each application, its executing condition, and any notes regarding the appli-
cation (e.g., machine cycles used; random access memory, or RAM, used; planned 
maintenance; etc.) that may affect the overall up-time of the WOO system.

4.0  CASE STUDY 4: ENTERPRISE RESOURCE 
PLANNING SYSTEM IMPLEMENTATION 
AT ELSINORE VALLEY MUNICIPAL WATER 
DISTRICT, LAKE ELSINORE, CALIFORNIA

Elsinore Valley Municipal Water District (hereinafter referred to as the district) is a 
mid-size water utility that provides service to over 133,000 water, wastewater, and 
agricultural customers in a 250-km2 (96-sq mi) service area in Western Riverside 
County, California. Beginning in 2005, the district’s IT director realized that a large 
problem was looming on the horizon. The district’s financial systems, including 
all major accounting, budgeting, human resources, payroll, customer service, and 
utility billing functions, were nearing the end of their useful life. The existing sys-
tem was built as an entirely custom program, running on an outdated, 20-year-old 
software platform, and the vendor that supported it consisted of one person who 
was nearing retirement age. To address these issues and to gain other benefi ts from 
improved information systems, the district spent the next 4 years in a systematic pro-
cess of developing an IT master plan, conducting an enterprise resource planning 
(ERP) requirements defi nition and system selection project, and implementing new 
financial information systems (FIS), human resources, and customer information 
systems (CIS).

4.1 Information Technology Master Plan
During a 12-month period, the district conducted an assessment of its current and 
anticipated data needs, identified opportunities to improve work processes, and 
planned improvements in the use of technology for the district. The results of the 
project were documented in an IT master plan that was presented to the board of 
directors in 2006. The plan outlined a series of projects over 5 years to signifi cantly 
upgrade existing information systems to provide substantial, lasting benefi ts to the 
district.

The signifi cant fi ndings of the IT plan included the organizational need to access 
vital fi nancial, billing, customer service, and water production data. The data were 
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diffi cult or time-consuming to access, which inhibited management-level analysis 
and decision making. Business processes that were identifi ed to have the highest 
potential for improvement included materials and inventory control, purchasing and 
payables, and capital improvement project (CIP) procurement and administration. A 
functional and technical fi tness assessment of the district’s existing information sys-
tems was also conducted, and the systems with the lowest fi tness included fi nancial, 
human resources, customer information and billing, and CIP management systems. 
An example of the resulting fi tness assessment for the fi nancial system is presented 
in Figure 10.8.

In alignment with these fi ndings, the most signifi cant recommended information 
system improvement was identifi ed as a replacement of the district’s fi nancial, human 
resources, and customer service systems. These essential, core systems were based on 
custom software that had served the district well in the past. However, because of 
limited support and outdated technology, these systems inhibited the district from 
moving forward with greater effi ciency and more effective business operations. The 
IT master plan recommended a series of projects for system replacement, under an 
overall program of “Financial, Customer Service, Human Resources Systems,” that 
included the following:

Financial information systems/CIS/human resources replacement program  • 
management,

Integrated FIS/CIS procurement,• 

FIGURE 10.8 Financial system fi tness assessment summary chart (courtesy of 
Elsinore Valley Municipal Water District).
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Financial information systems implementation,• 

Human resources procurement,• 

Human resources implementation,• 

Water production data warehouse, and• 

Customer information systems/billing implementation.• 

The total budget allocated for these projects was $1.73 million over a 30-month 
timeframe that included requirements defi nition, software selection, implementation, 
and post-implementation support. The district proceeded with the fi rst two proj-
ects, “FIS/CIS/HR Replacement Program Management” and “Integrated FIS/CIS 
Procurement,” issuing a request for proposals (RFP) for consulting assistance to over-
see and manage all aspects of replacement of the systems. The project also included 
development of user and technical requirements for FIS, CIS, and human resources 
systems, and assistance with selecting the appropriate vendors and system integra-
tors. To refl ect the encompassing role of the multiple systems involved, the project 
was renamed the “Enterprise Resource Planning Systems Replacement Project.”

4.2 Requirements Defi nition and Systems Selection
The overall process used for ERP requirements defi nition and systems selection is 
shown in Figure 10.9. The fi rst step in the process involved the review of business 
processes and defi ning the detailed requirements for the ERP systems. The district’s 
consultant who was hired to do this work coordinated multiple rounds of interviews 
with functional groups of staff to develop detailed lists of requirements for the vari-
ous functional modules of the ERP and the technical requirements. Template require-
ments were provided by the consultant, which were then reviewed and edited by 
district staff to develop a complete customized list of desired functionality. Ten func-
tional areas were defi ned for the fi nancial system, including general ledger, budgeting 
and planning, accounts payable, and accounts receivable; eight functional areas were 
defi ned for human resources, including applicant racking, benefi ts administration, 
payroll, and time and attendance; and 11 functional areas were defi ned for the CIS, 
including utility billing, payments processing, rates and fees, and meter reading.

On a simultaneous track to that of the requirements defi nition, the consultant 
conducted workshops to defi ne “as-is” and “to-be” business process maps. A total of 
20 business process maps were defi ned for the business processes identifi ed by the 
IT master plan that had the greatest need for improvement. The process maps were 
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developed during the workshops using a basic template in Microsoft Visio (Microsoft 
Corporation, Redmond, Washington) that allowed district staff to collaborate with 
the consultant in their defi nition. An example of one of the process maps is shown in 
Figure 10.10.

In the next step, an RFP was developed that contained all of the system require-
ments and business process maps that had been gathered by the consultant and the 
district for the ERP replacement project. The RFP was sent to 25 ERP vendors, some 
with overall integrated fi nancial, human resources, and CIS, and others with one or 
more of the major system components. Six proposals were received in response includ-
ing AMX International (Rexberg, Idaho) with Oracle JD Edwards EnterpriseOne; 
Cogsdale Corporation (Charlottetown, PE, Canada) with Microsoft Dynamics GP; 
Harris Computer Systems (Ottawa, Ontario, Canada) with GEMS NorthStar; Lawson 
Software (St. Paul, Minnesota) and Advanced Utility Systems (Toronto, Ontario, 
Canada); Tyler Technologies (Dallas, Texas) with MUNIS; and Wipro Technologies 
(Bangalore, India)with SAP. Total cost estimates for these proposals ranged from a 
low of $600K for Cogsdale and Microsoft Dynamics GP, to a high of $3.7 million for 
WiPro and SAP.

FIGURE 10.9 Enterprise resource planning requirements defi nitions and systems 
selection process.
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After review of the proposals from a qualifications standpoint and then with 
respect to cost, three vendor teams were shortlisted to conduct interviews and dem-
onstrations. These fi rms included Lawson and Advanced Utility Systems, Cogsdale 
Corporation, and Tyler Technologies. The interviews consisted of 3 days of dem-
onstrations based on a script that was developed by the consultant and sent to the 
vendors in advance. In general, the demonstrations were scheduled for the fi rst day 
of a system overview and FIS, the second day for the remainder of FIS and human 
resources payroll, and a third day for CIS and utility billing. District staff from many 
different departments participated in all of the demonstrations and the scoring 
process.

The fi nal result of the process was the selection of the team of Lawson Software 
and Advanced Utility Systems to implement the replacement ERP systems. After a 
lengthy contract negotiation process with both fi rms, the district’s board was pre-
sented with a plan to replace the fi nancial and customer service systems at a cost of 
approximately $3.6 million over the next 18 months. Although the board was sur-
prised at a cost that was signifi cantly higher than what had been estimated during 
the IT master plan, and nearly 50% higher than what had been included in the orig-
inal vendor proposals, they knew that the replacement was needed and believed in 
the benefi ts of a system that would make the district more effi cient and effective and 
enhance service to their customers.

4.3 Implementation
The implementation phase turned out to be much more diffi cult than what was orig-
inally estimated or expected. Despite some minor glitches in the contract terms and 
support agreements, both the fi nancial system and customer service system vendors 
were able to get things started on time. The Lawson implementation was scheduled 
to “go live” at 12 months and the Advanced Utility Systems started 3 months later 
and was scheduled for go live at the same time in July 2009, the beginning of the 
new fi scal year. The implementation process for each of the vendors was remarkably 
different. Lawson’s standard implementation was more traditional in that it started 
with training and software installation, followed by a discovery and design phase, 
and fi nally ended with system confi guration and data conversion. The Advanced 
Utility Systems’ implementation process was nearly the opposite, beginning instead 
with an offsite data-conversion and system confi guration by the vendor followed by 
onsite installation, confi guration, and training.
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Even as months passed through the requirements definition, discovery, and 
design phases, district staff, who were involved throughout the process, were pleased 
with the progress being made. However, almost 2 months before going live, the pro-
ject team realized how much work was left to be done and how many tough decisions 
needed to made. Unfortunately, many of the items discovered in the fi nal months 
required multiple cycles of rework, more data conversion, and more diffi cult deci-
sions to resolve them. Although some of the issues were actual limitations of the soft-
ware, many had to do with the limited remaining time and overwhelming amount 
of new capabilities or the complexities of the existing custom-built system and dif-
fi culties in translating the hard-coded business rules. The result was that instead of 
steadily reducing the number of problems as go-live approached, the action-item list 
grew longer, and the effort required to surmount them stretched the implementation 
project team to their capacity.

After the district realized they would not be able to meet the original schedule 
of either vendor, the fi nancial system go-live was delayed 2 months as the action 
items were reprioritized and concentrated efforts were applied to the fi nal steps of 
implementation. A similar situation in the customer service/utility billing software 
implementation resulted in a 6-month delay for go-live. Together, the implementa-
tion delays caused an increase in project costs of approximately $600,000. Although 
this represented a signifi cant increase, the district accepted the fact that the origi-
nal schedule and effort had probably been underestimated and/or overly optimistic; 
they also realized that completing implementation of the replacement system was 
both necessary and benefi cial.

4.4 Results
The situation at the district has steadily improved since the successful go-live on both 
the fi nancial and customer service systems. Although there are still ongoing efforts 
to retrain and educate staff on the new system and business processes, the district 
has begun to see the value and benefi ts of the new fi nancial and customer service 
systems for the organization. Several of the lessons learned by the district during the 
ERP replacement project include getting staff up-to-speed and trained on systems as 
early as possible; don’t underestimate the amount of effort that will be spent on data 
conversion; anticipate many iterations of design, confi guration, testing, and rework; 
rely on your vendors for software expertise, but not on your business processes; and 
don’t rush the system implementation (i.e., take extra time if you need it).
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5.0  CASE STUDY 5: MODELING A UTILITY 
FRAMEWORK

In reference to Chapter 4, Figure 4.5, further elaboration of the conceptual  modeling of 
a water utility is provided in this Case Study 5. In the following illustrative  example of 
Figure 10.11, and referring back to a program’s prime interrogatories (i.e., who, what, 
when, where, why, and how), the “whys” are shown as “motivations,” and are directly 
related to the water agencies’ business plan objectives. The “whos” are shown as the 
“people” who meet the why’s objectives. The “hows” are shown as the “ function” 
or business process by which the objectives are met, and the “whats” are shown as 
the “applications” and “data,” which are the tools used to meet the same objectives. 
Specifi c labels are omitted here for clarity, although each of these points does, in fact, 
correlate to actual utility business framework nodes (i.e., MWD). The diagram is shown 
in Google Earth for the three-dimensional rendering ability.

While these nodes alone are substantial, they do not yet illustrate the connec-
tivity between who does what, how, and with what tools (the tools being the IT 
systems). However, by looking at only a specifi c objective of maintaining water 
quality, as in Figure 10.12, one can begin to discern the linkage of who does it, by 
which function, and by using what data and applications. This can also be, and has 
been, linked to actual fi eld assets on the ground. The reality seen here is that Water 
Quality alone. Yet, even this is part of a broader architecture; water quality is con-
nected to other aspects of the framework; for example, it shares information with 
accounting on chemical quantities and with environmental regarding regulatory 
compliance.

As was shown in Figure 4.5, all of the utility’s actual business objectives, person-
nel groups, business process classes, applications, and data sources (i.e., why, who, 
how, and what) can be extremely complicated, even at a conceptual level. Although 
this framework is visually overwhelming, it represents the true and actual (even sim-
plifi ed) linkages between data, applications, business processes, and people. Ideally, 
this knowledge can be used to streamline both business practices and the associated 
IT frameworks that support them. By referring back to the matrices that generated 
this framework, both gaps and redundancies in process, function, application, and 
data can be identifi ed and mitigated.

This figure represents an IT architectural “framework” in the most literal 
sense. Further development of this model, currently underway, will link data to 
the specifi c assets on the ground that generate the data, thus creating a merger of 
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the mutually dependent physical/operational/geospatial and conceptual/business 
architectures.

A key point to observe in this framework is that the data being collected ARE 
directly traceable all the way up to objectives or motivations. Conversely, and 
ideally, motivations drive only those, people, functions, applications, and data 
needed.

It is also important to note that while the IT layers are really limited to the appli-
cations and data, they are the most complicated. Perhaps this means that the IT sys-
tems are more complicated than the business itself. In this representation, these are 
general categories or classes of each group of people, business processes, applica-
tions, and data. As these are expanded to their full detail (e.g., actual detailed data 
vs a general data store), the complexity and interconnectivity can be immense. While 
this model shows what the agency does every day, it also shows what the IT systems 
must support every day.

This framework was developed from an internally generated spreadsheet cata-
log of the aforementioned classes, with linkages established between each class. The 
graphic was created as a better way to digest and make meaning of a rather large 
set of data, along with the ability to turn “on and off” or visualize specifi c objective 

FIGURE 10.11 A utility objective business architecture: prime nodes (courtesy of 
D. Henry, P.E.,  MWD of So. CA).
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networks, staff spheres of infl uence and responsibility, application dependencies, 
and data propagation (e.g., the water quality-only example in  10.11).

Although the visualization is telling, the data themselves delineated problems 
and opportunities, namely

Duplication of data,• 

Missing data,• 

Data being generated for no apparent reason,• 

Duplication of applications,• 

Missing process automation,• 

Duplication of business processes, and• 

Missing business processes.• 

Although this level of development is not always necessary, the illustration is 
helpful in showing what it is that IT program managers are really responsible for, 
that is, the development, installation, integration, and maintainability of data and 
applications to support business processes that people use to meet business objec-
tives, which can be an extremely complicated undertaking.

FIGURE 10.12 A utility objective business architecture: water quality (courtesy of 
D. Henry, P.E. MWD of So. CA).
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6.0  CASE STUDY 6: DEVELOPMENT OF A 
SPECIFIC BUSINESS PROCESS MODEL, FROM 
CONCEPTUAL TO DATA MAPPING

In the case of MWD, the process of conceptual business process modeling, followed 
by data modeling and detailed system specifi cations, was successfully piloted. The 
effort resulted in the following benefi ts:

This was a cross-organizational process that covered three different business • 
areas. It took several lengthy meetings for these three parties to agree upon the 
details of the process they had been performing for years. Several gaps and 
redundancies were identifi ed, and several process objectives and steps were 
clarifi ed. In the end, a map of the as-is process was agreed upon.

In the next step, the process was reengineered, streamlined, and improved, • 
and a map of the to-be process was developed. Even if the effort had stopped 
here, with no software ever developed, the business process, level of knowl-
edge, and coordination were signifi cantly improved.

From the to-be conceptual diagrams, a set of conceptual data fl ows and processes • 
were developed (i.e., what data goes in, what is done with it, and what comes 
out, in business terms). This provides even more understanding of the actual 
data needs and also provides a useful bridge and communication tool to leverage 
business user needs and developer instructions. It helps programmers specifi -
cally develop what the users need, with much less waste than past processes.

As a fi nal design step, a set of actual data and system specifi cations were devel-• 
oped. Although this is more on the technical side, it provides a set of plans 
from which programmers can work, which signifi cantly boosts effi ciency. This 
also develops rules and data module that can be reused and shared by future 
applications, cutting future development and maintenance times.

Finally, prototype software was developed in record time. Besides speed, the • 
benefit is that each rule in the software can be directly traced back to both 
physical data and conceptual business process and requirements; the struc-
tural details support the architectural sketch.

Based on the success of this pilot demonstration, MWD has gone on to purchase 
professional-grade business process modeling tools that are now used on projects 
requiring signifi cant process engineering custom-application development projects.
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