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Introduction and summary

1 The narraTive in a nuTshell and The moral of The Tale

Nationalism demands that rulers and ruled hail from the same ethnic back-
ground. The gradual adoption of this principle of legitimate statehood has 
transformed the shape of the political world over the past 200 years and has 
provided the ideological motivation for an increasing number of wars fought in 
the modern era. Before the age of nationalism set in at the end of the eighteenth 
century, individuals did not pay much attention to their own ethnic background 
or that of their rulers. They identified primarily with a local community – a vil-
lage or town, a clan, or a mosque. In much of Europe and East Asia, their over-
lords ruled in the name of a divine dynasty, rather than “the people,” and many 
were of different ethnic stock than their subjects. In parts of the Middle East, 
Africa, or Central Asia, charismatic leaders held tribal confederacies together 
and were respected and feared for their political skills and military bravery. Vast 
stretches of land in the Americas, the Middle East, and Eastern Europe were 
ruled by emperors whose legitimacy derived from spreading God’s word across 
the world (as did the Ottomans and Bourbons) or bringing civilization to “back-
ward” peoples (as France and Great Britain claimed to do in their colonies). At 
the beginning of the nineteenth century, such empires covered about half of the 
world’s surface, while dynastic kingdoms, tribal confederacies, city-states, and so 
forth, made up most of the rest, as Figure 1.1 shows.

In this world of empires, dynastic kingdoms, city-states, and tribal confed-
eracies, few wars concerned the ethno-national composition of government. 
Rather, they were fought by dynastic states over the balance of power between 
them or over the rightful successor to a throne. Empires conquered fertile lands 

I thank Wesley Hiers, Michael Ross, Steve Ward, and Sarah Zingg Wimmer for helpful comments 
and suggestions on various drafts of this introduction. A previous version was presented at the 
New School of Social Research’s Social Imagination Seminar, to which Eiko Ikegami had kindly 
invited me, and at the department of sociology of Columbia University.
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far away from their capitals. Alliances of city-states competed over trade routes 
or rural hinterlands. Rebellious movements saw to bring heavenly order to the 
corrupt politics of the day or to repeal an unjust tax increase. At the beginning 
of the nineteenth century, still only one-fourth of the wars were ethno-national-
ist, as can be seen from Figure 1.2, while balance-of-power wars between states, 
wars of conquest, and non-ethnic civil wars each comprised another quarter of 
all violent conflicts.

A contemporary observer looks at a different world and through different 
eyes. The globe is divided into a series of sovereign states, each supposed to 
represent a nation bound together by shared history and common culture. To 
us, this political map seems as obvious as the shapes of continents and the rivers 
that run through them. With the exception of the Middle Eastern monarchies 
and some small European principalities, most of today’s states are ruled in the 
name of a nation of equal citizens, rather than dynasty or divine will. Statehood 
has become so much associated with nationalist principles that the terms nations 
and states are often used interchangeably, as in the “United Nations” or in 
“inter-national.”

Most of today’s more prominent and protracted wars are also associated with 
the national principle – the idea that each people should be self-ruled, that eth-
nic like should be governed by like. The independence struggle of Abkhazians 
against the Georgian state or the conflict between Protestant and Catholic par-
ties and militias in Northern Ireland come to mind. Figure 1.2 shows that at the 
end of the twentieth century, over three-quarters of all full-scale wars – those 
armed conflicts costing more than 1,000 battle deaths – were fought either by 
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Introduction and summary 3

nationalists who seek to establish a separate nation-state or over the ethnic bal-
ance of power within an existing state. Contrary to what Karl Marx had pre-
dicted, the twentieth century has turned into the age of ethno-nationalist con-
flict, rather than revolutionary class struggle.

This book seeks to explain this momentous transformation of the political 
world – from a world of multiethnic empires, dynastic kingdoms, tribal confed-
eracies, and city-states to a world of states each ruled in the name of a nation 
properly seated in the general assembly of the UN; from localized political 
identities to large-scale ethnic or national communities with often millions, 
sometimes tens of millions, of members; from wars of conquest, succession, and 
tax rebellions to wars in the name of national sovereignty and grandeur, ethnic 
autonomy, and the like.

How has this transformation come about? Existing scholarship has mostly 
focused on how strong, territorially centralized states have emerged in Western 
Europe and beyond. Charles Tilly’s famed dictum that “wars made states and 
states made war” referred to the rise of these absolutist states from the sixteenth 
to the eighteenth centuries. This book takes this story from the early modern 
period into our present day and from Western Europe to the world. It is not con-
cerned with the development of the sovereign territorial state, as were Tilly and 
his successors, but why these states became nation-states and how this particular 
model of legitimizing political power proliferated across the world. It shows that 
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the shift from dynasticism and empire to the nation-state was both the cause 
and consequence of a new wave of wars long after early modern states had been 
formed in previous centuries of warfare. This new wave, carried forward by the 
power of nationalist ideologies, reached different parts of the world at different 
points in time, rolling over Latin America during the early nineteenth century 
and finally arriving in the Soviet Union by the end of the twentieth.

In a nutshell, the argument offered in this book proceeds along the follow-
ing lines. Nationalism as a new principle of legitimacy emerged from Tilly’s 
war-making Western states. Increasing state centralization and military mobil-
ization led to a new contract between rulers and ruled: the exchange of political 
participation and public goods against taxation and the military support by the 
population at large. The idea of the nation as an extended family of political loy-
alty and shared identity provided the ideological framework that reflected and 
justified this new compact. It meant that elites and masses should identify with 
each other and that rulers and ruled should hail from the same people.

This new compact made the first nation-states of Great Britain, the United 
States, and France militarily and politically more powerful than dynastic king-
doms or land-based empires because they offered the population a more favor-
able exchange relationship with their rulers and were thus considered more 
legitimate. Ambitious political leaders around the world adopted this new 
model of statehood, hoping that they too would one day preside over similarly 
powerful states. These nationalists subsequently were able to establish new 
nation-states wherever the power configuration favored their ascent and allowed 
them to overthrow or gradually transform the old regime, leading to cascades of 
nation-state creations that altered the political face of the world over the past 
200 years.

This shift from empire, dynasticism, or theocracy to national principles of 
legitimizing political power is a major source of war in the modern era. First, 
nationalists who now portrayed the ethnic hierarchies of empire as viola-
tions of the like-over-like principle resorted to arms to fight for independent 
nation-states. Second, newly founded nation-states competed with each other 
over ethnically mixed territories or over the political fate of co-nationals across 
the border who were ruled by ethnic others. Third, civil wars broke out when the 
new nation-states were captured by ethnic elites who excluded others from the 
political and symbolic benefits of self-rule. Such ethno-political exclusion and 
conflict is especially marked in states that lacked the institutional capacity and 
organizational bases to realize the project of nation building and to offer political 
participation and public goods to the population at large, rather than only to the 
ethnic constituencies of the dominant elites.

Nationalism thus motivated a bloody, generation-long struggle over who 
should rule over whom. It lasted until the like-over-like principle was realized 
through border changes, expulsions and ethnic cleansings, assimilation and 
nation building or political accommodation and power sharing between various 
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ethnic elites. Based on the global datasets introduced further below, we can 
calculate that the likelihood of war more than doubles after nationalism has 
gained a foothold in a political arena; and it remains high over generations after 
a nation-state has been founded.1

2 main conTribuTions

While the book tells this story of the rise and global spread of the nation-state 
and the waves of war it generated, it is not a history book, and it does not have 
a narrative structure. Rather, it explores the forces underlying these historical 
developments with the help of social science techniques of analysis and with 
large datasets that cover the entire modern world – the kind of datasets that 
make it possible to draw the preceding two figures. Besides introducing such 
new datasets, the analysis offers important substantial insights for our under-
standing of world history over the past two centuries. Both contributions are 
briefly summarized here.

2.1 Bringing power and legitimacy center stage

The book aims to show that political power and legitimacy need to move center 
stage in all three areas of scholarship that it addresses: on nation building and 
ethnic politics, on nation-state formation, and on war. It will demonstrate how 
particular power relations between the state and other political actors combine 
with their varying visions of a legitimate political order to produce different 
political identities, forms of statehood, and dynamics of violent conflict.

More specifically, the book derives the political salience and legitimacy of 
political identities from a specific distribution of power and resources between 
the state and the population at large. Both ethnic group formation and nation 
building result from a renegotiation of the relationship between rulers and ruled 
during the process of political modernization (in line with Bates 1974; Wimmer 
2002). Depending on how the distribution of resources and power between rulers 
and ruled change, political alliances form along ethnic lines, or the population at 
large shifts its loyalty to the state elite and identifies with the overarching national 
category. Ethnic groups and nations thus both represent equilibrium outcomes 
of the modernization process. This analysis contributes to the “constructivist” 
literature on ethnicity and nationalism by offering a precise, mechanism-based 

1 More precisely, the predicted probability of war is 1.1 percent in territories without nationalism – 
controlling for degrees of democratization, neighboring wars, the presence of oil resources, and 
political instability. This probability increases to 2.5 percent in the period after a first national(ist) 
organization has been founded. These figures were calculated on the basis of Model 1 in Table 
4.2. Results are almost identical if we also control for levels of economic development and 
population size, which reduce the number of observations considerably.
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analysis of the power configurations that provide either nations or specific eth-
nic cleavages with popular legitimacy and political meaning.

The book also introduces a power-cum-legitimacy approach to our under-
standing of the global spread of the nation-state. Shifts in the power relations 
between adherents of different ideas of legitimate statehood – dynasticism, 
imperial universalism, or national sovereignty – are crucial in understanding 
this momentous transformation of the political world over the past 200 years 
(in line with the general thrust of the work of Roeder 2007). The nation-state 
form was not universally adopted because one society after the other gradually 
ripened enough – as theories of modernization would have it – to finally fall as 
fully blossomed nations onto the garden of the inter-“national” community. Nor 
did the nation-state proliferate across the globe because the international sys-
tem forced national sovereignty upon people after people. Similar to contagion 
processes, the global rise of the nation-state resulted from the concatenation of 
local and regional power shifts in favor of nationalists without much help from 
the global system. This power-configurational analysis sheds new light on a pro-
cess that remains poorly understood, despite its obvious historical importance, 
in comparative sociology and international relations scholarship.

Finally, the book offers an analysis of war that again brings questions of pol-
itical power and legitimacy to the foreground. It demonstrates that the shift of 
these principles of legitimacy – from empire to nation-state – is a major cause of 
both inter-state and civil wars over the past 200 years. This is often neglected in 
existing scholarship in international relations, which has paid only scarce atten-
tion to how transforming the nature of the units composing the inter-“national” 
system has affected war processes. The book also brings power and legitimacy to 
the study of civil wars that is at the core of a vast and fast-growing comparative 
politics literature. It demonstrates that civil wars and armed conflicts are most 
likely in ethnocracies that violate the principles of ethnic self-rule. Dominant 
political economy approaches to civil war, which focus on the conditions that 
make rebellion economically attractive or militarily feasible, need to be com-
plemented with an analysis of the struggle over the power and legitimacy of the 
state.

2.2 New data to answer old questions

Studying nation-state formation and war has long been the exclusive domain of 
qualitative styles of historical research. The classic oeuvres on nationalism and 
the nation-state, for example, were written by historically minded social scien-
tists such as Ernest Gellner, John Breuilly, or Michael Mann. They traced the 
origins of the nation-state in England, France, and the United States and then 
described, using examples from across the world, how it diffused over the globe. 
Besides these world historical narratives, entire libraries have been written on 
each individual trajectory of nation-state formation in the West. Others have 
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teased out the differences, similarities, and interlinkages between a handful of 
cases, often deriving big conclusions from small numbers.2

Most of the chapters that follow use the tools of statistical analysis to iden-
tify recurring patterns in the tapestry woven by hundreds of such specific his-
torical threads. They will analyze newly created datasets that cover the entire 
world over very long periods of time and will thus allow identifying those causal 
mechanisms that structure more than one context and period. Such a quantita-
tive approach based on global datasets can counterweigh against the “European 
provincialism” that plagues the literature on nationalism and nation-state forma-
tion, as one of its most prominent authors has trenchantly observed (Anderson 
1991: xiii).3 Emphasizing old-world developments would be less problematic if 
the nation-state had remained confined to the area of its origin instead of pro-
liferating across the world, or if the earliest nation-states had indeed all been 
located in Europe such that those of “the rest” could be seen as belated comple-
tions of a universal sequence. However, as Anderson reminds us, the first contin-
ent to become thoroughly nationalized was the Americas, not Europe. And many 
non-Western nation-states came into existence before those of Europe. There 
is thus no reason why Holland should be given more analytical weight than 
Haiti, Germany more than Japan, or Belgium more than Bolivia. A quantitative 
approach based on global datasets gives equal weight to all cases, while allowing 
analysis of how they relate to each other through diffusion and imitation.

An inverse bias exists in work on ethnic politics and conflict. Here, Western 
scholars see themselves standing above the abyss of violence into which the 
leaders of many new nation-states in the East and South have thrown their pop-
ulations. Studying ethnic conflicts in Africa, for example, has developed into a 
small research industry among comparative political scientists. But the history 
of Western states is punctuated by frequent episodes of ethnic cleansing and 
nationalist wars as well, not least during the two world wars. To see whether the 
West and “the rest” indeed show similar patterns of violence and war associated 
with the spread of nationalism and the rise of the nation-state, we thus need a 
perspective looking over the long run and the entire globe, rather than restrict-
ing the horizon to the world’s new nation-states or the postwar period, as is the 
case in most comparative politics scholarship on civil war.

In order to develop such a long-term and global perspective, one needs to 
turn the usual relationship between data and research questions on its head. 
Instead of searching for new questions that have not yet been answered with 

2 See the well-known critique by Lieberson (1991).
3 The articles submitted to the leading journal in the field of nationalism studies, Nations and 

Nationalisms, illustrate the disproportionate attention given to Europe: 21.5% of all manuscripts 
submitted since the first issue was published in 1985 were concerned with Western Europe, 
followed by Eastern Europe with 13.3% of the articles, then Asia, excluding the Middle East, with 
12.6%, followed by Oceania with 8.7%. Only 5.4% of the articles concerned Africa, and even 
fewer North America (4%) or South America (2.5%).
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existing datasets, new data need to be collected to answer old questions. Creating 
and analyzing such new datasets with global coverage represents a second major 
contribution that this book seeks to make to the scholarly literature. I review 
these data-collection efforts briefly here.

Quantitative research on civil wars often uses the readily available ethnic frac-
tionalization index – measuring the likelihood that two randomly chosen individ-
uals speak the same language – to see whether more diverse societies are more 
war-prone. Obviously, this measurement is only indirectly related to the dynam-
ics of ethnic competition and exclusion that a long line of qualitative research-
ers – from John S. Furnivall (1939) to Clifford Geertz (1963), Donald Horowitz 
(1985), and Roger Petersen (2002) – has identified as the source of ethnic con-
flict. To bring quantitative research on armed conflict closer to this rich qualita-
tive tradition of scholarship, Lars-Erik Cederman, Brian Min, and I assembled a 
new dataset that measures such competition and exclusion in all countries of the 
world and for decades of yearly observations. As Chapter 5 demonstrates, this 
allows us to ask more relevant questions about the nexus between ethnicity and 
war and to show that it is not demographic diversity that breeds violent conflict, 
but rather exclusionary ethno-political configurations of power.

Similarly, the relation between nation-state formation and violence cannot 
be properly understood with off-the-shelf datasets. These mostly take inde-
pendent states as units of observation and analysis. On the one hand, this is a 
matter of convenience since only modern, independent states produce statistics. 
On the other hand, the setup of standard datasets resonates well with how both 
researchers and lay observers have learned to see the world – as a “family of 
nations” each represented by a differently colored area on a world map.

To overcome this “methodological nationalism” (Wimmer and Glick Schiller 
2002), we need a universe of observations that includes colonial dependencies 
or pre-colonial states. Chapters 3 and 4 explore two new datasets that contain 
information on all territories of the world since 1816, independently of whether 
or not they were governed by sovereign states. This allows tracing the destiny 
of the world’s entire population over the past two centuries and generates new 
insights into the dynamics of nation-state creation and its consequences for war 
and peace.

Another chapter reaches even deeper back into history, at the prize of focus-
ing on two societies only. In order to see whether nation building and ethnic 
group formation are indeed determined by the resource and power distribu-
tion between state elites and the population at large, I have assembled data for 
France from the Renaissance period to the Third Republic and for the Ottoman 
empire from the classical age to the Young Turk revolution. These data are then 
fed into the formal model developed in Chapter 2. It thus takes a step beyond 
most other rational choice or game-theoretic models of historical processes that 
often rest on plausibility assumptions alone and thus are only weakly rooted in 
empirical data.
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All five chapters, along with the long appendices that document these vari-
ous data-gathering efforts, illustrate the price to pay when going beyond existing 
datasets. It often means struggling for each data-point, toiling through substan-
tial amounts of sources to find that single piece of information to be filled into 
the cell of a spreadsheet that seems to extend its borders overnight. Are the 
results worth the efforts? That is for the reader to decide.

3 four meThodological principles

But who would want to promote the illusion that context-free and timeless “laws 
of history” could ever be discovered through quantitative analysis? By adhering 
to the following four methodological principles, we can avoid such an overly 
ambitious scientism all the while identifying repeating causal dynamics in his-
torical processes. First, we should acknowledge that causal regularity and con-
tingency do not rule each other out, but combine to produce particular his-
torical outcomes (King et al. 1994: chapter 2). It is certainly true, for example, 
that the assassination of the Archduke Ferdinand was a contingent event. His 
driver took a wrong turn into a side street of Sarajevo, where Gavrilo Princip, 
a pan-Serbian nationalist conspirator, happened to be on his way to lunch. He 
spotted and shot the archduke. This series of coincidences kindled the powder 
keg of World War I. But there was a powder keg waiting for a spark: a system of 
dyadic, uncoordinated alliances between rival states combined with the pressure 
of nationalist movements that sought to escape the “prisons of nations” as which 
they saw Eastern Europe’s empires. Contemporary Europe lacks both of these 
conditions and it is quite unlikely that any contingent events happening on the 
continent will trigger a third world war at any point in the foreseeable future.

If this book seeks to explore general causal patterns, rather than historically 
specific chains of events, it is a matter of emphasis and choice, and not a prin-
cipled stance against the role of contingency to which historical sociology has 
recently paid so much attention (Wagner-Pacifici 2010). While currently rather 
out of favor in much of sociology (ibid.) and comparative politics (Pierson 2003), 
I hope that the search for recurring long-term historical patterns can be revital-
ized by demonstrating that it produces robust empirical results.4

Second, a quantitative approach to historical processes should carefully spe-
cify the scope conditions of causal regularities in order to avoid overdrawn 
claims to universal validity. Some patterns may be local – they only recur 
throughout the history of Thailand, for example – while others are of a regional 

4 Development economists (Nunn 2009), neo-Malthusians working on political history (Turchin 
2003) or demography (e.g. Bengtsson et al. 2004), and comparative political scientists studying 
democratization (Boix 2011) have started to explore long-term historical patterns using 
quantitative techniques. Some of this research has found an intellectual home in the new journal 
Cliodynamics.
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scope – they exclusively shape the trajectories of former Ottoman dependen-
cies – and still others might affect the entire world. Some causal regularities 
might be period specific and only effective, perhaps, after the American presi-
dent Wilson had declared national sovereignty to be the right of every people 
on the planet. Others are valid for the entire modern age.

When searching for globally recurring causal regularities, we therefore have 
to pay careful attention to possible regional and period effects (Young 2009). 
They are best analyzed by “converting context to cause” (Collier and Mazzuca 
2006) using dummy variables – investigating, for example, whether having been 
an Ottoman dependency is associated with a different dynamic of nation-state 
creation (see Chapter 3). Regional or period-specific regularities can be also dis-
covered by sub-sample analysis, e.g. by analyzing the post-Wilsonian period in 
one equation and the pre-Wilsonian period in another (also in Chapter 3). To 
see whether the strength or even the direction of a causal relationship changes 
over time, key variables can be interacted with time, or we can analyze temporal 
sub-samples more systematically (as done by Isaac and Griffin 1989).

This book seeks to identify the causes of nation-state formation and war in 
the modern age, rather than those shaping particular periods and regional con-
texts. This is again not a matter of principle – nobody would deny that there 
are elements of nation-state formation and war in nineteenth-century Latin 
America (Centeno 2003) that are different from those of the late twentieth cen-
tury Soviet Union (Beissinger 2002). Searching for regularities that hold across 
as many contexts as possible does come at a price, however: the story will neces-
sarily have to be relatively abstract and general, forming a skeleton of arguments 
rather than a richly fleshed out and nuanced historical narrative. Whether one 
prefers the bones over the flesh, or whether one needs both, as lovers of mixed-
method stews would argue, is largely a matter of intellectual taste, rather than of 
choosing between more or less “rigor,” let alone empirical accuracy.

Third, this search for global patterns does not rule out that the same outcome 
might have multiple causes. The forces leading to ethnic conflict in Northern 
Ireland, to give an example, might be different from those that produced the 
Lebanese civil war. Such causal heterogeneity (Ragin 1989) can be discovered 
in a quantitative research design, for instance, with interaction effects (as in 
Chapter 3) or through multinomial regression analysis (see Chapter 5).

Fourth, qualitative inspection of cases and quantitative analysis of large num-
bers has to be combined in order to make sure that the statistical associations 
capture relevant mechanisms. For example, statistical analysis might discover 
that oil is associated with armed conflict. When investigating which cases under-
lie this finding, we encounter, among other “positive hits,” that Mexico has oil 
and it has seen the Zapatista uprising in Chiapas from 1994 onwards. But the 
violence was not the result of a greedy hunt for oil rents. Rather, it emerged 
because Chiapas’ entrenched Ladino elite had blocked land reform for genera-
tions (Collier and Lowery Quaratiello 1994). If many more such cases underlie 
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a correlation, it might be entirely spurious. Ideally, one would therefore check 
case by case whether a statistical association makes historical sense and is based 
on a causal mechanism that conforms to the theoretical expectations (Lieberman 
2005; see also Fearon and Laitin n.d.). In other words, quantitative analysis of his-
torical processes should be undertaken with a qualitative, historically trained, 
and case-oriented mind-set. It encourages us to take off the faceplate of the 
statistical machine and examine in detail how the products that it spits out were 
actually shaped and if they do relate to empirically traceable processes in mean-
ingful ways.

4 on Theory: neTworks, insTiTuTions, power

Now that the general methodological strategy has been outlined, it is appropri-
ate to face the theoretical challenges that understanding nation-state formation, 
ethnic politics, and violent conflict entail. Since the chapters address different, 
more specialized audiences within the broader social science community – from 
the comparative historical sociology of nationalism to the war literatures in com-
parative politics and international relations – this section sketches out the general 
theoretical perspective that holds the book together. Its aims are rather modest: 
it does not offer a new theory, but rather an analytical framework that underlies 
the empirical research of the coming chapters. This framework is squarely cen-
tered on how power, legitimacy, and conflict relate to each other and how they 
are intertwined with the politicization of social categories such as nations, ethnic 
groups, and the like. It brings three traditions in political sociology and com-
parative political science together: relational structuralism, an institutionalism 
focused on questions of legitimacy, and a power-configurational approach.

4.1 Political alliances and identities

The relational argument assumes that networks of political alliances deter-
mine which categorical cleavages – nations, various ethnic groups, social classes, 
regions, cities, or tribes – will become politically salient and the focus of popu-
lar identification. This assumption is shared by a recent strain of comparative 
historical work. It has shown that such cross-class networks of alliances, rather 
than social classes and their factions, represent the building blocks of political 
life and the basis on which politically relevant collective identities are often 
formed.5 Such political alliances can take the form of clientelist and patron-
age networks (as, for example, in Thailand);6 or of linkages between corporatist 

5 See Gould (1995, 1996); Wimmer (2002); Ikegami (2005); Tilly (2006); Barkey (2008); Levi Martin 
(2009).

6 This is the case in many Mediterranean, Latin American and South and Southeast Asian 
societies or in American urban “political machines.” On clientelism, see Lemarchand and Legg 
(1972); Scott (1972); Clapham (1982); Fox (1994); Gould (1996); Kitschelt and Wilkinson (2007).
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organizations such as state-organized peasant unions and the state (see Mexico 
under the PRI);7 or of networks of competing voluntary organizations allied 
with party machines (as in the United States); or of a system of favoritism and 
corruption that relate “neopatrimonial” bureaucrats to the population (as in 
many African states).8

Going beyond most relational approaches, I suggest to closely analyze the 
nature of the exchanges that underlie these political alliances and identities.9 
Regardless of the different dynamics that the various types of alliance networks 
entail, the transactions linking state elites and the rest of the population can be 
described by a common matrix.10 State elites offer different degrees of political 
participation, sometimes through full-scale democracy, sometimes via infor-
mal influence channels. And they provide varying amounts and types of public 
goods, sometimes in the form of a welfare state, sometimes through patronage. 
The population, in turn, offers military support to a varying extent, sometimes 
in the form of an army based on universal conscription. And they trade public 
goods for different amounts of economic support, which they sometimes pro-
vide in the form of taxes, sometimes through bribes and gifts.

The nature of these exchanges is determined by the distribution of resources 
between state and other actors as well as the degree to which elites can obtain 
resources through coercion, rather than exchange. The micro-foundations of 
this relational part of the overall argument will be elaborated in Chapter 2. It 
will show how actors with various resource endowments strategize to end up in 
an alliance system that offers them the most beneficial exchange of goods.

Such exchange relationships are based on consent and mutual commitment 
and thus have long-term implications. They are not one-shot transactions, such 
as buying a piece of pork at a farmer’s market, nor are they based on coercion, 
such as when a soldier takes away a farmer’s pig at gunpoint. If repeated interac-
tions generate relationships of mutual trust and commitment, exchange rela-
tionships can lead the partners to identify, over time, with each other,11 thus pro-
ducing political identities such as estates, nations, ethnic groups, tribes, cities, 

 7 See Schmitter (1974).
 8 See Bratton and van de Walle (1994).
 9 This focus on transactions, rather than network structures, follows up on Blau (1986).
10 For pioneering rational choice research along these lines, see Levi (1988) and Kiser and Linton (2001). 

See also the “state in society” approach by Midgal (2001), or the post-Tillean emphasis on coalitions 
and alliances between state builders and other social groups during early modern state formation in 
the work of Spruyt, Adams, Gorski, and others (summarized in Vu 2009).

11 See also Tilly’s (2005) analysis of the emergence and transformation of trust networks. That exchange 
and cooperation will be accompanied by a corresponding social classification is shown by a long line 
of research in social psychology, which provides the micro-foundations for this part of my argument. 
It stretches from Tajfel (1981) to Kurzban et al. (2001), who have shown how coalitional alliances 
determine identity patterns and that they can even trump established modes of categorization such as 
race in the United States.
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regions, and so forth, that roughly map onto the system of exchange networks 
and mirror its cleavages.

Social categories that reflect a particular structure of alliances and net-
works will appear natural and meaningful to participants and thus become 
taken-for-granted, routinized, and institutionalized. Cultural assimila-
tion – such as through the coordination around shared behavioral norms 
(Deutsch 1953; Coleman 1990: chapter 11) – is more likely to proceed within 
such taken-for-granted and salient categories, which in turn leads individuals 
to choose alliance partners within these categories of culturally similar others 
(McElreath et al. 2003), thus further deepening the process of social closure and 
leading to a self-sustained equilibrium.12

At the end of this “endogenous” process, the corresponding social categor-
ies become institutionalized, more resistant to change, and more “sticky.”13 
Institutionalized cleavage structures provide further incentives to emphasize 
these cleavages over others, above and beyond the exchange gains that they 
entail, and to build political alliances on the basis of those categories that are 
“built into” everyday routines. This basic insight is shared by a variety of histor-
ical institutionalist approaches14 and by a growing group of authors working in 
the fields of nationalism, ethnic politics, and conflict, many of whom followed 
the lead of David Laitin’s (1986) pioneering study.15

4.2 Principles of legitimacy

The resulting institutional structure – a set of routinized exchange alliances 
between actors and the corresponding social cleavage structure – can be more or 
less legitimate in the eyes of different segments of the population. Such varying 
degrees of legitimacy derive from a comparison between this institutional struc-
ture and an ideal image of which categories should be salient (the “who should 
be what” question) and what the exchange relationship between members of 
such categories should be (“who should get what”). A legitimate political order 
is therefore based on a widespread consensus that existing rules of exchange 
are fair (Levi 1997) and that the sorting of individuals into social categories and 
power positions is plausible and morally justifiable.16

12 A self-reinforcing equilibrium persists as long as non-intended and intended consequences of actions 
that are influenced by institutional incentive structures tend not to undermine these arrangements. 
For a brilliant formal approach along these lines, see Greif and Laitin (2004).

13 For a more sophisticated approach to the problem of institutional stability, see Streeck and Thelen 
(2005a).

14 See diMaggio and Powell (1991); Steinmo et al. (1992); Brinton and Nee (2001); Pierson and Skocpol (2002).
15 See, among others, Brubaker (1996); Koopmans et al. (2005); Lieberman and Singh (forthcoming). 

Posner’s (2005) institutionalism focuses on incentive structures provided by electoral systems, rather 
than routinized social categories.

16 On the concept of legitimacy, see most recently Gilley (2009); Hechter (2009b). My own approach is 
heavily influenced by Blau (1986).
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In the context of this book’s topic, we are mostly interested in the cognitive 
and moral templates of what a “just state” should look like, or more precisely, 
who has the right to rule.17 In dynastic monarchies, for example, the right to rule 
is restricted to the king’s clan and no one in their right mind would think that 
an illiterate serf born in the deep provinces should ever hold the steering wheel 
of the state ship in her hands. In theocracies, those who have descended from 
the Prophet should rule, or those who have shown through lifelong religious 
devotion and study that they are able to act as God’s representatives on earth. In 
some empires, the right to rule is restricted to members of the conquering tribe 
or ethnic group. In democracies, one needs to have gained the support of the 
majority of the entire citizenry in order to rule in legitimate ways.

Such principles of political legitimacy – templates of who should rule over 
whom and what obligations and benefits should accrue to both – can emerge 
through an endogenous process. When the distribution of power between actors 
changes, the system of alliances that these resource distributions allow, and the 
corresponding politically salient cleavages, will be transformed as well. Thus, 
new exchange relations and social categories emerge. If these offer the popu-
lation at large a better deal – if fewer individuals are excluded from exchange 
relationships with the political center and if individuals receive more from state 
elites than they did under the previous arrangement – the new system of alliance 
and identification is likely to become transformed into the new moral standard 
against which reality is assessed. In other words, it will become loaded with nor-
mative expectations and thus consolidated as the new template of legitimacy.18

But categories and principles of legitimacy also travel between societies with 
differently structured alliance networks and categorical cleavage structures. This 
works through both a power and a legitimacy mechanism. First, certain modes 
of alliance and identification prove to be economically and militarily more effi-
cient and are thus likely to draw the attention of state builders elsewhere in the 
world (a power competition mechanism). Second, intellectuals and other groups 
with a wide cognitive horizon compare their own political system with that of 
others and tend to adopt those with higher rewards for the population at large as 
templates of legitimacy against which their own socio-political order is judged 
(a legitimacy comparison mechanism). The spread of nationalist ideologies to 
societies that had not yet seen much endogenous nation building is an example 
of such a process of “exogenous” diffusion, to be discussed in Chapter 3.

17 The idea of institutional templates stands at the center of the “new” institutionalism in sociology 
(for an overview, see Brinton and Nee 2001). The nation-state as an instance of such a template (or 
“paradigm,” “modular form”) is discussed by Young (1976), Anderson (1991), and Brubaker (1996). For 
differences in the conceptualization of institutions in political science and sociology, see Haller et al. 
(2011).

18 A similar, exchange-theoretic approach to the emergence of legitimacy was developed by Blau (1986: 
chapter 8), who also provides some micro-foundations for its major propositions.
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At most points in time in most societies, therefore, there are more templates 
of legitimacy and more modes of social categorization available than those 
endogenously generated and sustained by a particular alliance structure. This 
opens up the possibility of conflict between different visions of the legitimate 
political order and thus of institutional change.

4.3 Power configurations and conflict

To understand such conflicts and change – the core preoccupation of this 
book – we need to add elements of a theory of power configurations. In line with 
the “contentious politics” tradition in sociology,19 I assume that political actors 
struggle for control over the central state as well as over its institutional shape – 
empire, theocracy, nation-state, dynastic kingdom, democracy or one-party 
rule, and so on.20 Institutional stability and change is then a matter of the power 
relations between actors who emphasize different principles of legitimacy and 
different social categories they claim to represent (class, the nation, estates, eth-
nic groups, and so forth) (see Wimmer 1995c; Boix 2003; Mahoney and Thelen 
2010).

If the power configuration is favorable enough, those who aim at changing 
institutional principles of legitimacy might capture the state either through a 
revolutionary overthrow of the old regime or in a more gradual way by winning 
over more and more of its exponents.21 They can then reorganize the institu-
tional incentive structures for the next round of political contestation and con-
tention – either by altogether displacing existing institutions or by more grad-
ually layering new institutional rules upon existing ones (Streeck and Thelen 
2005b) – and therefore influence the future alliance structures that shape them. 
Accordingly, the institutional shape of a state depends upon the constellation of 
actor networks and the power relations between them, rather than on different 
stages of an evolutionary sequence, as foreseen by Marxists or scholars working 
in the tradition of modernization theory.22

According to the analytical framework outlined so far, political conflict and 
war spring from three different sources. They form the nucleus of the under-
standing of violent conflict that this book seeks to promote. First, from both 
the relational and power-configurational points of view, violent conflicts are 
more likely if certain segments of the population are not part of the exchange 

19 See most recently Tarrow and Tilly (2006).
20 For a review of “state-centric” research on political revolutions, see Goodwin (2001: chapter 2).
21 The empowering of agents of change might well be the unintended consequence of existing 

institutional arrangements, as argued by Goodwin (2001) and formally modeled by Greif and Laitin 
(2004).

22 For a similar approach, see the elite conflict theory of Lachmann (2011) or more generally the 
power-distributional approach to institutional change succinctly summarized by Mahoney and 
Thelen (2010).
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networks that bind a state and its society together because the flow of control 
from the top and of legitimacy from below is then interrupted. Political exclu-
sion, in other words, fosters the mobilization of individual and collective actors, 
who are driven by their desire to get a more favorable balance of exchange with 
the state and gain access to the public and private goods at its disposal.

My argument does not specify the organizational and interactional 
micro-mechanisms through which exclusion produces mobilization and 
through which such mobilization can then escalate into violent confrontations. 
These micro-foundations have been elaborated by students of contentious pol-
itics (Tarrow and Tilly 2006) and need not be discussed here. The book merely 
specifies the conditions under which these mechanisms, such as mobilization–
repression spirals, will be more likely to be triggered: the larger the popula-
tion excluded from the exchange networks centered on the state and the more 
unfavorable the balance of exchanges with the state for those who are integrated 
into these networks.

Second and according to the institutionalist part of the analytical framework, 
conflict escalation is more likely if such political exclusion violates the princi-
ples of political legitimacy that actors have adopted because this will enhance 
the mobilization and determination of excluded groups. This “grievance” part 
of the argument rests on the assumption that frames of legitimacy are important 
motivational factors and organizational resources for political movements (Snow 
et al. 1986). Rather than assuming a constant level of “grievances” across history 
and across the world, as in some rationalist accounts of violent conflict (Fearon 
and Laitin 2003), or a constant demand for ethnic self-rule (Hechter 2000), I 
focus on variation in levels of discontent and its emotional corollaries. Such vari-
ation results not only from different power configurations, but also from differ-
ent principles of political legitimacy adopted by actors. The micro-foundations 
for such a view have been elaborated by others (Petersen 2002; Pinard 2011) and 
can be bracketed for the purpose of the present study.

Third and relatedly, political conflict and war are more likely to erupt when 
the contending forces seek to change the very institutional setup of a state 
because more is at stake in such “revolutionary” struggles over who has the right 
to rule. Actors will therefore be more willing to escalate conflict and use violent 
means to defend their interests. In a nutshell, political exclusion that violates 
established principles of legitimacy or that involves actors who seek to change 
these principles represents the most violence-prone contexts.

The theoretical approach outlined so far, centered on the analysis of polit-
ical alliance networks, principles of legitimacy, and power configurations, thus 
provides the basis on which the empirical analysis in the following chapters 
stands. The various feedback loops between networks, institutions, and power 
configurations have been discussed elsewhere in detail (Wimmer 2008b), so that 
I can leave it here with this rather short sketch of the theoretical framework. 
The five empirical chapters narrate a complex causal story, weaving together 
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the relational, institutional, and power-configurational arguments, and giving 
them different weights depending on which phase in the transition from empire 
to nation-state we are focusing upon. The following three sections sketch out 
the major lines of this analysis and preview the most important findings of the 
book.

5 The rise and spread of The naTion-sTaTe

5.1 Negotiating nationhood

The analysis starts with the emergence of the first states built on nationalist 
principles. Existing approaches interpret nationhood either as ideological impo-
sitions by manipulative elites (Brass 1979; Mearsheimer 1990; Tilly 1994; Gagnon 
2006) or, to the contrary, as popular sentiments nourished by deeply rooted eth-
nic memories and myths (Smith 1986) or by an eternal desire for ethnic self-rule 
(Hechter 2000). Both approaches tend to overlook the crucial role played by 
varying power distributions between elites and masses, and the types of resource 
exchanges that these allow. Neither ideological imposition “from above” nor 
popular sentiment rising from “the bottom up,” Chapter 2 will argue, ethnic 
group formation and nation building are best seen as negotiated accomplish-
ments involving both elites and masses.

In other words, nation building and ethnic group formation result from a new 
compact between state elites and the population that is built on consent and the 
mutually favorable exchange of resources. Following the relational argument 
outlined above, elites and masses will then start trusting and identifying with 
each other and shift the focus of loyalty to the nation or an ethnic commu-
nity. The chapter introduces a formal analysis of this process. It combines an 
exchange-theoretic and a game-theoretic model that together allow understand-
ing the emergence of different political alliances and identities as an interactive 
process, rather than as a lonely choice that individuals make between different 
possible identities, as in much of the rational choice literature.

The model lets elites and masses exchange political participation against 
military support, and taxation against public goods. The exchange-theoretic 
part of the model assumes that actors exchange these resources and identify 
with each other on an exclusive basis and close their ranks against outsiders – 
thus modeling a process of social closure in line with Max Weber’s (1968) short 
treatment of the subject. The choice of who to enter into an exchange alliance 
with, and which competitors to best keep at arm’s length, is important because it 
affects how much of what actors want they can actually get. The exchange model 
also considers how far actors take cultural similarity into account when deciding 
with whom they would prefer to form an alliance. In societies where voluntary 
organizations, such as professional associations or trade unions, have flourished, 
I will argue, they will be less concerned with such cultural similarity.
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The game-theoretic part of the model then determines which alliance system 
will result, given that different actors will have different preferences regarding 
whom to enter into an exchange relationship with. In a nutshell, we model the 
unequal symbolic power of elites and masses by letting state elites propose a sys-
tem of alliance and identity first – for example nationhood. Other elite segments 
then react with their own proposal, perhaps ethnic closure. The masses move 
last and choose between either of these two proposals or the existing alliance 
system, depending on the resources these different systems would offer them.

This model is calibrated with historical data on how three of the four 
resources – taxation, military support, and public goods provision – were dis-
tributed over various segments of elites and masses in France (from 1300 to 1900) 
and the Ottoman empire (from 1500 to 1900). Such empirical calibration repre-
sents a considerable advantage over most formal models that tend to offer math-
ematically elegant thought experiments often only weakly grounded in empir-
ical data. What results does this empirically calibrated model produce?

We focus on how political modernization changes the resource distribution 
between actors and thus the alliance system they negotiate. Increasing central-
ization shifts control over political decision-making and taxation away from pro-
vincial to central elites. Mass mobilization decreases the military role of provin-
cial elites (such as a feudal nobility with armor and horses) and increases that of 
the masses armed with pikes and halberds. Mass mobilization also increases the 
population’s interest in political participation. A third aspect of political mod-
ernization is the development of voluntary organizations that allow rulers to 
connect with subjects in new ways.

When modernization leads to highly centralized states and mobilized masses, 
state elites hold political decision-making power over the entire territory and 
provide most public goods such as hospitals for the poor and sick, roads and 
waterways, or policing. According to the model results, this allows them to 
break out of the elite coalition to which they had confined their alliances in 
the pre-modern period. They now link up to the masses, across existing ethnic 
and status divides, because they have come to depend on the masses’ taxes and 
military support. The masses, in turn, shift their alliances and “trade” increas-
ing taxation and military support in exchange for political participation and 
the public goods that the centralized state is able to provide. Corresponding 
to this inclusionary and encompassing alliance system, the nation as a mode of 
categorization and identification replaces the older estate order in which peas-
ants identified with peasants and nobles with nobles. Paralleling Margaret Levi’s 
(1997) work on patriotism and consent, we thus show how a state built on coer-
cive resource extraction – as in the pre-modern imperial order – was replaced 
with a state held together by an exchange system built on voluntary consent and 
by a shared national identity.

Where state elites were weaker vis-à-vis other elites and the popula-
tion at large, they were not able to offer sufficient public goods and political 
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participation to make the nation an attractive enough category to identify with. 
Furthermore, elite competition over the military support of the masses made 
an alliance between different elite factions – as it had existed in the imperial 
order – seem rather unattractive. The result is that individuals ally with their 
respective ethnic elites, rather than all members of the polity. Political closure 
then proceeded along ethnic, rather than national, lines. This tendency is even 
more pronounced, as will be shown, if actors do care about cultural similarity 
when considering with whom to exchange resources – as they do when there are 
few voluntary associations that could provide the organizational basis for link-
ing rulers and ruled. Interestingly enough, this is true even if cultural similarity 
and difference are structured along class divisions, rather than ethnic divides. 
Ethnic closure can thus result as an equilibrium outcome even if ethnic groups 
don’t share a common cultural heritage.

How well is this formal model able to make sense of actual historical devel-
opments in the two societies under consideration? According to our historical 
research on Renaissance France and the Ottoman empire of the classical age, 
low levels of state centralization and mass mobilization characterized both pol-
ities before the modern age. When calibrated with these two specific resource 
distributions, the model’s actors negotiate an alliance between various elite fac-
tions with each other, at the exclusion of all segments of the masses. And indeed, 
the structure of alliances and identities had set off the nobility (in France) or 
the military caste (of the Ottoman empire) from the rest of the population, 
to which it related mainly through coercion, rather than mutually beneficial 
exchange. When increasing state centralization and mass mobilization until 
they reach the level that we empirically observe in late eighteenth-century 
France, the model generates nation building as the equilibrium outcome, again 
in line with historical reality: the French revolution first introduced the con-
cept of the nation as a community of equals. A century later and after a further 
leap in state centralization, ethnic and regional identities had faded into the 
background and the population as a whole identified with the French nation 
and its state, as the famed book title Peasants into Frenchmen by Eugen Weber 
(1979) suggests.

For the distribution of resources that characterized the Ottoman empire of the 
early nineteenth century, the model foresees ethnic closure, rather than nation 
building, given comparatively lower levels of state centralization. This again 
makes historical sense: from the nineteenth century onward, ethno-religious 
communities (the millets) became institutionally reinforced, politically empow-
ered, and the focus of identity for the minority population. The idea that all sub-
jects of the Sublime Port would “fuse,” in the words of Ottoman reformers, into 
one people loyal to the Sultan and the state was never embraced by the popula-
tion of the empire. Instead, the ethno-religious millets – and later also Kurds and 
Arabs – were soon politicized and turned into aspiring nations of their own, to 
paraphrase Kemal Karpat’s (1973) title “From Millet to Nation.”
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While the aim of this chapter is certainly not “retrodictions” – an impos-
sible task given the complexity of history and the role of contingent events – it 
is nevertheless assuring that the equilibriums produced by the formal model 
do relate to actual historical developments in such meaningful ways. The main 
point of the chapter, however, is to show that nation building and the politi-
cization of ethnic divisions are both the result of political modernization, but 
represent different equilibrium outcomes depending on the specific resource 
distribution that emerged.23 Weakly centralized states will not see durable alli-
ances with all segments of the population and nationalism will not spread and 
become adopted as a main framework of identity.

This is why ethnic closure – the organization of political loyalties and iden-
tities around sub-national communities – is a widespread feature of weakly 
centralized states with weak civil societies, with important consequences for 
the dynamics of ethnic politics and the potential for violent conflict, as many 
students of post-colonial nation building in the developing world have noticed. 
These consequences will be fully explored in Chapter 5. The next step in the 
analysis, however, is to understand why the rest of the world adopted the nation-
state form, once it had emerged endogenously in France (and elsewhere) from 
the late eighteenth century onward, although the internal conditions were often 
not ripe for nation building. This is the task of Chapter 3.

5.2 The global rise of the nation-state

The early nation-states became attractive models to copy because their lead-
ers could rely on the military loyalty and political support of the masses of the 
population. This had obvious advantages, as the success of Napoleon’s armies 
demonstrated. The nation-state model was therefore “pirated,” in Benedict 
Anderson’s terms, by ambitious political leaders across the world and across 
times. They hoped to one day govern states that matched the military glory, 
political power, and economic might of the early nation-states that soon came 
to dominate the entire world. Nationalist intellectuals around the world were 
also drawn to this new model of organizing politics because it seemed to 
offer the population at large a better exchange relationship with the central 
elites – more rights, better public goods provision, and more dignity – and 
thus became the template of a legitimate political order they were striving for. 
Power competition and legitimacy comparison thus fueled a global imitation 
process. The spread of nationalism around the world, however, is not the focus 

23 Is there a problem of reversed causation? France had already reached the high levels of centralization 
and mobilization at which our model predicts nation building shortly before the French revolution 
produced a nation-state, thus excluding the possibility that nationalism and nation building had 
created such high levels of centralization and mobilization. To be sure, there is a positive feedback 
effect: the spread of nationalist ideologies allows further centralization and leads to additional mass 
mobilization, thus further pushing the exchange relationship toward the new equilibrium.
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of Chapter 3.24 Rather, it treats the proliferation of nationalisms as an ante-
cedent and seeks to explore the conditions under which nationalists were able 
to establish a nation-state.

In contrast to the emergence of the first nation-states analyzed in Chapter 2, 
I will argue, its further spread across the world depended on a power configur-
ation in favor of nationalists, rather than an endogenous transformation of the 
exchange relationships and alliance networks binding state elites and the masses 
together. Many nation-states thus were formed without a previous process of 
nation building. This analysis parallels Theda Skocpol’s (1979) well-known study 
of the French, Russian, and Chinese revolutions, in which she showed that the 
political power configuration centered on the state was more crucial than class 
relations or the revolutionary consciousness of the masses in bringing about a 
revolutionary cataclysm.

Similarly I will show how a shift in the balance of power in favor of nation-
alists – brought about by political mobilization, wars, and diffusion effects – 
explains when and where the nation-state is adopted. Similar to evolutionary 
biology, then, the emergence of the nation-state as a new institutional form (the 
analogue to genetic mutation) and the mechanisms of its subsequent prolifer-
ation across the world (similar to the effects of natural selection) represent proc-
esses of a different nature that need to be analyzed with different tools and in 
separate steps.

This approach contrasts with much of the existing literature on the rise 
and global spread of the nation-state, which highlights domestic moderniza-
tion processes that are supposed to bring about the nation-state whenever they 
reach a critical level. Political modernization, Tilly (1994) and Hechter (2000) 
argued, led to a shift from indirect to direct rule, often by ethnic others, which 
in turn mobilized the population under the banners of nationalism. Anderson’s 
(1991) brilliant book emphasizes cultural modernization. The spread of mass lit-
eracy in vernacular languages, so the argument goes, made the imagining of 
national communities possible and eventually forced state institutions into this 
new identitarian mold. According to Gellner (1983), industrialization “needs” a 
culturally homogenous labor force, which is eventually provided by the edu-
cational apparatus of a nation-state. Other prominent authors such as John 
Meyer (Meyer et al. 1997) put the finger on diffusion mechanisms at the global 
level, rather than domestic modernization. A hegemonic world culture holds a 
monopoly on the definition of legitimate statehood and forces more and more 
state-builders all over the world to adopt the nation-state form, independent of 
local political conditions.25

24 See Badie (2000).
25 This style of reasoning can also be found in “international society-centric constructivism” in 

international relations scholarship (Hobson 2000).
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To test these various arguments, Chapter 3 uses a new dataset containing 
information on 140 territories across the world before they became modern 
nation-states, covering all years since 1816. Analysis of this dataset shows that 
nation-states are created when a power shift allows nationalists to overthrow 
or absorb the established regime. The power balance shifts in favor of national-
ists if the established regime is weakened by wars or if nationalists have had 
ample time to decry ethno-political hierarchies as instances of “alien rule” and 
to mobilize followers. Diffusion of nation-states among neighbors or within the 
same empire also empowers nationalists by providing them with a model to imi-
tate and new alliance partners to rely upon. On the other hand, nationalists are 
at a disadvantage when they struggle against an empire that disposes of much 
global military and economic power. Figure 1.3 shows how these different aspects 
of the configuration of power between nationalists and the old regime influence 
the likelihood of nation-state creation.

There is no evidence, on the other hand, that industrialization, the spread 
of mass literacy, or increasing administrative penetration and direct rule bring 
about the nation-state, as maintained by the theories of economic, cultural, and 
political modernization mentioned above. While endogenous nation building is 
indeed the consequence of political centralization and the establishment of direct 
rule, as shown in Chapter 2, the global rise of the nation-state seems to be quite 
detached from a state’s capacity to directly rule over a territory. Nation-states 
are also not more likely to emerge the more the world is already populated by 
nation-states or the more ties a territory has established with the centers of 
world culture, as predicted by those who believe in the coercive power of the 
world polity. It thus seems that the global legitimacy of the nation-state model 
results from its proliferation across the world, rather than the other way round.26 
As one territory after another became governed as a nation-state, a global con-
sensus emerged that it represents the sole legitimate form of government.

Local and regional processes not coordinated or causally produced by global 
social forces can thus generate a global outcome: the almost universal adoption 
of the nation-state form over the past 200 years. As in epidemiology, processes 
of contagion follow established networks of political relationships and commu-
nication that span the entire world. The logic of contagion is purely local, how-
ever, and produces a decentralized pattern of diffusion, all the while generating 
the illusion of a systemic process when seen from a global point of view.

26 This argument is in line with “second image” theories of international politics and more specifically 
with the revised “liberal” theory of Moravcsik (1997: 540). Note that it does not exclude a possible 
feedback mechanism – the more states converge on the nation-state model, the more a global 
cultural consensus emerges that encourages further convergence (see Risse-Kappen 1996) – but it 
most certainly rules out reverse causation: that world political culture produces nationally constituted 
statehood in the first place.
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6 naTion-sTaTes and violence

6.1 Nation-state formation and war

Chapter 4 will show that this universal shift to the nation-state model is a major 
cause of war in the modern world, thus challenging mainstream approaches in 
international relations and comparative politics according to which principles of 
political legitimacy and their transformation play no important role in explain-
ing war and peace. How does the shift from imperial or dynastic to nationalist 
principles of legitimacy produce wars? First, nationalism with its core ideology 
of political self-rule – the right to be governed by “one’s own” – delegitimizes 

73
70

43

28

15

–40

Additional
nation-state

among
neighbors

Additional
war on
territory

Additional
war in
empire

20 additional
years since
first national
organization

founded

Additional
nation-state

within empire

10%
increase in
imperial 
center's 
share of
global
power

figure 1.3 How the balance of power affects the likelihood of nation-state formation 
(in %)
Notes: calculated as percentage change in the likelihood of NSC when the value of a vari-
able is increased over its mean27 as compared to the likelihood when all variables are set 
to their means; all effects are significant at the p<0.01 level; calculations similar to Model 
7 in Table 3.1; N=16,488 observations in 145 territories.

27 For years since first national organization and the imperial share of global power I chose an increase 
close to a standard deviation. All other variables are increased by one unit.

 

 

 

 

 

 



  Waves of War24

the rule of imperial, aristocratic, or theocratic elites and decries ethnic exclu-
sion hitherto accepted as part of the legitimate order. Nationalism thus moti-
vates and enables political entrepreneurs to fight secessionist wars against 
“alien rule.” The prolonged and bloody struggles for national independence 
in Algeria, Angola, Bolivia, Indonesia, Mexico, the United States, or Vietnam 
are well-known examples. When nationalists face a domestic old regime, rather 
than an empire, civil wars pitting nationalist reformers against ancien régime 
elites might bring about a national revolution – as through the short “war of the 
special league” in Switzerland of 1847 or the civil war after Japan’s Meiji “restor-
ation” two decades later.

Once the nation-state has been established, nationalist principles of legitim-
acy are reinforced and institutionalized, making both civil and inter-state wars 
more likely wherever these principles are violated. In Chapter 2, we will see that 
in modernizing states with lower degrees of political centralization and reduced 
capacity to provide public goods, as well as in societies with weakly developed 
networks of voluntary organizations, political alliances and identities tend to 
form along ethnic, rather than national, lines. The ruling elites thus favor their 
co-ethnics over all others when it comes to providing public good or shaping 
public policies. This may trigger the second conflict-generating mechanism 
identified above: leaders of excluded groups can now decry the breach of the 
principle of ethnic self-rule and demand a nation-state of their own, or at least 
a fair share of the governmental cake. They can now evoke the very principles 
of nationalism – that ethnic likes should be ruled by ethnic likes – to legitimize 
their claims and mobilize followers. The ensuing competition for control over 
the nation-state might escalate into full-scale rebellions.

The shift to the nation-state model and the political exclusion along eth-
nic lines that it fosters in weakly centralized states also increases the likeli-
hood of inter-state war. The rulers of new states might interfere in the affairs 
of neighboring states to protect their co-ethnics across the border from the fate 
of second-class citizenship they might have to endure as ethnic minorities in a 
state “owned” by a different people. Apart from pure balance-of-power consid-
erations and strategic motivations (highlighted by Mylonas forthcoming), lead-
ers care for co-nationals across the border because they have to show to their 
own constituencies that they are indeed concerned by the fate of the nation 
and that they will not tolerate that their “brothers and sisters” across the bor-
der suffer from political discrimination. Such interference and competition over 
“mixed” territories increases the likelihood of armed conflict between nation-
alizing states. Examples are the two Balkan wars, the competing movements for 
independent states that emerged during the world wars, or more recently the 
tensions between Sudan and the newly independent Southern Sudan.

How can one show that nation-state formation leads to war? Standard data-
sets take independent states as units of observation and thus cannot analyze 
the wars associated with their emergence. To overcome this problem, we have 
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assembled a new dataset that records the outbreak of war on fixed geographical 
territories from 1816 to 2001. The shift to constant territorial units also forced 
us to create a new dataset on all wars that have ever been fought on these 156 
territories since 1816, using a wide range of existing war lists, compendia, and 
historical sources.

Are civil and international wars indeed more likely during nation-state forma-
tion? Figure 1.4 offers an unequivocal answer to this question. It plots the percentage 
of territories on which a war broke out for each year before and after a nation-state 
was formed. The x-axis therefore does not record chronological time, but shows the 
transformation clock for all individual territories. The year of nation-state creation 
is set at zero, which corresponds to the year 1998 in the case of Bhutan, for example, 
but 1820 in the case of Spain. The vertical bars centered on the line indicate “con-
fidence intervals at the 95 percent level.” In everyday language, this means that 
where these bars do not cross the line representing the mean probability of war in 
all territories and years, we can be almost certain that the likelihood of war is differ-
ent from that mean and not the product of chance alone.

Figure 1.4 shows that the transformation of the international system from a 
world of empires, kingdoms, city-states, and tribal confederacies into a world of 
nation-states has indeed been associated with war. This pattern recurs in every 
wave of nation-state creation since Napoleon and on every continent. The shift 
to territorial units of observation and a long-term perspective thus reveals what 

0%

1%

2%

3%

4%

5%

6%

–1
7

–1
6

–1
5

–1
4

–1
3

–1
2

–1
1

–1
0 –9 –8 –7 –6 –5 –4 –3 –2 –1 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17

%
 o

f t
er

rit
or

ie
s 

on
 w

hi
ch

 a
 w

ar
 b

ro
ke

 o
ut

Decades after nation-state creationDecades before nation-state creation

Mostly secessionist and
inter-state wars

Mostly civil and
inter-state wars

Mean war probability

figure 1.4 The big picture: nation-state formation and war since 1816
Notes: moving 20-year average; 95 percent confidence interval in gray; data are from 
Chapter 4; N=27,700 observations on 150 territories.

 



  Waves of War26

has so far been hidden from view: that nation-state formation represents a cru-
cial source of war in the modern world. To be sure, nationalism and nation-state 
formation do not explain all wars ever fought on the globe. My argument is not 
tailored to understand, for example, the American invasion of Iraq in 2003 or 
the communist insurgencies in Latin America of the 1970s. These are, by the 
way, responsible for the smaller hump in war probability 120 to 150 years after 
nation-state formation shown in Figure 1.4.

Still, highlighting the nationalist foundations of many modern wars represents 
an important insight. Traditional “realist” international relations approaches 
(see the overview in Levy and Thompson 2010) look at the distribution of mili-
tary capabilities in an anarchic world of competing states each exclusively con-
cerned with their own security. Rationalist accounts seek to demonstrate that 
states go to war if their evaluations of who would win diverge from each other. 
Other scholars identify those pairs of states that are most war-prone: those with 
territorial disputes and a long history of rivalry, or those in which one of the 
states is a democracy and the other an autocracy, or those not bound together by 
dense networks of trade.

In this vast and sophisticated literature, nationalism has not been treated 
as a serious candidate for explaining wars. “Nationalism,” writes a promin-
ent “realist,” represents a mere “second order force in international politics” 
(Mearsheimer 1990: 21) because it is “caused in large part by security compe-
tition among … states, which compelled … elites to mobilize publics to sup-
port national defense efforts” (ibid.: 12). Obviously, as Miller (2007: 32) notes, this 
fails to account for why most nationalist movements are directed against existing 
states – as in the anti-imperial, secessionist nationalisms that have transformed 
the shape of the world in the past two centuries. With the single exception of an 
article by Maoz (1989), even the very creation of new states has not been treated 
as a potential source of war in modern history.

Mainstream international relations theory thus overlooks that “unit-level 
transformation”28 – the shift from an international system composed of empires 
and dynastic kingdoms to a system composed of nation-states – is itself an import-
ant cause of war. The small literature on the role of nationalism in international 
relations is squarely focused either on how states militarily intervene in favor 
of co-nationals in neighboring states (Miller 2007;29 Woodwell 2007; Saideman 

28 On the interesting lack of interest by international relations scholars in the inter-national nature of the 
world polity, see Lapid and Kratochwil (1996; also Spruyt 1996: chapter 1). Some more recent work seeks to 
overcome this neglect and to address the issue of “unit variation”; see the review by Kahler (2002: 66–71).

29 Miller’s (2007) argument is perhaps the most encompassing and goes beyond co-nationality as a 
determinant of inter-state conflict behavior. He maintains that whether or not regions (his units of 
analysis) are peaceful depends on the “nation-to-state balance,” i.e. the degree to which there are 
irredentist or cross-border nationalisms seeking to redraw the existing borders between states. In 
regions with strong states, such revisionist nationalism leads to inter-state wars, while regions with 
weak states will be the arena of civil wars.
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and Ayres 2008), or how political elites might stir up nationalist sentiment by 
attacking a neighboring country to stabilize their own insecure political position 
(Snyder 2000). Going beyond the important insights offered by these authors, 
this book shows that nationalism played a much more important role in the his-
tory of modern war than commonly assumed. It transformed the number and 
nature of the global system’s constituent units, and this transformation is itself a 
major cause of war over the past 200 years, as suggested by Figure 1.4.

Moreover, the rise of the nation-state also had a profound impact on the 
aims and motivations for going to war.30 As Figure 1.2 shows, wars of con-
quest have almost ceased to be fought since Hitler’s failed attempt to build 
an empire stretching from the Rhine to the Urals. Why? The legitimacy 
of empires was based on the idea of bringing “true faith,” “civilization,” or 
“revolutionary progress” to distant places, if necessary through conquest and 
the “pacification” of recalcitrant locals who fail to see the light of religious 
truth or civilizational progress. Imperial elites thus had incentives to con-
quer other states and to permanently incorporate their territories into their 
domain. Nation-states, however, cannot legitimately rule over vast numbers 
of ethnic others, given that they are built on national self-rule as their legit-
imizing principle. Compare how the Ottoman sultan and then the British 
crown ruled over Iraqi lands to the policy of the United States after it had 
invaded the country, and it becomes clear that in a world of nation-states, 
conquest is no longer a legitimate war aim.31 The transformation of the nature 
of states thus helps to understand why wars between states have become so 
rare in the contemporary period.

Ethno-nationalism, however, motivates an increasing number of wars in the 
world. As Figure 1.2 showed, the share of nationalist wars of secession and ethnic 

This argument faces serious endogeneity problems, however, since the existence of revisionist 
nationalist movements is obviously associated with conflict, while it remains to be explained why such 
irredentist, secessionist, or unification nationalisms emerge in the first place. To avoid endogeneity, 
one could count, as Miller suggests (ibid.: 56), the number of national groups per state (“internal 
incongruence”) as well as the number of ethnic groups with kin in neighboring states (“external 
incongruence”). However, according to an analysis of the dataset introduced in Chapter 5, neither the 
number of politicized ethnic groups nor the existence of cross-border ethnic kin have any effect on 
the probability of armed conflict or civil war (results not shown).

30 This is in line with emphasis on domestic formation of foreign policy preference in “second image” 
theories of international relations (see Moravcsik 1997). For a historical overview of how the nature of 
states influences their motivations for going to war, see Luard (1986).

31 An alternative explanation in international relations theory attributes the scarcity of wars of conquest 
in the contemporary world to the fact that multinational corporations have spread over the territories 
of all the major great powers, which together with the shift to knowledge-based economies decreases 
the economic attractiveness of conquest (Brooks 2005). This obviously fails to explain why we do not 
see more conquest between nation-states that host few multinationals and whose economies depend 
on agriculture and resource extraction, e.g. most of contemporary Africa.
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civil wars rose from 25 to 75 percent over the course of a century. The spread 
of nationalism as foundation of political legitimacy changed the motivations 
and aims for which humanity goes to war: wars of conquest gave way to wars 
of nationalist secession, conflicts over dynastic succession or tax levels were 
replaced by ethno-political struggles over access to central government.32

6.2 Ethnic politics and armed conflict

Not all transitions to the nation-state are accompanied by war, however. Figure 
1.4 shows that at the height of the transformation process, a new war broke out 
on only about 4 percent of all territories in that year. We thus need to more pre-
cisely specify the conditions under which nation-state formation leads to armed 
conflict and show that ethno-political inequality indeed plays as crucial a role 
as claimed throughout this book. Given data limitations, a more precise analysis 
cannot be offered for all phases of the process and all types of war. Chapter 5 
zooms in on the period after a nation-state has been founded, and focuses on 
civil wars only. The analysis will now include low-intensity domestic conflicts 
that cost as few as 25 battle deaths as well, while previous chapters related to 
full-scale wars with more than 1,000 deaths. Such detailed data on armed con-
flicts is only available for the years after World War II.

This restricted view will allow for much more precision in the analysis. 
The chapter is based on a new, global dataset already briefly mentioned above. 
It records ethnic power relations in all countries of the world and how they 
changed since World War II, which will allow us to test the political exclusion 
hypothesis directly. Equally important and additional mechanisms that trigger 
ethnic conflict can be identified. I will thus pay more attention to causal het-
erogeneity than in the previous chapter and show that different types of ethnic 
conflict are caused by different ethno-political configurations of power. All these 
different configurations can be portrayed as ethnic underrepresentation in gov-
ernment and thus as violations of the nationalist “like-over-like” principle of 
legitimacy.

The first configuration is marked by high levels of ethno-political inequality 
and was already part of the analysis of preceding chapters. Ethnicity is more 
likely to be politicized and ethnic minority rule is more likely to emerge in 
weakly centralized states with a limited capacity to provide public goods, tax the 
population, and control the political process, as well as in societies with weakly 
developed civil societies. States that exclude large segments of the population 
on the basis of ethnicity face severe legitimacy problems since they directly 
violate the principle of ethnic self-rule established by the nation-state model. 
Saddam Hussein’s ethnocracy provides a good illustration of such regimes. His 
Baath Party became more and more the party of Sunni Arab nationalists, and 

32 For a full empirical analysis of these conjectures, see Wimmer and Min (2009).

  

 



Introduction and summary 29

Kurdish and Shiite army officers and bureaucrats were increasingly excluded 
from the circles of power. A long series of insurrections by Kurdish peshmerga and 
Shiite notables followed (Wimmer 2002: chapter 6). The Alawite minority of the 
Assad clan has dominated neighboring Syria since the 1970s. Bloody rebellions 
against their ethnocratic rule were organized by the Sunni Muslim brotherhood 
in 1982 and by various, more dispersed forces in 2011.

Second, where state power is shared by a large number of ethnic elites, their 
coalition is beset with commitment problems, and competition over the spoils 
of government often leads to violent infighting. The higher the number of eth-
nic elites tied into a government coalition, the less stable their alliances and the 
more likely such infighting becomes. The Lebanese civil war provides an apt 
illustration of how this mechanism operates. The power sharing formula inher-
ited from the French mandate period could not be adjusted to new political and 
demographic realities, given the rivalries and lack of predictable political alli-
ances between the leaders of the numerous ethno-religious communities. Their 
elites feared losing out in the struggle over the state and being dominated by 
ethnic others in the future, and political tensions escalated into a full-blown 
civil war.

Third, the alliance networks that bind a population to the political center 
will be only weakly institutionalized in nation-states that have been ruled indir-
ectly by empires in the past. Following the relational part of the theory of con-
flict outlined above, national identity and loyalty toward the central state are 
therefore expected to be weak as well, and the state and its territorial bound-
aries enjoy only little legitimacy – independent of the power configuration at 
the center. Rebels and infighters will then adopt a full-blown nationalist agenda 
and armed conflicts will take on secessionist forms. Examples are the separatist 
movements of South Ossetians and Abkhazians, whom Moscow had ruled indir-
ectly as an autonomous republic or oblast during Soviet times. Correspondingly, 
they maintained only weak political ties and disidentified with the Georgian 
republic of which they became a part but which they perceived as largely illegit-
imate. When Georgian nationalists were about to declare independence, both 
regions hastily claimed the mantle of independent statehood for themselves, 
and wars of secession ensued immediately.

In summary, three different configurations of alliance and power lead to vari-
ous types of ethnic conflict instigated by different actors (excluded groups or 
ethnic elites that share power) pursuing different aims (secession or control-
ling government). All remain related, however, to the principles of legitimacy – 
ethnic self-rule – that the nation-state established, and circle around the issue 
of ethnic underrepresentation and the fear of political domination by ethnic 
others.

Chapter 5 tests these hypotheses with the Ethnic Power Relations dataset. 
Since it is a fully dynamic dataset, it goes well beyond static measures of eth-
nic diversity – such as fractionalization indices – so often used in quantitative 



  Waves of War30

research. The dataset directly codes the ethno-political constellation of power 
at the state’s center – rather than only focusing on politically marginalized 
minorities, as does the widely used and pioneering Minorities at Risk dataset. 
Figure 1.5 summarizes the results of Chapter 5 for readers who are not familiar 
with the conventions of statistical analysis. The bars tell us how much more 
likely armed conflict will be when the value of a particular variable (and of this 
variable only) is increased from its mean by one standard deviation. A standard 
deviation refers to the maximum difference between observed values and the 
mean for two-thirds of observations. This is one of the best ways to compare the 
effects of variables that are measured in different units and that show different 
degrees of dispersion from their mean.

The bars in the figure are linked with arrows to the type of conflict that 
the corresponding variable is affecting. Political exclusion is conducive to rebel-
lion, both secessionist and non-secessionist. Infighting (again both in its seces-
sionist and non-secessionist variants) is more likely the higher the number of 
power sharing elites. A long history of imperial rule increases the likelihood 
of secessionist conflict, both by excluded and by power sharing groups. These 
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ethno-political factors are as effective and robust in predicting civil war as the 
two most important explanatory variables in quantitative studies of civil war: a 
country’s level of economic development and the size of its population. Ethnic 
politics is clearly not only affecting armed conflict in statistically significant, but 
also in substantially important ways.

The chapter thus introduces a power-cum-legitimacy argument into a debate 
that is largely dominated by political economy approaches for which questions 
of state legitimacy and political inequality play no role in understanding today’s 
civil wars. According to the most often cited article in this literature (Fearon and 
Laitin 2003), civil wars break out when a government is too weak to suppress the 
ubiquitous discontent of its population. The fact that Sweden is peaceful while 
the Syrian population rose up against the Assad regime in 2011 (and before) thus 
has nothing to do with different levels of state legitimacy, but needs to be attrib-
uted to the higher repressive capacity of the Swedish government … Collier 
and Hoeffler (2004) see greedy warlords take up arms to gain control over nat-
ural resources such as oil or diamonds – leaving students of conflicts in oil- and 
diamond-free places such as Northern Ireland or Tibet wondering how to make 
sense of what they observe. Posen (1993a) argues that state collapse leaves ethnic 
groups no other choice than to attack each other to prevent being attacked first, 
thus overlooking that state collapse is often the consequence of ethnic violence, 
not its cause.

Chapters 5 shows that political inequality and legitimacy need to be taken 
into account if we want to gain a proper understanding of the drama of civil 
war. Rather than resource competition outside the domains of the state, or the 
military weakness of the state, or even the disappearance of state authority 
altogether, it is the ethno-political struggle over the state that drives many vio-
lent conflicts in the contemporary world of nation-states. This is not to deny 
that the repressive capacity of the state matters – an armed rebellion is obvi-
ously more difficult to organize in contemporary China than it is in a weak and 
fragmented state with little surveillance capacity such as Congo. Feasibility must 
matter, even if it has hitherto been impossible to establish this relationship in 
direct ways, perhaps due to the lack of adequate data on the repressive capacity 
of states. And it might also be that oil and diamonds fuel the flames of competi-
tion over the state (see Ross 2012). But perhaps military feasibility and economic 
resources represent mitigating and intervening factors, rather than the primary 
cause of armed conflict (for empirical support of this interpretation, see Thies 
2010).

6.3 Can peace be engineered?

The final chapter draws some tentative conclusions for the policy debate on how 
to best prevent ethnic conflict. The analyses of the preceding chapters quite 
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unequivocally suggest that the most effective way to guarantee peace is fostering 
inclusionary power structures. Such ethno-political inclusion can be achieved 
in various ways depending on historical antecedents and contemporary con-
text: through encompassing clientelist networks tying state elites to all other 
segments of a society; through a governing coalition of ethnic parties such as in 
Malaysia; through one-party rule within which various ethnic elites find their 
place (as in Ivory Coast before democratization); or through a non-ethnic party 
system and informal power sharing arrangements such as in Switzerland. The 
nature of political institutions – electoral rules, degrees of federalism, levels of 
democratization, etc. – matters less, the chapter shows, than the power configur-
ation that underlies them.

Most policy-makers and comparative political scientists, however, are con-
vinced that political institutions should be the prime focus of prevention pol-
icies. In other words, they believe that peace can be engineered by adjusting 
the incentive structures for political leaders and followers. Policy-makers often 
emphasize that democratic institutions will mitigate conflict propensity in the 
long run. Not only can votes replace bullets as means to voice one’s discontent, 
they argue, but democracies will also politically integrate ethnic minorities and 
thus produce less exclusionary power structures.

Comparative political scientists have also been engaged in a long-standing 
debate whether proportionalism, federalism, and parliamentarianism are foster-
ing peaceful accommodation, as maintained by consociationalists. So-called cen-
tripetalists, on the other hand, argue that to the contrary majoritarianism, uni-
tarianism, and presidentialism are more apt to tame the flames of ethno-political 
competition and avoid an escalation into armed conflict. All agree, however, that 
formal political institutions indeed matter in explaining why certain countries 
are more prone to armed violence than others.

Chapter 6 empirically evaluates these various claims. It opens by reminding 
readers that Chapters 4 and 5 showed no support for the idea that democracies 
are less prone to armed conflict and war than non-democratic regimes. Even 
the more circumspect finding that regimes in between autocracies and democ-
racies – so-called anocracies – are the most war-prone has not been upheld by 
recent research, which showed that these earlier findings were based on a prob-
lematic coding of anocracy.

But perhaps there is evidence for an indirect effect of democracies on 
conflict because democracies should be more inclusionary than other pol-
itical systems? Since minorities have a vote in democracies, shouldn’t this 
allow for at least some representation at the highest levels of government? 
And shouldn’t such more inclusionary power configurations then foster 
peace? Indeed, I find a strong statistical association between democracy and 
ethno-political inclusion – measured as the percentage of the population that 
is represented at the highest level of executive government. However, this 
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is most likely due to a selection effect: more exclusionary regimes, such as 
the white ethnocracy of Rhodesia, are likely to resist pressure to democra-
tization more fervently and will thus less likely transition into full-blown 
democracies. Democracies don’t necessarily foster ethno-political inclusion, 
in other words, but ethno-political exclusion prevents democratization. In 
sum, there is no evidence that democracies are more peaceful either through 
a direct effect (“votes instead of bullets”) or through an indirect effect via the 
ethno-political power structure.

But perhaps it is not so much democracy per se that prevents civil war, but 
either centripetal institutions (presidentialism, majoritarianism, unitarianism) 
or to the contrary consociational arrangements (parliamentarianism, propor-
tionalism, and federalism)? I test these arguments using all available datasets on 
political institutions, which rely on different definitions and provide different 
data coverage. The results are quite straightforward: none of the institutional 
features, however defined and in whatever combination, seem to matter much 
for explaining ethnic conflict.

But since rules of the political game offer different incentives depending on 
whether an actor seeks to preserve power or to achieve it, we should perhaps 
again disaggregate the dependent variable and distinguish between infighting 
between power sharing partners and rebellions in the name of the excluded 
population. Such a fine-grained analysis does not yield any more encouraging 
results for advocates of institutional engineering, however. Using some specific 
codings of institutional variables indicates that presidentialism or federalism 
might be associated with fewer conflicts between power sharing partners. But 
no institutional arrangement has any effect on the much more prevalent form of 
ethnic conflict, i.e. on rebellions. These comprise 90 out of the 110 ethnic con-
flicts that occurred since 1945.

Rather than trying to engineer institutions – finding the right electoral 
system or the right amount of decentralization – prevention policies should 
aim at encouraging inclusive power configurations. But how to foster inclu-
sion if this cannot be achieved through engineering electoral systems or 
decentralizing power? The rather tentative conclusions that Chapter 6 
offers are not very encouraging from a policy-maker’s perspective, I am 
afraid.

First, ethnocratic regimes can often only be overcome by violence. It is 
unlikely, for example, that Saddam Hussein’s sultanistic regime could have 
been seduced to travel down a path of gradual reform that would have ended in 
meaningful representation of Kurdish and Shia politicians in the inner circle of 
power. It had to be overthrown by force. Ironically, then, violence is sometimes 
the only way to prevent it in the long run – perhaps the ultimately “realist” 
position one can take in the debate about prevention. As the peaceful South 
African transition away from ethnocracy illustrates, however, this position is 
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not based on any iron “laws” or strict regularities, but on a more probabilistic 
argument.

Second, the ideal strategy to overcome the dynamics of ethnic competi-
tion and conflict would be effective nation building: shifting the loyalty of citi-
zens toward the central state, increasing their identification with the nation, 
depoliticizing ethnicity, and thus allowing political competition and alliances 
to form along other lines, less linked to the basic principles of legitimacy of 
nation-states and thus less prone to escalation into conflict. As Chapter 2 sug-
gests, however, nations can best be built in strongly centralized states and in the 
context of mushrooming civil societies. Neither state capacity nor the devel-
opment of voluntary organizations can be engineered from the outside, and 
both are processes that evolve over generations, not years. Still, an endogen-
ous process of nation building can be encouraged by focusing foreign aid on 
strengthening state capacity to deliver public goods and to tax the population 
effectively, thus encouraging new exchange relationships between state elites 
and the population at large. As the recent experience in Afghanistan shows, 
nation building “from the outside” is quite impossible and might delegitimize a 
state, rather than leading to its gradual rooting in the fabrics of society.

7 limiTaTions and implicaTions

Just how exactly state capacity and networks of voluntary organizations can be 
fostered is a question beyond the purview of this book, however. It treats these 
factors as exogenously given and does not seek to explain them comparatively. 
Why the French state in the late eighteenth century managed to monopol-
ize political power and the provision of public goods to a much larger extent 
than the Ottoman empire, to return to the empirical cases used in Chapter 2, is 
not the object of any systematic empirical analysis. Similarly, I do not attempt 
to comparatively explain why certain states in the postwar world are unable 
to achieve much effective nation building and exclude large segments of the 
population from the exchange relationships with the central government, while 
others have built up more integrative alliance structures and thus have managed 
to depoliticize ethnic relations.

This is the object of further research. Following up on the analysis pre-
sented in Chapter 2, I show in a forthcoming article (Wimmer in preparation) 
that the development of networks of voluntary organizations and state cap-
acity to deliver public goods are indeed crucial factors in explaining how 
inclusive ethno-political power structures will be. Contemporary state cap-
acity and organizational development are in turn related to levels of state cen-
tralization achieved during the nineteenth century before colonialism.33 I also 

33 Most scholars attribute the weakness of many contemporary states to the fact that postwar international 
norms prevented the consolidation of weak states through conquest and absorption into stronger states 
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show that such long-term factors of endogenous political development are 
more important for explaining contemporary ethnic power structures – the 
success or failure of nation building – than democratization or various legacies 
of colonial rule.

Despite this extension of the argument presented in this book, a full empir-
ical account of how state formation, organizational development, nation build-
ing, and war interact with each other remains beyond our current intellectual 
reach and capacity, at least of this author’s intellectual capacity and reach. It is 
a major task for future research to develop a fully integrated empirical model 
that endogenizes all these factors, all the while taking international diffusion 
processes into account (for a recent conceptual move in that direction, see Levy 
and Thompson 2011).

Rather than offering such a full account, this book explores two major aspects 
of the overall history of political development in the modern era. It explains 
why the world has become a world of nation-states and shows that the creation 
of these nation-states triggered a global wave of wars and ethnic conflict. Its nar-
rative therefore resembles a tragedy, rather than the heroic drama as which the 
history of modernity is often told. Indeed, the breakup of empires into a series 
of states, each supposed to be self-governed by a nation, made many modern 
achievements possible, especially when the nation-state was accompanied by 
effective nation building. It provided the institutional and ideological frame-
work within which equality before the law, democratic participation, and a wel-
fare state based on national solidarity could eventually emerge, usually genera-
tions after nation-states had been founded.

On the other hand, however, there was a price to be paid for shifting to 
the national principle: violent nationalist struggles against emperors and kings 
ended the age of imperial peace; episodes of mass violence erupted here and 
there, directed against civilians that ended up on the wrong side of new state 
boundaries and were seen as fifth columns of the nation’s enemies; ethno-
 political competition over control of new nation-states often escalated into 
armed conflict. Tragedy is not inevitable, however, nor is it universal. After all, 
many histories of nation-state formation were peaceful, as the experience of the 
Baltic states after the end of the Soviet empire illustrates. And the book shows 
empirically that armed conflict is not a consequence of ethnic diversity as such 
and is thus not inevitable where the population speaks many different tongues 
or believes in many different gods. Rather, it is most likely where minorities 
rule, thus violating the nationalist principle of self-rule. Ethnically inclusive 
government is certainly difficult to achieve in institutionally weak states with a 
limited capacity of taxation and public goods delivery. But political inclusion 

along the lines of European developments from the late medieval period onward (Jackson 1990; Badie 
2000; Hironaka 2005). This argument overlooks, however, the fundamental weakness of the nation-states 
founded in the Americas during the eighteenth and early nineteenth centuries.
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can durably mitigate the conflict-prone nature of the nation-state, as I will 
argue in the final chapter – whether through democratic or other institutional 
channels, through power sharing or power dividing, by integrating ethnically 
defined political networks or by depoliticizing ethnicity in a process of genuine 
nation building.
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2

The birth of the nation

How and why did the first national communities emerge in France, the United 
States, and Britain? Or in more precise terms: why were political alliances and 
collective identities reorganized along national lines, replacing estates, tribes, 
village communities, and other local corporations? Obviously, the first states 
built on such a national compact were not able to copy this new institutional 
template from elsewhere. We thus will have to show how networks of alliances 
and identification were reorganized from within a society. This chapter dem-
onstrates how high levels of state centralization and well-developed networks 
of voluntary associations lead to encompassing alliance structures and thus to 
nation building. The case of France will illustrate this trajectory. Alliances and 
identities will form along ethnic, rather than national, lines if states have less 
to offer in terms of public goods and political participation and if the relation-
ships between rulers and ruled cannot be organized on the basis of voluntary 
associations. This is the path of political development that the Ottoman empire 
traveled down. The resulting political closure and exclusion along ethnic lines 
can lead to wars both between and within newly formed nation-states, as will be 
argued in Chapters 4 and 5.

To understand nation building and ethnic closure, this chapter introduces a 
formal model of domestic political alliance formation. According to this model, 

This chapter is adapted from a journal article coauthored with Clemens Kroneberg.
It was presented at the Centre for International Studies, University of Zurich and Federal 

Polytechnical University of Zurich, in February 2007, at the FernUniversität in Hagen, in March 
2007, at the workshop “Theoretical Frontiers in Modeling Identity and Conflict” at the University 
of Hawaii, November 2008, and the congress of the “European Network of Analytical Sociology” 
in Paris in spring 2011. We thank the various conveners and audiences. We are also grateful to 
Wesley Heirs and Nurullah Ardic for superb research assistance in collecting the historical data, as 
well as Christian Brumm and Luca Salvatore for help in implementing the model in C++, Python, 
and Gambit. Special thanks go to Theodore L. Turocy, who provided us with important advice 
concerning Gambit. We are indebted to Lars-Erik Cederman and Michael Hechter, who provided 
detailed critical comments on a first version of this chapter.
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actors are endowed with different types and amounts of political and economic 
resources: political decision-making power, control over taxation, military sup-
port, and public goods. They seek to exchange some of their resources with 
some other actors while excluding yet others from the emerging alliance sys-
tem. Following the relational argument introduced in the previous chapter, we 
assume that actor alliances will over time develop a shared identity and sense 
of mutual loyalty. This model allows identifying the power configurations under 
which nations, ethnic groups, and other types of alliance systems result from the 
struggles over the boundaries of belonging.

In line with the existing literature on nation building, we focus on three dif-
ferent ways in which political modernization affects the power distribution, and 
thus which actors ally and identify with each other. First, central state elites 
were more or less able to establish direct rule and to monopolize the polit-
ical decision-making process, control over taxation, and the provision of pub-
lic goods (the state centralization aspect). Second, the population at large was 
more or less mobilized in military and political terms: it played a more or less 
important role in the rulers’ armies and it was more or less aware of, interested 
in, and indeed involved in political matters of the state, rather than just its local 
communities (the mass mobilization aspect). Third, political modernization also 
had an organizational aspect and changed the nature of ties between members 
of the population at large and between these and political elites. The emergence 
of voluntary associations – of trade unions, reading circles, professional associ-
ations, and the like – represents a crucial development here since it allowed for a 
different type of relationship between state elites and the population compared 
to the previously widespread informal patronage networks.

When did an encompassing system of alliances and identities emerge that 
comprised all segments of a population and thus put a society on the path 
of nation building? The model will show that this was most likely in highly 
centralized states as well as when dense networks of voluntary organizations 
had emerged to provide a basis for establishing alliances independent of 
the cultural similarity between actors. Under these conditions, a new rela-
tionship between state elites and the non-elite segments of the population 
evolved, a new social contract that institutionalized the exchange of political 
participation against taxation and of public goods against military support. 
Elites and masses then identified with each other over time. They started 
to define and perceive themselves as members of an encompassing national 
family worth defending and committing to, thus completing the process of 
nation building.

In less centralized states, no such encompassing exchange system could 
emerge. The central elites only disposed of enough decision-making power 
and public goods to ally themselves with their own ethnic constituencies. The 
counter-elite thus had the opportunity to do the same with their ethnic follow-
ers, who preferred an exclusive alliance with these still powerful ethnic elites 
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over the promise of national solidarity that state elites could not keep. This 
tendency toward ethnic segmentation of alliances and identities was reinforced 
when voluntary organizations were only weakly developed. Actors thus relied 
on cultural commonality to stabilize their alliance networks and choose between 
otherwise equally attractive exchange partners. Our analysis also demonstrates, 
however, that such ethnic closure emerged even when actors either did not care 
about cultural commonality at all, or when they did care but found themselves 
culturally closer to their class peers, rather than their ethnic brethren. Ethnic 
politics and solidarity therefore represent an organizational channel to bundle 
the interests of various actors and do not necessarily need to be based on a 
deep-seated preference for those with whom one shares a set of cultural values 
or memories of past history.

Finally, populist nationalism – an alliance between state elites and the popu-
lation at large against the “oligarchic” enemies of the nation – resulted from 
a situation in between these two trajectories of political modernization. The 
state elite was strong and resourceful enough to offer an alliance attractive 
for the entire population, irrespective of ethnic divisions. But they preferred 
to exclude the counter-elite, which remained an effective competitor for the 
population’s support and loyalty. In the nation-building scenario, by contrast, 
the counter-elite no longer controlled enough decision-making power or public 
goods to compete with state elites. Populist nationalism becomes all the more 
likely the more the political and military mobilization of the masses had pro-
ceeded because this increased elite competition over the political loyalty and 
military support of the masses and thus provided further incentives for state 
elites to exclude other elite factions from the alliance system. Perhaps this helps 
to understand why so many populist military leaders à la Bonaparte populate 
the European nineteenth century of mass armies?

The chapter proceeds as follows: we first discuss the modeling strategy and 
compare our approach to that of other formal models of ethnicity and nation-
alism. The next section introduces the model architecture, outlines how its 
actors form preferences for alliance partners, and describes how they arrive at 
an agreement about who is to exchange which resources with whom. We then 
discuss how we calibrated this model with historical data on the distribution of 
resources between actors in France and the Ottoman empire. Three following 
sections discuss the equilibrium outcomes that the model produces and through 
which exact micro-mechanisms. Finally, we show that this model relates to the 
actually observed historical developments in France and the Ottoman empire in 
reasonably adequate ways.

1 Modeling strategy

Many formal models of nationalism and ethnicity are inhabited by iso-
lated actors who choose among a set of fixed, given identities (e.g. Chai  
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2005).1 By contrast, we model the formation of political alliances and 
collective identities as an interactive,2 emergent process of group for-
mation and political closure.3 To achieve this, we combine two model-
ing approaches: in the first step, we use an exchange-theoretic model 
that explains which actor seeks to exchange resources with which other 
actor and to exclude which competitors from the exchange system.4 Going 
beyond a purely instrumentalist approach that characterizes most rational 
choice approaches in historical sociology and political science (Kiser and 
Hechter 1998: 799), we build an additional component into the exchange 
model: when choosing alliance partners, actors also consider, especially if 
voluntary organizations are weakly developed, with whom they can iden-
tify on the basis of cultural similarity. In the second step, we use the tools 
of game theory to see which of the various preferences for exchange part-
ners can in the end be realized and which overall alliance system therefore 
emerges.

As mentioned in the previous chapter, this modeling strategy allows overcom-
ing one of the most conspicuous divides in the literature on nation building and 
ethnic politics: between explanations that focus on the actions of political elites and 
those that emphasize the importance of mass sentiment. Elite models argue that 
inventing nationalist ideologies helps to extract more resources from a population 
(Tilly 1994) or that ethnic elites manipulate their constituencies to gain political 
advantage (Brass 1979; Gagnon 2006). Such approaches have difficulty explaining 
why even well-crafted ethno-historical narratives or impressive nationalist rituals 
(Hobsbawm and Ranger 1983) sometimes fail to convince the population at large to 
shift their focus of loyalty and identity to the nation or ethnic group (for examples, 
see Anonymous 1989; C.A. Smith 1990; Kirschbaum 1993).

“Bottom-up” theories of the power of popular sentiment, on the other hand, 
underline the role of folk myths, established ethnic symbols, and legends in the 

1 See with regard to ethnic/national groups Congleton (1995); Laitin (1995); Kuran (1998); Penn 
(2008); as well as Dickson and Scheve (2006), who rely on the general identity model of Akerlof 
and Kranton (2000).

2 Other formal models built on an interactionist logic are Fearon and Laitin (1996); Cederman 
(1996); or McElreath et al. (2003). How identity processes are embedded in social interaction has 
been prominently discussed by Stryker, Burke, and colleagues. They have been concerned with 
identity formation at the personal, cognitive level and with the impact of social networks and 
roles (see the overview by Stryker and Burke 2000). While compatible with these perspectives, 
our model is concerned with group-level boundary making, i.e. how these networks and roles 
emerge and change over time.

3 On ethnic groups and nations as the result of social closure, see Weber (1968); Brubaker (1992); 
Wacquant (1997); Wimmer (2002).

4 Standard game theory, by contrast, treats the preferences of its players as exogenous – a major 
point of critique by scholars both sympathetic (Elster 2000) and unsympathetic to rational choice 
theory (Somers 1998). For our analytical purposes, it is crucial to endogenize how actors come to 
prefer certain political alliances and identities over others.
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creation of modern nationalism (Smith 1986); or they show how mass resentment 
against alien rule in modernizing states fuels nationalist movements (Hechter 
2000); or they argue that the spread of literacy in vernacular languages makes 
the imagining of nations possible (Anderson 1991). But they struggle to explain 
why many myths, symbols, and legends are forgotten by groups who assimilate 
into a more powerful or culturally glorious national community; why not all 
ethnicities find the political elites necessary to transform into nations even when 
ruled by ethnic others;5 and why many nationalisms were supported by popula-
tions who spoke different tongues.

We reconcile these two strands of the literature by conceiving of nation 
building and ethnic group formation as the result of a contentious and conflict-
ual negotiation that involves both elites and masses. More specifically, we argue 
that the population at large only embraces national, ethnic, or populist identities 
if this offers them a favorable exchange relationship with elites. Nation building, 
ethnic closure, and populist nationalism require more than popular sentiment, 
on the other hand, because they need to provide elites with an alliance that 
serves their varying political ends as well.6

Another aspect of our modeling strategy needs to be highlighted at the out-
set. We seek to find a middle ground between micro-narratives of historical 
events and macro-structural approaches to political modernization. In contrast 
to the analytic narratives approach that uses rational choice theory to illumin-
ate decisions taken by concrete historical figures (Bates et al. 1998), we do not 
account for specific chains of events in particular societies. Instead, we attempt 
to model the shift from one macro-political equilibrium to another that takes 
place over the longue durée (Carpenter 2000). We ask how political moderniza-
tion shifted the balance of interests and power in favor of new modes of political 
alliance and identity, without trying to explain the different event chains, the 
conjectures of processes, and the historical reversal and contingencies through 
which these transformations were eventually achieved.

On the other hand, our formal approach is better able than most 
macro-structural theories to specify and test the key mechanisms through which 
modernization brings about a transformation of political alliance networks and 
identities. Macro-structural accounts argue that industrialization is functionally 
related to nation building (Gellner 1983), ethnic politics to unequal modern-
ization (Horowitz 1985), or populist nationalism to a certain type of industri-
alization (Cardoso and Helwege 1991), without systematically showing that the 
mechanisms postulated can indeed logically and empirically bring about the 

5 For examples of non-politicized ethnicities, see Young (1976: 105–110); Winnifrith (1993); Wimmer 
(1995b: 219–229).

6 Treating collective identities as a negotiated accomplishment extends the line of nationalism 
studies pioneered by Hroch (2000 (1969)) and pursued by Mann (1993b: chapter 4) and Wimmer 
(2002).

 

 



  Waves of War42

observed outcomes. A formal model of how actors coalesce into various alli-
ance systems allows us to fully specify key mechanisms and assumptions and to 
show how macro-level outcomes are produced by micro-level interactions (thus 
following the program of an “analytic” sociology, see Hedström and Bearman 
2009).

The chapter also aims to advance the formal modeling of historical proc-
esses by grounding it more firmly on empirical data. In much of the rational 
choice literature, the distribution of resources and preferences over actors is 
based on plausibility arguments alone and rarely fully justified. Indeed, one of 
the most frequently raised criticisms is that model builders often play around 
with input parameters until the actually observed historical outcome is pro-
duced (the problem of “post-hocery,” see Skocpol 1994: 325; see also Elster 2000: 
686–687; Parikh 2000). By contrast, the model introduced here relies on carefully 
researched historical data on the distribution of taxing capabilities, public goods 
provision, and military support in France (1300 to 1900) and the Ottoman empire 
(1500 to 1900).7 Appendix 2.1 documents this extensive historical research.

Such calibration is not possible for the preferences of actors (for this prob-
lem in general, see Kiser and Hechter 1998). We do believe, however, that one 
should not simply deduce preferences from general theoretical propositions, 
but show their plausibility for concrete, historically situated actors (in line with 
Somers 1998; Parikh 2000; Skocpol 2000; and the “critical realism” of Bhaskar 
1979). Absent of interview or survey data, paying attention to revealed prefer-
ences is perhaps the best strategy. Following a weak version of standard rational-
ity assumptions, we can assume that actors did X because they wanted to achieve 
Y, which is widely known to result from doing X (Bates et al. 2000: 698). For 
example, if peasants stop rebelling when taxes rise, it may well be that they no 
longer care that much about taxes as they did before.

Our assumptions about preferences are based on such plausibility arguments 
that we derive from the historical literature on France and the Ottoman empire. 
These assumptions obviously involve a considerable degree of uncertainty. We 
go beyond standard practices in the formal modeling literature and perform 
a cutting-edge sensitivity analysis (Saltelli et al. 2004; Campolongo et al. 2007; 
Saltelli et al. 2008), which is reported in Appendix 2.3. The results show that the 
main findings remain largely identical even if we vary the parameter values for 
actors’ preferences within reasonable limits.

7 We chose these two societies since the comparative literature often treats them as contrasting 
cases of modern state building (Barkey 1991). France is one of the first states in which nationalist 
ideologies emerged endogenously and is considered as a prime example of successful nation 
building. The Ottoman empire, by contrast, is one of the earliest examples of a multiethnic 
empire from which ethnic minority nationalists seceded (Greeks, Serbs, Armenians, etc.). These 
two societies thus represent ideal cases for the analysis of the endogenous political forces behind 
the politicization of ethnicity and the formation of national communities.
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Overall, the model that we introduce here contributes to a growing literature 
that attempts to translate certain insights from the constructivist literature on 
nationalism and ethnicity into a formal modeling architecture (Lustick 2000; 
Chandra and Boulet 2005; Chandra forthcoming).8 The next section describes 
this architecture.

2 a gaMe-theoretic exchange Model

2.1 The basics: actors and alliance systems

The model architecture foresees a simple two-dimensional social structure. 
On a horizontal dimension, we distinguish between actors according to the 
amount of power they hold, i.e. between political elites and masses, similar to 
the well-known polity model of Tilly (1978).9 On a vertical dimension, we intro-
duce a center–periphery dimension by distinguishing between a dominant and 
a subordinate segment of the population. This division between core and per-
ipheral regions and populations is a universal feature of states, especially of 
pre-modern states that relied on indirect rule through subordinate elites to con-
trol the peripheral regions of the kingdom or empire.10 The division between 
core and periphery often goes together with a marked differentiation of cultural 
traits and often with a corresponding ethnic cleavage or at least with strong 
regional identities. This vertical, ethnic, or regional division runs orthogonally 
to the horizontal division between elites and masses.

 8 Much of this emerging literature pursues a different modeling strategy, however. Evolutionary 
and agent-based models show how identity and group formation processes unfold on multiple 
social levels and within a geographic space populated by multiple societies that influence each 
other through diffusion processes (Young 1998; Cederman 2002; see also Lustick 2000). Our model 
complements these approaches since it abstracts from the diffusion mechanism (the topic of the next 
chapter) and instead focuses on the configurations that give rise to the very first historical examples 
of nation building. To adequately capture these original configurations, it is crucial to move the 
strategic interactions and resource exchanges between collective actors center stage – which has 
escaped evolutionary and agent-based modeling strategies so far. The prize is a reduction in actor 
complexity – and thus realism – compared to agent-based modeling strategies. As will be seen 
below, only four collective actors inhabit our model universe, rather than the hundreds or more that 
interact in the artificial societies of agent-based modelers. To see how the number of actors influences 
outcomes, we also constructed a model with eight actors and arrived at substantially similar results.

 9 We thus do not differentiate, as in some Weberian and Marxian traditions in sociology, between 
economic, political, and cultural elites, but focus exclusively on the political domain – in line with the 
thematic focus of this book.

10 For empires, see Howe (2002: 14–16) and Lieven (2000: Chapter 2), who also discusses the Chinese 
exception; for elite divisions in pre-modern centralized bureaucratic polities, including post-feudal 
Europe, see Eisenstadt (1963); on indirect rule within center–periphery relations in pre-modern 
polities, see Hechter (2000); on the ubiquity of center–periphery distinction in modern states, see 
Gerring and Thacker (2008).
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Four types of actors therefore inhabit the model: the dominant elite (dE), the 
subordinate elite (sE), the dominant masses (dM), and the subordinate masses (sM).11 
Before we move on, let us briefly envisage the real-world equivalents of these 
actors in the context of the two historical cases used for empirical calibration. 
The dominant elites (dE) represent those groups in control of the central state. 
In France, this refers to the king and his extended family and entourage, the 
royal house, until the revolution, and to the Parisian political elite thereafter. 
The dominant elite in the Ottoman empire consisted of the sultan and his gov-
ernment, including the slave administrators and elite soldiers that formed the 
inner palace.

The subordinate elite is made up of all those who exert political authority 
but who are not a member of the central state elite, thus the French nobility 
outside of Versailles under the ancien régime and the provincial political elites 
after 1789. In the Ottoman empire, it included the provincial timar holders and 
governors as well as the leadership of Christian millets that held official state 
functions. The masses consist of the inhabitants of towns and villages, includ-
ing their notables and local leaders, who are not directly involved in the gov-
ernance of the state – commoners and non-functionaries in France, and in the 
Ottoman empire all those who are not members of the military-administrative 
caste. The differentiation between dominant and subordinate masses might 
correspond in the case of France to the division between Paris and the prov-
inces (or more broadly but relatedly between speakers of langues d’oïl vs. langue 
d’oc), and in the Ottoman empire to the provinces with Muslim majorities vs. 
largely Christian Rumelia, or after the loss of many of the European prov-
inces in the nineteenth century, the Arabic-speaking provinces vs. those with 
Turkish-speaking majorities.

These four actors ally themselves with each other, and exchange resources. 
Each alliance system assigns the four actors to one of a series of mutually exclu-
sive groups within which resources can be exchanged – thus modeling a system 
of political closure. Logically, four actors can combine into 15 possible alliance 
groups. Figure 2.1 lists those alliance patterns that are the most interesting from 
our point of view because they come close to what we observe in historical real-
ity. In line with the theoretical approach outlined in the previous chapter, we 
assume that these actor groups also represent collective identities since actors 
who enter into an alliance with each other will also start to trust and identify 

11 Note that the two masses do not constitute groups with the ability to act collectively, but merely 
represent placeholders for different sets of individuals who face the same objective social conditions 
(i.e. who share the same position in the distributions of resources, interests, and cultural traits). As 
in similar game-theoretic models (e.g. Kiser and Linton 2002; Gehlbach 2006), we do not have to 
presuppose a shared identity or capacity to act. Our model can in principle include any number of 
actors, although a sufficiently realistic model of nation building can be constructed with these four 
types of actors. As mentioned in a previous footnote, we also built a model with eight actors (four 
masses and three subordinate elites), which generated very similar results.
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with each other over time.12An estate order separates elites and masses – corre-
sponding to Gellner’s (1983) classic description of the political order of agrarian 
empires. We represent this classification as [dE, sE][dM, sM]. Although domin-
ant and subordinate actors can be distinguished from an observer’s point of view, 
the politically salient boundary here runs along the horizontal divide, creating 
a single elite and a single mass.13 In a more inclusive variation of such elite rule, 
one of the masses is admitted into the alliance system. An example for such an 
enlarged estate order is post-Napoleonic France under the Orléanists, when the 
younger Bourbon king ruled a constitutional monarchy that granted full voting 
and citizenship rights to small segments of the population in and around Paris.

In contrast to these two essentially pre-modern alliance patterns, the three 
remaining groupings in Figure 2.1 represent varieties of modern systems of alli-
ance and identity: they are all structured around at least one alliance between 
elites and masses, thus replacing a relationship between elites and masses char-
acterized by force and resource extraction (as in the estate order) with one of 
consent, mutually beneficial exchange, and thus of reciprocal identification (for 
a similar analysis, see Levi 1997).

Ethnic closure describes a system of exchange and identification that is seg-
mented along ethnic lines. The dominant elites ally and identify with the dom-
inant masses and the subordinate groups with the subordinate masses. Such clos-
ure along ethnic, rather than along national, lines can be observed in a variety of 

12 Similarly, Posner (2005: 12) conceives “ethnic politics … in terms of the politics of coalition building 
and ethnic identity choice … in terms of the quest to gain membership in the coalition that will be 
most politically and economically useful.”

13 In our notation, the brackets that separate different categories (e.g. between estates in [dE, sE][dM, 
sM]) refer to politically salient boundaries. They thus show in which alliance group the four actors 
end up, without implying that the dominant–subordinate distinction was salient all the time and 
without assuming that there was no political conflict between dominant elites (the king’s house, for 
example) and subordinate elites (the aristocracy) (see Eisenstadt 1963).

Estate order
{dE,sE}{dM,sM}

Enlarged estate order
{dE,sE,dm}{sM}
{dE,sE,sm}{dM}

Nation building
{dE,sE, dM,sM}

Populism
{dE,dM, sM}{sE}

Ethnic closure
{dE,dM}{sE,sM}
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Figure 2.1 Types of alliance systems in modernizing states
Note: dE = dominant elites, sE = subordinate elites, dM = dominant masses, sM = sub-
ordinate masses.
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contexts such as in the pre-Civil War era United States and many post-colonial 
states in the South in which political arenas and identities are thoroughly com-
partmentalized along ethnic lines (Horowitz 1985; Wimmer 2002).

In populist nationalism, the subordinate elite is excluded from the domain of 
exchange and shared identity that embraces all other actors. Best known are 
the Latin American cases (Roberts 1996; Weyland 1996), in which the state elite 
portrays itself as the defender of the entire population’s interest against an 
exploitative oligarchy allied with the evil forces of imperialism. As we will see 
below, however, populist nationalism is not restricted to Latin America. The 
Bonapartism of the Second Empire and the ideology of Tanzimat reformers in 
the Ottoman empire are other examples of this form of political organization 
and identity. Note that in our understanding, populist nationalism represents 
not a particular rhetorical style or mode of popular mobilization (see Jansen 
2011), but a specific structure of political alliances and identities.

Finally, nation building corresponds to an exchange involving all four actors, 
thus the idea and institutionalized practice of solidarity among all elite and 
non-elite sections of the population. This represents the most inclusive alliance 
system, drawing the boundaries of belonging against non-national others rather 
than against a particular segment of the domestic population (Brubaker 1992; 
Wimmer 2002). France during the Third Republic represents a classic example, 
as we will see further below.

In the following, we formally model key mechanisms through which modern-
ization leads a society onto these three different tracks of political development. 
Starting from the estate order as the established mode of political organization 
in both pre-modern France and the Ottoman empire, we analyze the condi-
tions under which ethnic closure, populist nationalism, or nation building will 
become institutionalized in the modern age. The model has two parts: the first 
seeks to understand which actors prefer which alliance system. The second part 
then determines how actors with different preferences strategically negotiate 
with each other and arrive at an agreement – however contested and partial – 
over who is included in which exchange group.

2.2 The model in a nutshell

For readers not interested in the particulars of the model who would like to 
directly move on to the hypotheses (Section 3), I offer a brief summary of the 
main model features here. The exchange-theoretic part determines which actor 
prefers which of the possible exchange systems discussed above (nation build-
ing, ethnic closure, etc.). As a first step, we need to know who wants what and 
who has what: the distribution of resources over all actors as well as which actor 
shows how much interest in which resources. If many actors want the same 
resource and few actors have them, prizes for these resources will be high (a 
simple market mechanism). If an actor has already a lot of what she wants, she 
will be less interested in additional amounts of that resource (a marginal utility 
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assumption). Actors can choose not only what to exchange, but also with whom: 
they want to keep those who offer the same resources at arm’s length (because 
competition depresses prizes) and, on the other hand, get what they want from 
as many sources as possible (because a supply monopoly would increase prizes). 
All these various elements together then allow to calculate if an actor would be 
better off than at present under the different possible exchange systems, such as 
ethnic closure, the national community, an estate order, etc. Actors prefer those 
exchange systems from which they gain the most, leading to a ranked order of 
preferences for all exchange systems for each of the four actors.

We go one step beyond this purely utilitarian logic by introducing cultural 
similarity as another element of how actors evaluate different exchange systems. 
Cultural similarity and difference is expressed for each actor pair as a number 
between 0 and 1. 1 means that two actors have the same cultural repertoire, 0 means 
they don’t share a single cultural trait in common. Each possible exchange system 
is expressed in similar ways (0 if two actors exchange with each other, 1 if they 
don’t). Comparing these two sets of figures allows calculating how well each pos-
sible exchange system fits onto the map of “objective” cultural difference. Whether 
or not actors really care about such cultural similarity can change, and the model 
allows varying the relative weights given to the resource component and the cul-
tural similarity component when actors rank different exchange systems.

The first part of the model thus determines which actors prefer which alli-
ance system. Since actors are very unequal in the kind and amount of resources 
they control and those they want, they very likely will have different preferences 
(one actor prefers ethnic closure, others a national community, etc.). How then 
do they arrive at agreement of who will finally exchange what and with whom? 
To answer this question, we turn to game theory. The setup is quite simple: state 
elites first make a proposal (for example: “lets all exchange with each other,” or 
nation building); the subordinate elites then can make a counter-proposal (“lets 
exchange between those who share the same ethnic background,” or ethnic clos-
ure); the masses evaluate these proposals and determine which one comes closest 
to their top preference – and this is the exchange system that will finally prevail 
in a society. The sequentiality of the game implies that elites have more power to 
make proposals than the masses – but the masses can still reject any proposal that 
is not more advantageous for them than the status quo. And elite actors perfectly 
know – in the modeling environment – what the masses want and what they have, 
and thus take the preferences of the masses into account when making a proposal. 
In what follows, I outline the different parts of the model in more detail.

2.3 The exchange model in detail

The exchange of resources is modeled using Coleman’s “linear system of action” 
(Coleman 1990). The two basic elements are, on the one hand, actors’ interest 
in the four resources, and on the other hand their control over these resources. 
Cij describes the control which actor i (i = 1,…,n) exercises over resource j 
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(j = 1,…,m) and x ji  describes her interest in these resources. These parameters 
are scaled such that all actors’ control over each resource sum to one and the 
interests of each actor also sum to one. Hence, an actor’s control over a resource 
equals her share of control, relative to shares held by the other actors. Likewise, 
her interest in a resource is measured relative to her interest in the other 
resources. The initial distributions of interests in and control over resources can 
thus be summarized in a control matrix C and an interest matrix X. 

 The preferences of actor i are expressed by the Cobb–Douglas utility func-
tion U c  •  c •  c • •  • c • c •iU ciU ccoU ccoU cntU cntU croU croU clU clU cil

x
i2
x

im
xli 2i miU c=U c  .  It is based on the usual assumption that the 

utility of control over additional resources diminishes the more the actor already 
possesses of that resource. Furthermore, actors demand control over resources 
proportional to their interests in them, while taking into consideration their 
prices and their own budget (see Coleman  1990 : 682–684). Those who are more 
interested in the resources controlled by others than in their own will engage in 
exchanges until no further mutually benefi cial exchange is possible.  14   

 Coleman’s exchange model thus describes a simple logic of trading.   However, 
we do not want to model a free market world untainted by power and exclusion. 
Rather, we take into account that actors may also want to exclude others from 
the exchange system because the prizes they can fetch for their resources depend 
on who else off ers these very same goods to the same actor who demands them.  15   
We assume that when they have decided and agreed upon with whom to ally 

  14     The control after exchange or equilibrium control can be calculated asc
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denotes the value of resource j. Intuitively, this formula states that an actor i’s control over resource k 
after the exchange will be higher the more he is interested in it (x ki ), the lower the value (or price) v k  of 
this resource and the more actor i has to off er in return (the sum of products in the numerator describes 
his initial budget). The budget of each actor can be interpreted as an actor’s exchange power. It is equal 
to the sum of her initial shares of control, each weighted with the price of the respective resource: 

 
b = v c for all i=(1,...,n).i jb =i jb = v ci jv cji

j=1

m

∑i j∑i j

 

 The prices of the resources derive from the distributions of interests and control. In equilibrium, 
they can be computed by solving the matrix equation v = XCv, i.e. they equal the elements of the 
eigenvector v of the matrix XC (for the derivation, see Coleman  1990 : 682–684).  

  15       We thus apply Kalter’s ( 2000 ) extension of the Coleman model. It involves a simple method to 
analyze situations in which actors split up into two or more subgroups. Exchanges only occur within 
these separated subgroups. Technically, one simply has to normalize the shares of control within 
each subgroup (Kalter  2000 : 447). This is done by dividing the shares of control over a resource 
k by the sum of control that remains in the respective system of exchange. One then derives the 
equilibrium in the same way as before. To compare the equilibrium values of demand and supply as 
well as the utilities across exchange systems, one has to reverse the normalization by multiplying the 
equilibrium control values by the respective weighting factor (i.e. with the total share of control over 
the respective resource available in the subgroup).    
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themselves, they will exclude all others from this network of relationships. Actors 
therefore not only consider what they want and at which prices they are willing to 
exchange resources; they are also concerned with whom to enter into an exchange 
relationship in the first place. In general, they attempt to monopolize the supply of 
resources they offer by excluding competitors; and they try to de-monopolize the 
demand for these resources by including as many potential buyers as possible.16

In other words, we model a process of monopolistic closure with important 
consequences for the structures of political exchanges and identities in a society 
(Tilly 2006; Wimmer 2008b).17 The model architecture also allows us to consider 
how inequality in the distribution of resources affects the group formation pro-
cess and thus helps to avoid the assumption that actors operate on a level play-
ing field, a problem of many game-theoretic models (Parikh 2000: 682).

2.4 Considerations of cultural commonality

So far, the actors that populate our model prefer an alliance system that allows 
them to maximize their control over political and economic resources. However, 
it is not enough to focus exclusively on such instrumental interests, as the major-
ity of rational choice models do (Elster 2000). Rather, a sufficiently realistic 
model should incorporate the insight that some social categories and collective 
identities are more plausible or more desirable than others for other than purely 
instrumental reasons. Since nationhood and ethnicity are related to matters of 
cultural difference and similarity, the correspondence between an alliance system 
and the distribution of cultural traits might matter for actors. Examples of such 
traits are religion, language, skin color, cultural dispositions, and the like (see the 
“diacritical markers” in Barth 1969).18 Why should actors care about the corres-
pondence between alliance groups and trait distribution. The literature offers 
various suggestions and mechanisms, from emotional to cognitive and evolution-
ary (see Cornell 1996; McElreath et al. 2003; Hale 2004). Here, we shall pursue 

16 Note that expanding a group to incorporate an additional exchange partner can yield costs, but also 
benefits to group members. Thus, we do not model social closure as a zero-sum game and therefore 
do not predict coalitions of minimum winning size as does Riker’s (1962) classical work on coalitions 
in political science.

17 Assuming total closure between groups of exchange partners is not to deny that individuals from 
different sides of a boundary engage in transactions in their everyday lives (such as in paternalistic 
and clientelist social systems). However, we focus on exchanges that are institutionalized and involve 
major political and economic resources.

18 Agent-based models offer the most sophisticated formal approach to this aspect of group formation 
processes (Axelrod 1997; Lustick 2000). They start from two-dimensional grids inhabited by a high 
number of agents who are characterized by strings of cultural traits. In Cederman’s artificial social 
world, for example, actors in each grid choose the most similar neighboring actors as co-nationals 
as soon as the ideology of “nationalism” enters this world from the outside. Cultural difference 
and similarity henceforth start to matter for alliance formation and processes of cultural drift 
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an interpretation in line with the general approach underlying this book: actors 
will care about the empirical correspondence between an alliance group and the 
landscape of cultural similarity and difference when voluntary organizations are 
only weakly developed. This argument will be more fully developed below.

To model the correspondence between possible alliance systems and the 
trait distribution, we assume a stable distribution of traits over actors. For 
simplicity, we express the cultural difference between each pair of actors as 
a number between 0 (no difference at all) and 1 (maximum possible diffe-
rence).19 This allows us to represent the empirical distribution of traits over 
actors as a vector in which each cultural element corresponds to the dissimi-
larity between a pair of actors (for a similar approach, see Shayo 2009). In 
the analysis that follows, we distinguish between two ideal-typical trait dis-
tributions. In one of them, dissimilarity runs along ethnic divides – as when 
Armenian, Greek, and other Christians are culturally distinct from Sunni 
Muslims in the Ottoman empire. In the other, class boundaries are marked by 
differences in cultural traits, as for example in France during the ancien régime, 
where nobles pursued a cultural lifestyle meant to distinguish them from the 
ordinary commoner.20

We can now compare this structure of similarity with that of each possible 
alliance system. In an alliance system, two actors are either members of the 
same exchange group (0) or find themselves on opposite sides of the bound-
ary (1). An alliance system Sj can therefore also be represented in the form 
of a vector, but with only zeros and ones as values. To measure the overall 
empirical correspondence between an alliance system and the landscape of 
cultural similarity, we simply sum the differences between the two vectors.21

We can now finally calculate which actors prefer which alliance system. They 
evaluate each system with respect to the exchange gains it would allow and with 
respect to how well it corresponds to an observed trait distribution. The exchange 
gains that an actor i can expect from adoption of an alliance system Sj are equal to 
the difference ΔUi

control (Sj) between her utility after exchange under this alliance 
system and her utility after exchange under the established system. The second 
part of the utility function consists of the empirical correspondence m(Sj), i.e. the 
perceived match between the alliance system Sj and the empirical distribution 

and assimilation come to an end (Cederman 2002). Since we operate in a simpler game-theoretic 
environment with many fewer actors, we adopt a more parsimonious, but comparable specification of 
how cultural similarity influences social boundary making.

19 Conceptually, this number should be thought of as expressing differences in averages between groups 
with respect to the relevant traits, so that empirical plausibility is judged based on those group 
averages. Hence, we do not have to assume trait homogeneity within groups.

20 Here is an example of a class differentiation.
21 The empirical correspondence m(Sj) of an alliance system Sj is defined as 1 minus the (unweighted) 

average of the absolute differences between all elements of Sj and the elements of the empirical 

dE|sE dE|dM dE|sM sE|dM sE|sM dM|sM

TD = (0.2 0.8 0.8 0.8 0.8 0.2)
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of traits across actors, weighted by Ui
meaning. The exogenous parameter Ui

meaning 
describes the relative importance of such empirical correspondence in the util-
ity function, which later on will be interpreted as a consequence of how well 
developed networks of voluntary organizations are. This produces the following 
simple, additive22 utility function: Ui(Sj) = Δ Ui

control (Sj) + m(Sj) ⋅ Ui
meaning.

2.5 The negotiation process in detail

Now that we have described actors and their preferences, we turn to the stra-
tegic interaction between actors with different preferences and differential 
power to enforce them. The outcome of this contentious negotiation deter-
mines which exchange system will eventually prevail – and thus who will come 
to identify with whom, and who will remain excluded from the system of alli-
ance and identification. An alliance system should be stable as long as no actor 
has an incentive to unilaterally deviate from it. From a game-theoretic per-
spective, the struggle over the boundaries of belonging therefore constitutes 
a non-cooperative game: if one actor stops believing in the usefulness and/or 
empirical accuracy of an alliance system and retreats from it, this system will 
subsequently break down.

We model this struggle as a sequential game, which allows us to capture the 
effects of symbolic power in two simple ways. First, we assume that only elites 
are able to formulate and propose new alliance systems in the public domain – 
for example by arguing against the exploitative ancien régime and proposing a new 
national compact based on equal rights and duties for all citizens. Masses can 
react toward these proposals or choose to stick to the existing alliance system. 
This assumption is realistic, since in modernizing states the power to effectively 
propose new political identities and alliances was restricted to political elites, 
even if such new ideas were originally developed by others, such as national-
ist intellectuals, street-level populist firebrands, or ethnic entrepreneurs in the 
rural hinterland. Note, however, that the masses influence the proposals of the 
elites through their control over crucial economic and political resources (e.g. 
military support) and through their capacity to reject any proposal that does 
not conform to their perceived interests. As we will show below, it is the masses’ 
exchange power that at times led elites to envision inclusive alliance systems 
and propose the national community as a new form of collective identity. Our 
model therefore stays clear of the elite manipulation arguments criticized in the 
first section of this chapter.

A second assumption is that the dominant elites move first. This reflects their 
superior symbolic power compared to that of subordinate elites. The dominant 
elites have more control over cultural institutions such as schools or the media 

distribution of traits (vector TD): m(Sj) = 1 – (∑ | Sj(1,k) – TD(1,k) |)/n, where n denotes the number 
of columns of the vectors Sj and TD (this number being a function of the number of groups).

22 Robustness analyses with a multiplicative linkage produced qualitatively identical results.
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and can thus more effectively propagate their “vision of the legitimate divisions” 
of society, to paraphrase Bourdieu. In any case, we modified the order in which 
actors move to check the results for robustness, and report results in footnotes.

The strategic interaction process thus comprises three stages: first, the dom-
inant elites propose one out of eight possible alliance groups of which they are 
a part (or an “in-group,” for short). In the next stage, the subordinate elites like-
wise propose an in-group. In the third and last stage, the dominant and subor-
dinate masses choose simultaneously between the dominant elites’ proposal, the 
subordinate elites’ proposal, and the established alliance group.23 Since elites 
propose in-groups, the masses accept membership either in one of these two 
in-groups (if it includes them) or in the corresponding out-group (if they are 
excluded). Thus, the sets of alternatives among which actors choose are not 
entire exchange systems but in-group proposals – reflecting the greater psycho-
logical and instrumental importance that individuals attach to their own iden-
tity and interests vis-à-vis those of others.

The outcome of the game is derived according to the following aggregation 
rule: two actors i and j belong to the same alliance groups, if and only if both 
prefer identical in-groups (Hart and Kurz 1983; Yi and Shin 2000). This so-called 
principle of consensus means that actors who enter into an exchange relation-
ship with each other have to agree on belonging to the same group – trading 
resources, in other words, is modeled as an act of voluntary exchange, rather than 
forced extraction. This is a crucial model feature if the goal is to understand the 
formation of alliances and identities without embracing an elite manipulation 
argument. Still, this principle of consensus does not imply that everybody gets 
what they want: the struggle over the boundaries of belonging involves conflict-
ing interest, and stronger actors can often altogether exclude weaker ones from 
the exchange system – whether the latter like it or not.

As a solution concept for this sequential game, we employ “sub-game perfect 
equilibrium in pure strategies.”24 Basically, this means that actors anticipate the 
alliance system that might result from their proposal and evaluate their empir-
ical correspondence as well as the exchange gains that would result. The elites 
take into account the interests and equilibrium behavior of the actors who move 
after them. On the side of the masses, however, no such sequential rationality 
needs to be assumed, since they move last and simultaneously.25

23 These are not necessarily distinct alternatives, since the elites’ proposals and the established 
classification could imply identical in-groups for the masses. Thus, the number of distinct alternatives 
faced by the masses varies between one and three.

24 In equilibrium, actors’ strategies are mutually best responses that involve no incredible threats (see, 
e.g., Osborne and Rubinstein 1994).

25 The masses only need to have consistent preferences regarding three alternatives and to choose 
mutually best responses in equilibrium, i.e. arrive at an outcome from which they have no incentive to 
deviate. Thus, our sequential game makes rather modest rationality assumptions with respect to the 
masses (Elster 2000).
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We now have outlined all the different parts of the model: the resource 
exchange system as well as the system of cultural similarity and difference, which 
both influence which alliances the various actors prefer. The game-theoretic part 
captures the strategic struggle between these actors and elucidates how a system 
of exchange finally emerges from these struggles. Taken together, the high num-
ber of exogenous parameters makes a mathematical solution to the game infeas-
ible. We therefore derive the equilibrium outcomes computationally.26

3 hypotheses and eMpirical calibration

3.1 Hypotheses

This model architecture allows analysis of the key mechanisms through which 
the estate order of pre-modern polities is transformed either into an encompass-
ing national community, into an ethnically segmented political arena, or into a 
populist mode of alliance and identity. Under which conditions do we expect 
these three different political trajectories to emerge? Building on the qualitative 
literature, we suggest the following four hypotheses. First, a highly centralized 
state will lead actors to negotiate an encompassing nationalist compromise. We 
define the strength of the state by the degree to which the dominant elites have 
been able to establish direct rule and thus to monopolize control over polit-
ical decision-making, taxation, and the provision of public goods (Tilly 1994; 
Hechter 2000). Second, other authors have emphasized the role of the polit-
ical and military mobilization of the masses, i.e. the degree to which they have 
become engaged in the politics of the center and to which they provide man-
power for the ruler’s armies (Mann 1995; Lachmann 2011).

Combining hypotheses 1 and 2, we arrive at two different scenarios. In a 
centralized state with a highly mobilized mass of citizens, which we term the 
“strong scenario,” we expect an exchange of political and military loyalty of 
the masses against political participation and public goods provision by the 
state elite – and thus the most encompassing system of alliances and identity 
(nation building). Conversely, ethnic segmentation will emerge in states that 
are weakly centralized and whose population is less mobilized, in other words 

26 The model is programmed in the following way: the user specifies the distributions of control and 
interests, the trait distribution, the status quo, and the relative weight of empirical correspondence 
in the overall utility function (Umeaning). Based on the control and interest matrices, a C++ program 
calculates exchange equilibriums and actors’ gains from exchange for all 15 classifications, using 
Kalter’s (2000) normalization method for segregated exchange systems. Based on the trait distribution, 
the program computes the empirical correspondence of the 15 classifications. Combining these results 
gives the overall utility of each social classification for each actor. This yields complete preference 
rankings over classifications, which provide the basis for the strategic interaction model. To calculate 
the sub-game perfect equilibriums of the sequential game, the program uses the Python interface of 
the game theory software Gambit (McKelvey et al. 2007).
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in a “weak scenario.” Under these conditions, the elites do not have the political 
and economic resources to distribute public goods and grant political participa-
tion evenly over the population. The masses, on the other hand, can expect less 
from the state elites and are thus less likely to identify with an encompassing 
nationalist project and more likely to find the ideology and practice of ethnic 
solidarity attractive. The result should be political closure along ethnic lines 
(Wimmer 2002).

As mentioned in the previous chapter, we treat state centralization and mass 
mobilization as two exogenous variables and do not model how they are affected 
by the structure of the international system, especially the nature and frequency 
of war between competing states. This is the object of Tilly’s (1975) classic work on 
early modern state formation, which thus provides the backdrop for our analysis. 
The model focuses on how increasing centralization and moblization transformed 
domestic exchange relationships without further exploring these processes.

Our third hypothesis states that ethnic closure is all the more likely in states 
with weakly developed networks of voluntary organizations. This hypothesis 
is derived from Wimmer’s (2002) comparative work on nation building in Iraq, 
Switzerland, and Mexico, as well as from Varshney’s (2003) study of the con-
ditions under which communal violence is more likely in Indian cities. When 
only few voluntary clubs, associations, trade unions, and the like have been 
established, political elites and followers alike will be more likely to rely on 
ethno-cultural similarity as a means to organize trans-class alliances. In other 
words, they prefer to ally themselves with actors who share certain ethno-cultural 
traits because this allows them to choose between otherwise similarly attractive 
alliance partners. Conversely, where dense networks of voluntary organizations 
have emerged, elites will rely on these in order to mobilize followers and to gain 
military support. Elite competition is then more likely to follow the dividing 
lines of ideology and interest.

Fourth, populist nationalism should result from medium state centralization. 
Drawing on analysis of the reemergence of populist nationalism in Latin America 
(Roberts 1996; Weyland 1996), we suggest that medium state centralization leaves 
the central state elite with too few resources and too little political power to inte-
grate and co-opt all elite segments of society. But they are resourceful enough to 
ally themselves with the masses who will follow populist and anti-elite appeals 
in the hope of gaining access to public goods and political participation. Thus, 
by being able to attract both masses with an attractive exchange offer, the central 
elites win the struggle for support against competing elite factions. We therefore 
expect populist forms of political alliances to lie between the nation building and 
the ethnic closure variants, both in terms of the conditions that produce them as 
well as the degree of inclusiveness that they imply.

Fifth, populist nationalism will be more likely in societies with weak civil 
societies because appeals to the undifferentiated “people” are especially attract-
ive, as the literature on waves of populist mobilizations in Latin America 
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suggests, where large segments of the population are not integrated into stable, 
institutionalized networks of political organizations, and thus constitute a reser-
voir of political support that can be used in the struggle against competing elite 
segments. A weak network of voluntary associations thus makes nation building 
less likely by providing incentives to negotiate either ethnic closure or a populist 
compromise.

We use the game-theoretic exchange model to test whether these hypotheses 
hold against an explicit specification of the underlying micro-mechanisms. In 
order to proceed in as transparent a way as possible, we first model scenarios in 
which voluntary associations have developed and actors therefore do not care 
about cultural similarity when choosing alliance partners (setting the parameter 
Umeaning to 0). In a second step (in Section 6), we will modify this assumption and 
calculate scenarios with weak organizational networks and different distribu-
tions of cultural traits over actors, following class division in one scenario and 
ethnic division in the second. Before we can present results, however, we need to 
familiarize the reader with the empirical data used to calibrate the model.

3.2 Empirical calibration I: empire and strong scenario

As can be seen from Appendix 2.1, the empirical data used for model calibration 
refer to various stages of political modernization. The French Renaissance king-
dom (thirteenth and fourteenth centuries) and the Ottoman empire of the clas-
sical age (sixteenth and seventeenth centuries) provide the data for modeling 
the pre-modern imperial scenario. The absolutist French state of the eighteenth 
century, the Ottoman empire under the modernist Sultan Abdul Hamid, who 
reigned until the Young Turk revolution in 1908, as well as the fully centralized 
state under the French Third Republic before World War I represent further 
points along the continuum of state centralization and mass mobilization. The 
model calibration for the strong state scenario – defined as a combination of 
high state centralization and high mass mobilization – lies in between those of 
absolutist France and late nineteenth-century Ottoman empire – thus reflecting 
the points in the developmental trajectory just before nationalism emerged in 
the French and Young Turk revolutions.

Before we discuss the calibrations for the strong scenario in more detail, a 
word about the pre-modern situation is in order. According to the model cal-
culations that are detailed in Appendix 2.2, the specific distribution of resources 
and interests in the French Renaissance kingdom and the Ottoman empire of 
the classical age lead the four actors to negotiate an estate order – pitting masses 
against elites. The model thus generates an alliance system that was indeed 
characteristic of these two societies and can thus capture the historical starting 
point of subsequent historical developments in adequate ways. In the following 
tables, we include the empirical estimations of resource controls in the French 
Renaissance kingdom and the Ottoman empire of the classical age in order to 
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provide the benchmark information against which the different paths of mod-
ernization can be specified.

Let us now turn to the calibration of the strong scenario that combines high 
state centralization with high mass mobilization. According to the historical 
research described in Appendix 2.1, the dominant elite almost exclusively control 
public goods provision in such highly centralized states (their share increases 
from an average of 5% in the two pre-modern situations to 91% under the strong 
scenario)27 and hold the greatest share of control over taxation as well (from an 
average of 42% in the two pre-modern situations to 88%).28 This reflects the 
change from indirect rule through subordinate elites to direct rule, a key aspect 
of political modernization. Conformingly, the subordinate elites gradually lost 
control over their two main sources of power: public goods provision and tax-
ation, and thus no longer served as intermediaries between the central elites 
and the masses of the population. As part of the same transition, we assume that 
the dominant elite came to almost exclusively control political decision-making 
(from an average 60% in the pre-modern age to 9% in strongly centralized 
states). Given the scarcity of historical data, we could not empirically calibrate 
control over political decisions and instead relied on plausibility assumptions 
here. Extensive sensitivity tests (in Appendix 2.2) establish that our results do 
not change if we vary these assumptions within reasonable limits.

We further assume that the development of such strong, centralized states 
also changed the interests of actors. The masses and the subordinate elite show 

27 As described in Appendix 2.1, we use data on expenditures to estimate which actor provides how 
much of public goods. We assume that the highest institutional level through which money used 
for public service provision circulates “controls” these resources. Compared to earlier periods, the 
Ottoman state of the classical age had vastly wider concerns in the area of public goods provision 
and was involved in public works, education, the administration of justice in both Muslim and 
non-Muslim areas, policing, pensions for former government workers, postal and telegraph services, 
funding of the holy cities and pilgrimages, and so on. In eighteenth-century France, the king financed 
the police, postal services, major infrastructure construction and repair projects, education, and also 
spent considerable sums for the support of hospitals. Under the Third Republic, the state provided all 
of this and declared major public services (including caring for the needy, policing, and mandatory 
schooling) a municipal task mandated by law and financed through centrally collected taxes (see 
Appendix 2.1 for details).

28 As described in Appendix 2.1, these figures are estimated based on tax revenue data. The development 
of a centralized French bureaucracy under absolutism, such as the system of royal intendants 
(Harding 1978), is well documented, as are the corresponding efforts under the Tanzimat reformers 
in the Ottoman empire (Lewis 1962: chapter 4). The capacity to directly tax the population increased 
accordingly. By the late eighteenth century, the French state was collecting a wide variety of taxes, 
both direct (property taxes, income taxes, and a general head tax) and indirect (mostly sales taxes 
levied on a wide variety of goods). Some of these indirect taxes were collected by the state, others 
by tax farmers. The French state still lacked the bureaucratic capacity for gathering all taxes through 
its own administration – contrary to the tax systems under Abdul Hamid (Shaw 1975) and the Third 
Republic (Kiser and Kane 2001), which formed part of a more efficient, bureaucratically integrated 
state apparatus.
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a heightened relative interest in public goods, given that the absolute volume 
and quality of state-provided goods and services increases so dramatically. 
Conversely, their relative interest in control over taxation decreases compared 
to the pre-modern situation.

The other aspect of the strong scenario relates to the mobilization of the 
masses. This process had a military, as well as a political, dimension. First, the 
evolution of military technology implied a shift in control over military support 
in favor of the masses (from an average of 5% in the empires to 45% each, as the 
historical data documented in Appendix 2.1 show).29 The second, political aspect 
of mass mobilization is best modeled as a change in the interests of the masses. 
We assume that they became strongly interested in political decision-making 
(relative interest of 50%), because the shift from indirect to direct rule, the cen-
tralization of power, and the administrative penetration of society dramatically 
increased the relevance of the decisions of the central state for the everyday 
life of its citizens (see Mann 1995; Hechter 2000). Together with their increased 
interest in public goods provision discussed above, this implied that the masses’ 
relative interest in taxation sank considerably (from 85% in empires to 10%; note 
though that this does not imply a decrease in absolute interest in maintaining a 
low taxation level).

And indeed, after the Fronde rebellion of the mid-seventeenth-century tax 
increases no longer produced rebellions in France (Kiser and Linton 2002), argu-
ably because the king was becoming more efficient at preventing them, but also, 
as Kiser and Linton suggest (2002: 905), because the population may have started 
to identify with the state, and envision, as I would argue, a different exchange 
relationship with the central elites. Also note again that we test whether a cer-
tain degree of variation in the specific values of relative interests and control 
change our main findings – which is not the case (see Appendix 2.3). The various 
model assumptions and the empirical data that support them are represented in 
Table 2.1.

3.3 Empirical calibration II: the weak scenario

The weak scenario of political modernization ends in a state with a lower 
capacity to tax directly, less control over decision-making processes and the 
provision of public goods, as well as in lower levels of popular mobilization. 

29 In the case of France, the evolution of military technology rendered the feudal arrière-ban 
increasingly irrelevant, thus undermining the military power of the subordinate elite, while navy 
sailors and infantrymen became even more important and effective. This development culminated in 
the introduction of universal conscription by the French revolution and the Ottoman army reforms 
of 1843 and 1869 (see Appendix 2.1 for details). In the Ottoman empire, the tribal militias that Abdul 
Hamid institutionalized in 1892 and that wrought havoc on the Armenian population of Anatolia were 
the only remaining bulwarks of military power left for the subordinate elites, while the role played by 
the nobility in the army of the Third Republic was comparatively even much smaller.

  

 



table 2.1 Control and interest distributions in empires and in the strong scenario

Model assumptions strong scenario

Control over: Interest in:

 

Pol. 
decision 
making

Publ.  
goods 
Military

Military 
Support Taxation  dE sE dM sM

dE 0.9 0.91 0.05 0.876 Pol. dec. 
making

0.2 0.3 0.51 0.51

sE 0.1 0.03 0.05 0.05 Public  
goods

0.01 0.2 0.4 0.4

dM 0 0.03 0.45a 0.037 Military 
support

0.2 0.25 0 0

sM 0 0.03 0.45a 0.037 Taxation 0.59 0.25 0.1 0.1

Empirical data on control in “strong scenario”

France 1690–1789

dE NA 0.865 0.12 0.873

sE NA 0.018 0.08 0.083

dM NA 0.0585 0.4 0.022

sM NA 0.0585 0.4 0.022

Ottoman empire 1876–1908

dE NA 0.934 0.005 0.9

sE NA 0.915 0.12 0

dM NA 0.03 0.44 0.05

sM NA 0.03 0.435 0.05

France 1870–1914

dE NA 0.934 0.004 0.9

sE NA 0.06 0.042 0.04

dM NA 0.003 0.477 0.03

sM NA 0.003 0.477 0.03

Empirical data on contol in “empire”

France 1280–1350

dE NA 0.005 0.185 0.42

sE NA 0.915 0.68 0.46

dM NA 0.04 0.065 0.06

sM NA 0.04 0.065 0.06

Ottoman empire 1470–1670

dE NA 0.152 0.325 0.36

sE NA 0.588 0.61 0.49

dM NA 0.13 0.05 0.07

sM NA 0.13 0.015 0.07      

Notes: a Indicators of a strong mass mobilization. The control matrix gives the pre-exchange distribution of con-
trol for each resource (i.e. the relative shares of control exercised by the actors). The interest matrix gives the 
distributions of interest for each actor (i.e. her relative interest in the resources). Values for control over taxation, 
however, represent post-exchange values because pre-exchange controls cannot be measured empirically.
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We specified the control and interest matrices for this scenario by using the 
midpoints between the pre-modern situations and those of a highly central-
ized state. We preferred this strategy over collecting additional historical data 
because we realized that the various “snapshots” of the French and Ottoman 
resource distributions aligned almost perfectly along a linear continuum, lead-
ing from Renaissance France to the sixteenth/seventeenth-century Ottoman 
empire of the classical period to eighteenth-century absolutist France, Abdul 
Hamid’s empire, and finally the Third Republic (see again Appendix 2.1). It thus 
made sense to define the weak scenario as the midpoint on this continuum – 
thus a situation resembling the Ottoman empire in the Tanzimat era or France 
in the sixteenth century.

However, we deviated from this interpolation principle on one point, because 
weak states also differ from the Tanzimat Ottoman empire or sixteenth- century 
France. While in these societies the midpoints represent transitory phases in 
a steady political development, in weak states they conform to a longer-term 
equilibrium. This has two consequences. First, the masses regain some control 
over taxation because neither indirect rule nor direct rule is fully institutional-
ized in a permanently weak state (10% of control over taxation by each mass, 
vs. 5% under the empire or strong scenarios). Second, when the weak state is 
permanent, the subordinate elites become predominately interested in military 
support because they seek to secure their position in the situation of uncertainty 
created by the weakness of the political center (38% vs. 15% under the empire 
scenario and 25% under the strong scenario). The interpolation procedure plus 
these two modifications produces the following control and interest matrices for 
the weak scenario (Table 2.2).

4 results: strong and weak scenarios with 
well-developed civil societies

We are now ready to present the results for strong and weak scenarios, still 
assuming that civil societies are well developed and actors thus do not take the 
distribution of cultural traits into account when deciding with whom they prefer 
to exchange resources. This assumption will be modified in Section 6 below. The 
first panel of Figure 2.2 depicts the social classifications that result in equilibrium 
for different levels of state centralization (y-axis) and mass mobilization (x-axis).

We describe the results as a series of scenarios that lie in between the strong 
and the weak scenario. Each point in the graph corresponds to a specific dis-
tribution of control and interest. The point in the lower-left corner represents 
the weak scenario. The point in the upper-right corner conforms to the strong 
scenario; the diagonal connecting them thus is the continuum between weak 
and strong scenarios. All other points were calculated by varying the indicators 
of state centralization and of mass mobilization in equal-sized steps from the 
values of the weak to those of the strong scenario.
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table 2.2 Control and interest distributions under the weak scenario

Control Interest

 
Pol. dec.  
making

Publ. 
goods

Mil. 
supp. Tax   dE sE dM sM

dE 0.75 0.56 0.13 0.20 Pol. dec. making 0.20 0.10 0.20a 0.20a

sE 0.25 0.38 0.38 0.20 Publ. goods 0.01 0.15 0.20 0.20

dM 0 0.03 0.25a 0.30 Mil. supp. 0.20 0.50 0 0

sM 0 0.03 0.25a 0.30  Tax 0.59 0.25 0.60 0.60

Notes: a Indicators of a weak mass mobilization. The control matrix gives the pre-exchange distribution of control 
for each resource (i.e. the relative shares of control exercised by the actors). The interest matrix gives the distribu-
tions of interest for each actor (i.e. her relative interest in the resources). Values for control over taxation, however, 
represent post-exchange values because pre-exchange controls cannot be measured empirically.

The negotiation process results in three types of equilibriums: nation building 
(black squares), populist nationalism (white squares), and a multiple equilibrium 
in which each elite group aligns with only one of the masses (black triangles). 
For simplicity, we identify this as ethnic closure, although it also includes the 
reverse assignment of elite groups and masses. If we allowed for only an infini-
tesimal significance of an ethno-cultural trait distribution in actors’ preferences, 
ethnic closure would obviously be the sole equilibrium in these cases.

Overall, the results depicted in the left-most panel of Figure 2.2 lend strong 
support to the first hypothesis according to which state centralization is posi-
tively related to more inclusive forms of alliance and identity: nation building 
results only if the state is strong, while ethnic closure is the equilibrium out-
come only if the state is weakly centralized. Populist nationalism emerges when 
state centralization reaches medium levels. We also see that the mobilization of 
the masses has hardly any effect on the resulting exchange system, contrary to 
our second hypothesis. It is only under conditions of medium-to-high degrees 
of state centralization that mass mobilization matters, by leading to populist 
nationalism and away from nation building. Thus, contrary to our expectations, 
mass mobilization does not emerge as a factor promoting nation building and 
acting against ethnic closure. We will see why this is the case as soon as we dis-
cuss the preferences and the strategic interactions between actors in detail.

Remarkably, our model also shows that given our assumptions, ethnic closure 
can be the equilibrium outcome even if actors do not care at all about cultural 
similarity. In other words, ethnic closure may result from a purely instrumental 
negotiation process that is exclusively geared toward maximizing exchange gains 
and is not influenced by considerations of culture or identity. This supports the 
conjecture that ethnic groups are not necessarily characterized by stronger sym-
bolic or emotional attachments than other modes of social categorization and 
identification – they may emerge even in the absence of any deep primordial or 
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psychological bond. The mechanisms underlying this finding will become clear 
in the next section where we have a closer look at the negotiation process itself.

5 the negotiation process under the MagniFying glass

How did elites and masses, according to our model, arrive at these different, 
more or less encompassing agreements over where the boundaries of belonging 
should lie? We begin with the weak scenario, under which actors end up aligning 
themselves along the ethnic divide.

5.1 Ethnic closure

A first step shows that actors prefer certain alliance systems over others depend-
ing on the exchange gains that these would imply for them. Note that these 
preference orders are not based on plausibility assumptions, but calculated with 
the help of the exchange-theoretic part of the model introduced above. For 
the sake of simplicity, we will not show prices, equilibrium offer, and demand 
for the various resources, or the resulting exchange gains for each actor under 
each exchange system. Rather, the main points will be introduced narratively. 
The upper part of Table 2.3 displays the resulting preference orderings for the 
weak scenario. The two elite groups compete for the military support of the 
masses and therefore have an incentive to draw a social boundary that excludes 
the other elite group. This competition for the military support of the masses 
explains why the first preference of both elite groups is to form a coalition with 
both masses and without the other elite group, as can be seen from Table 2.3. 

1 2

Cultural traits irrelevant
(strong civil society)

Class-cultural differentiation
(weak civil society)

Ethno-cultural differentiation
(weak civil society)
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Figure 2.2 State centralization, mass mobilization, and alliance systems in three differ-
ent model universes
Notes: 1 corresponds to France 1690–1780; 2 to France 1870–1900; 3 to the Ottoman empire 
in the early nineteenth century; 4 to the Ottoman empire 1870–1908.
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table 2.3 Actors’  preferences over alliance systems under the weak and strong scenarios

Scenario Actor

Rank-ordered preferences for alliance systems

1. 2. 3. 4. 5.

Weak dE dEdMsM/sE dEsEdMsM dE*M/sE–M dEsE*M/–M dEsE/dMsM

sE sEdMsM/dE dE*M/sE*M dEsEdMsM dEsE*M/–M dEsE/dMsM

*M dEsE*M/–M dE*M/sE–M dEsEdMsM sE*M/dE–M dEdMsM/sE

Strong dE dEsEdMsM dEdMsM/sE dEsE*M/*M dE*M/sE–M dEsE/dMsM

sE sEdMsM/dE dEsE/dMsM dE*M/sE*M dEsE*M/–M dEsEdMsM

 *M dE*M/sE–M dEsE*M/–M dEdMsM/sE dEsEdMsM sE*M/dE–M

Notes: Equilibrium outcomes in bold. dE = dominant elites, sE = subordinate elites, dM = dominant masses, sM = subor-
dinate masses. *M = either dM or sM, –M = the other masses (–M = sM if *M = dM, –M = dM if *M = sM).

However, the competition is not symmetric. Because the dominant elites hold 
twice as much decision-making power, their gains from an exchange between all 
actors would be somewhat greater than those of the subordinate elites. This is 
why nation building and ethnic closure rank differently in the preference orders 
of the two elite factions.

For both elites, these two alliance systems involve a trade-off, since ethnic 
closure would allow them to avoid the competition with the other elite group at 
the cost of losing the support of one of the masses. The subordinate elite prefers 
ethnic closure to nation building, because they do less well in the competition 
with the dominant elites. For the dominant elite, the trade-off plays out in favor 
of nation building.

The masses likewise compete with one another. Each of the masses is willing to 
give away its military support. However, the amount of resources that the masses 
receive in return is lowered when the elites can simultaneously also exchange with 
the other masses (since increased supply lowers the price). Their most-preferred 
classification is therefore to be included in an extended estate order, i.e. to exchange 
with both elites while excluding the other masses from the exchange system. For the 
masses, ethnic closure carries a similar trade-off as for the elites. It prevents com-
petition with the other masses, but entails losing one supplier of elite-controlled 
resources. Both masses end up preferring an extended estate order to aligning with 
the dominant elite only. Nation building follows on the third rank, and aligning 
with the subordinate elite only is the least attractive alliance system.

Given these preferences, ethnic group formation is the equilibrium outcome. 
To understand this, one has to turn from preferences to the strategic inter-
action between actors (the game-theoretic part of the model). Because the dom-
inant elite cannot convince the other actors to embrace their first or second 
preference, they cannot do better than ethnic closure. The subordinate elite 
will counter a populist alliance system by proposing ethnic closure, which the 
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masses prefer over populist nationalism. Alternatively, the dominant elite could 
propose nation building, their second preference. This classification would be 
preferred by both masses relative to aligning with the subordinate elite only. 
However, the latter can make nation building infeasible: they can decline to 
join the national community by proposing to align only with one or both of the 
masses. This will again lead to ethnic group formation: one of the masses will 
follow the proposal of the dominant elite, while the other will agree to exchange 
with the subordinate elite.

The subordinate elite likewise cannot do better than ethnic closure, which 
is their second preference. Their first preference, a populist alliance with both 
masses under exclusion of the dominant elite, is not at all attractive for the 
masses. Compared to this outcome, both prefer to align themselves with only 
one of the elites.

A critical assumption of this analysis is that the masses know the value of the 
public goods and decision-making power controlled by the elites. The masses 
do not align with the dominant elites, but follow the subordinate elites’ counter-
proposal of ethnic closure, because they know that the dominant elite has only a 
limited amount of goods at its disposal. This assumption of perfect information 
can be relaxed in the following way: while both elites know that the state is only 
weakly centralized, the masses attach a certain probability to the possibility that 
the state is highly centralized. Populist nationalism becomes more prevalent the 
more the masses tend to believe that they are facing a strongly centralized pol-
itical center, as additional analysis shows. Thus, by misleading the masses about 
their resourcefulness, the dominant elites can more easily attain their most pre-
ferred outcome. Maybe this helps to understand why populists often overempha-
size their capacity to deliver public goods and their effective political power?

5.2 Negotiating nationhood

We now turn to the strong scenario that leads to nation building. As Figure 2.2 
reveals, a high level of state centralization is crucial to bring about this outcome. 
Contrary to what the second hypothesis postulates, however, high levels of mass 
mobilization are irrelevant. More specifically, where the state is strongly central-
ized, the preference orderings of the dominant elite and the masses, as shown in 
the lower part of Table 2.3, stay the same regardless of the degree of mass mobil-
ization. We can therefore abstract from this dimension for the moment and focus 
on the mechanisms by which high levels of state centralization lead to nation 
building. The issue of why mass mobilization does not support nation building, 
but rather populist nationalism, will be taken up in the next section.

In a strongly centralized state dominant elites control even more of 
decision-making and public goods than in the weak scenario, while subordinate 
elites as well as the masses show more interest in these resources. As a conse-
quence, the subordinate elites switch from being a supplier of public goods to 
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demanding them along with the masses, and they no longer are serious com-
petitors when it comes to offering political participation to the masses. Both 
attenuate elite competition, and nation building becomes the first preference 
of the dominant elite. Populist nationalism drops to the second rank of their 
preference order compared to the weak scenario, while extended elite coalition 
replaces ethnic closure as their third preference.

The preferences of the masses are also markedly different compared to the 
weak scenario, mostly because they now value public goods more highly, which 
are now predominantly controlled by the dominant elite. The masses therefore 
prefer any classification in which they end up together with the dominant elite 
to an exchange exclusively with the subordinate elites (see the lower part of 
Table 2.3). The preferences of the subordinate elites therefore do not matter 
much because the masses are no longer interested in an alliance with them. The 
nation thus becomes the system of alliance and identification that all actors will 
agree upon.30

5.3 The populist compromise

We now briefly turn to populist nationalism as the most prevalent outcome in 
between strong and weak scenarios – and to the question of why increasing mass 
mobilization in moderately centralized states produces a shift from nationhood 
to populist nationalism. Separate analyses (not shown here) demonstrate that 
the military mobilization of the masses is responsible for this outcome. For the 
dominant elites, an increase in the supply of military support by the masses 
makes the subordinate elites less attractive as an exchange partner. There is even 
an incentive to exclude the latter: the central elite’s exchange power vis-à-vis 
the masses is weakened if they have to compete for their military support with 
subordinate elites. Through these two mechanisms, mass mobilization works 
against nation building and leads to populist nationalism.

Our model thus suggests that the increasing military role of the masses 
may not have contributed much to nation building, contrary to the crucial role 

30 Additional robustness analyses show that letting the subordinate elite make its proposal first produces 
identical equilibriums. If both elites move simultaneously, however, some additional equilibriums 
emerge: due to a coordination problem between the elites, nation building ceases to be a unique 
equilibrium and is always accompanied by populist nationalism as a second (pareto-inferior) 
equilibrium outcome. However, strict simultaneity (or non-observability) is rather unrealistic given 
that we model how elites propose alliance systems in the public sphere and react to the proposals 
by others. When one of the masses moves first, the general pattern is similar, but there are more 
multiple equilibriums than in the other variants of the game. Especially in the middle ranges of state 
centralization, these multiple equilibriums include ethnic closure. This finding adds another aspect 
to the picture: the symbolic power of elites (represented by the fact that they move first) enhances 
nation building.
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accorded to universal conscription by Lachmann (2011). Rather, it leads to popu-
lism as long as the central elites cannot swim free of the competition with sub-
ordinate elites and thus cannot afford to integrate them into an encompassing 
exchange system. Overall, state centralization seems to be the more important 
ingredient of successful nation building, in line with Tilly’s (1994) and Hechter’s 
(2000) analyses.

6 when cultural traits Matter

So far our analyses assumed that actors only care about the resources they obtain 
from different exchange systems. We now take into account that they might also 
consider how well the various alliance systems fit the empirical landscape of 
cultural difference and similarity. In the context of our theoretical framework, 
we interpret a lack of such concerns as evidence of a well-established, densely 
woven network of voluntary organizations that may serve as a basis for establish-
ing and stabilizing alliances between actors (Wimmer 2002). When such volun-
tary organizations are absent, however, actors will take cultural similarity into 
account when forming alliances, since no other institutional channels to support 
and stabilize a coalition are available.

Obviously, how considerations of cultural similarity affect the prospect 
of nation building also depends on how cultural traits are distributed over 
actors. We analyze two cultural landscapes: a horizontal, class-cultural dif-
ferentiation in which both elites resemble each other and both masses; and a 
vertical, ethno-cultural differentiation in which subordinate elites and sub-
ordinate masses show similar traits, and dominant masses and elites are also 
culturally similar. Recall that we represent cultural differentiation as a vector 
in which each element corresponds to the dissimilarity between a pair of 
actors and varies between 0 (no difference at all) and 1 (maximum possible 
difference).

The ethno-cultural differentiation involves a dissimilarity of 0.4 between 
dominant elites and masses, as well as between subordinate elites and masses, 
whereas all other pairs of actors are assumed to be dissimilar by 0.6. In this 
situation, ethnic closure obviously has the best empirical fit, followed by popu-
list nationalism. Nation building and the estate order have the lowest corres-
pondence to this distribution of cultural traits. The class-cultural differentiation 
assumes a dissimilarity of 0.4 between the elite groups and between the masses, 
and a dissimilarity of 0.6 for all other pairs. The alliance system corresponding 
best to this trait distribution is the estate order, with ethnic closure, populist 
nationalism, and nation building following.

To calculate actors’ preferences, we set the parameter Ui
meaning to 0.4. It 

expresses how much actors weigh the correspondence between alliance sys-
tem and cultural traits relative to the exchange gains that come with an alliance 
system. Other parameter values either lead to qualitatively similar results or 
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are less interesting:31 trivially, assuming a very high Ui
meaning ultimately leads to 

the alliance system with the highest correspondence – irrespective of the gains 
from exchange. In turn, a weight close to 0 makes correspondence irrelevant 
and brings back the equilibriums of the “strong civil society” scenarios discussed 
above.

The middle graph in Figure 2.2 reports the results when cultural differenti-
ation has proceeded along class lines. The right-hand graph depicts the equi-
libriums for an ethnic trait distribution. Overall, there are only six instances of 
nation building in the two scenarios with weak civil societies (middle and right-
hand graphs) compared to the 12 instances in the strong civil society scenario 
(left-hand graph), and 12 instead of only six instances of ethnic closure when 
cultural differentiation follows ethnic lines. Clearly more encompassing alliance 
and identity systems emerge when voluntary organizations are strong and actors 
do not take cultural similarities into account when building alliances. This sup-
ports our hypothesis that the density of networks of voluntary organizations 
promotes inclusive forms of political alliance and identity – independent of 
whether cultural traits align with ethnic or class divisions.

More specifically, populist nationalism becomes more prevalent under both-
scenarios with weak civil societies (middle and right-hand graphs),32 replacing 
some instances of nation building when state centralization reaches medium to 
high levels. The reason is that populist nationalism instead of nation building is 
now the first preference of the dominant elites because of its better correspond-
ence with either of the two trait distributions. As shown in the previous section, 
the dominant elites can push through their vision of the legitimate division of 
society in a strongly centralized state.

When cultural differentiation follows ethnic lines (right-hand graph), we 
observe an additional row of ethnic closure compared to the strong civil society 
scenario (left-hand graph). Remarkably, this is true even though the dominant 
elites’ first preference continues to be populist nationalism (as in the strong civil 
society scenario). But the masses prefer ethnic closure when networks of vol-
untary organizations are weakly developed and cultural difference is aligned 
with ethnic divisions, although in terms of exchange gains both masses would do 
better under populist nationalism. Thus, if the dominant elite proposes populist 
nationalism, the subordinate elite can successfully counter by suggesting a pol-
itical alliance and identity based on ethnic commonality.

31 The same holds true for different specifications of the trait distributions. As robustness analyses show, 
more extreme trait distributions lead actors to develop stronger preferences for alliance systems that 
are in line with the respective distribution.

32 The apparent prevalence of populist nationalism in all three matrices of Figure 2.2 does not mean 
that this is historically or globally the most frequent outcome. It is so prominent in the figure because 
we truncate both axes by looking at the data range between c.1600 and 1900. All post-1900 resource and 
interest distributions would lead to nation building, while the pre-1600 distributions would result in 
ethnic closure or the estate order.
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Under the class-cultural differentiation, the exchange gains continue to 
dominate preferences as long as the state is only weakly centralized. Thus, we 
observe the same equilibriums as in the strong civil society scenario. This is 
mostly because the estate order does not offer the masses an attractive resource 
exchange – thus offsetting that it provides the best fit in terms of cultural similar-
ity. We thus arrive at the counterintuitive finding that even when cultural mark-
ers are horizontally aligned with class cleavages and actors do care about cul-
tural similarity, modernization will lead to the politicization of vertical, ethnic, 
or national dividing lines, and to corresponding forms of political alliances. This 
supports the “modernist” school in ethnicity and nationalism studies, according 
to which political closure either along ethnic or national lines forms an inte-
gral part of the modern political order (Geertz 1963; Young 1976; Rothschild 1981; 
Wimmer 2002). Our model explores the micro-mechanisms that produce this 
global pattern even when the cultural landscape is not structured along eth-
nic divisions. The complementarity of resource exchanges in modernized states 
binds elites and masses into networks of alliances, and replaces the coercive 
resource extraction that had characterized feudal and other pre- modern pol-
ities. Such elite–mass alliances make class-based identities and forms of closure 
comparatively unlikely. Nationalism and ethnic politics therefore take center 
stage in the age of modern, centralized territorial states.

7 historical analogies: French nation building,  
ottoMan disintegration

Retrodictions are not the aim of this chapter nor are they possible given the 
host of important factors that our model is not considering, not least the role of 
contingent events. Still, it is encouraging to see that the model produces results 
in line with the political identities and alliances that effectively emerged in the 
two societies to which our data refer. Figure 2.2 contains numbers that display 
where in these three matrices the historical data on resource distribution would 
locate France and the Ottoman empire at various points in time. We also had to 
assign the two societies to one of the three scenarios related to the development 
of organizational networks and the type of cultural trait distribution. While we 
can find both ethno-cultural and class-cultural types of differentiations in early 
modern France and the Ottoman empire, it is probably safe to say that there was 
less ethno-cultural differentiation in France and more cultural differences along 
class lines than in the Ottoman empire.33

33 Intergenerational status mobility was institutionalized in the Ottoman empire, which had no de 
jure hereditary caste of nobles comparable to that of France but had long relied on the subordinate 
Christian provinces for recruiting its top slave administrators and generals (Shaw 1976: 113–150). At the 
same time, the Sublime Port made fewer conscious efforts to homogenize the country in religious or 
linguistic terms (Grillo 1998) but rather sought to preserve its heterogeneous communities (Barkey 
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In any case, cultural difference mattered much less in France than in the 
Ottoman empire because the Enlightenment movement had created strong net-
works of voluntary organizations that transcended class and regional bound-
aries (as argued in the classic oeuvre of Habermas 1989; see also Horn Melton 
2001) – in contrast to the Ottoman empire, where such organizations were con-
fined to a much smaller elite of literati in the major cities and where horizon-
tal links between various communities were sparse (Barkey 2008).34 Thus, the 
ethno-culturally differentiated scenario (the right-hand graph in Figure 2.2) cor-
responds best to the empirical reality of the Ottoman empire, while the French 
case resembles the strong civil society scenario in which cultural differences 
hardly mattered for the formation of political alliances (left-hand graph).

We can now see what outcomes the model produces for the specific resource 
distributions that our historical research has identified for the various points in 
time. The French case is more straightforward. The model “retrodicts” nation 
building for the period immediately preceding the French Revolution (see num-
ber 1 in Figure 2.2). In historical reality, the democratic, republican nationalism 
first developed by Girondists and Jacobins (Sewell 1996) competed over almost a 
century with other forms of political alliances and identities, until nation build-
ing was completed under the Third Republic. Until this new “equilibrium” state 
was reached permanently, various developments on and off the equilibrium path 
can be noted and their potential meaning explored with the help of the model.

The revolutionary process and the domestic and international wars that 
it entailed led to the unprecedented military mobilization of the population 
under Napoleon’s leadership. Conforming to our analysis of the conditions 
under which populist nationalism emerges, the strong militarized leadership 
of Napoleon depended on mass military support and loyalty, and he therefore 
excluded competing political elites – both the old nobility and the new repub-
lican forces – from his political coalition. The result has been described in Karl 
Marx’s 18th Brumaire as “Bonapartism,” which roughly corresponds to populist 
nationalism in our terminology.

Subsequent political developments then led further away from what our model 
would identify as the equilibrium path: the collapse of Napoleon’s empire and the 
Congress of Vienna in 1815 brought the Bourbon and later Orléanist kings back to 

2008). The Ottoman empire had institutionalized religious, and to a certain degree therefore also 
linguistic, differences through the millet system that granted legal autonomy in matters of family law 
and a certain degree of self-rule to religious minorities. The French kings, by contrast, had eradicated 
religious diversity by revoking the Edict of Nantes and elevated their own dialect to a national 
language (Lodge 1993).

34 In France, a government study of historical rates of literacy published in 1880 showed that for the 
1686–1690 period, 25% of the overall population (and 36% of men) could sign their name, and 90% of 
the urban bourgeoisie was literate (Cipolla 1969). By contrast, only 2–3% of Ottoman subjects were 
literate in the early nineteenth century, and about 7% in the middle of the century. In the Turkish 
heartland of the empire, literacy rates had only reached 10.5% in 1924, when the Republic was 
founded (for sources of these estimates, see Appendix 3.3).
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power. They did not undo the principle of legal equality, but offered only limited 
political inclusion to the bourgeoisies of the country’s center, a configuration that 
resembles what we have called an enlarged estate order – indeed a partial return 
to pre-revolutionary forms of political alliance and identity. Our model does not 
foresee these developments toward a British-style constitutional monarchy. But the 
failure of this system to become permanently institutionalized might be explained 
by the fact that state centralization had already proceeded far enough to make the 
demands for popular political participation and effective public goods delivery both 
legitimate and politically appealing – as the 1830 and 1848 revolutions illustrate.

The subsequent Bonapartist regime of the Second Empire (1852–1870) under 
Louis Napoleon II brings back a populist mode of alliance and identification. 
With the Third Republic comes a massive further strengthening of the cen-
tral state, especially in the domain of public goods provision, as the torrent of 
reforms regarding schools, hospitals, welfare for the poor, and public infrastruc-
ture indicate (see Appendix 2.1 for details). As a consequence, provincial elites 
no longer provided such services, but became dependent on them, and no longer 
effectively competed with the Parisian political elite, as they still had at the time 
of the 1789 revolution – aptly illustrated by the Vendée revolt in its aftermath, 
which was led by the provincial clergy and nobility. The dominant elites thus no 
longer had to fear political competition with the provincial elites and integrated 
them into a more tightly organized administrative apparatus.

As our model foresees (see number 2 in Figure 2.2), this provides the back-
ground for the development of a truly encompassing nationalist ideology by 
the central elites of the Third Republic – greatly helped by the defeat at the 
hands of Prussia in the 1870 war, the effects of which again escape our model. 
Nationalism was now embraced by the subordinate provincial elites as well and 
gradually diffused into the peripheral regions (Weber 1979), where the public 
service provided by schools, hospitals, and the gendarmerie made it more and 
more attractive for the common men and women to embrace the nationalist 
ideology – rather than to enter into an alliance and identify with provincial 
elites, which no longer had much to offer them.

As this brief discussion shows, the model is not able to predict or to make 
sense of the back-and-forth between various forms of alliance and identification, 
but it explains why those forms that conformed to what it describes as equi-
librium outcomes became permanently institutionalized and stabilized. Rather 
than offering a stylized version of history, then, the model helps to understand 
the overall direction of historical developments, leading from the estate model 
of society under the ancien régime, through populist nationalism, to effective 
nation building. It cannot and is not meant to grasp other aspects – the inter-
national dimension, the balance of power between various contending political 
factions – or the appearance and disappearance of Robespierres and Napoleons, 
and thus is not a model of history, but a theoretical specification of the equilib-
rium states that once reached – through whatever historical circumstance and 
concatenation of events – will be stabilized and institutionally “locked in.”
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The Ottoman case is less straightforward and understandably so, given that 
the French revolution had already created a new template of political legitim-
acy to emulate and adopt. Diffusion and imitation effects thus might come into 
play – the focus of the next chapter. Furthermore, non-domestic actors played 
an important role by instigating and promoting various minority nationalisms. 
Neither diffusion effects nor the power struggle between competing empires 
and states are accounted for in our model, however.

Still, the model outcomes for the early nineteenth-century Ottoman empire 
are roughly in line with historical developments. The model produces ethnic 
closure as the equilibrium for the late eighteenth and early nineteenth centur-
ies.35 Graphically, this corresponds to number 3 in Figure 2.2. And indeed, from 
the nineteenth century onward, ethno-religious communities (the millets) became 
institutionally reinforced, politically empowered, and the focus of identity for 
the minority population. With the help of Western imperialists and missionar-
ies, the Christian millets – and later also Kurds and Arabs – were soon politicized 
and turned into aspiring nations of their own, to paraphrase Kemal Karpat’s 
(1973) subtitle “From Millets to Nation.” The Greek, Serbian, and Romanian 
ethno-nationalisms of the early nineteenth century and their eventual success 
in achieving independence are the result of that process.

For the late nineteenth century, the model generates populist nationalism as 
the equilibrium outcome (see number 4 in Figure 2.2) – now in an empire that 
had lost almost all of its European domains. Indeed, with the 1876 constitution, 
the estate order was definitively abandoned and the principle of equality irre-
spective of citizens’ religion was supposed to foster a shared identity and the 
“fusion” of all Ottoman subjects into a single peoplehood, a goal that Tanzimat 
reformers and Young Ottomans had long advocated (Davison 1954, 1963: chap-
ter 10). Conforming to the populist model, the Christian, Arab, and Kurdish 
elites of the provinces were to be disempowered by continued centralization 
and the democratization of the  millets. This stance against Christian elites that 
“misgoverned” their population and were manipulated by Western imperialists 
increased further under Abdul Hamid (i.e. in the period to which the last data 
point refers), who gave this populist conception of society a distinctively Islamist 
touch, without, however, abandoning the principle of equality and inclusion for 
Christian citizens (Karpat 2002).

But was the populist mode of alliance and identification also embraced by 
the masses? While it is clear that the Muslim population were generally sup-
portive of this reconfigured empire and its populist-Islamist ideology (ibid., 
but see Davison 1954 for Muslim resentment against equality), most historians 
argue that the non-Muslim population did not embrace this vision of society 
but increasingly identified with a trans-class minority nationalism (or ethnic 
closure in our terminology, see Karpat 2002). However, it remains unclear how 
much popular support minority nationalisms had after 1878 and before the Young 

35 This model was run using data interpolated between the sixteenth and late nineteenth centuries. 
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Turk revolution. There are some signs that the Christian Orthodox and Jewish 
rank and file welcomed and supported the new order, as shown by the enthu-
siastic reception of the 1878 constitution among some Christian communities 
(Davison 1963: 383ff.). The counterfactual thus holds that without further outside 
encouragement for and instigation of Christian nationalisms, lost wars, and the 
immigration of millions of Muslim refugees from Rumelia, Ottoman patriotism 
might have become the dominant and widely accepted (“equilibrium”) mode of 
political organization and identity.

8 suMMary and conclusions

This chapter showed how state centralization and the development of networks of 
voluntary organizations gave birth to the first national community. It introduced 
a formal model of political closure that offers precise, actor-based mechanisms to 
elucidate how the boundaries of belonging are realigned during modernization 
processes. We found that ethnic closure emerges in the context of weakly central-
ized states with weak civil societies. In such states, the system of indirect rule has 
eroded without being replaced by a strong center with full control over political 
decision-making, public goods provision, and taxation. The resulting uncertainty 
leads to competition among the elites for military support by the masses. Since 
the latter likewise compete in their demand for state resources, actors end up 
negotiating separate alliance blocks based on ethnic commonality.

Populist nationalism becomes more likely when state centralization is 
stronger but still of medium strength. More centralization implies an increased 
attractiveness of the dominant elites as an exchange partner, which gives them 
the power to exclude subordinate elites. Contrary to our expectations, however, 
we also find that populist nationalism is more prevalent and nation building less 
likely when the entire male population has become militarily active. This is also 
at odds with the reasoning of historical sociologists who have emphasized the 
role of the military mobilization of the population for understanding the rise 
of nationalism. Going beyond the insights that can be drawn from our model 
architecture and data, we have speculated whether this could help to explain 
the recurrence of Napoleonic figures – populist military leaders – in the long 
nineteenth century of European mass armies.

The situation is different when state centralization proceeds further and the 
dominant elite gains enough exchange power to make an inclusion of all three 
other actors profitable. The subordinate elite is now integrated into this encom-
passing alliance system since it no longer can effectively compete for the military 
support of the masses and has itself started to demand public goods from the state 
elite. Strong state centralization therefore leads to nation building, a system of alli-
ance and identity that is all the more likely when voluntary organizations are well 
developed.

Absent such organizational networks, actors prefer alliance partners that are 
culturally similar, since cultural commonality offers a way to choose between 
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otherwise equally attractive exchange partners and avoid the instability of shift-
ing alliance structures. This works against nation building since a nation com-
prises relatively dissimilar groups, irrespective of whether cultural traits are 
aligned with class or ethnic divisions. Populist nationalism and ethnic closure 
therefore become more likely where voluntary organizations are only weakly 
developed, even when cultural traits are aligned with class rather than with eth-
nic divisions. This might help to understand one of the most striking features of 
the modern world: in contrast to Karl Marx’s prediction that the twentieth cen-
tury would be the age of revolutionary class struggles eventually leading to the 
dissipation of the bourgeois state and of nations as its ideological corollary, it has 
turned out to be the age of nationalist, ethnic, and populist politics.

Chapter 5 on ethnic conflicts in the postwar world will come back to the 
analysis offered on the preceding pages. Many recently founded nation-states 
became thoroughly compartmentalized along ethnic lines because low state cap-
acity and weak civil societies made the establishment of encompassing networks 
of political alliances difficult. Nation building remained a political ideal impos-
sible to achieve, and ethnicity was politicized in similar ways as happened with 
the ethno-religious communities of the Ottoman empire during the Tanzimat 
period. Chapter 5 identifies additional conditions, related to the specific config-
uration of power between such ethnic alliance clusters, that will make violent 
conflict between them more likely.

This chapter thus explored the macro-historical processes that led to the 
emergence of the first nation-states. As the notes on Ottoman and French pol-
itical developments indicated, the model cannot and is not intended to account 
for the exact course that history charts out over time. Many other factors come 
into play that will determine whether or not a particular society will realize the 
nationalist compact between elites and the masses: an unfavorable constellation 
of political power between nationalist forces and representatives of the ancien 
régime may delay nation building, as in France, even though a strong state and 
a well-developed network of voluntary organizations had made French society 
ripe for the transition. Furthermore, once the nation-state model was propelled 
onto the world stage by the French and American revolutions, it could be adopted 
by political movements such as the Christian intellectuals and bureaucrats of the 
Ottoman empire, quite independently of whether or not domestic exchange rela-
tions between rulers and ruled allowed for endogenous nation building.

This suggests that in later episodes of nation-state formation – from the 
establishment of the Latin American republics in the early nineteenth century 
to the recent foundation of Southern Sudan as an independent state – such dif-
fusion and balance-of-power effects might be more important than endogenous 
nation building upon which this chapter has focused. This hypothesis forms the 
core of the next chapter.
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3

The global rise of the nation-state

How did the nation-state model, once it had emerged in France and else-
where in the West, proliferate across the globe? Why did the world order of 
dynastic states, tribal confederacies, and multiethnic empires change into a 
world made up of states each ruled in the name of its nation? This chapter 
shows that in contrast to the first nation-states, their subsequent rise across 
the world was rarely the result of previous nation building. Rather, whether or 
not a nation-state emerged depended on the configuration of power between 
adherents of different political projects. Nation-states were established wher-
ever nationalists – who had adopted the model of the first nation-states as their 
template of political legitimacy – gained the upper hand over representatives 
of the pre-national regime. More specifically, the balance of power tilts in 
favor of nationalists the longer they had been mobilizing the population and 
decrying the ethnic hierarchy of the ancient regime as an instance of “alien 
rule”; when the imperial center commanded little global economic and mili-
tary power or was weakened by wars; and when nation-states had been created 

This chapter is adapted from an article coauthored with Yuval Feinstein.
We wish to thank Nurullah Ardic, Phillippe Duhart, Wesley Hiers, Hazem Kandil, Yana 

Kucheva, Joy Morgen, Anoop Sarbahi, Frank Yen, Jeremy Yobe, and Sarah Zingg Wimmer for 
superb research assistance. Mauro Guillén, Robert Mare, Brian Min, Gabriel Rossman, Art 
Stinchcombe, and Don Treiman provided help and advice regarding research methods and data 
management. We are especially grateful for discussions with Robert Mare. Angus Maddison helped 
with the standardization of economic data. We received advice regarding the early literacy rates of 
individual territories from Harvey Graff, Aaron Althouse, Nola Jean Cook, Keith Weller Taylor, 
Olöf Gardarsdöttir, Loftur Guttormsson, Luca Godenzi, Alois Gehart, Jörg Baten, Brian Min, and 
Gustav Brown. Previous versions of the paper have been presented at the sociology departments 
of Northwestern University, UCLA, and the University of Washington, the political science 
departments of the University of Chicago and George Washington University, at the conference 
“Comparing Past and Present” organized by the Comparative Historical Section of ASA in 2009, 
the Social Science History Association Annual Meeting of 2009, and the Association for the Study 
of Nationalism meeting in 2010. We thank conveners and audiences for stimulating comments and 
challenging criticisms. Rogers Brubaker offered extensive comments and suggestions on a first draft.

  

 

 



 Waves of War74

in the neighborhood or within the same imperial domain, thus offering mod-
els of successful nation-state creation and new alliance partners that further 
tilted the balance of power in favor of nationalists. This chapter thus highlights 
the exogenous diffusion of the nation-state form, which is adopted wherever 
the power configuration allowed overthrowing or absorbing exponents of the 
pre-national order.

We test this power-configurational theory with a global dataset covering 
most of the world over the past 200 years. It thus aims at overcoming two of 
the limitations in the rich literature on nation-state formation that has emerged 
in the past decades – stretching from the early treatises of Kohn (1944) and 
Deutsch (1953) to the classical oeuvres of Gellner, Anderson, Smith, and others. 
First, most of these general theoretical statements are meant to explore univer-
sal processes that account for the rise of the nation-state in the modern world 
as a whole. But empirical support for these generalizations is often based on 
examples picked selectively from here and there, sometimes in a merely illustra-
tive manner (deplored by Breuilly 2005; Wimmer 2008a). Second, more detailed 
empirical research on particular trajectories of nation-state creation tends to be 
segmented along regional and disciplinary lines. For example, the political sci-
ence literature on decolonization (Strang 1990; Spruyt 2005) and nation building 
in the post-colonial world (Bendix 1964) developed quite independently from 
the debates among historical sociologists about the origins of the nation-state in 
the West. Yet another strand of historical scholarship investigates the historical 
developments that led to the collapse of the land-based Ottoman, Habsburg, or 
Soviet empires and subsequent waves of nation-state creation (e.g. Barkey and 
von Hagen 1997; Roshwald 2001; Esherick et al. 2006; Saideman and Ayres 2008). 
Given that nation-states cover almost the entire world by now, one wonders 
whether an integrated view on all these various routes to the nation-state might 
be within reach.

To develop such an integrated and systematic analysis, we assembled a new, 
global dataset that allows identifying those patterns of nation-state formation 
that recur across continents, empires, and time periods. This required consid-
erable efforts because only independent nation-states systematically collect 
information on their economies and societies. Available datasets thus don’t 
allow us to understand why such states emerged in the first place, perhaps the 
main reason why quantitatively minded scholars have so far shied away from a 
more systematic evaluation of existing theories of nation-state formation (but 
see the work of Strang and Roeder, to be discussed below). The new dataset 
introduced below includes independent states, colonies, and imperial depend-
encies over two centuries, and contains almost the entire universe of nation-
state creations. It provides information on 145 of today’s states from 1816 until 
the years they achieved nation-statehood (or 2001 if they did not). Many of 
the variables in this dataset – for example, the length of railways, government 
expenditures, and literacy rates – had to be assembled by extracting information 
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from secondary sources, such as country histories. This global dataset allows 
assessing the plausibility of major theories of the nation-state from a global, 
comparative perspective.

1 HypotHeses and existing quantitative studies

Alas, a quantitative approach to historical processes comes at a price, as noted 
in the introduction. Not only must we content ourselves with proxy variables 
that measure the hypothesized processes imperfectly, we also cannot test the 
rich arguments offered by past scholarship in a very nuanced way. We need to 
focus on crucial elements of theories – the association between core conditions 
and outcomes – and cannot evaluate whether the postulated mechanisms link-
ing conditions to outcomes are actually at work. The empirical analyses that 
follow therefore do not pretend to submit whole theories to a sort of Popperian 
falsification test. Rather, they simply evaluate the plausibility of key theoretical 
arguments that lend themselves to a test using data that can be gathered for a 
wide range of territories over long periods.

What are these theories theories of ? They do not mainly concern the emer-
gence of the nation-state model in the United States, France, or perhaps earl-
ier in Britain, but rather its subsequent proliferation across the world. While 
sharing this common focus, many classical works are somewhat ambiguous 
as to whether their primary aim is to explain nationalism as a political move-
ment, the spread of national consciousness among a population (i.e. nation 
building), or the shift in the institutional setup of the state (i.e. the creation 
of a nation-state). They all concur, however, that these three phenomena are 
closely related to each other, even if they disagree on the precise nature of 
these relationships. In Anderson’s account, nationalism leads to nation build-
ing and eventually a nation-state, while according to Gellner, nationalists 
form nation-states that then build their nations. World polity theorists such 
as Meyer, by contrast, consider neither nationalism nor nations to be a neces-
sary condition for nation-states to emerge. My own power- configurational 
approach assumes that nationalists create nation-states, whether or not 
nations have already been built. All of these arguments therefore contain the 
nation-state as a central element in the analytic tableau; the emergence of 
nation-state institutions therefore represents an appropriate dependent vari-
able for this study. It is now time to introduce these various approaches to 
nation-state formation in more detail.

1.1 Economic modernization

According to Ernest Gellner (1983), the epochal shift from agricultural to 
industrial society brings about nationalism and eventually the nation-state. In 
the agricultural empires of the past – such as in late medieval France or the 
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Ottoman empire of the classical age that formed the focus of the previous chap-
ter – the economic system contained many highly specialized niches repro-
duced through on-the-job training in the specific skills demanded. Culture and 
language marked and reinforced the boundaries between rulers and ruled (pro-
ducing what we have termed the “estate order” in the previous chapter). The 
industrial mode of production, by contrast, needs a mobile and flexible labor 
force. A rationalized, standardized education in a common language provides 
workers with the generic skills to shift from job to job and communicate effect-
ively with each other. The educational apparatus of the nation-state inculcates 
this new, standardized, rational, homogenized culture into the population and 
thus enables industrial societies to function properly(ibid.: 37f.).

This functionalist analysis is complemented with a subtle study of four historical 
pathways through which industrial society’s needs were met. I will discuss only the 
two most important here. First, uneven industrialization drew rural peasants into 
industrialized centers, where their ascent and prospects remained limited if their 
language and culture did not correspond to the center’s high culture. Resentment 
fed into nationalism and eventually led to the creation of nation-states, as in the 
Balkans and the peripheries of the Habsburg empire. Second, a similar process 
unfolded in the colonial world, where visible traits (e.g. skin color) were associated 
with unequal power, unleashing anticolonial nationalisms as soon as industrializa-
tion set in and delegitimized the colonial hierarchy.

Both trajectories specify how industrialization, arriving at different times in 
different parts of the world (ibid.: 52), reorganized political boundaries along 
cultural lines and led to the formation of nation-states. Focusing on this general 
association, rather than the different mechanisms that bring it about, we can 
state the simple hypothesis that the likelihood of nation-state creation should 
increase with industrialization (Hypothesis 1).

1.2 Political modernization

Tilly’s (1994), Mann’s (1995), and Hechter’s (2000) political modernization the-
ories shift our attention to the system of governance. Starting in the sixteenth 
century, permanent war between competing European states made techniques 
of governmental control and resource extraction ever more effective and effi-
cient. Indirect rule via regional elites and notables was replaced by direct rule 
through a unified and hierarchically integrated bureaucracy, as elaborated in 
the previous chapter. From there, two major pathways led to the nation-state. 
In autonomous states (e.g. France), state elites gradually nationalized and 
homogenized the population over the course of the nineteenth century and 
developed an assimilatory nationalism to legitimize their rule (Tilly 1994; 
Hechter 2000). In Mann’s (1995) related, yet differently accented account of 
this process, nationalism emerged from below to justify the public’s demands 
for democratic representation vis-à-vis the increasingly interventionist state. 
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As we have seen in the previous chapter, a combination of these two perspec-
tives is useful for understanding the emergence of the first nation-states in the 
West.

Far more frequent than the transition to the nation-state within exist-
ing boundaries, however, is the second trajectory foreseen by political mod-
ernization scholars: peripheral, state-seeking nationalism. In the multiethnic 
empires of the Habsburgs and the Ottomans (and according to Hechter also in 
Yugoslavia and beyond), the shift to direct rule led to nationalist mobilization 
by regional elites who resented being governed by ethnic others and sought 
to reestablish self-rule. Whether such state-seeking nationalists were successful 
depends on additional (including international) factors and forces. Simplifying 
these accounts by subsuming these additional factors and forces under a ceteris 
paribus clause, we can derive Hypothesis 2: the more directly a territory is ruled, 
the more likely nation-state formation should be.

This is compatible with the argument introduced in the previous chapter. 
It showed how increasing centralization of decision-making power and public 
goods provision in the hands of state elites led to endogenous nation building, 
especially if it was accompanied by the growth of voluntary organizational net-
works. However, Hypothesis 2 is not concerned with the origins of the nation-
state; rather, it assumes that state centralization is also responsible for its subse-
quent adoption by the rest of the world.

1.3 Cultural modernization

Benedict Anderson’s theory of nationalism distinguishes between three mech-
anisms that combine in different ways in four different waves of nation-state 
creation. The first mechanism is related to the alphabetization of the popula-
tion. The Reformation, state bureaucratization, and, most importantly, the rise 
of print capitalism enabled and propelled literacy in vernacular languages, 
replacing complex elite languages such as Latin. The emerging reading public 
thus shared a narrative cosmos and soon imagined itself as a national commu-
nity of common origin and future political destiny (Anderson 1991: chapter 3).

Mass literacy was less important for the first wave of nation-state creation 
than for subsequent waves. Overall literacy levels were still low when the first 
wave rolled over Latin America, but Anderson nevertheless sees the emergence 
of provincially oriented newspapers and reading publics as crucial (ibid.: 61–64). 
Mass literacy then became the central force behind the second-wave linguis-
tic nationalisms in nineteenth-century Europe (ibid.: 80), as well as the third 
wave’s official nationalisms (ibid.: 109f.), developed by dynastic rulers such as the 
Romanovs who sought to contain nationalism by adopting it as a state doctrine. 
Mass literacy remained a central causal force during the fourth wave as well, 
leading to decolonization after World War II (ibid.: 119ff.). Hypothesis 3 captures 
the effects of this first mechanism: an increase in the literacy rate in vernacular 
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language should make nationalism, nation building, and ultimately the transi-
tion to the nation-state more likely.1

Anderson’s second mechanism comes into play during the first and fourth 
waves of nation-state creation. Why did Bolivia, the Ivory Coast, and Vietnam 
become independent, rather than Spanish Latin America, French West Africa, 
and French Indochina as one would expect in view of the popular literacy argu-
ment? Low-level colonial administrators recruited from the local population 
could not aspire to positions above the provincial levels, Anderson argues, which 
led to resentment and growing nationalist dissent. Being confined to the pro-
vincial bureaucratic space laid the groundwork for imagining the nation along 
these provincial lines, rather than those of common language. During the fourth 
wave, colonial governments vastly expanded the educational systems. This not 
only helped fuel nationalism by spreading literacy, but at the same time also 
cast these nationalisms into a provincial mold because colonial provinces often 
had separately administered school systems, thus again confining the horizon of 
future nationalist imaginations (as in Indonesia; Anderson 1991: chapter 7). This 
suggests Hypothesis 4: a territory that corresponds to a province or an inde-
pendent state should be more likely to see nationalism arise and more likely to 
eventually become a nation-state.

 The third, and perhaps least crucial mechanism in Anderson’s account 
relates to global diffusion processes (ibid.: 80–82, 113f., 116f.), which are especially 
important for the last wave of nation-state formation in the former colonies, 
as well as in Japan (ibid.: 94–99), Thailand (ibid.: 99–101), and Switzerland (ibid.: 
135–139). Such global influence is at the heart of Meyer’s world polity approach. 

1.4 World polity theory

Meyer’s diffusion theory emphasizes external influences rather than domestic 
modernization processes. He and his coauthors show that the nation-state tem-
plate is part of a world culture that emerged over the past 200 years and even-
tually became institutionalized in the League of Nations and later the United 
Nations. This world culture gradually forced state elites and political challeng-
ers alike to adopt nationalism as the universally accepted template of political 
legitimacy and the nation-state as the most legitimate form of statehood (Meyer 
et al. 1997).

World polity theory offers a cross-sectional and a longitudinal argument. 
First, the more linkages a territory maintains to the centers of global culture and 

1 Keith Darden’s (2011) recent work lends considerable support to an Andersonian line of 
reasoning. Based on data on Eurasia, he shows that a population inoculated by a nationalist 
doctrine through alphabetization in the corresponding language remains loyal to that national 
identity even in the face of subsequent attempts at assimilation into other languages and 
nationalist projects.
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power, the more its elites are exposed to this culture and the more likely they 
will adopt world-cultural templates and create a nation-state (Hypothesis 5). 
Second, the likelihood of transition to a nation-state should increase the more 
territories of the world have already adopted the nation-state (Hypothesis 6), 
because this further reinforces the pressure on the remaining states to finally 
adopt the hegemonic model of statehood.

1.5 A power-configurational approach

My own approach emphasizes the configurations of power that are largely 
absent from the picture drawn by both modernization and global diffusion the-
ories. Transitioning from one form of legitimate statehood to another is seen 
as the outcome of a struggle between various politically organized segments of 
society. The balance of power between these actors determines which vision of 
a legitimate political order and which institutional principles will prevail. These 
templates may emerge endogenously through a change in the power relations 
between actors, as analyzed in the previous chapter. The introduction already 
pointed out, however, that templates of legitimacy can also travel across soci-
eties – a process that the analysis of the previous chapter has bracketed. Once 
we have understood how the nation-state model first emerged and focus on its 
subsequent proliferation across the entire world, however, such diffusion proc-
esses need to be taken into consideration.

This raises the question why nationalists appeared in political arenas across 
the world – an obvious antecedent condition for the power-configurational argu-
ment to touch empirical ground if we no longer assume that all nationalisms 
emerged endogenously, as in the modernization theories discussed above. The 
first nation-states (France, Great Britain, the United States, the Netherlands) 
became the most powerful states in the world because the new national compact, 
explored in the previous chapter, produced a hitherto unseen military loyalty 
of and political support by the masses (see also Levi 1988, 1997). These political 
and military advantages were clearly demonstrated by the success of Napoleon’s 
armies across the European continent.2 And indeed, a systematic examination 
of what happens when nation-state armies encounter those of dynastic or other 
pre-national regimes confirms this historical impression: between 70 and 90 
percent of such wars were unambiguously won by nation-states, depending on 
whether or not we exclude wars of conquest in which the technological super-
iority of Western colonial powers played a crucial role as well.3 Political elites 

2 On how the nationalist mobilization of the masses allowed Napoleon to defeat his dynastic rivals, 
see Posen (1993b); more generally on the diffusion effects entailed by the military superiority of 
nation-states, see Taliaferro (2009).

3 I am grateful to Wesley Hiers for his research assistance. The numbers are based on the 
Wimmer/Min dataset of wars between 1816 and 2001, which will be introduced in the next 
chapter. Out of the 164 inter-polity wars in this dataset, 79 pitted a nation-state against a 
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across the world therefore sought to adopt the nation-state model in order to 
effectively compete with the first nation-states that soon dominated or con-
quered the entire world.4

The global spread of nationalism was fueled not only by such power compe-
tition, but by legitimacy comparison as well: nationalist intellectuals – priests, 
secondary school teachers, journalists, low-ranking officers, etc. (Hroch 2000 
[1969]) – considered the new model of statehood more legitimate because it 
seemed to offer the population at large a more favorable exchange relation-
ship than with dynastic kings, colonial administrators, or tribal chiefs: it offered 
equality before the law, the possibility to ascend to the highest political office, 
the provision of public goods, and the symbolic capital of representing a sov-
ereign nation rather than the “plebs” owing obedience to the king, Sultan, or 
sheikh.

The subsequent adoption of nationalist ideologies by a variety of political 
movements across the world thus represents an imitation process quite unre-
lated to domestic processes of nation building analyzed in the preceding chap-
ter. Ambitious political elites from around the world embraced the ideology of 
nationalism, hoping that they would one day preside over states as militarily 
powerful, politically potent, and culturally glorious as the early nation-states. 
This imitation process proceeds along established networks of political and 
cultural relations: African nationalists were inspired by the might of France 
or Great Britain (Fieldhouse 1966); Turkish and Japanese nationalists resented 
these two imperial powers and thus looked at France’s and Britain’s German 
nemesis for inspiration; Kurdish and Arab nationalists oriented themselves on 
Turkish models, and so on. According to the power-configurational perspective 
developed here, this diffusion process is neither driven by the hegemonic power 
of a uniform world culture, nor by domestic modernization processes, but rather 
follows the logic of a decentralized contagion mechanism.5

non-nation-state. Sixty-four of these 79 wars resulted in an unambiguous victory, 59 times by 
the nation-state(s). When we exclude wars of conquest, there are 22 wars pitting national against 
non-national states, 13 of which led to a clear victory, nine times in favor of the nation-state.

4 How resentment of French and British superiority fueled nationalism further East in Europe is 
explored by Greenfeld (1992). Mufti (1996) shows how the entrenched interests of post-colonial 
elites at controlling a state of their own prevented Pan-Arabism in Iraq and Syria from reshaping 
colonial boundaries. A similar argument for Africa is made by Herbst (2000). This contrasts with 
the argument that postwar nation-states were created because the international system insisted 
on sovereignty within colonial boundaries (Jackson 1990).

5 We conducted a rather preliminary quantitative analysis of this hypothesis, taking the year 
when the first national organization was founded on a territory as a dependent variable (for 
coding rules see below). The data include only successful nationalisms, since a large number of 
nationalist movements that never managed to reach their goal are excluded from consideration. 
We find that modernization variables (proxying for industrialization, the rise of mass literacy, and 
direct political rule, all discussed below) are not robustly associated with nationalism. But there 
is evidence that nationalism owes its global rise to a diffusion process: the establishment of a 
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If this accounts for nationalism’s global appeal and its subsequent spread 
around the world, under what conditions are nationalists able to establish 
nation-states? We propose the following set of hypotheses that refer to various 
domestic and international aspects of the power configuration. A power shift in 
favor of nationalism is more likely when nationalists are able to convert existing 
elites to their cause or reach out to larger segments of the population, beyond 
the intellectual circles, army factions, monasteries, or colonial bureaucrats who 
are often the first supporters of nationalist movements.

This process of empowerment has political and symbolic aspects. Nationalists 
need to build networks of political organizations and alliances, and effect-
ively portray the existing regime as an instance of “alien rule” or as a scler-
otic and fragmented ancien régime unable to withstand domination by powerful 
nation-states in the neighborhood. This effectively undermines the legitimacy 
of the ethno-political hierarchy that characterizes many empires and dynastic 
states. Disregarding short-term cycles of popular mobilization and demobiliza-
tion (Beissinger 2002), we assume that nationalists’ political and symbolic power 
increase monotonically: the more time nationalists have to propagate their 
worldview and establish networks of followers, the more powerful they will be 
vis-à-vis non-nationalist forces and the more likely they will succeed in eventu-
ally establishing a nation-state (Hypothesis 7).

The power balance also depends on the strength of the established regime – 
its capacity to resist nationalist forces and to avoid conversion to the nationalist 
cause, institutional reform in the direction nationalists propose, abdication, or 
the loss of territory to nationalist secession. Following Theda Skocpol’s (1979) 
lead, we assume that wars fought either on the territory in question or else-
where in an empire reduce the established elites’ staying power and make a 
nationalist revolution possible. The likelihood of nation-state creation thus 
increases with an increase in the number of wars fought on a territory or within 
an empire (Hypotheses 8 and 9). Similarly, the global military and economic 
standing of a pre-nationalist regime should influence its capability to co-opt 
or suppress nationalist movements and thus maintain the status quo, making 
nation-state creation on its territories unlikely (Hypothesis 10, as proposed by 
Strang 1990).

Finally, diffusion of the nation-state within empires and between neighbor-
ing territories can also shift the power balance in favor of nationalists.6 Recently 
established nation-states within the same imperial domain demonstrate that 
the center is no longer willing or able to prevent independence. The new 

national organization in a neighboring territory during the past five years as well as a nationalist 
war of independence elsewhere in the empire seem to inspire the foundation of nationalist 
organizations.

6 Gleditsch and Ward (2006) find a similar relation between regional diffusion and local 
empowerment in their analysis of democratization.
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nation-states not only provide a model to follow, but also new alliance part-
ners in the imperial political arena, and thus empower nationalist movements 
and further delegitimize the pre-national regime. This leads to Hypothesis 11: 
the more territories within an empire that have become nation-states, the more 
likely other territories will follow. Note that this imperial diffusion effect is the-
oretically distinct from global diffusion because the source of the external influ-
ence is different (i.e. the empire versus the world), as is the mechanism through 
which it operates (i.e. contagion versus imposition).

Within neighborhoods, a nation-state creation may propel its own replication 
in adjacent territories through similar demonstration and alliance mechanisms. 
It might also take the more bellicose form of a domino effect through competi-
tion over ethnically mixed or ill-defined territories (Weiner 1971; Wimmer 2002: 
chapter 3). If one territory is organized as a nation-state and demands inclu-
sion of its ethnic kin population across the border, this increases pressure in the 
adjacent territory to adopt the nation-state model as well. Hypothesis 12 thus 
states that the likelihood of nation-state formation increases with the number of 
nation-state creations in a neighborhood. This power-configurational argument 
can now be summarized in Figure 3.1.7

1.6 Existing datasets and quantitative findings

To date, only two quantitative studies have explored the dynamics of nation-state 
formation, both with a different focus and a much universe of cases than the pre-
sent chapter. Strang’s work attempts to understand the conditions under which 

7 Our argument incorporates several of the diffusion mechanisms identified by Dobbin et al. (2007). 
The diffusion of nationalism corresponds to the effects of “following the leader” emphasized 
by constructivist sociologists. Imperial diffusion of the nation-state is similar to mechanisms 
of “copying between similar countries” identified by sociologists or the “channeled learning” 
between networked actors studied by political scientists. Finally, neighborhood diffusion contains 
aspects of the copying mechanism, but also of the competition effects studied by economists.
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Figure 3.1 A power-configurational model of nation-state formation
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colonial dependencies became independent states from 1879 to 1987.8 We build 
on this endeavor by enlarging the empirical horizon to include autonomous 
states, dependencies of land-based empires (e.g. of the Ottomans, Romanovs, 
and Habsburgs), and the former Soviet Union and Yugoslavia. Our dataset also 
improves on data quality and adds variables that are relevant to the classic litera-
ture on nationalism and the nation-state summarized above.

Roeder conducted the second quantitative study. He developed a global 
dataset to test an institutional capacity argument: a large degree of institutional 
autonomy, he maintains, allows provincial elites to establish cultural and ethnic 
hegemony within their territories and provides them with the political resources 
necessary to successfully challenge the metropolis and establish an independ-
ent state. This argument parallels Anderson’s provincial confinement hypothesis 
and can thus be tested, in an approximate way to be sure, with Hypothesis 4: 
territories that correspond to a province or an autonomous state should be more 
likely to become nation-states than territories that do not correspond to political 
boundaries.

His institutional capacity model advances the theoretical understanding of 
nation-state formation by revealing the importance of the balance of power 
between nationalist contenders and representatives of the ancien régime. Many 
of his arguments thus parallel my own understanding of the rise of the nation-
state. However, his quantitative analysis displays certain weaknesses that raise 
doubts about the validity of his findings. Most important are sample selection 
problems. Roeder’s (2007: 323–331) dataset uses autonomous provinces, includ-
ing colonial dependencies, as units of observation and provides information on 
336 such units from 1901 to 2000.9 But his list misses many provinces that never 
became nation-states, such as German Bundesländer, American states, and Swiss 
cantons, although these enjoyed as much autonomy as the states of India that 
do appear in his list. The Ottoman empire has only Bulgaria, Crete, and Samos 
listed as sub-state units, and none of the vilayets, none of which developed into 
nation-states.

8 He finds support for Wallerstein’s hegemonic cycles theories (decolonization is more likely 
when a global hegemon rules), world polity theory (decolonization accelerated after the UN 
adopted an anticolonial statement in 1960), balance-of-power arguments (colonies governed by 
a metropolis with strong naval capability are less likely to become independent), and imperial 
diffusion effects. Strang (1991b) obtained similar findings in a related study with fewer variables 
but a longer time span, thus including the Iberian colonies as well. This second study also 
reports a global diffusion effect, measured by the number of colonies that have already achieved 
independence.

 9 Roeder shows that the likelihood of nation-state formation increases if a sub-state unit is self-
governing, if central elites are weakened by internal strife and political turmoil, if the provincial 
population is excluded from political participation or is linguistically and religiously different 
from the core population, and if the province experienced independent statehood prior to 
incorporation into the current state.
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2 dataset and modeling approacH

The two existing quantitative studies thus leave ample room for improvement. 
Each exclude parts of the world that were candidates for making the transition 
to the nation-state: the land-based Eurasian empires stretching from Vienna to 
Vladivostok, or the nineteenth-century waves of nation-state creations in the 
Americas, the Balkans, and Western Europe. Furthermore, both studies include 
a list of variables that are mostly unrelated to classical theories of nation-state 
formation discussed above, perhaps because corresponding data is not readily 
available.

2.1 Units of observation

Our dataset contains information on 145 territories from 1816 until a nation-state 
was created. By 2001, 139 of these territories had made the transition to 
nation-statehood, while the others were still governed as absolutist monarchies. 
All territories refer to the geographic boundaries of countries that existed in 
2001, extending these fixed geographic units back to the beginning of our dataset 
in 1816. For example, this means that we observe the territory of “Bosnia,” as 
defined by the geographic shape of the Bosnian state today, from 1816 onward, 
independently of whether Ottomans, Habsburgs, Yugoslavia, or the independ-
ent state of Bosnia ruled over the territory.

The dataset covers almost the entire world. It only misses mini-states with 
less than 20,000 km2 surface and eight larger states for which no literacy data 
are available.10 We also exclude the early nation-state creations of Great Britain, 
France, Paraguay, and Haiti because they occurred before our data series starts 
in 1816. Conforming to the focus of this chapter, the following analysis is thus not 
about the origins of the nation-state – analyzed in the previous chapter – but 
about the general mechanisms that might help explain its subsequent prolifer-
ation across the world.

Some notes on the units of observation may be in order. To clarify, we com-
bine data from various polities in the case of territories that did not correspond 
to a political unit at a given point in time. Data for Poland in the 1870s, to give 
an extreme example, are proportionally combined from the Russian, German, 
and Austrian empires that controlled pieces of what is today Poland. The dis-
advantage of creating units that do not conform to political entities is outweighed 
by the advantage that these units actually experienced the event: it is Poland that 
became a nation-state, not any of the Russian, German, or Austrian provinces 
on their own. Medical studies of mortality take a similar approach: they use 
individuals, rather than families or couples, as units of observation because it is 

10 We had to exclude Albania, Belize, Djibouti, Equatorial Guinea, Greenland, Iceland, Lesotho, and 
Namibia. We did include, however, Gambia, Kuwait, Cyprus, Bahrain, Qatar, and Mauritius, all of 
which control less than 20,000 km2 of territory.
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individuals, not families, who die. Constant territorial units also have the advan-
tage of defining a stable risk set. They allow us to pursue “Poland” and other 
territories throughout history, rather than having to deal with a different set of 
units every time a state ceases to exist or comes into being, or every time pro-
vincial boundaries are redrawn, as would be the case in a dataset composed of 
provinces or states.

Does choosing today’s countries as units mean that we select on the depend-
ent variable because we include only successful instances of nation-state cre-
ation and not failed ones? Note that the grid of states defines our units in 2001, 
independent of whether these are nation-states. Most are nation-states simply 
because the nation-state has proliferated so widely, not because our research 
design excludes non-national states. Second and as discussed below, we include 
the creation of nation-states that existed in the past but then were subsequently 
swallowed again by an expanding empire or fell apart into smaller nation-states. 
Examples for the first set of cases include the Baltic and Caucasian states 
that became nation-states after World War I but were then reintegrated into 
the Soviet empire. The second group includes Gran Colombia, the Central 
American Republic, Yugoslavia, Czechoslovakia, Vietnam, and Germany, which 
were subsequently divided (at least during certain periods of their history) into 
smaller nation-states. All these instances of the creation of nation-states are 
included in the analysis, as long as the state survived for at least three years and 
was recognized by at least three other states.

To be sure, using 2001 states as units means that we define the risk set retro-
spectively; there is no Kurdistan, Tibet, West-Sahara, or Southern Sudan in our 
dataset, although they could eventually (and Southern Sudan in the meantime 
did) become nation-states. This potential selection problem is less severe than 
it might first appear. We know from the next chapter on nation-state forma-
tion and war that few secessionist states break away from nation-states and most 
emerge from imperial polities. No such empires are left today. We thus do not 
expect a large number of nation-states to be created in the foreseeable future. 
We believe our risk set, while certainly not complete, nevertheless captures the 
overwhelming majority of possible events.11 Furthermore, there is no reason to 

11 A brief discussion of the advantages and disadvantages of five other possible definitions of the risk 
set might be in order. First, one could choose the states of 1816 as fixed units of observation, which 
avoids the problem of “coding history backwards.” With the exception of Germany, Italy, and Yemen, 
however, these units are much larger than those that actually made the transition to the nation-state, 
which makes it difficult to identify a single event. Second, one could code on the state units that 
exist in any given year, rather than on fixed territorial units. This would have the advantage that all 
independent variables would relate to meaningful political entities, while again producing the problem 
that the outcome (nation-state creation) could often not be attributed to units that actually experienced 
it, as in the case of empires that dissolved into a series of nation-states.. A third alternative research 
design would be to choose fixed spatial units of observation, such as 100 x 100 km2 grid cells. This would 
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believe that the dynamic of future nation-state creations will differ from that of 
the past (as would be the case if a sorting mechanism biased our results).

2.2 Variables

Dependent variable
In order to use event history methods, we need to identify the particular year in 
which a territory became a nation-state. Finding data for a continuous depend-
ent variable, such as a coding for “degrees of nation-statehood,” is practically 
unfeasible. Furthermore, most transitions to the nation-state – with excep-
tions such as those in Sweden or the United Kingdom – occurred through a 
clearly identifiable rupture. We code as year of nation-state creation when kings, 
emperors, or theocrats were no longer the source of political legitimacy of the 
state, but the nation. The sovereign right to rule, in other words, is from now on 
vested in “the people.” Sovereignty has a domestic and an external component. 
Domestically, a written constitution claims a nationally defined community of 
equal citizens as the sovereign and foresees some institutional representation of 
this community (not necessarily a freely elected parliament, see below). Internal 
sovereignty thus stands in opposition to dynasticism, theocracy, feudal privilege, 
or mass slavery. Externally, sovereignty means control over foreign policy deci-
sions that affect the nation, and it stands in opposition to foreign rule of all sorts. 
Both conditions must be cumulatively fulfilled. This definition and most data 
were adopted from Wimmer and Min (2006; for more details on coding rules, 
see Appendix 4.2).

How does this definition of nation-statehood relate to democratization and 
the granting of citizenship rights? Our definition of the nation-state focuses 
on principles of political legitimacy, rather than their effective realization. We 

generate a risk set that is completely independent of the outcome. One would then have to deal with 
the problem that the multiple events coded for all units that eventually formed a nation-state together 
are obviously not independent from each other.

Fourth, one could argue that today’s federal states (such as Nigeria or India) contain units that have 
been at risk of becoming nation-states of their own, especially if the federal provinces are populated by 
ethnic minorities. We redefined our risk set accordingly (using data from Christin and Hug 2009) and 
found no major differences in the results. This research design obviously increases measurement error 
because we assign the same values for all independent variables to all those sub-state units; and it is 
based on an ex-post definition of which states contain federal sub-units.

Finally, one could take ethnic groups as units of analysis, which would help to overcome the 
potential selection bias implied by our approach. Unfortunately, the ethnic makeup of the world 
in 1816 is unknown and we therefore could not operate a varying risk set. A fixed risk set based on 
contemporary ethnic groups creates the same potential selection bias as our research design.Whether 
using a varying or fixed risk set, it would be quite challenging to find yearly data on thousands of 
groups from 1816 onward. To illustrate the magnitude of the challenge: Ethnologue lists close to 7,000 
living languages, of which roughly 900 languages are spoken by at least 100,000 individuals today, 
perhaps enough to form a microstate.
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therefore code autocracies as nation-states as long as the dictator claims to 
rule “in the name of the people.” Only one-fifth of nation-states also became 
democracies during the first two decades of their existence (see the figure in 
Appendix 3.1).12 The proportion of democracies then continuously rose until it 
reached 60 percent, sometimes 150 years after the foundation of nation-states. 
In other words, nation-state formation is a precondition for democratization, 
since nationalism defined the boundaries of the people to which democratic and 
citizenship rights were eventually to be granted (see Nodia 1992; Wimmer 2002: 
chapter 3). But otherwise the two processes are independent from each other. 
Government for the people (nation-statehood) and by the people (democracy), 
to use Lincoln’s famous formula, are ideologically and empirically intertwined, 
but separate aspects of political modernity. Conformingly, less than 50 percent 
of independent states were democracies by 2000 (Gleditsch and Ward 2006: 913), 
while over 95 percent were nation-states.

The extent to which citizenship rights are effectively granted to the entire 
population is also not of concern for our definition of nation-statehood. The 
transition into the nation-state again provided the necessary precondition for 
the expansion of citizenship rights to ever-larger segments of the population 
(Marshall 1950). We therefore disregard the fact that property restrictions on 
voting rights and denial of full citizenship rights to women usually lasted many 
decades into nation-statehood.13 Similarly, we do not consider whether a govern-
ment is able to exercise sovereignty over the entire territory and to uphold the 
monopoly of violence. Independent nation-states that suffered from a continued 
series of civil wars since their foundation – such as Burma or the Democratic 
Republic of the Congo – are still based on nationalist principles of political 
legitimacy.

Following these coding principles, 24 territories experienced more than one 
episode of nation-state formation, which we treat as independent from each 
other. As mentioned above, the Baltic territories for example were independent 
national states from 1918 to World War II, when they were swallowed again by 
the Soviet Union, and they regained the status of nation-states in 1991. In other 
cases, a territory transitioned into nation-statehood as part of a larger state, 
which subsequently broke apart into smaller nation-states. Such was the case for 

12 Nation-state creation went hand in hand with a democratic revolution in Switzerland, Austria, 
Czechoslovakia, some of the Yugoslav successor states, the Baltic states, Ukraine, Armenia, and 
Moldova in the 1990s, as well as in Finland, Belize, Suriname, Cyprus, Gambia, Sierra Leone, and 
Nigeria. Only a handful of states, most of them British settler states in the New World, were already 
democratic when becoming fully independent nation-states.

13 However, we do not define states whose constitutions exclude segments of the population from the 
citizenry as modern nation-states (such as the United States before abolition of slavery or Liberia 
before granting voting rights to the indigenous majority of the population). When governments revoke 
the citizenship status of minorities, such as Jews in Nazi Germany, we do not code this as a “reversal” 
to a pre-nation-state situation. Changing this handful of coding decisions does not affect the results.
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Gran Colombia (which later gave birth to Colombia, Venezuela, Ecuador, and 
eventually Panama), the Central American Republic (which fragmented into 
Guatemala, Honduras, Costa Rica, Nicaragua, and El Salvador), Yugoslavia, and 
Czechoslovakia. To check for selection bias in this definition of the risk set,14 
we ran all our models with a restricted definition of the outcome that excludes 
these repeated events (see Table 3.2). Our results remain almost identical. A list 
of nation-state creations per territory can be found in Appendix 3.2.

The above figure gives a descriptive overview of how many nation-states 
were formed in five-year periods since 1816. Figure 3.2 also shows that many 
nation-states were created as part of waves following the collapse of empires. 
The first wave led to the dissolution of the Spanish empire in the New World; 
the second wave occurred after World War I with the breakup of the Habsburg 
empire; a third wave brought the nation-state to the Middle East – which 
France and Britain had recolonized after the fall of the Ottoman empire – as 
well as South and Southeast Asia; the next wave followed around 1960, as the 
British and French colonial empires receded from Africa; the fifth and final wave 
rolled over the Soviet empire during the early 1990s. Not all transitions to the 

14 One could fear bias since only weaker nation-states are later reconquered by empires or fall apart into 
a series of smaller nation-states.
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Figure 3.2 The global spread of the nation-state, 1816–2001
Notes: Left scale refers to number of nation-state creations per five-year period; the line 
represents a smoothed hazard rate (based on 20-year moving averages).
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 nation-state start from empire, however, since there are 18 states (Switzerland, 
Thailand, Ethiopia, Nepal, Japan, and so forth) that were never part of an empire 
and where the transformation was therefore brought about without a mobiliza-
tion against “alien rule.” An additional group of former imperial dependen-
cies transitioned into nation-statehood after independence had already been 
achieved.15

Independent variables
To test Gellner’s economic modernization argument, we code the length of rail-
way tracks (in km) per 1,000 square kilometers. We adopt some data from the 
monumental compendium of historical statistics assembled by Mitchell (various 
years) and code other data from primary sources, which are remarkably rich 
thanks to the enthusiasm that the history of railways has sparked among lay and 
professional scholars.16 Is this an adequate proxy to measure Gellner’s notion 
of industrialization? A flexible labor market is the crucial element in Gellner’s 
argument, while the manufacturing of industrial goods is not given much con-
sideration. It therefore makes sense to include fully commercialized agricul-
tural and extractive economies into his definition, both of which are historically 
associated with railway construction. This proxy is also justified by Gellner’s 
treatment of African colonies as representing early stages in industrial society’s 
development – despite the almost complete absence of manufacturing.

Certainly, a more direct measurement of the flexibility of labor markets 
would be preferable. The railroad variable, however, offers the possibility of full 
data coverage for the entire dataset, while it would be unthinkable to collect 
global data on the sectorial distribution of the labor force, for example. The 
railroad variable is also very precise; it is possible, for instance, to find out how 
many kilometers long the railways of colonial Burma were in 1880, but it is quite 
impossible to learn how many people were employed in which professions.17

15 This includes a number of Latin American countries as well as Morocco and Ireland, which became 
independent before a constitution was passed; and a group of independent states that continued to 
constitutionally exclude large segments of the population from its citizenry during the first decades 
of independence (Liberia, the United States, Rhodesia, South Africa, and Australia).

16 For the Habsburg empire, we relied on Strach (1906), Heinersdoff (1975), and Oberegger (2008); for the 
successor states of Yugoslavia on Oberegger (2008); for the Romanov empire on Perl (1872), Roll (1915), 
and Rautavuiori (2008); for Germany on Roll (1915); for the former Soviet Union republics, on Central 
Statistical Administration (1957) as well as Sakari and Likka (2003); for the Ottoman empire, on Karkar 
(1972) and Bonine (1998).

17 Still, railway track length is correlated (r = 0.45 or 0.65 for years before 1970) with the percentage 
employed outside agriculture, based on 196 data points from Vanhanen (2000).

We did experiment with existing historical data on energy consumption, urbanization, iron and 
steel production, as well as the percentage of labor force employed outside agriculture as alternative 
measurements, although these are available for only 1,000 to 2,000 pre-nation-state observations. 
These models (not shown) are substantially identical to those with the railway variable.
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To test Anderson’s main argument about the role of literacy in generating 
nationalist imaginaries, we assembled data on adult literacy rates for all territor-
ies in the database, relying on published country studies, government censuses, 
historical research on particular regions, existing quantitative datasets, and so 
on. The sources are listed in Appendix 3.3. In all cases, we found estimations 
within a ten-year range from the year of nation-state creation; to interpolate, 
we combined these data with the best estimates available for the beginning of 
the time series in 1816,18 as well as several later data points. The reliability and 
comparability problems characteristic of literacy estimates (Reis 2005: fn. 9–12), 
especially before census taking became widespread in the 1870s (Kaestle 1985), 
also haunt our efforts. In view of the substantial variation of estimated literacy 
rates over time and across territories, however, we believe that the quality of the 
data is sufficient to justify including this variable in the analysis.

To test Anderson’s “provincial horizon of identity” argument and Roeder’s 
theory of institutional capacity, we code for each year whether a territory corres-
ponds to an autonomous state or a sub-state unit (1) or not (0). Such variables are called 
“dummy” variables and one tests their effect by comparing whether observa-
tions with a 1 affect the outcome differently from those with a 0. Given that our 
territorial grid is fixed, while political boundaries might change over time, we 
effectively evaluate whether nation-state creation is more likely if a territory 
previously enjoyed some degree of institutional autonomy as a province or a 
state. We count provinces, colonies, mandate territories, vilayets and sanjaks, and 
Russian governorates, for example, as relevant sub-state units, and we took into 
account dozens of reorganizations of colonial and imperial provinces. We code 
pre-colonial territories that were divided between various indigenous states or 
were stateless as 0 on this variable.

But doesn’t the advent of the automobile make the length of railway tracks an increasingly 
poor proxy variable for industrialization over the course of the 20th century? Those industrialized 
countries that ceased to build railways after World War I or World War II mostly achieved 
nation-statehood before they started to rely on automobiles, thus minimizing the potential problem. 
And while some communist dependencies or colonies let their railway systems decline, many more 
continued to build railways after World War II and well into the 1970s and beyond. This is the case, for 
example, in Zimbabwe, Mozambique, South Africa, Angola, Bangladesh, Malaysia, Armenia, Slovakia, 
Croatia, Uzbekistan, and Tajikistan. We also ran models for the pre-World War I period alone and 
found that results do not change significantly.

18 In a handful of cases where no data are available for these early years, we chose the data 
for the most similar society: Vietnam and Korea were given the same literacy rates as early 
nineteenth-century China; Laos and Cambodia got Thailand’s early figures; the figures 
calculated for mid-century Tunisia were also used for Morocco, Libya, Algeria, and Malaysia; the 
Cisleithanian provinces of Austria borrow data from Prussian Westphalia. For a couple of British 
colonies in Africa, we assumed the same growth rate over the twentieth century as in Ghana, 
the best researched case. All pre-colonial territories in societies that had no indigenous writing 
culture were assigned the value of 0.
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The degree of directness of rule plays a crucial role in Tilly’s and Hechter’s 
theories of nationalism and the nation-state. It can be approximated by calcu-
lating government expenditure for a particular territory, assuming that the more a 
government spends on a territory, the denser and deeper administrative pene-
tration will be, increasing the government’s interference in local affairs and its 
ability to circumvent local power brokers. We again use data from Mitchell (vari-
ous years) and complement this with additional sources for the Ottoman and 
Spanish empires and the Soviet Union.19 We give imperial dependencies (but 
not colonies) the same values throughout an empire, assuming that land-based 
empires were more uniform than seaborne colonial empires in modes of terri-
torial control. Pre-colonial territories that had not developed indigenous states 
are assigned a value of 0 because, by definition, they cannot be ruled directly. 
All other polities, including pre-colonial states such as Dahomey, Burma, and 
Morocco, are given their proper values if data is available or coded as missing 
values and thus excluded from the analysis.20 These coding rules generate many 
such missing values; we therefore test this variable in separate models. All fig-
ures were standardized as per capita figures, converted into US constant dollars 
using time-varying conversion rates, and then additionally adjusted for purchas-
ing power differences using Maddison’s (2003) GDP estimations.21

Is this variable a good proxy for directness of rule? Lange (2005) has devel-
oped a more specific measurement for British colonies, using the percentage 
of court cases handled by traditional or “native” courts as a proxy. This vari-
able shows a high correlation with our measurement of direct rule via govern-
ment expenditure (r = 0.82 for 19 data points, using non-standardized values). 

19 Our prime sources for calculating figures for the Spanish empire were Klein (1998); for the Ottoman 
empire, Shaw (1978) and Akar (1999) provided figures for government expenditure, while Cem 
Behar (1996) and Karpat (1985) are our sources for population data; for the Soviet Union government 
expenditure data come from Plotnikov (1948/1954) and Svodnii otdel gosudarstvennogo byudzheta 
(various years), and population data from New World Demographics (1992) and Kozlov (1988). The 
Soviet budgets included basically the entire economy, given the nature of the Soviet economy (on 
Soviet budgets, see Hutchings 1983). To make these figures comparable to others, we excluded all 
expenses related to the production and distribution of goods from the provincial budgets, including 
those related to pensions, health care, and the like.

20 Nominally dependent, but de facto self-ruled territories under the Ottomans were also assigned 
their proper values or coded as missing data if not available. We also used different codings of the 
direct rule variable to accommodate different possible interpretations. In one variant, we assigned all 
pre-colonial, pre-modern states 0 in order to exclude non-bureaucratic regimes from our definition 
of direct rule, thus effectively interpreting it as “modern, bureaucratic forms of direct rule.” Another 
variant defined de facto autonomous territories nominally controlled by the Ottoman empire (mostly 
Algeria, Bahrain, Egypt, Kuwait, Libya, Tunisia, and the UAE) as 0, while assigning pre-modern or 
pre-colonial states their values or coding them as missing. This represents a coding of direct rule that 
does not distinguish between modern and pre-modern forms. The results presented below do not 
depend on which of these various coding variants are used.

21 We ran all models with unadjusted data as well and found no differences.
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In addition, our measurement seems to capture historical shifts in directness of 
rule quite adequately. For example, the decentralization of the Habsburg mon-
archy after the Ausgleich in 1867 – which effectively created two federal states, one 
under Hungarian control and one under Austrian control – is faithfully reflected 
in a dramatic decrease in Vienna’s government expenditure for the Hungarian 
lands.

We generated the diffusion variables by counting the number of territories gov-
erned as nation-states in the neighborhood, within the same imperial domain, or in the 
world. We then created a variable that reflects the number of nation-states estab-
lished during the previous five years because imitation and domino effects are 
best captured by a dynamic coding. All results reported below also hold when 
using a total count or the percentage of nation-states in the world, empire, or 
neighborhood.22 To test the cross-sectional version of the global diffusion argu-
ment, we code the number of memberships in international governmental organiza-
tions by the polity to which a territory belonged. We assign imperial and colo-
nial dependencies the same value as their centers, assuming that world cultural 
values spread from a metropolis to the peripheries.23 All data were adopted from 
the Correlates of War (COW) project.

To evaluate whether wars in the territory or the empire affect the creation 
of nation-states, we use a dataset of wars in all territories of the world from 
1816 to 2001, which will be discussed in more detail in the next chapter. This 
dataset allows us to distinguish between inter-state wars, civil wars, and 
nationalist wars of independence. We code a large number of different war 
variables to test whether specific types of wars are more effective in weak-
ening the political center and thus shifting the balance of power in favor of 
nationalists.

The strength of nationalist challengers is proxied by counting the years elapsed 
since the foundation of the first national organization. To be considered a 
national organization, its membership must be defined formally (thus excluding 
clientelist networks and informal factions) and leadership roles must be insti-
tutionalized independent of individuals (thus not considering the personal fol-
lowings of a nationalist leader). In addition, an organization had to claim to 
represent the national community in the name of which the territory eventu-
ally became governed – without being necessarily nationalist in the strict sense 

22 Obviously, we coded all territories in the neighborhood, empire, or world, including those on which 
we lack data on other independent variables and which are thus not included in the rest of the 
analysis. For the imperial diffusion variables, we extended membership in the empire five years after 
independence. To calculate the neighborhood variables, we used the matrix of contiguity provided by 
the Correlates of War project, using a maximum distance of 150 miles to define neighbors separated 
by water (COW 2008), and excluded same-empire neighbors in order not to confuse imperial and 
neighborhood effects.

23 If all dependent territories are assigned 0 on this variable, the results reported below do not change.
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of the term.24 To statistically distinguish the monotonically increasing strength 
of nationalist challengers from the mere presence or absence of nationalism as 
such, we include a dummy variable that codes 1 for all years since the first national 
organization was founded. The existence of nationalism should make nation-state 
creation much more likely, given that the power-configurational argument is 
premised on this antecedent.

To take the political center’s capacity to resist nationalist movements into 
account, we rely on COW’s “composite index of national capabilities,” which 
combines energy consumption, military expenditure, number of soldiers, steel 
production, urbanization, and population size (Singer 1987). This index reflects 
a country’s share of total economic and military power available in the world 
(ranging from 0 to 100 percent). All dependent territories are assigned the value 
of the imperial or colonial center; pre-colonial, stateless territories are coded 
as having no global power at all. Unfortunately, we have to code autonomous 
states not listed in the COW dataset as missing values and exclude them from 
the analysis.

2.3 Modeling approach and time specification

We use “discrete-time event history models,” estimated via a logistic regression 
analysis of territory-years, to estimate the effect of covariates on the likelihood 
of nation-state creation. In everyday language, this statistical model estimates 
how the different variables – railroad length, literacy rates, etc. – affect the prob-
ability that a territory becomes a nation-state from one year to the next.25 We 
take into account that next year’s values on the independent variables depend 
to a certain degree on this year’s values (you cannot possibly build tens of thou-
sands of kilometers of railways in one year, to give an example), by clustering 
standard errors on territories.

Given the chronic instability of cross-national regression results (see Young 
2009), we ran all models with different ways of defining dependent and inde-
pendent variables and with different combinations of variables. We only rely on 
results that are robust to all different model specifications – meaning that the 
results have to remain stable whether you standardize government expenditure 
by today’s American dollars or not, to give an example, and whether you test the 
government expenditure variable together with the railways variable or just on 
its own, and so forth.

One of the major challenges for this kind of analysis is how to conceptualize 
the effects of time. Obviously, much has changed between 1816 and 2001 that is 
not captured by our independent variables but that might affect the likelihood of 

24 Most of the information is based on Woronoff (various years).
25 The dataset was set up as an unbalanced panel. All independent variables were lagged one year to 

reduce reverse causation problems.
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nation-state creation systematically. There are various ways to take such unmeas-
ured differences across historical periods into account. The simplest way is to 
include a time trend into the statistical model (as in most diffusion models, see 
Strang 1991b). This tests whether the passing of time itself affects the outcome, 
each year being more (or less) likely to see nation-states created than the one 
preceding it. One can also use discrete time periods, such as decades, to explore 
whether some decades are particularly likely to produce nation-states. We also 
used a more complex technique, called “natural cubic splines” (the standard in 
comparative political research, following Beck et al. 1998). This allows consid-
ering non-linear trends such as an increase of the probability of nation-state 
creation until World War I and a decrease thereafter. We ran all models with all 
three time specifications and we only rely on results that remain similar. In the 
tables below, we show the results generated with cubic splines.

Substantively, the splines describe a more or less constant risk of nation-state 
creation until World War II and a sharply increasing risk thereafter, similar to the 
smoothed hazard rates in Figure 3.2. This trend could be interpreted in line with 
Strang’s world polity argument by attributing it to an increase in the nation-state’s 
legitimacy after the United Nations’ founding in 1945 – though Strang himself 
points to an anticolonial UN declaration of 1960 as a critical turning point.

We are uncomfortable with the post-hoc-ergo-propter-hoc nature of this 
interpretation. The post-1945 surge in the baseline probability might be due 
to the increased global power of the United States, champion of decoloniza-
tion and self-determination. Or it may relate to the unprecedented growth of 
the global economy that made many more nation-state projects economically 
feasible. Or it may capture the decreasing popularity of the colonial project in 
France and Britain – which may or may not be related to the decreasing legitim-
acy of colonialism in the world as a whole.26 In conclusion, period dummies and 
general time trends rarely provide conclusive evidence in support of a particu-
lar substantive argument.

3 results

Many of the variables associated with modernist theories of nation-state for-
mation are strongly correlated with each other (see the correlation matrix in 
Appendix 3.4) since they all increase over time: literacy rates tend to go up, rail-
way tracks tend to become longer, government spending tends to increase, and 
so forth. This makes it more difficult to disentangle their separate effects. To test 
their explanatory power independent from each other, we therefore introduce 
them in separate models. We include continental dummies in all main models 
to account for unobserved heterogeneity across world regions – in other words, 

26 In contrast to world polity arguments, Britain had already started to prepare for decolonization from 
the late 1930s onward (Flint 1983), while Nazi Germany’s imperial project was in full swing.
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to test whether being located in sub-Saharan Africa, in Western Europe, and so 
forth makes a territory more likely to become a nation-state, for reasons that we 
have not adequately captured by our variables and data.

3.1 Main findings

Model 1 in Table 3.1 includes the length of railway tracks to test a core hypothesis 
derived from Gellner’s work. The variable fails to achieve standard levels of stat-
istical significance (significant variables are marked with * in the table). In every-
day language, this means that we are less than 95 percent certain that railways 
are associated with the likelihood of nation-state creation. This holds true even 
if we restrict the sample to pre-1914 years, during which the length of railways 
is a better proxy for industrialization than afterward. The main reason why we 
find no general association between industrialization and nation-state formation 
(according to additional analyses not reported here) is that early nation-states in 
Latin America were created in a pre-industrial environment and many weakly 
industrialized African territories achieved nation-statehood in the 1960s, while 
the highly industrialized Soviet and Yugoslav provinces had to wait another gen-
eration to accomplish the same.27 This combination of historical developments 
might explain why there is no statistically significant association between indus-
trialization and nation-state creation.

This hints at the importance of political and power-configurational factors 
largely missing from Gellner’s account and to be explored further below: the 
Soviet Union had the power to keep nationalist movements in its highly indus-
trialized provinces in check for generations, not least by co-opting and control-
ling minority elites into the governments of the republics. Spain, preoccupied 

27 This explains why territory-fixed effect models (not shown here), which control for time-invarying 
differences across territories and give greater weight to within-territory comparisons over time, create 
a negative significant coefficient for railways – which turns positive significant if Eastern Europe is 
excluded and insignificant without Africa.

The railway variable achieves significance in two combinations of variables: first, in models that 
do not include a general time trend and at the same time control for the specificities of the Latin 
American, African, and Soviet territories either through continental controls or a fixed effect model 
(with such a time trend, the variable is also significant in fixed effect models but the coefficient is 
negative, as noted above). Second, the effects of Latin American and Soviet territories is weakened 
by eliminating the second episodes of nation-state creation (on the territories of Gran Colombia, the 
Central American Republic as well as in the Caucasian and Baltic regions). However, these results are 
significant only when specifying time effects with cubic splines. If the first episodes in South America 
and Yugoslavia are not considered, i.e. when only the establishment of Colombia, Venezuela, etc. are 
taken into account, the variable again loses significance.

Sub-sample analysis shows that railways are significantly and positively associated with nation-state 
creation only in the Middle East and Eastern Europe and only if we control for previous episodes of 
nation-state creation with a dummy variable. The coefficient is negative significant for Africa alone. 
Change in the length of railway tracks over time also has no significant effect on the likelihood of 
nation-state creation.
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table 3.1 Explaining nation-state creation (logit analysis)

 Model 1 Model 2 Model 3 Model 4 Model 5

Length of railway tracks 
per km2

0.005
(0.004)

Territory corresponds to 
state or province

−0.300
(0.222)

Percent literacy among 
adults

−0.016**
(0.005)

Central government 
expenditure for 
territory

−0.213*
(0.084)

Center’s membership 
in international 
governmental 
organizations

0.008
(0.005)

Total number of 
nation-states in world

−0.025**
(0.008)

No. of nation-states 
created in the empire 
past five years

0.165**
(0.038)

0.124**
(0.034)

No. of nation-states 
created in 
neighborhood past five 
years

0.780**
(0.121)

0.512**
(0.124)

Existence of national 
organization

1.087**
(0.292)

Years since first national 
organization founded

0.007*
(0.003)

Number of wars fought in 
the empire

0.297**
(0.051)

Number of wars fought in 
the territory

0.481**
(0.182)

Center’s share of global 
power

0.061*
(0.029)

Center’s share of global 
power x dependency

−0.108**
(0.03)

Dependent territory 0.406
(0.287)

Observations 17,500 17,522 9,821 17,522 16,488

Notes: Continental dummies, cubic splines, and constant not shown; robust standard errors in paren-
theses; * significant at 5 percent; ** significant at 1 percent.
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with the Napoleonic invasion and a subsequent civil war, failed to achieve 
the same in its faraway colonial empire, long before it had been touched by 
industrialization.

Model 2 contains variables associated with Anderson’s (and Roeder’s) 
approach. Territories that correspond to the boundaries of provinces or states 
are not more likely to become nation-states.28 The literacy variable is negative 
and significant (indicating that more literate societies are less likely to become 
nation-states). This result is not robust to other time specifications, however, 
which all produce insignificant results. We therefore do not consider this a reli-
able finding. What happens if we look more precisely at only the types of ter-
ritories for which Anderson thought mass literacy or being a province would 
be most effective in bringing about a nation-state? The political entity variable 
is also insignificant for the colonial dependencies of Europe, where it should 
matter most (results not shown). The literacy variable also fails to reach stand-
ard levels of significance if we analyze only European territories, that is, the 
domains of second- and third-wave nationalisms for which high literacy levels 
should be a catalyst, according to Anderson (results not shown).29

Why does the literacy variable not behave as Anderson expected?30 Additional 
analysis (not shown here) suggests the following: after World War I, literacy 
was promoted heavily by communist regimes all over Eastern Europe and by 
the colonial bureaucracies especially of Africa, long before the creation of 
nation-states in these areas of the world. Perhaps these regimes were able to 
keep nationalists at arm’s length by inducing the population to imagine – at 
least temporarily – other, non-national communities, such as a global family of 
subjects loyal to Her Majesty, or the revolutionary working classes of the world. 
The relationship between mass literacy and nationalism might therefore be less 
straightforward than Anderson’s account suggests.

Model 3 integrates our measurement of directness of rule, which reduces the 
number of observations by almost half because we could not find data for most 
pre-colonial territories. The variable is robustly significant but with a negative 
coefficient, indicating that the more directly a territory is ruled by the political 

28 This result is not dependent on the number of years that we lag this variable. A 20-year moving 
average produces comparable results.

29 The literacy variable is positive significant only in models without continents as controls (thus 
attributing the fact that African territories achieved nation-statehood so late to their low literacy 
rates) and with a linear time trend as a specification of the baseline hazard rate. It is insignificant for 
all continental sub-samples except Asia.

30 Perhaps the emergence of nationalist imaginaries would be a better dependent variable to test 
Anderson’s mass literacy argument? We find no significant association between levels of literacy and 
the foundation of a national organization as soon as continental dummies are included in the model 
(results not shown); the same holds true for the railroad length and government expenditure variables. 
However, diffusion mechanisms within empires and among neighbors seem to be at work again, as 
noted in a previous footnote.
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center, the less likely it is to eventually become a nation-state. This is contrary to 
expectations derived from Hechter’s and Tilly’s arguments.31 It seems that more 
directly ruled states are more capable of resisting the pressure to shift to the 
nation-state model and can keep nationalists in check by “buying” the consent of 
the population and building a network of alliances and dependencies that incor-
porates segments of the population that might otherwise succumb to the siren 
song of nationalism. This result, however, is mostly driven by the Middle Eastern 
kingdoms that have not yet experienced a transition to the nation-state as per 
2001 despite very high government expenditures per capita. This is the only such 
dependence on few observations in all the results that we report in this chapter.

To analyze the full dataset again, we exclude the government expenditure 
variable from subsequent models. Model 4 introduces diffusion variables. The 
term for global diffusion is negative and significant, meaning that the more the 
world is populated by nation-states, the less likely additional nation-states will 
be founded. This result is substantially meaningless, however. It is entirely due to 
the fact that the time trend and the number of nation-states in the world are very 
highly correlated with each other.32 In contrast to Strang’s (1991b) analysis of decol-
onization,33 we thus do not find any support for the longitudinal version of the 
world polity argument.34 A political center’s number of IGO memberships – the 

31 Model 3 remains substantially identical for different codings of direct rule: as modern, 
bureaucratic rule (assigning 0 to all pre-modern states such as Dahomey or Ethiopia); as 
pre-modern as well as modern direct rule (coding missing values for pre-modern states where 
no data are available and 0 for de facto self-ruled, but nominally dependent territories, such as 
Tunisia under the Ottomans). Restricting observations to the developing world also does not 
change results. In sub-sample analysis, the variable is insignificant for all continents except for 
Eastern Europe (where it is negative) and Asia (where it is positive).

The direct rule hypothesis can only be confirmed in a coding that could be described as 
“direct alien rule”: all pre-colonial territories, nominally dependent but de facto autonomous 
territories, and all autonomous states are coded as self-ruled. These coding rules thus create 
a contrast between self-ruled pre-colonial lands (which never experience a nation-state 
creation) and foreign-ruled imperial/colonial dependencies, which all eventually transform 
into nation-states. Since it is more than doubtful that pre-colonial states were mostly ethnically 
self-ruled (as the examples of the Zulu, Durrani, and Bemba empires illustrate), we think that 
this coding of the independent variable is not the most plausible one.

All these different versions of the government expenditure variable were also coded without 
standardizing its values according to the level of development of a territory. All results remain fairly 
similar, except that the “direct alien rule” variable discussed above is completely insignificant in its 
unstandardized version.

32 The global diffusion variable is only positive significant in models that include a linear time 
specification that does not capture the post-1945 upward trend in the baseline hazard rate.

33 In contrast to Strang, we also found no robust effect of his other global-level variable, i.e. Wallerstein’s 
period of hegemony (results not shown). Also contrary to his analysis, nation-states are not more 
likely to emerge among dependencies of democratic centers, nor in settler societies. Our results do 
confirm, however, that nation-states diffuse within empires (see below) and that militarily powerful 
imperial centers can prevent nationalist secession from their domains.

34 One might argue that the deepening and broadening reach of world culture itself describes the 
change in the baseline event risk appropriately and that one therefore does not need to include a 
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variable to test the cross-sectional aspect of the world polity argument – also fails 
to achieve significance. A territory that is more integrated into the world polity is 
not more likely than an isolated territory to become a nation-state.

Let us now explore how the power-configurational argument fares in a statis-
tical test. In Model 4, we find strong and meaningful evidence for diffusion at the 
imperial and neighborhood levels. The number of nation-states founded dur-
ing the past five years within an empire and within a territory’s neighborhood 
increases the likelihood of nation-state creation substantially, pointing toward 
imitation and domino mechanisms.35

Here are some of the cases that underlie these results. For diffusion within 
empires, they include how the political and military pressure on Bolivia’s 
remaining royalists increased after the Bolivarian spirit of nationalist revolu-
tion had gained a foothold in most other former Spanish dependencies; how 
the Committee for Union and Progress abandoned the Hamidian project of 
imperial restoration and instead embraced the nation-state model after so many 
Ottoman provinces in Rumelia had already become independent nation-states; 
and how Indian independence inspired and encouraged many nationalist move-
ments elsewhere in the British empire.

The competing nation-state building projects on the Spanish peninsula, born 
out of nationalist resistance against Napoleon’s occupation, provide an example 
of the neighborhood diffusion effect. The Portuguese liberal revolutions, and 
thus the creation of a modern Portuguese nation-state, were directed as much 
against the absent emperor (who fled to Brazil) as against the state’s traditional 
rival, Spain, whose newly formed mass army – modeled after the French peuple en 
arme it had just defeated in the world’s first guerilla war – threatened Portugal’s 
independence.

Model 5 explores how the other variables associated with the power-
 configurational argument fare in the statistical tests. The proxy variable for the 

time trend in the event history models, thus avoiding the collinearity problem. However, the diffusion 
variables never fitted the data as well as simple chronological time (results not shown). Furthermore, 
we regressed the predicted hazard rates from a discrete-time model (using decades) first on the 
predicted hazard rates produced by a global diffusion variable and then on the predicted hazard rates 
produced by linear time. The secular time trend has a stronger association with the discrete-time 
hazard rates. Global diffusion thus cannot substitute for chronological time.

35 But are these really imitation and domino effects operating at the imperial and neighborhood level, or 
rather the regional or local manifestations of the pressure to adopt the nation-state emanating from 
the global level? First, these variables are significant for the pre-1915 sub-sample as well, when global 
pressures to adopt the nation-state were much weaker (see Model 1, Table 3.2). Second, additional 
analysis shows that the absolute number of territories in the empire or neighborhood that already 
made the transition to the nation-state also increases the likelihood of nation-state creation in the 
remaining territories. Such a cumulative effect would not be expected if we were dealing simply 
with local manifestations of a global adoption pressure. Our findings thus parallel research on the 
transition to democracy, which has been shown to diffuse within networks of related states (Torfason 
and Ingram 2010: 20) or between geographical neighbors (Gleditsch and Ward 2006: 925f.), rather than 
within a uniform global space.
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strength of nationalist movements – the years that have passed since the founda-
tion of the first national organization – has a significant effect on the likelihood 
of nation-state creation in Model 5. Because we also include a dummy variable 
for the period after the foundation of the first national organization, this effect is 
net of the existence of nationalism per se. However, the results suggest that the 
existence of nationalism is itself a very strong predictor of nation-state creation. 
This is in line with the basic theoretical framework of the power-configurational 
model, which trivially implies that nationalist forces first need to emerge before 
they can eventually take over an existing state or found a new one.36

Another core hypothesis associated with the power-configurational argument 
is that nationalists will be more successful if the center is weakened by wars – 
similar to Skocpol’s analysis of revolutions. Indeed, both the number of wars 
fought within a territory during the past year and the number of wars fought 
within an empire (excluding those fought on a territory) significantly affect the 
likelihood of nation-state creation. Examples of the latter include the civil war 
in Bolivia between royalists and Bolivarists, the nationalist wars of liberation 
that helped bring about the Baltic republics’ independence after World War I, 
and the Russian-Turkish war that allowed Bulgaria to become an independent 
nation-state in 1879 after Ottoman forces had crushed a Bulgarian rebellion four 
years earlier.

Note that this short list contains examples of nationalist wars of liberation 
such as in Bolivia or the Baltics, which are thus a direct cause of the creation of 
these nation-states – a mechanism that will form a crucial element of the next 
chapter. The Russian-Turkish war, on the other hand, was causally unrelated to 
the struggles of Bulgarian nationalists, but weakened the Ottoman empire enough 
to allow for the establishment of a Bulgarian nation-state. This is a good example 
of what could be called a Skocpolian “midwife” effect. If we excluded nationalist 
wars of liberation from the coding of the war variables, which would then capture 
this midwife effect alone, it would still significantly affect nation-state creation in 
Model 5 (results not shown). The war on the territory variable thus captures two 
different mechanisms: first, a specific avenue through which nationalists achieve 
nation-statehood thanks to successful nationalist wars of independence. Second, 
the tilting of the balance of power in favor of nationalists through wars that are 
unrelated to the nationalist struggle in a particular territory, but still weaken the 
established state elites and thus facilitate a nationalist revolution.

World War I, which debilitated the Habsburg and Soviet empires and enabled 
a wave of nation-state creations in their domains, provides a prime example for 
how wars in one part of an empire can facilitate nation-state creation in other 
parts. Other cases include the Mau Mau rebellion in Kenya and the Malaysian 

36 The years since the foundation of a national organization variable is sensitive to the inclusion of a 
small group of territories. If we exclude the dummy variable from the model, however, this sensitivity 
disappears entirely.
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anticolonial communist insurgency, which decreased the British empire’s will-
ingness to hold on to its imperial possessions and helped accelerate Ghana’s 
independence – the first on the continent. Similarly, the bloody struggles in 
Algeria and French Cameroon weakened France’s capacity and willingness to 
erect further obstacles against decolonization in its West African domains.37

According to our configurational theory, a center’s power to resist national-
ist challengers also depends on its international standing. We found out, how-
ever, that the effect of the “center’s global power” is different for self-ruled ter-
ritories compared to imperial or colonial dependencies. The interaction term 
in Model 5 is significant and negative, while the sign of the coefficient of the 
non-interacted term is positive and significant. What does such an interaction 
effect mean? It explores if the effect of one variable is dependent on the values 
on another variable. In the case at hand, the “center’s global power” decreases the 
likelihood of nation-state creation if the value of the “dependency” variable is 
set at 1 – in other words, if we look at colonial and imperial dependencies. The 
non-interacted “center’s power” variable then refers exclusively to those terri-
tories in which the “dependency” variable is set at 0 – meaning territories that 
are independent countries. Since this “center’s power” variable is positive and 
significant, it would indicate that independent states are less likely to become 
nation-states, the more powerful they are in the global arena. But this latter 
result disappears if we would use decades or a linear time trend instead of cubic 
splines to specify the effects of time (not shown); thus, we do not rely on this 
finding for independent states.

The results for imperial and colonial dependencies are robust, however. 
Imperial states that are powerful players in the international arena can more easily 
co-opt, control, or suppress nationalist movements and prevent the establishment 
of nation-states in their dependent territories. As an example for the opposite case, 
we can again point to Spain, which could not contain or co-opt Creole nationalists 
in its New World possessions or fight independence movements effectively after 
its fleet was dramatically decimated in the famous battle of Trafalgar and its atten-
tion was further diverted by Napoleon’s occupation of her lands.

3.2 Context and contingency

Model 5 therefore lends strong and consistent support to the various 
 hypotheses associated with a power-configurational model of nation-state 
creation.38 Do these findings hold across time and across the different waves of 

37 All results relating to the war variables are similar if we code the average number of wars fought 
over the past five years. Note that the coding of the imperial war variable excludes wars that are also 
fought on the territory in question. Thus, the imperial war variable is not directly connected to the 
independence struggles on the territory itself.

38 We also ran Model 5 with “territory-fixed effects,” which takes into account that many time-invariant 
characteristics of individual territories, not adequately captured by our set of variables, might 
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nation-state creation that rolled over the modern world? Isn’t the story of the 
dissolution of the Habsburg empire quite different from that of the breakup 
of the Soviet Union? And should we expect variables to affect outcomes in 
different ways in the early-nineteenth century than in the late twentieth cen-
tury? Table 3.2 shows the results of some additional tests that answer these 
questions.

Model 4 in Table 3.2 demonstrates that none of the various imperial 
domains – such as Ottoman, Romanov, or British – is significantly different from 
the others or from the 18 territories that remained autonomous throughout his-
tory, such as Japan or Switzerland.39 No decade stands out as particularly prone 
to nation-state creation (see Model 3), with the exception of the decades start-
ing in 1956, when Africa was decolonized, and the 1990s, when the Soviet Union 
dissolved and Yugoslavia disintegrated (more on this below). If we look only at 
observations either before 1914 (Model 1) or after 1914 (Model 2), roughly the 
midpoint in our data series, we discover that the results remain fairly similar. 
After World War I, however, wars fought in a territory no longer significantly 
affect the likelihood of nation-state creation, and the center’s share of global 
power variable is only borderline significant.40

We took a closer look at how the effects of the share of global power variable 
change over time. It is negative (making nation-state creation less likely) until 
the 1970s, but it has a positive effect thereafter (making nation-state creation 

influence the likelihood of nation-state creation. To put it simply, fixed effect models give much 
more weight to within territory changes over time than standard models. With the exception of the 
center’s share of global power variable, to which we will turn in a moment, all variables remain 
statistically significant in the expected direction (results not shown). We also ran Model 5 without 
instances of repeated nation-state creation on the same territory, thus only counting the foundation 
of Czechoslovakia, but not the subsequent independence of the Czech Republic and of Slovakia. The 
results (not shown) are substantially identical. The same holds true if we consider only the last events 
in cases of repeated nation-state creations (i.e. if we exclude the foundation of Czechoslovakia, but 
count the independence of the Czech Republic and Slovakia) or if we drop all observations of one 
continent from the sample (results also not shown).

39 Maybe transitions to nation-statehood in independent states (such as Switzerland) are different 
from those of imperial dependencies (such as Ghana)? Sub-sample analysis of both groups of 
territories reveals that this is generally not the case. The share of global power of the center, 
however, is insignificant in the sub-sample of nation-states created after independence had already 
been achieved (in line with the findings discussed above); wars in the territory are only borderline 
significant in the sub-sample of nation-states that were created out of empires. If we analyze the 
18 territories that were never part of an empire separately, however, the only variable that still 
influences the chances of nation-state creation in significant ways is the time since the foundation of 
a national organization.

40 We lose significance on the share of global power and the wars in the territory variables from 1880 
onward. The model is much more robust to right-hand truncation (which in contrast to left-hand 
truncation does not create an incomplete, and thus problematic, risk set): all covariates remain 
significant in sub-samples that exclude years after 1880 or beyond, and only the neighborhood 
diffusion variable is borderline or insignificant when years after 1850 are dropped.
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table 3.2 Does context matter? Logit analysis with sub-samples and additional covariates

 
Model 1 
Before 1914

Model 2 
After 1914

Model 3 
Decadesa

Model 4 
Empiresb  

No. of nation-states 
created in the 
empire past five 
years

0.297** 0.134** 0.110** 0.135**
(0.104) (0.037) (0.04) (0.049)

No. of nation-states 
created in 
neighborhood 
past five years

0.496* 0.634** 0.486** 0.630**
(0.232) (0.158) (0.123) (0.124)

Years since 
first national 
organization

0.025** 0.010** 0.018** 0.019**
(0.005) (0.003) (0.003) (0.003)

Center’s share of 
global power x 
dependency

−0.15* −0.028 −0.056** −0.047
(0.059) (0.017) (0.014) (0.026)

Number of wars 
fought in the 
empire

0.521** 0.239** 0.289** 0.318**
(0.097) (0.051) (0.047) (0.043)

No. of wars fought 
in the territory

0.818** 0.394 0.661** 0.555**
(0.230) (0.224) (0.173) (0.183)

1821–1840 1.58 0.65 Spanish
(1.013) (0.53)

1841–1855 0.636 0.08 Habsburg
(1.068) (0.403)

1856–1870 0.414 0.461 Romanov
(1.073) (0.4)

1871–1885 0.303 −0.391 Ottoman
(1.102) (0.513)

1886–1900 −1.084 −0.588 Yugoslav
(1.408) (0.37)

1901–1915 0.868 −0.777 Soviet
(1.062) (0.505)

1916–1930 0.82 0.444 French
(1.041) (0.347)

1931–1945 −0.153 0.455 British
(1.119) (0.458)

1946–1955 1.379 0.168 Dutch
(1.025) (0.373)
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more likely).41 This is because many nation-states were created within the 
domains of the Soviet Union in the 1990s, while Moscow still commanded an 
extraordinary share of global military and economic power, especially com-
pared with some small Gulf monarchies that continued to resist nationalism 
and are thus still in the risk set during the 1990s. We thus need to account for 
what seems to be the specificity of African decolonization and the dissolution 
of the Soviet empire.

According to our model and data, Moscow would have had the capacity 
to fight or co-opt independence movements – yet nation-states popped up all 
over its domains. Similarly, the dissolutions of the French and British empires 
in sub-Saharan Africa were engineered in advance (for British Africa, see Flint 
1983) and in the very end supported, rather than fought, by the imperial center 
(on French West Africa, see Chafer 2002). Does the lack of willingness to uphold 
and defend an imperial domain explain why so many territories achieved 
nation-statehood in 1960 and 1991, making the two corresponding decades stand 

 
Model 1 
Before 1914

Model 2 
After 1914

Model 3 
Decadesa

Model 4 
Empiresb  

1956–1965 2.456* -0.732 Portuguese
(1.008) (0.569)

1966–1975 1.906 0.748 Other 
empires(1.032) (0.607)

1976–1985 -0.411 0.168 Independent 
states(1.409) (0.299)

1986–1995 3.129**
(1.026)

1996–2001 2.761*
(1.28)

Observations 11,116 5,372 16,488 16,421  

Notes: Cubic splines and constant not shown; robust standard errors in parentheses; * significant at 
5 percent; ** significant at 1 percent.
a Years 1816–1820 are the reference category; b pre-colonial territories are the reference category.

table 3.2 (cont.)

41 We interacted all independent variables with linear time in order to determine whether there is 
causal heterogeneity across history. For none of the independent variables this is the case, except for 
the center’s share of global power, for the reasons discussed below.
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out compared to all others in Model 3? Does contingency play a role in these 
two waves of nation-state creation – contingent, that is, from the point of view 
of a power-configurational argument that does not foresee a lack of willingness 
to use one’s power?

I suggest that we might deal with a problem of data resolution here, rather 
than a flaw in the theoretical argument or a lack of empirical support. The fol-
lowing discussion focuses on the Soviet case, but similar arguments could be 
made with regard to African decolonization (see Hiers and Wimmer, in press). 
First, it might be that the Kremlin was already too weak domestically to use its 
global military and economic power against nationalist independence move-
ments, even if it had wanted to. Our data are not fine-grained enough to capture 
power relations between the Russian president Boris Yeltsin – who famously 
stood on a tank in the center of Moscow amid thousands of supporters – and 
the putschist generals who wanted to roll back the nationalist movements and 
reestablish the USSR’s control over the empire, including over Russia. It is 
well possible that the generals were no longer in a position to use the empire’s 
global military and economic might against the nationalist movements. If we 
had finer-grained and better data, the Soviet Union’s lack of effective control 
over its power resources would have been captured and no reverse effect for 
the center’s share of global power variable would have resulted for the decades 
following 1970.

Second, the yearly resolution of our data does not capture faster-moving dif-
fusion effects. The Baltic declarations of “sovereignty” (in 1988) and later of full 
independence (in September 1991) inspired leaders of the Caucasian republics 
to declare independence in early December of 1991. In mid-December Yeltsin’s 
Russian nationalism and declaration of independence provoked the collapse of 
the remaining Soviet Union and left Central Asian republics no choice but to 
embrace independence themselves, which they did later that very same month. 
If our data resolution was weekly, rather than yearly, such fast-paced diffusion 
processes could be captured, as shown by Hale (2000). It may well be, then, that 
the 1990s would no longer stand out from other decades if we had such more 
fine-grained diffusion data.

With better data and a more detailed analysis, we could thus gain a deeper 
understanding of the complex dynamics of political mobilization, contest-
ation, repression, diffusion, and imitation that change the balance of power 
between nationalists and existing elites within days or weeks (see the superb 
analysis of the Soviet case by Beissinger 2002). Our global dataset, stretching 
from the fall of Napoleon’s empire to the beginning of the twenty-first cen-
tury, is not well equipped to handle this task. It can, however, highlight those 
waves of nation-state formation, such as those leading to the dissolution of 
the Soviet and African colonial empires, that were propelled by such fast-
moving dynamics.
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4 conclusions

Past comparative historical scholarship has explored various routes of 
nation-state formation: reform from above as in Japan; gradual transition into 
nation-statehood as in Sweden and Thailand; the overthrow of an ancien régime 
through revolution as in Russia or through civil war as in the United States and 
Switzerland; nationalist secession as in Yugoslavia and Mexico; and unification 
movements such as in Germany and Yemen. Independent of which of these 
routes a territory travels down, our analysis suggests, nation-states are created 
whenever the configuration of power favors nationalist movements and factions 
over imperial centers or ancien régimes, quite independent of whether domes-
tic modernization processes have readied a society for nation building. Such a 
power shift is more likely when nationalists have had ample time to mobilize fol-
lowers and propagate their ideology or when the established regime is weakened 
by wars. Diffusion of nation-states among neighbors or within the same empire 
also empowers nationalists by providing a model to follow and new alliance 
partners on which to rely. On the other hand, nationalists are at a disadvantage 
when facing an empire with considerable global military and economic power.

We thus integrate balance-of-power and diffusion mechanisms into a simple 
power-configurational model that includes domestic and international dimen-
sions as well as military, political, and symbolic aspects of power. In contrast 
to political modernization arguments, this model emphasizes more proximate 
political factors, such as war or the political standing of imperial elites. Political 
modernization and, more specifically, state centralization are thus crucial to 
understand endogenous nation building in the early cases such as France, dis-
cussed in the previous chapter. But they are less relevant for the subsequent 
adoption of the nation-state in the rest of the world.

With regard to Gellner’s and Anderson’s classic theories of economic and 
cultural modernization, the analysis suggests that the rise of the nation-state 
across the world is decoupled – or at least only indirectly related – to these 
slow-moving historical forces.42 In contrast to world polity theory, we find dif-
fusion effects operating within neighborhoods and imperial domains, while the 

42 We should mention two other interesting non-results here. First, we tested whether the size of 
the largest ethnic group (data for the 1990s are from Fearon 2003) has an effect on the likelihood of 
nation-state creation, which is not the case. This variable can be seen as a proxy to test Anthony 
Smith’s argument that nationalist mobilization is easier to achieve among groups with a rich 
ethno-history and within territories with a demographically dominant ethnic group that can form 
the “ethnic core” of a future nation (A. D. Smith 1990: 14, 11). The result is of course unreliable because 
of endogeneity problems: early nation-state creation could result in ethnic homogeneity through 
subsequent assimilation or ethnic cleansings, not the other way round. Other authors have argued that 
Protestantism provided the best breeding ground for the nation-state, mostly because of its ideological 
affinities to nationalism (Gellner 1983: 40f.; Smith 2003). However, we were somewhat surprised to find 
that Catholicism is robustly associated with the likelihood of nation-state creation (data on religious 
composition of the population is available for 1900 and from the 1970s onward in Barrett 2001).
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growing global hegemony of the nation-state template – certainly a histor-
ical fact worth underlining – is not a good predictor of individual instances of 
nation-state creation. This hints at the possibility – already alluded to in the 
introduction – that this global hegemony results from the worldwide rise of the 
nation-state, rather than the other way around.

The last two chapters have explored how the first nation-states emerged in 
the eighteenth century, and why nationalism and the nation-state then prolifer-
ated across the world during the nineteenth and twentieth centuries. We have 
seen how wars facilitated these developments in multiple ways: the increas-
ing involvement of the population in the wars of the early modern period was 
crucial in bringing about a new exchange relationship with state elites and the 
nationalist ideology expressing and cementing it. This new, national compact 
made these states more legitimate and militarily even more powerful – allow-
ing them to soon dominate the rest of the world. This triggered a wave of pol-
itical movements across the world that attempted to appropriate the secrets 
of this success and replicate the institutional structures that made it possible. 
Nationalist movements often came to power, this chapter demonstrated, when 
the old regime was weakened by wars that often were unrelated to the nation-
alist cause itself (what I have termed a Skocpolian midwife effect). The next 
chapter will analyze the relationship between nation-state formation and war 
more systematically.
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4

Nation-state formation and war

 “Events of the recent past have once again clearly demonstrated that the world 
is not yet ready for perpetual peace” (Hintze 1975: 215). This sarcastic statement is 
as true today as it was when penned 100 years ago by Otto Hintze in what is per-
haps the first systematic treatise on warfare in the social sciences. In the mean-
time, a vast literature on why and when wars are more likely to break out has 
emerged. As briefly discussed in the introduction, this literature largely over-
looks that nationalism and the global spread of the nation-state might represent 
major causes of war. This chapter seeks to correct this omission by showing that 
both wars between and within states are most likely to be fought during and 
because of the process of nation-state formation.

1 Blind spots in conventional studies of war

The existing literature in international relations started from a different angle, 
however: from the basic insight that the world is not governed by a global state, 
but divided into competing sovereign entities. This anarchic structure makes wars 
between states a recurrent feature of global history. Decades of debate ensued to 
determine which exact distribution of military power between states and which 
features of their internal decision-making processes will make war more likely. Is 

This chapter is adapted from a journal article coauthored with Brian Min.
We thank Nicole Busse, Wesley Hiers, Veronika Lenarz, Ani Sarkissian, and Nusrat Sheikh 
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a bipolar system such as during the Cold War more war-prone than a multipolar 
system (Waltz 1979)? Are global wars breaking out every time a new state rises to 
global dominance (Organski and Kugler 1980)? Will security-maximizing states 
always attack each other when they have the military upper hand (Mearsheimer 
2001) or only when offensive military doctrines and technologies dominate over 
defensive ones (Van Evera 1999)? Are states with a long and persistent history of 
saber rattling and competition, such as between India and Pakistan, more likely 
to fight each other on the battlefield (Diehl and Goertz 2000)? What issues over 
which states compete are more likely to lead them into war (Senese and Vasquez 
2008) and which types of informational asymmetries or commitment problems 
make the costly pursuit of war more attractive than a bargained solution (Fearon 
1995)? Can international norms and institutions (Keohane 1984) or intense trade 
between countries (Polachek 1980) countervail the consequences of anarchy and 
prevent war? What kind of domestic coalitions of actors can succeed in pushing 
for expansionist wars and how do they manage to rally the population behind 
them (Snyder 1991)? And relatedly: why are democratic states not fighting other 
democracies (Russet 1993)?

1.1 Nationalism and nation-state formation

These are the key questions that have been asked over the past decades of 
research (see the excellent overview in Levy and Thompson 2010). As this list 
makes clear, there is very little concern of whether different types of states have 
different motives and frequencies of going to war – with the exception of the 
discussion of why democracies don’t fight each other.1 There is even less concern 
whether a change in the nature of the units composing the international system 
might itself be associated with war, apart from the rather obvious observation that 
the global likelihood of war increases with the number of states (for references 
see Vasquez 2009: 406). The main focus in international relations scholarship 
since its inception remained on the distribution of military and political power 
between states or the logic of decision-making within them. Conformingly, the 
transformation of the nature of these constituent units over the past 200 years – 
from a world of dynastic states or empires to a world of nation-states – is not 
considered a major cause of war, nor is the process through which states emerge 
or disappear. Only one article in this vast and sophisticated literature is specif-
ically dedicated to understanding the conditions under which the creation of 
new states is associated with war (Diehl and Goertz 1991); and one other piece of 
scholarship investigates how such violent creation of new states leads these to 
fight wars with other states in the neighborhood (Maoz 1989).

1 Luard (1986) offers a broader sociological approach that squarely focuses on how the nature of 
states affects the issues, motives, and decision-making processes leading to wars between states 
over the past 500 years. This chapter builds on this general theoretical outlook.
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Conformingly, nationalism plays only a marginal role in international rela-
tions theories of war. It is sometimes thought that state leaders conveniently 
use nationalism to justify wars with neighbors and to thus divert attention 
from domestic problems or shore up domestic political support when needed 
(Snyder 2000). Other authors, to be discussed further below, have shown that 
concern for co-nationals living across an international border can lead to war 
between neighboring states. This chapter goes a step beyond theories of “diver-
sion” and beyond acknowledging the role of co-nationality in inter-state war. It 
will show that the global spread of nationalism and the subsequent formation of 
nation-states are major causes of war during the past 200 years. Nationalism led 
to the often-violent creation of new states; these new nation-states often went to 
war with each other over ethnically mixed territory; and ethno-nationalist civil 
wars over who controlled these newly founded states haunted many of them 
decades after independence was achieved.

Extending our purview beyond the process of nation-state formation and 
thus allowing a slight digression from the main topic of this book, we also discuss 
a second major transformation in the nature and number of states in the past 200 
years: the expansion of empires during the nineteenth century, which swallowed 
most of the non-Western world except Nepal, Bhutan, Ethiopia, Thailand, and 
China. This chapter thus pays attention to the two most important processes of 
institutional transformation in the modern world and the wars associated with 
them: the shift from hereditary kingdom, tribal confederacy, or village soci-
eties to empire, and the shift from empire to nation-state that followed subse-
quently. The large majority of states and populations – with the exception of 
Western Europe – was first incorporated into empires before transitioning into 
nation-statehood, and we focus on this by far most frequent historical trajectory 
here – in line with the global purview of this book.

This chapter therefore focuses on the institutionalist part of the overall argu-
ment. It shows that periods of institutional transformation are much more war-
prone than periods of institutional stability because the stakes in the political 
struggles are particularly high and escalation into armed conflict therefore more 
likely. Its main goal is to empirically show that there is indeed a systematic asso-
ciation between imperial incorporation and nation-state formation on the one 
hand, and war on the other hand. The next chapter will then zoom in on one part 
of this broader picture and investigate more closely the power configurations 
that trigger civil wars once nation-states have been established.

1.2 Long-term processes

That empire building and nation-state formation are major sources of war can 
only come to the foreground if we look at long-term processes that unfold 
over extended stretches of time. Research on both inter-state war and civil 
war, however, has moved away from the preoccupation with such slow-moving, 
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macro-level transformations and toward a detailed analysis of faster-moving 
decision-making processes involving key political actors, often at the sub-state 
level. In the international relations literature, the once prominent long-wave 
theories of war sought to explain the periodic recurrence of world wars as a 
consequence of global economic cycles stretched over six decades (Goldstein 
1991) or of the century spanning rise and fall of global hegemons (Modelski and 
Morgan 1985; Thompson 1988). Although there is no doubt that the past two 
centuries have seen several such global wars involving the major power cent-
ers of the world, most researchers now recognize that they do not follow a 
clear pattern of periodicity. In other words, there are no cycles of a uniform 
length between global wars, and the search for such regularities has now been 
largely given up (including by its most prominent early proponents, see Levy 
and Thompson 2011). The related issue of whether multipolar or bipolar global 
distributions of power are more war-prone, once hotly debated between vari-
ous strands of “realism,” has similarly been abandoned, perhaps because the N 
in such global-system-level analysis is so small that no firm conclusions can be 
reached (see most recently Bennett and Stam 2004).

The current focus in international relations research has thus shifted to the 
decision-making processes within states or the nature of pairs of states that make 
them more war-prone. While many approaches continue to use data that cover 
vast stretches of time, they are mostly concerned with processes that unfold over 
a handful of years, not decades. In the debate over whether recently democra-
tized states are more war-prone (Mansfield and Snyder 1995), for example, dem-
ocratization is conceived as a short-term process – operationalized as a demo-
cratic transition in the past five years. Perhaps the only systematic exception to 
this trend toward the short-term are certain strands of rivalry theory, where pairs 
of countries are pursued over decades and the history of past engagements and 
confrontations is shaping contemporary inter-state relations in path-dependent 
ways (Senese and Vasquez 2008).

In the civil war literature, a similar move toward faster-moving processes at 
ever more disaggregated levels of analysis can be observed. In the most promin-
ent quantitative study in the field, the effects of independence are studied over a 
mere two years (Fearon and Laitin 2003). Other scholars have begun to assemble 
ever more fine-grained datasets, including detailed civil war event histories that 
decompose a civil war into various battle episodes, each with the exact dates 
when they occurred (Raleigh and Hegre 2005), or studies of war theaters at the 
regional level, allowing the location of battle events in grid cells of 100 km2 
(Buhaug and Rød 2005; Aas Rustad et al. 2010). Long-term processes of political 
development or of the transformation of principles of statehood play only a 
marginal role in the contemporary study of civil war.

This chapter revitalizes the macro-political perspective by examining proc-
esses that unfold over the span of decades rather than across a handful of years 
or months. In contrast to long-cycles theory and classical realism, however, I do 
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not conceive of the globe as an integrated system, nor as a single unit of obser-
vation, but rather as an arena for the discontinuous diffusion of institutional 
forms. To be sure, revitalizing the macro-historical tradition in the study of 
war represents a complement, rather than an alternative, to mainstream lines 
of research. Many of the war-generating factors identified in the recent litera-
ture are indeed important to understanding the conditions under which polit-
ical conflict may develop into full-scale war, remain virulent over time, or give 
way to the possibility of peace. These factors include political instability at the 
centers of power (Fearon and Laitin 2003), the availability of natural resources 
to support warring parties (Ross 2004), a specific dynamic of rivalry that may 
lead states to fight each other on the battlefield (Vasquez and Leskiw 2001), vari-
ous mechanisms which make autocracies more prone to inter-state war than 
democracies (Levy 1998), and so forth. Our approach helps to understand at 
what point along the long-term history of institutional transformations polit-
ical tensions are likely to build, allowing these other war-promoting factors to 
come into play.

1.3 Beyond methodological nationalism

In order to be able to observe the conflictual consequences of empire build-
ing and nation-state formation, we need to go beyond existing datasets. The 
standard units of analysis in international relations and comparative political 
research are existing independent states, which are treated as continuous and 
comparatively stable entities once they enter the global system. According 
to this view, what varies is the power distribution between or within states, 
not their institutional nature. And the process of their emergence or dis-
appearance is given only scarce attention (Maoz 1989). Conformingly, stand-
ard country–year datasets exclude those parts of the world that are not gov-
erned by independent states – still more than half of the globe by 1900, as 
we have seen in Figure 1.1. From such a restricted perspective, we therefore 
cannot observe the consequences of macro-institutional transformations such 
as the colonization of the world in the nineteenth century or the shift to the 
nation-state during the twentieth.

To overcome these difficulties, we again created a dataset with fixed geo-
graphic territories as units of analysis, independently of whether a territory is 
part of an internationally recognized independent state. By relating each terri-
tory’s conflict history to its history of institutional change over a 200-year period, 
we are able to identify a recurring pattern: the likelihood of war is highest dur-
ing the two institutional transformations that have so dramatically reconfigured 
the political landscape of the modern world. We thus bring the world of empires 
and the entire period of colonial domination into the analytical horizon of quan-
titative research. And we can show that nation-state formation is itself a major 
cause of war over the past 200 years.
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1.4 Civil and inter-state wars

A final contribution of this chapter is to further attenuate the entrenched segre-
gation between students of civil and international war. The literature has until 
recently overlooked possible linkages between domestic and international con-
flict (as noted by Gleditsch 2007; Levy and Thompson 2010: 3, 103) apart from the 
realist assertion that states weakened by civil wars might become easy prey for 
rivaling states or that domestic political war might be diverted to international 
conflict to profit from the rally-round-the-flag effect (Davies 2002). More 
recently, Gleditsch et al. (2008) have shown that domestic civil war is a good 
predictor of conflict between neighboring states. States meddle into each other’s 
civil wars in retaliation for rebel support by the neighboring government or to 
influence the outcome of the civil war. Their engagement is thus not merely 
opportunistic in nature or the result of a diversion effect.

While we build on this new strand of research, we also go one step beyond 
merely establishing the fact that states are (self-)interested in the outcome of 
their neighbors’ domestic conflicts. The following analysis will suggest that 
both inter-state and civil wars have the same causes: both are associated with 
the transformation of principles of political legitimacy and the corresponding 
changes in the number, institutional makeup, and territorial extension of states.

2 from empires to nation-states: an  
institutionalist argument

This institutionalist argument will now be outlined in greater detail by discuss-
ing the various mechanisms that link empire building and nation-state forma-
tion to war. Before I do so, however, a short definition of empires, nation-states, 
and other polities is in order, as well as a brief account of the history of their 
mutual displacement over the past 200 years. This will add some more nuance 
and detail to the historical sketch offered on the first pages of this book.

2.1 Imperial expansion and nation-state formation, 1816–2001

Following Eisenstadt (1963: 10–24), Howe (2002: 13–20), as well as Burbank and 
Cooper (2010: 8–17), empires are characterized by centralized bureaucratic forms 
of government, the domination of a core region over peripheries, an ethnically 
or culturally defined hierarchy between rulers and ruled, and claims to univer-
sal legitimacy – whether referring to a revolutionary ideology as in the Soviet 
Union, to a mission civilisatrice as in colonial empires, or to religious conver-
sion as in Spanish Latin America.2 Nation-states are also based on centralized 

2 Note that we exclude “informal empires” (Mann 2006) such as the contemporary United States 
or the dispersed hegemonic “empire” of Hardt and Negri (2000) from our definition, since these 
are not politically coherent entities. Note also that following the territorial logic of the analysis, 
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bureaucratic forms of government, but are ruled uniformly without an institu-
tionalized differentiation between core and periphery, embrace the principle of 
equality of citizens (replacing hierarchy), and govern in the name of a bounded 
national community rather than some universal principle.

Dynastic kingdoms also govern through centralized bureaucracies, but lack 
the center–periphery structures and the universalist forms of legitimacy of 
empires.3 In contrast to nation-states, such absolutist states are not based on the 
equality of all citizens, and ruled in the name of dynasty, rather than a nation.4 
Feudal states, tribal confederacies (e.g. the Sanusi of Libya), city-states (e.g. 
Switzerland before 1848), and patrimonial empires (e.g. the Tukulor or Mongol 
empires) all lack centralized bureaucracies.

At the time of the Congress of Vienna in 1814/1815, empires ruled over roughly 
half of the world’s surface, while “other” political systems such as tribal confeder-
acies, city-states, or dynastic kingdoms controlled the rest of the globe, as we have 
seen in Figure 1.1. In 2001, modern nation-states governed almost the entire globe. 
The two centuries in between tell the story of a struggle between empire build-
ing and nation-state formation. Empires replaced “other” forms of governments 
during the nineteenth century, mostly due to the expansion of Western colo-
nial empires in Africa and Asia, but also because the Romanov empire swallowed 
the khanates of Central Asia. At the same time, empire was replaced by nation-
states in the Western hemisphere, most importantly all over Latin America. The 
expansion of empires during the nineteenth century does not match, however, 
the dramatic proportions of their decline during the twentieth century, when the 
nation-state form spread across the globe, as discussed in the previous chapter.

2.2 A long-term, institutionalist model of modern war

Why should these two institutional transformations – empire building and 
nation-state formation – cause war? In the previous chapter, we considered 

we code the political institutions governing a particular territory, not those of entire states. The 
territory of Great Britain is classified as a nation-state, even though it was the core of a colonial 
empire. The territory of the contemporary United States is a nation-state, although Guam is 
governed according to imperial principles.

3 In contrast to Eisenstadt (1963: chapter 1) and in line with Howe (2002) as well as Burbank and 
Cooper (2010), we exclude the absolutist kingdoms and principalities of Western Europe from 
our definition of empire. It makes little sense to assign Württemberg before Bismarck or the 
Papal State before Garibaldi to the same category as imperial China or the Spanish empire.

4 As already discussed in the previous chapter, we assume that the difference between 
nation-states and dynastic kingdoms asserts itself even if both are ruled autocratically. The 
dictators of nation-states such as Idi Amin cannot rule in the same way as Louis XIV. They 
cannot evoke dynastic legitimacy, but instead have to show that their government benefits “the 
people,” for instance, by expelling Indian traders as “parasites” from the national home. Louis 
XIV, by contrast, revoked the edicts of Nantes not so much to protect the national majority, but 
because he saw the presence of heretics among his subjects challenged his God-given might.
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wars as an independent variable. They weakened pre-national regimes such that 
nationalist forces were be able to capture government and create a nation-state. 
We have seen that both nationalist and non-nationalist wars can facilitate 
nation-state formation in this way. In this chapter, wars represent the depend-
ent variable, and we show that the diffusion of nationalism and the nation-state 
themselves cause wars. Before we get into the details of this argument, let us first 
describe its general contours.

Following the theory outlined in the introduction, we assume that wars are 
particularly likely if the most basic institutional principles of political legitim-
acy are at stake: the informal and formal rules that determine who legitimately 
can lay claim to governmental power and what the legitimate borders of a polity 
should be. It is thus a genuinely political understanding of war in which eco-
nomic interests or military-technical feasibility play a secondary role. From this 
perspective, war does not result from the anarchic nature of the international 
system (as in realist theory), from the rise and fall of global hegemons, or from 
revolutionary class conflict, but from the struggle between competing projects 
of state-building based on different principles of political legitimacy.

But isn’t it self-evident, a realist might object, that creating new states or 
absorbing existing ones into an expanding empire will be accompanied by war – 
independent of the institutional transformation process? This potential mis-
understanding needs to be addressed early on. First, where wars do coincide with 
the creation or destruction of states, these territorial changes are the consequence 
of the institutional transformation process, rather than a separate causal mechan-
ism. A new principle of political legitimacy implies a new definition of those that 
should legitimately be included in the territory of a state and those that should 
not, as we will see in a moment. Attempts to create new states or destroy existing 
ones are therefore part and parcel of the fight over the institutional form of the 
state. Second, most of the wars fought over the past 200 years were not associ-
ated with the creation or absorption of states, as we show in greater detail later. 
This is true for most civil wars as well as for many inter-state wars. Third, and 
conversely, not all territorial expansions and contractions of states are automat-
ically associated with war. A study by Diehl and Goertz (1988: 115) shows that only 
one-fourth of all territorial changes in the world state system from 1816 to 1980 
have involved some violence. Without offering any systematic evidence here, we 
suggest that those border changes associated with empire building or nation-state 
formation are more war-prone than other territorial changes.

2.3 Imperial incorporation and war

What are the causal mechanisms that link imperial expansion and nation-state 
formation to war? We briefly discuss imperial incorporation first. Empires are 
defined, as discussed above, by center–periphery relations, hierarchical inclu-
sion, and claims to universal legitimacy. They therefore know no natural borders 
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and may potentially cover the entire globe to bring civilization, Christianity, 
Islam, or revolutionary progress to all of humanity. As mentioned in the intro-
duction, empires therefore show an institutionalized drive to expand their 
domain through conquest, even if at high military, political, and economic costs, 
and irrespective of the ethnic composition of the population of the new territor-
ies. Claims to universal legitimacy make the extension of the imperial domain a 
benchmark for judging the success of the military-political elite. Moreover, the 
center–periphery structure allows for easy incorporation of newly conquered 
populations. They are simply added as new pieces to the ethno-national mosaic 
and henceforth ruled indirectly.

Local political units – tribal confederacies, alliances of city-states, feudal 
kingdoms – may resist imperial expansion and refuse to be “pacified” and 
“civilized” by the encroaching army and the imperial administration. A shift 
toward imperial principles of rule not only implies a loss of power, but also 
a delegitimation of the very institutional rules that allowed elites to strug-
gle for and perhaps gain power. Tribal sheikhs, for example, risk losing not 
only military control over a territory once an imperial army starts to estab-
lish garrisons. The very possibility of gaining power by holding a centripetal 
alliance of clans together is undermined by the new bureaucratic system of 
administration. Similarly, bourgeois elites that were organized in city coun-
cils lose their political standing and capacity for forging alliances with other 
city-states once their government is incorporated as the lowest tier of the 
administrative and political apparatus of an empire far removed from the 
reach of elite councils.

Under conditions not specified by our model (such as military opportunities, 
a given distribution of resources between actors, etc.), tribes or city-states may 
choose to fight against expansionist empires. Once the crucial turning point is 
reached and a territory is governed according to imperial principles, the hinter-
land may continue to resist imperial expansion. When the entire territory is mili-
tarily subdued or “pacified,” the process of expansion is complete and imperial 
peace should prevail, interrupted by occasional rebellions against higher taxes, 
violations of traditional rights, undue interference in local political affairs, or 
attempts by ambitious provincial governors to establish their own mini-empires 
by ceasing to pay tribute to the center.

2.4 Nation-state formation and war

The second institutional transformation starts with the spread of the major com-
peting project of state building in the modern world: nationalism. The previous 
chapter has briefly analyzed the diffusion of nationalism, and we can thus treat it 
as an exogenous process here. Once nationalism has been adopted by significant 
actors in a political arena, the process of nation-state formation enters its first 
phase. During this first phase, we expect a higher likelihood of secessionist wars 
than during any other period of modern history. In the political order for which 
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nationalist leaders aspire, each ethno-national group should govern itself, and the 
government in turn should be representative of the ethno-national makeup of 
the population. Imperial hierarchy is now reframed as an instance of “alien rule” 
under which human progress and individual liberty cannot ever be achieved. 
Many nationalist movements will thus encounter the resistance of imperial elites 
who stand no chance of being admitted to the new game for power, given that 
they are often of a different ethnic background than the local population.

Wars of secession against an imperial center are thus one road toward 
nation-statehood. We note again, however, that other roads are traveled as well. 
Absolutist dynastic states such as France, Japan, or Thailand, or alliances of 
city-states such as Switzerland, may transform into modern nation-states with-
out significant changes in their territorial extension. In these cases, the struggle 
over the institutional shape of the state may lead to non-secessionist civil wars 
between representatives of the old order and nationalist contenders. Examples 
are the French revolution, the wars leading to the Meiji restoration, or the “war 
of the special league” in Switzerland.

Once the turning point is reached, the institutional logic of the nation-state 
creates further incentives for going to war, both between and within newly estab-
lished states. Because the new state is now governed in the name of a nationally 
defined people (a “Staatsnation” in Meinecke’s well-known terms), the new pol-
itical elite tends to treat members of this “Staatsnation” preferentially. In other 
words, access to public goods and political participation are confined to mem-
bers of the dominant ethnic group. This tendency is ubiquitous among modern 
nation-states because it results from the very incentive structures embedded in 
its principles of legitimacy: rulers now have to show that they represent and care 
for “the people.” Ethnic favoritism is especially pronounced, however, in weak 
states with weakly developed civil societies. Such states lack the resources for 
universal provision of public goods as well as the non-ethnic political alliances 
on the basis of which more encompassing alliance networks could be built. This 
has been the topic of Chapter 2 and will be discussed in more detail in the fol-
lowing chapter. For the present purposes, it suffices to note that the differential 
treatment of individuals on the basis of their ethnic or national background now 
contradicts, from the point of view of those excluded from access to the state 
and its public goods, the fundamental institutional principle of ethnic self-rule.

This in turn increases the likelihood of both inter-state wars and civil wars. 
To protect co-nationals living across a state border from ethnic discrimination, 
state elites may be tempted to annex the corresponding territory in the name 
of “national unification” (as argued by Weiner 1971; Saideman and Ayres 2008). 
They do this to show their own constituency that they care “about our ethnic 
brothers” across the border and can act as legitimate representatives of the entire 
nation. In line with this reasoning, previous quantitative research has shown 
that the likelihood of inter-state wars increases significantly if such territorial 
and ethno-political conflicts emerge in a pair of countries (Huth 1996; Vasquez 
and Leskiw 2001), if irredentism (Carment and James 1995) or decolonization 
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(Mishali-Ram 2006) is the issue over which a foreign policy crisis emerges, 
or more generally if ethno-political actors are involved in the dyadic conflict 
between two states (Ben-Yehuda and Mishali-Ram 2006).

A basic factor affecting the probability of inter-state war during the pro-
cess of nation-state formation is therefore the ethno-demographic makeup of 
a region. War is more likely if the new states contain substantial minorities that 
are majorities in neighboring states and thus have a “home-state” that is sup-
posed to represent their interests and aspirations (Brubaker 1996; Miller 2007; for 
statistical evidence, see Woodwell 2004).5 More precisely, and in line with our 
theory, Davis and Moore (1997) show on the basis of a cross-sectional analysis 
that pairs of states will see higher levels of conflict (including war) if an ethnic 
group is dominant in one state and dominated or mobilized in antigovernment 
protest in the neighboring state.6

The second factor is that inter-state war will be more likely if a neighbor-
ing territory is already involved in such a war.7 Ethnic kinship relationships can 
motivate governments to protect their cross-border co-ethnics from the conse-
quences of power shift that a war in the neighboring state might bring about. 
The neighboring government, in turn, may not tolerate such “outside interfer-
ence” and tensions may escalate into another inter-state war. Unfortunately, we 
have no data on ethnic kin relationships across states,8 but we can at least see if 
the postulated, spillover effect occurs.

We now turn to mechanisms that link nation-state formation to civil wars. 
The shift to the nation-state may lead to civil war when elites of excluded groups 
mobilize and attempt to overthrow and replace the ethnocratic regime by force, 

5 Woodwell also finds that two neighboring states in which the same ethnic group represents the 
majority are also more prone to develop conflictual or even violent relationships. However, this 
finding might well be an artifact of his coding scheme. Most Latin American states are described 
as having the same, Spanish-speaking ethnic group as a majority – though Argentineans and 
Chileans would be surprised to learn that their nations are considered ethnically identical even 
after 200 years of nation building. It is only slightly less problematic to code Arabs in the Middle 
East as one single ethnic group dominating most adjacent states in the region. Some other pairs 
of states with the same majority group (Germany, Korea, Vietnam) resulted from Cold War 
competition.

6 Note that such irredentist wars over borders and territory are of a different nature than wars of 
conquest. The very logic of nationalist doctrine impedes modern nation-states from expanding 
much beyond the domains of their core ethno-national group, as noted in the introduction. This 
does not exclude the possibility that nation-states conquer territory for their own ethno-national 
core group. A (rare) case in point is the history of American westward expansion to fulfill its 
“manifest destiny.”

7 A review of the older literature on the spread of inter-state war is offered by Maoz (1989: 201–203). 
None of these existing international relations approaches consider nationalism as a major factor 
in the spread of inter-state conflict.

8 Coding the ethnic makeup of all states and their neighbors for every year since 1816 would 
represent a challenging (and rewarding) data project that I hope someone will take on in the 
future.
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or to secede and create a new state in which they would represent the national 
majority, or to join their co-ethnics in a neighboring state. The next chapter 
offers a much more detailed account of the different mechanisms leading to eth-
nic rebellions or nationalist secessions. Here, we limit the analysis to the polit-
ical exclusion mechanism that underlines both secessionist and non-secessionist 
forms of rebellion. In contrast to empire, where ethno-political hierarchies were 
often seen as legitimate and God-given, they now appear as a violation of the 
“like-over-like” principles of legitimacy on which nation-states are supposed to 
rest. The spread of nationalism, in other words, is a precondition for rebellions 
against political domination by ethnic others (a point overlooked by Hechter 
2003). Such rebellion was indeed quite rare before the advent of nationalism, 
even in directly ruled territories such as some of the French colonies.

Obviously, political mobilization against ethno-political inequality does 
not always lead to civil war. The analysis of this chapter specifies three major 
intervening variables, while the next chapter will offer more nuance. First, 
rich countries are characterized by less political exclusion since state elites 
can offer public goods to the entire population, thus depoliticizing ethni-
city and leading to a process of endogenous nation building, as discussed in 
Chapter 2. Even if ethnicity is politicized and some groups excluded from 
state power, however, rich states find it easier to react to ethno-national pro-
test through a policy of power sharing, affirmative action, or redistribution. In 
poor countries, state resources are scarcer and alternative sources of income 
are lacking, transforming competition over state revenue into a zero-sum 
game. Indeed, much empirical research finds that gross domestic product 
(GDP) per capita is one of the most robust factors in predicting civil war 
onsets (Sambanis 2004).

Second, different sources of state revenue have different effects on the struc-
ture of political alliances, which in turn affect war propensity. Oil resources in 
particular have been linked to an increased likelihood of civil war (Ross 2004; 
but see Sambanis 2004). Our model incorporates one of the explanations that 
have been brought forward in the literature (Humphreys 2005): state elites who 
do not depend on taxes but on oil rents may indulge more in clientelism than 
the governing elites of tax-dependent and resource-poor states. Ethnic clientel-
ism in turn reinforces the dynamics of ethnic exclusion and competition leading 
to ethno-political mobilization and eventually civil war.

Third, civil war in one country are likely to affect relations between politic-
ally relevant ethnic groups in neighboring countries,9 resulting in an escalation 
of political tensions into full-blown civil war there. Since we again lack data on 

9 Gleditsch (2003) shows that the likelihood of civil wars increases if an ethnic group stretches 
across the territories of two neighboring states (however, the results are not supported by 
Ellingsen 2000).
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relations of ethnic kinship across states, we confine ourselves again to determine 
whether such spillover effects indeed occur.10

In summary, the transition from empire to nation-state increases the like-
lihood of both inter-state and civil wars because the institutional principles 
of legitimate government are at stake. Claims to universal legitimacy struggle 
against the demand of national self-determination, ethno-political hierarchy 
is delegitimized and portrayed as a violation of the principle of self-rule, and 
the realm of the state is reduced to the territory occupied by members of the 
nation. Nationalism, in other words, changes the rules of the political game and 
provides new incentives and motivations for the pursuit of power, including by 
violent means.

This model obviously does not attempt to explain all wars in the modern 
world, as indicated in the introduction. Revolutionary wars are not driven by 
the politics of nation building and ethnic exclusion. We thus expect that the 
likelihood of war recedes back to a baseline rate after the process of nation-state 
formation is completed, i.e. once the struggles over the ethno-national char-
acter of the state and its borders are settled, and ethno-political exclusion and 
hierarchy have been overcome. This may be reached through a stable, institu-
tionalized arrangement of power sharing (as in the Swiss case), through a ser-
ies of ethnic cleansings in civil and inter-state wars (as in Eastern Europe), or 
through successful nation building that achieves the nationalist dream of homo-
geneity through assimilation and the depoliticization of ethnic dividing lines 
(as in France). During this last stage of the process of nation-state formation, a 
post-hegemonic state embracing and affirming the “diversity” of its population 
may finally emerge.

2.5 Summary: institutional transformations and war

In summary, we expect the ceteris paribus likelihood of violent conflict to be 
highest near periods of institutional transformation, when the struggle over the 
institutional principles of government is most intense. Figure 4.1 summarizes 
this expectation. The likelihood of war is predicted to crest at the two turning 
points of the process of empire building and nation-state formation and to drop 
to lower levels of risk during periods of institutional stability. The result is a 
double inverted U-shape that resembles the back of a camel.

The model also predicts which type of violent conflict should be most likely 
during a territory’s institutional transformations. Wars of conquest will be the 
most frequent type of war in territories undergoing the first transition, as empires 
replace other forms of governance. During the first half of the nation-state 

10 Sambanis (2001) finds that war in a neighboring state increase the likelihood of ethnic civil war much 
more significantly than the probability of non-ethnic civil war. For further statistical evidence of the 
“contagion effect” of ethnic conflicts, see Gurr (1993b: 181) as well as Lake and Rothchild (1998).
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formation process, secessionist civil wars against “alien rule” should be the 
dominant war type. After the turning point, non-secessionist struggles against 
ethno-political exclusion and wars between competing nationalizing states will 
be more frequent.

This model stylizes and simplifies complex historical event chains and thus 
describes a certain developmental pattern rather than a relationship between 
independent variables that affect stable units in a history-free space (Abbott 
1998). This does not mean, however, that the model is not causal. During the 
first phase of the transformation process, wars cause institutional shifts (and are 
thus independent variables, as in the previous chapter), whereas in subsequent 
phases, wars are the consequence of this shift (and thus dependent variables). The 
model can be tested with standard methods by measuring institutional shifts 
independently from warfare and thus determining whether their temporal rela-
tionship follows the predicted patterns.

3 a new dataset

To do this, we had to create a new dataset that records the outbreak of wars 
on all territories of the world over the past 200 years. We again used fixed 
geographic territories as units of analysis because only this would allow us to 
determine whether changes in the institutional form of governance are indeed 
related to the onset of war. If we took independent states as our units of obser-
vation, for example, such institutional shifts would be impossible to trace. You 
could not observe the wars associated with the expansion of the British empire 
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figure 4.1 A stylized model of institutional change and war
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in Africa and the creation of African nation-states a century later if you had 
only Great Britain as a state in your dataset during the nineteenth and first half 
of the twentieth century and if Uganda, Kenya, etc. only entered the data uni-
verse from the moment of independence onward. We thus departed from the 
standard country–year datasets and collected data for fixed geographic units 
both for the dependent variable (onset of war) and independent variables. This 
section describes the most important coding principles. More details can be 
found in Appendix 4.

3.1 Units of observation

As in Chapter 3, we used the world’s states in 2001 as a territorial grid. Wars were 
coded as occurring on the territory of its major battlefields, defined, accord-
ing to conventions in war research, as an armed conflict with more than 1,000 
battle deaths. If colonial subjects rebelled against Her Majesty’s government in 
what today is Kenya, the war is attributed to the territory of “Kenya,” and not 
to the United Kingdom, of which Kenya was a part at the time of the rebellion. 
Episodes of nation-state creation or imperial incorporation also were attributed 
to individual territories.

Before we proceed to a description of the dataset, we note two possible objec-
tions to this choice of observational units. These are more specific than those 
discussed in the previous chapter because they relate to this territorial coding 
of wars. First, the war fought on a territory is sometimes not related to the polit-
ical dynamics of that territory. The Russo-Japanese war, to give the most striking 
example from our dataset, was entirely fought on the territory of current China, 
and is thus attributed to “China” rather than to the territory of Russia or Japan, 
where the decisions of going to war were made. However, this is an exceptional 
case. Overall, our dataset contains less than a handful of wars for which the ter-
ritorial coding logic leads to such problems of misattribution.

A second possible objection is that our units of observation are not inde-
pendent of the causal processes we observe. The 2001 grid of states indeed has 
resulted partly from the past 200 years of war associated with empire building 
and nation-state formation. However, our explanandum is not the territorial 
shape of states, but rather the occurrence of war. That we observe this occur-
rence through a grid that is the result of future wars would be problematic 
only if wars fought in the future influenced the state of variables at present, 
which at least according to traditional Humean notions of causality is quite 
unlikely.

3.2 The war dataset

We invested considerable effort to create a reasonably complete war dataset (for 
more details, see Appendix 4.1). The starting point was the widely used war list 
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assembled by the Correlates of War (COW) project. We first had to find and 
code wars that occurred in territories that were excluded from COW because 
they were not part of the international system centered on the West – in line 
with the traditional international relations view of the world. This limitation has 
been mostly overlooked by researchers who use the COW data (other problems 
are discussed by Sambanis 2004). Among territories not covered by COW are 
nineteenth-century Latin America, Central Asia before the Russian conquest, 
and the like. Our major sources were Richardson (1960), whose list of wars also 
provided the basis for COW’s dataset; a detailed historiography of wars across 
the modern world (Clodfelter 2002); and a number of online sources such as 
onwar.com. We are confident that our new war dataset is reasonably complete, 
with the exception of some areas in pre-colonial Africa and Central Asia.11 We 
also updated the list to 2001 relying on Gleditsch et al. (2002), and followed some 
of the revision of the COW dataset proposed by Gleditsch (2004).

We then added locational codes for all wars in our database so that wars 
could be assigned to one of the fixed territories. In the COW dataset, wars are 
attributed to states, independently of their actual territorial extension. Thus, 
COW codes a war in early twentieth-century Morocco as a French war because 
Morocco was part of the French empire.12 Most of the information regarding the 
location of battlefields was collected from Clodfelter (2002).

Finally, COW’s classification of wars depends on the status of actors within 
the Western state system – again in line with the traditional international rela-
tions perspective on the world. “Imperial wars” occur between a recognized 
state actor and an actor that is not part of that system (a tribe, an independent 
kingdom). A “colonial war” is fought between a recognized state actor and a 
non-state actor that is part of the system. “Inter-state wars” take place between 
independent system actors, and “intra-state wars” are waged between a state 
actor and a domestic non-state actor.

Because our units of observation are fixed geographical territories rather 
than actors, we had to come up with a new typology of wars that would be inde-
pendent of the character of the actors involved. Our institutionalist model sug-
gests that the aims of warring parties may change according to the institutional 

11 We guess that some of the following wars may have reached the 1,000-battle-death threshold: the 
wars among Yoruba states in pre-colonial Nigeria, the civil wars in Ethiopia and Afghanistan during 
the middle of the nineteenth century, the wars connected to Buganda’s expansion in Uganda in 
the pre-colonial era, and the wars between the khanates of Central Asia before Russian conquest. 
Unfortunately, we were not able to gather reliable data on battle deaths and thus did not include them 
into the current version of the dataset.

12 Sambanis (2004) discusses this problem and suggests another possible solution: to take the entire 
territory of an empire as the unit of observation. However, this would create difficult data problems, 
as GDP and other figures would have to be averaged over the entire empire. Furthermore, important 
differences in the living conditions – including human rights and democratic participation – of the 
“motherland” and the colonies would disappear from the picture.
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incentive structures provided by different principles of legitimacy. We thus 
reclassified all wars according to a simple typology of war aims (for a similar 
typology see Holsti 1991: chapters 1 and 12).

According to this typology, war participants can fight for domestic power 
(civil wars) or to enlarge the power of the state vis-à-vis other states (inter-
polity wars). Civil wars are subdivided depending on whether the participants 
try to establish a new independent state (secessionist war) or gain/retain con-
trol over an existing one (non-secessionist civil war). Inter-polity wars are sub-
divided into wars of conquest, which aim at the permanent incorporation of the 
territory and population of the enemy state, and inter-state wars, in which the 
balance of power between states is at stake and participants are not trying to 
absorb the enemy state completely. Coding depends on intentions rather than 
outcome: when secessionists fail to establish their own state, the war is still clas-
sified as secessionist. When conquest is successfully resisted, the war is neverthe-
less coded as one of conquest. The classification of wars into types is therefore 
independent from who won them. We dealt with the difficult coding problem 
of changing or conflicting war goals by focusing on the original intentions of 
the most important actor. Table 4.1 gives an overview of this new classification 
scheme. More details can be found in Appendix 4.1.

It should be noted that the definition of these war types is independent 
from our definitions of political systems. Indeed, all types of wars can occur 
in pre-modern states, in empires, and in nation-states, which is not to say that 
we expect them to be equally frequent.13 Quite to the contrary, I have already 
argued in the introduction that institutional frames influence the political aims 
that actors pursue, including the aims of warfare, and that certain types of war 
are therefore more likely to occur in certain types of political systems.

To test the model, we had to determine when the turning points in the 
two processes of institutional transformation occurred in calendar time. For 
nation-state creation, we relied on the same definitions and data as the preced-
ing chapter. With regard to imperial incorporation, we established the following 
coding rules (for more details see Appendix 4.2): as soon as a territory was effect-
ively administered by an empire, or militarily controlled by a garrison, or legally 
made a protectorate or colony (whichever came first), we coded this as the year 

13 It may be useful to briefly illustrate this for inter-polity wars, for which the assumption could be more 
problematic. Inter-state or balance-of-power wars may occur between competing empires trying 
to snatch territory from each other, such as when the Romanov and the British empires fought over 
control of Afghanistan. But neither Britain nor Russia aimed at absorbing the entire territory of the 
other empire, as in a war of conquest. Inter-state wars also occur between city-states vying for control 
of trade routes (think of Venice and Genoa), between nation-states over disputed territory, between 
absolutist states, and between tribal confederacies. Wars of conquest have historically occurred 
between empires (e.g. the dismembering of the Ottoman empire by an assorted group of Western 
imperial powers during World War I), nation-states (e.g. the American conquest of the Dominican 
Republic), between city-states, and tribes.
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taBle 4.1 A new war typology

Wars between independent 
polities Civil wars

Wars of 
conquest Inter-state wars

Secessionist civil 
wars

Non-secessionist 
civil wars

Expansion of 
state territory, 
permanent 
incorporation 
of new 
territories and 
populations; 
resistance 
against such 
expansion  
  
  

Fight between 
states over 
borders and 
territory, regional 
hegemony (but 
without aim 
of permanent 
incorporation 
as in wars of 
conquest)  
  
  

Fight against the 
political center 
with the aim of 
establishing an 
independent state; 
resistance against 
such independence 
by the political center  
   
   
  
  

Fight between 
groups, at least 
one of which 
represents 
the central 
government, over 
domestic power 
relations, degree 
of autonomy 
of provinces or 
ethnic groups, tax 
burden, dynastic 
succession, etc.

of imperial incorporation. Note that a territory can experience various episodes 
of imperial incorporation or nation-state creation (as discussed in the last chap-
ter). Examples include the current territory of Poland, which has gone through 
various partitions and imperial annexations, and the multiple nation-state crea-
tions that today’s Croatia has experienced over the past 100 years.

We arrived at a dataset with 484 distinct wars, including 77 wars of conquest, 
111 inter-state wars, and 296 civil wars, 109 of which were secessionist and 187 
non-secessionist. The dataset includes 156 territorial units, 140 of which were 
incorporated into an empire at some point (92 during the temporal range of this 
chapter, 1816–2001), and 150 of which experienced nation-state creation. We use 
this slightly reduced set of 150 territories for all subsequent analysis, thus effect-
ively excluding the dynastic kingdoms of the Middle East from our purview.

4 discovering the pattern: temporal variation  
in war rates

4.1 Rates of war around the two transformations

Figure 4.2 shows strong support for the main claim of this chapter: wars are 
indeed more frequent during the two periods of major institutional transform-
ation that have characterized the modern world. We calculated rates of war onset 
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for each year before, during, and after the two turning points by tabulating the 
number of territories at war versus those at peace. As in Figure 1.4 shown in the 
introductory chapter, the x-axis is made up of the years before and after a terri-
tory experienced either imperial incorporation or nation-state creation. It thus 
represents the institutional transformation clock for each individual territory, 
the year of the turning point being set at zero. The y-axis shows the percent-
age of territories in which a war broke out in a particular year before, during, or 
after these two transformations. We depict the war rates associated with the two 
transformations separately.

The dashed curve shows the rate of war as a ten-year moving average in rela-
tion to the year of imperial incorporation – excluding territories that were never 
part of an empire.14 The wave pattern that we expect is clearly visible: the rate 
of war rises dramatically during imperial incorporation and is roughly twice as 
high at its turning point as in the decades that follow.15

14 We also experimented with moving averages of 20-, five-, and one-year periods. The main pattern 
does not change.

15 Almost half of the wars that constitute a second peak between 70 to 100 years after imperial 
incorporation consist of nationalist wars of secession, which already relate to the second 
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The solid curve shows how the war probability changes before, during, and 
after a nation-state was created, this time including all territories of the world 
except the six territories that were still not governed as a nation-state in 2001. 
Again, the pattern conforms to our stylized model. The rate of war increases 
sharply as territories move closer to the date of nation-state creation. Roughly 
speaking, wars break out twice as frequently during the immediate years around 
nation-state creation compared with several decades before or afterward. Even 
at this high level of aggregation, these graphs show that violent conflict does not 
occur at a uniform rate across time, and that there is a systematic pattern of tem-
poral dependence that must be caused by some underlying mechanism beyond 
chance or randomness.

4.2 Rates of onset for different types of war

Our stylized historical model also made specific assumptions about the types of 
war that should be associated with different phases in the transformation process. 
We limit our focus to the transition to nation-statehood, which is at the center 
of this book.16 Figure 4.3 confirms our expectations regarding inter-polity wars. 
Wars of conquest are less frequent once a territory is governed as a nation-state 
and thus conforms to the principles of legitimacy that diffuse and gradually 
acquire an uncontested hegemony in the modern world. These results confirm 
the findings of Strang (1991a): few states, once recognized as nation-states, have 
rarely been the victims of wars of conquest. The most prominent exception is the 
attempt by Nazi Germany to establish an imperial polity in Eastern Europe.

The frequency of inter-state wars rises dramatically around the time of 
nation-state creation – according to our argument of the “Macedonian syn-
drome” (Weiner 1971) of irredentist claims on the territory of neighboring 
states – and drops steadily throughout the century after the nation-state has been 
created. The war rates for secessionist wars show a dramatic peak immediately 
before nation-states are formed, conforming exactly to our model. Secessionist 
wars are much less likely once a nation-state is established and the nationalist 
principle of legitimacy has been established.17

transformation, to nation-statehood. It may be useful to note here that the picture is not distorted by 
the fact that our war data start in 1816 only, whereas many territories have been incorporated into an 
empire centuries ago. A graph that includes only territories that became part of an empire for the first 
time after 1816 displays the same pattern (not shown here).

16 For the imperial incorporation process, the number of observations is too small to produce a 
significant pattern for most war sub-types and years. Still, the peak in the probability of war is mostly 
related to wars of conquest – just as our model assumes. These become gradually less likely after 
incorporation and are no longer significant 40 years thereafter. After incorporation, civil wars and 
inter-state wars occur from time to time, in the random pattern our model predicts.

17 In contrast to the analysis of the preceding chapter, this finding relates only to conflicts that directly 
brought about the foundation of the nation-state in question. In the previous chapter, I showed that 
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The pattern for non-secessionist civil wars is more complex. As we expect, the 
rate rises from an average of 0.4 percent in the years between –150 to –10 to nearly 
2 percent immediately after the creation of a nation-state. According to our model, 
this results from the struggles over the ethno-national distribution of power that 
the shift to the modern nation-state often brings about. We were surprised, how-
ever, that war rates did not decline more steeply once nation-states had been cre-
ated. After two generations, the conflict potential of nation-state formation should 
have been absorbed through secession, ethnic cleansings, or institutional accom-
modation such as power sharing, federalization, or minority rights (McGarry 
and O’Leary 1993). At closer examination, the civil wars beyond 100 years after 
nation-state creation are almost all revolutionary wars in Latin America (e.g. the 
cristero rebellion in Mexico, the “dirty” wars in Argentina and Chile, the sendero 
luminoso rebellion in Peru), as mentioned briefly in the introduction.

wars fought outside of a territory, but within the same empire, weakened its capacity to resist nationalist 
forces and thus helped the latter’s rise to power. I also mentioned that non-nationalist wars on a 
territory facilitated the creation of nation-states. These two effects are obviously different from the 
direct causation that we are looking at here.
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In general, Latin America’s civil wars are not well captured by our model. In 
many countries on the continent, large shares of the population were excluded 
from state power on the basis of ethnicity. This was (and often still is) the case for 
the Amerindian population in Peru, Bolivia, Ecuador, Guatemala, and Mexico, 
as well as the black populations in many former plantation societies. But few of 
the civil wars were instigated by rebels with an ethno-nationalist political pro-
gram – even though many recruited heavily among the excluded population. 
The pathways leading to revolutionary civil wars – not covered by our theoret-
ical model – seem to be traveled with considerably higher frequency in Latin 
America than elsewhere, for reasons beyond the scope of this chapter. Suffice to 
note here that if we were to exclude Latin American territories from Figure 4.3, 
the war rates would indeed decline to a baseline probability after 60 years, as 
our model predicts.

While the patterns of war described in this section generally conform well to the 
model, they might be generated by other mechanisms unrelated to the shift from 
imperial or dynastic principles of legitimacy to nation-statehood. For example, the 
high number of civil wars after the creation of a nation-state might simply be due 
to the military weakness of newly established governments that are left without 
the fighting power of the imperial army – in line with Fearon and Laitin’s (2003) 
“insurgency model” briefly introduced below. Alternatively, independence might 
bring about an economic crisis, which then triggers civil wars without any relation 
to new principles of legitimacy, incentives to fight ethno-political wars, and the 
like. The following two sections evaluate this possibility by controlling for other 
factors previously shown to be robust predictors of war onset. We again limit the 
focus to nation-state formation, and look at onsets of civil war and of inter-state 
war separately. We first introduce the variables to be included in the statistical 
models along with hypotheses of their expected effects.

5 variaBles and hypotheses

5.1 Testing the institutionalist model

To test whether war onsets are indeed related to nation-state creation, we 
use natural cubic splines (Beck et al. 1998). In the previous chapter, this tech-
nique18 allowed the capture of possible effects of chronological time. We 
now use it for a different purpose: to determine whether the likelihood of 

18 Natural cubic splines are constructed of piecewise cubic polynomials such that the function, its 
derivative, and its second derivative are continuous at each of the specified knots. In addition, the 
spline function is constrained to be linear beyond the end points, simplifying their calculation. Splines 
are an efficient way to estimate non-linear time dependence, which can be traced easily using the 
estimated spline coefficients, as we will show later. We placed the three knots at the 10th, 50th, and 
90th percentiles of the time-to-nation-state-creation variable. We tried alternate numbers of knots 
and locations but there were no major changes in the results.
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war systematically depends on the timing vis-à-vis the year of nation-state 
creation. The splines offer an ideal way of achieving this because they can 
trace non-linear time dependency. We can thus test whether the relation-
ship between time to/from nation-state creation and war probability indeed 
takes the shape of an inverted U.

As discussed above, other factors influence the probability of war and we 
need to take these into account in order to make sure that the nation-state for-
mation hypothesis is evaluated correctly. First, the governments of rich coun-
tries might be less characterized by exclusion and in any case can afford to co-opt 
ethno-political protest movements through redistribution. We therefore expect 
per capita GDP to be correlated negatively with the likelihood of war. All our 
GDP and population data come from Maddison (2003), who offers the best avail-
able GDP estimates for the nineteenth century and full data for all territories 
except the Soviet and Yugoslav successor states from 1950 onward.

Second, we have argued that not only levels of development, but also its 
source matter. Oil-rich territories should have a higher probability of civil war 
than countries that rely on taxes for revenue generation because oil encourages 
rent-seeking behavior that reinforces ethnic clientelism and discrimination. To 
measure the impact of oil, we generate an oil production per capita variable 
based on historical data (Mitchell, various years).19

Finally, we construct a variable to test the spillover effects that our model 
postulates. Ethnic civil wars in one territory tend to stir up tensions and civil 
wars in neighboring territories that harbor similar ethnic groups, and inter-state 
wars of an irredentist nature have a tendency to draw in other states that seek 
to influence the ethnic balance of power in their neighborhood. We counted the 
number of wars that were ongoing in any contiguous territory during the same 
or any of the preceding three years, and thus constructed a neighboring war 
variable.

There are other variables – not related to our model – that have been iden-
tified by various authors as crucial for understanding the dynamics of war. We 
have included the most robust (see Hegre and Sambanis 2006) or theoretically 
interesting ones and present them briefly below.

5.2 Other independent variables

According to the hegemonic cycles theory of Modelski and Morgan (1985) briefly 
mentioned above, inter-state wars occur during the transition from one world 

19 Most published studies (e.g. Fearon and Laitin 2003) use either a dummy variable for oil exporters 
or calculate the share of oil exports to GDP. However, a per capita figure represents an improved 
operationalization since it is not dependent on the strength of other economic sectors, as are the 
percentage of GDP figures, and the risk of collinearity is reduced considerably, as compared to 
dummies (cf. Humphreys 2005).
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hegemon to the next.20 We introduced dummy variables for phase of the hege-
monic cycles that Modelski and Morgan identified and that should be associated 
with a different likelihood of war.

Democratic peace theory refers to the risk of war between dyads of coun-
tries (Russet 1993). It assumes that two democratic countries will not go to war 
with each other, whereas the likelihood of warfare between an autocratic and a 
democratic country is highest. Various specific mechanisms have been proposed 
to make sense of this relationship (see for example Bueno de Mesquita et al. 
1999), all of which are outside of the purview of this chapter. To make the demo-
cratic peace hypothesis testable with our monadic territory–year dataset, we 
constructed an interaction variable between a territory’s democracy indicator 
and the percentage of its directly contiguous neighbors that were also demo-
cratic. This means that we check whether the percentage of democratic neigh-
bors affects the likelihood of inter-state war on a territory, given that it is itself a 
democracy.

Whereas democratic peace theory refers to dyads of established democracies, 
other models have related war to the process of democratization. As mentioned 
above, Mansfield and Snyder (2005a) maintain that societies experience a higher 
likelihood of inter-state war in the early stages of democratization because the 
nationalist spirit conjured up when power shifts to the people is channeled by 
politically threatened old elites toward the outside. Our regime type data are 
unfortunately not fine-grained enough to test this theory in a way that does 
full justice to their argument.21 Still, all democratizing regimes will be situated 
somewhere between autocracy and democracy. Such “anocracies” should thus 
be more prone to go to war with their neighbors than either full democracies or 
autocracies.

Yet another group of authors have related democracy to civil wars. The “demo-
cratic civil peace” theory states that democracies should be able to solve internal 
disputes through the ballot. Autocracies on the other hand can prevent rebellions 
through ruthless repression. Civil wars should therefore be less likely in demo-
cratic and autocratic societies and thus – again – most likely in “anocracies” 
(Müller and Weede 1990).22 All regime variables are based upon Polity IV data, 
and use the widely adopted cutoffs of +6 and –6 (on a scale that goes from –10 to 

20 Originally, the hegemonic cycles theory was supposed to explain only the major “system wars,” such 
as the two world wars. However, as Pollins (1996) has shown, there is no reason to treat system wars 
and small-scale wars involving only two countries as principally different. Since hegemonic power is 
by definition global in its reach, its effects on conflict behavior should be the same for all states.

21 For an empirical critique of the “dangerous democratization” hypothesis, see Narang and Nelson 
(2009).

22 A number of quantitative studies have confirmed this so-called democratic civil peace argument 
(Ellingsen 2000; Hegre et al. 2001). Reynal-Querol (2002) and Sambanis (2001) arrived at similar results, 
but for ethnic wars only. All these studies, however, might be biased because their definition of 
“anocracy” includes periods of state-breakdown and conflict, as shown by Vreeland (2008).
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+10 to identify democracies, autocracies, and anocracies). In addition, we created 
an anarchy category for territories with no central government (including years 
of interregnum).23 Since Polity IV only includes independent states, we had to add 
new coding for dependent territories. Colonies were coded as autocracies since 
several test codings of individual colonies, using the Polity codebook, revealed that 
one would never arrive at an anocracy score. Dependent territories of land-based 
empires received the same score as the imperial center. Independent territories 
were coded as “anarchy” if they had no central government at all, “autocracy” if 
they could be classified as traditional states such as emirates, or “anocracy” in the 
case of elite democracies such as the Swiss confederation.

Fearon and Laitin’s (2003) much-discussed “insurgency model” maintains 
that wars are not driven by questions of political legitimacy, but by military 
opportunity. If government forces are weak and disorganized, and if mountain-
ous terrain allows rebels to hide and retreat, ambitious leaders will be able to 
organize a rebellion in whatever name: national liberation, fewer taxes, religious 
renewal, elimination of class oppression, or straightforward self-enrichment. 
We included a measure of mountainous terrain, previous regime change (which 
weakens the government vis-à-vis rebels), and change in the repressive capacity 
of government as control variables. The mountainous terrain data are adopted 
from Fearon and Laitin’s dataset. Regime change in the previous two years is 
defined as any shift between regime types (e.g. from anocracy to autocracy or 
from anarchy to democracy), and the repressive capacity is proxied by the per-
centage change in the number of government soldiers (taken from COW data) 
relative to the average over the previous decade. Following Fearon and Laitin, 
we should expect rebels to descend from their mountain retreats and fight as 
soon as the military strength of the government decreases – especially when a 
departing imperial government leaves a military vacuum.

Finally, we included population size as an important control variable. A lar-
ger population simply offers more opportunities for fighting with each other, 
as the following thought experiment illustrates. Imagine a one-person country 
where the likelihood of warfare is necessarily 0 and contrast this with a world-
state in which all wars would be counted as civil wars. Similar thought experi-
ments could be made regarding inter-state wars. In this chapter, population size 
is thus included as a simple control variable, while the next chapter on ethnic 
conflict in independent nation-states will introduce a more substantial inter-
pretation of the effects of population size.

6 two regression models

Finding data on all of these independent variables becomes more difficult the 
further back in time beyond 1950 one moves, and it is especially difficult for 

23 This should take care of the coding problem mentioned in the previous footnote.
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former colonies or the pre-colonial areas of the developing world. Still, we were 
able to create a dataset with a reduced set of independent variables (includ-
ing time to nation-state creation, regime type, neighboring wars, and oil pro-
duction) for all of the world’s territories and years. Once we include GDP and 
population into the equation, the two most robust variables in the quantitative 
civil war literature, we have to drop almost half of the observations, exclud-
ing most of Africa and Central Asia before 1950, most of nineteenth-century 
Latin America, and pre-1870 Eastern Europe. However, the main results remain 
remarkably stable even if we reduce the empirical universe in such drastic ways, 
as shown in the following.

6.1 Civil war onsets

Table 4.2 presents a series of logit regressions on civil war onset.24 The depend-
ent variable is whether a new civil war breaks out in a specific territory and 
year (which is then given the value of 1) or if peace prevails (coded as 0). All 
models include natural cubic splines to test whether wars are more likely the 
closer a territory is to the year of nation-state creation.25 We discuss three mod-
els. Model 1 has full data for all territories of the world from 1816 to 2001, while 
Model 2 includes only half of the observations because we now include the 
GDP and population size variables. Model 3 cuts the number of observations 
further, because we now only include territories that have data for the five years 
preceding the creation of a nation-state – thus avoiding the potential “trunca-
tion” problem to be discussed below.

The results demonstrate that even after controlling for a range of important 
independent variables and despite variations in the size of the samples analyzed, 
our main finding remains the same: the likelihood of war depends significantly 
on the time to/from nation-state creation. Simply looking at the coefficients 
of the spline variables, however, tells us little about the shape that this time 
dependency assumes. When is the likelihood of war onset highest and when is it 
lowest? To facilitate interpretation, we graphed predicted probabilities for each 
year relative to the turning point while other variables were held at their mean 
or modal values. Figure 4.4A presents the predicted probability curve calcu-
lated on the basis of Model 2, along with confidence intervals.

24 Because standard errors are likely to be correlated for observations within territories, we specify the 
robust and cluster options to correct the standard errors.

25 When we include splines defined as a function of calendar year in the civil war models, as we did in 
the analysis of nation-state creation in the previous chapter, they are insignificant. We thus proceed 
by focusing only on potential time dependence to nation-state creation. However, there is evidence 
of dependence on calendar time for inter-state war onsets. In addition to the splines for dependence 
on time to/from nation-state creation, we include a set of four hegemonic cycle phase dummies to 
account for calendar time period effects.
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taBle 4.2 Explaining the outbreak of civil war (logit analysis)

 Model 11 Model 22 Model 33

Time to/from nation-state 
creation

Spline 1 0.0215*** 0.0145*** 0.0202***
(0.0061) (0.0042) (0.0058)

Spline 2 –0.0194*** –0.0205*** –0.0374***
(0.0055) (0.0057) (0.0124)

Civil wars in neighboring territories 0.0902*** 0.0529** 0.0541**
(0.0172) (0.0265) (0.0261)

Regime type (compared to 
autocracy)a,b

Democracy –0.3448 –0.0349 –0.0474
(0.2860) (0.2385) (0.3170)

Anocracy 0.1442 0.2657 0.0666
(0.1801) (0.2112) (0.2900)

Anarchy 1.1079*** 1.2117*** 1.2749***
(0.4166) (0.3778) (0.4399)

Previous regime changea 0.6935*** 0.6077*** 0.6194**
(0.1965) (0.2082) (0.2568)

Mountainous terrain (log) 0.26*** 0.3326*** 0.3081***

(0.0633) (0.0767) (0.1157)
Oil per capitaa,c 0.0317 0.146** 0.2098***

(0.0498) (0.0652) (0.0672)
Population size (log)a,b 0.3029*** 0.3335***

(0.0566) (0.0871)
GDP per capitaa,b –0.0003*** –0.0003**

(0.0001) (0.0001)
Previous change in army 

sizea

–0.4475 –0.2234
(0.2732) (0.3264)

Number of observations  24,779 13,707 6,554

Notes: 1 All observations; 2 without most of pre-independent Africa, some nineteenth-century Latin 
America, pre-1870 Central Europe, some small territories; 3 excludes territories with no data for 
years before NSC. Continental dummies and constant not shown; Huber–White robust standard 
errors in brackets; * significant at 10%; ** significant at 5%; *** significant at 1%; a lagged one year;  
b in 1000s; c in metric tons.
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The graph confirms our theoretical expectations and the descriptive results 
presented in previous sections. There is a marked increase in the likelihood of civil 
war onset in the years around nation-state creation. The risk of civil war peaks 
in the second decade after nation-state creation, with new civil wars starting in 
1.5 percent of territories. The risk of war is 25 percent higher than average in the 
50-year window beginning in the decade before a nation-state has been created. 
Outside this high-risk window, the predicted rate of war drops off rapidly.26

How does this basic finding relate to the existing literature on civil war? It 
is certainly consistent with Fearon and Laitin’s (2003) study, which finds that 
the odds of civil war onset is over five times higher in the first two years after 
independence than in the other post-independence years. They suggest that 
this supports their insurgency model of civil war because they suppose that 
the departure of the imperial army and the power vacuum of the immediate 
post-imperial period provide insurgents with an opportunity to rise up in arms. 
However, our results show that the likelihood of civil wars increases already well 
before independence, when the imperial army is still firmly in place. Their “new 
state” argument thus captures only a very small part of the temporal relationship 
between the formation of nation-states and the odds of civil war. Furthermore, 
a change in the size of the government’s army does also not significantly affect 

26 This pattern of time dependency is basically the same for the other regression models (figures not 
shown). We also ran Model 1, for which we do not have significant missing data, for different cohorts 
of territories that became modern nation-states during the same time period, usually because they 
emerged from the same empire. The results (not shown here) demonstrate that with the exception of 
the Latin American cases of the first half of the nineteenth century (for reasons discussed above), all 
cohorts display a strong and stable pattern of time dependency.
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the likelihood of civil wars (Models 2 and 3). Civil wars don’t seem to be mostly 
a matter of the repressive capacity of the state.

To further explore the insurgency model, I conducted some additional ana-
lysis on secessionist wars before independence. It turns out that they are not 
more likely if the military capacity of the empire decreases or if its overall share 
of global economic and military power declines (results not shown). They thus 
cannot be interpreted as merely opportunistic reactions to a weakening imperial 
grip on power, but are driven by the power of nationalist ideologies. To be sure, 
whether the imperial elites indeed put up a fight and whether nationalists are 
willing to take up arms also depends on the power configuration between them, 
as additional analysis shows: nationalist wars of independence are less likely the 
larger the absolute share of global power of the center (to be distinguished from 
change over time) and if a territory had already gained independence before and 
was subsequently reintegrated into empire. Both discourage nationalists to take 
up arms. On the other hand, they are more likely to do so the longer they have 
already decried “alien rule” and mobilized the population.27

Let us now explore how the other variables in the model affect the outbreak of 
civil wars. In all the three models, the civil-war-in-a-neighboring-territory vari-
able significantly increases the chances of civil war in the territory under con-
sideration, consistent with our argument that ethno-national struggles in one 
territory often spill over into neighboring territories. Closer investigation shows 
that nationalist wars of independence are responsible for much of this spillover 
effect (results not presented). This confirms the analysis of the preceding chap-
ter, according to which nationalist movements spread from territory to territory, 
leading to a concatenation of armed struggles against the imperial center. Also 
consistent with our expectations, we find that oil resources increase the risk of civil 
war. The results become more significant the more observations of the pre-oil era 
are dropped. The regime variables show no support for the democratic civil peace 
hypothesis: anocratic territories are not more likely to see civil wars than autocra-
cies – the omitted category with which all three others are compared.28 Conditions 

27 These findings contrast with those of Diehl and Goertz (1991): a military confrontation is more likely 
if the imperial center has recently lost some of its global power; the more of its dependencies have 
already become independent; the more independent states exist in the world as a whole (legitimizing 
decolonization); and the more economically important the dependent territory is for the center. 
This latter argument cannot be evaluated with the dataset used in this chapter. None of the other 
variables identified by Diehl and Goertz affect the likelihood of nationalist wars of independence in 
my models. Maybe this is because they do not seem to include controls for chronological time, which 
would quite likely make the total number of independent states in the world insignificant. They also 
operate within a different universe of cases, referring to successful secessionist wars only and without 
considering the breakup of Yugoslavia and the Soviet Union.

28 These findings stand in contrast to much of the quantitative literature. As mentioned in a previous 
footnote, this is because most other research clumps together all mid-range Polity scores into an 
anocracy category, including years of interregnum (Vreeland 2008). To avoid this problem, we 
assigned interregnum years to the “anarchy” category.
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of anarchy and instability following a regime change are closely related and are 
both positive and significant, as Fearon and Laitin’s insurgency model predicts.

In Models 2 and 3, we also control for population size and per capita GDP. 
As mentioned previously, we have to drop observations for much of pre-1950 
Africa and Central Asia as well as much of nineteenth-century Latin America 
and Eastern Europe because very little time-series data exist for these regions 
of the world. Population is positive and significant across all models, confirming 
that territories with larger populations have a higher risk of civil war. Consistent 
with the entire empirical literature on civil war, we find poverty to be a signifi-
cant predictor of civil war onset. According to our interpretation, this is because 
the governments of richer territories are characterized by less exclusionary 
power structures and can react to ethno-political protest with redistribution and 
co-optation.

In Model 3, we test the robustness of our findings by dropping all territor-
ies for which we lack data, on any of the independent variables included in 
Model 2, for the five years preceding the creation of a nation-state. In this way, 
we make sure that there is no problem of “left truncation”: it could be that our 
results are distorted because for many territories, we only have observations for 
decades after they became modern nation-states, but no data on the period before 
that. Even after dropping 73 territories for which we lack pre-nation-state data, 
there is no major change in the results.29

6.2 Inter-state war onsets

Table 4.3 presents results from a similar analysis, but with the outbreak of inter-
state wars as the dependent variable. The territory–year structure of the data-
set is not ideally suited for analysis of inter-state wars because studies that use 
dyadic datasets routinely show that country-level attributes do not explain war 
as well as the characteristics that describe country pairs. We conduct our analysis 
with the modest aim of suggesting plausibility for our model and to encourage 
future tests using dyadic research designs.

To see whether the likelihood of wars between states depends on the stage 
in the process of nation-state formation, we again use natural cubic splines 
created as functions of the years to the creation of a nation-state. Model 4 
includes independent variables for which we have data covering the entire 
globe from 1816 to 2001. Model 5 adds control variables, which again results in 
the loss of many observations including those for pre-independent Africa, much 
of nineteenth-century Latin America, and pre-1870 Central Europe. In both 

29 Some right-hand truncation remains, it should be noted, because we do not observe patterns of 
war and peace that have not yet occurred in the recently founded states of the former communist 
bloc.
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taBle 4.3 Explaining the outbreak of wars between states (logit analysis)

 Model 41 Model 52 Model 63

Time to/from 
nation-state creation

Spline 1 0.0162*** 0.015*** 0.0121
(0.0047) (0.0056) (0.0076)

Spline 2 –0.0115** –0.0157* –0.0083
(0.0046) (0.0087) (0.0108)

Inter-state wars in neighboring territories 0.2013*** 0.155*** 0.1026*
(0.0288) (0.0379) (0.0600)

Regime type (compared 
to autocracy)a

Democracy 0.145 0.6493 0.4428
(0.4020) (0.3566)* (0.4150)

Anocracy 0.5704*** 0.425* 0.1353
(0.1868) (0.2518) (0.3523)

Anarchy 0.8547** 1.0649** 1.393***
(0.4196) (0.5419) (0.4974)

Democracy x % democratic neighborsa –3.0307* –6.8142*** –8.7757***
(1.5851) (1.9310) (2.8671)

Previous regime 
changea

0.1201 0.1225 0.5017
(0.2487) (0.2617) (0.3128)

Population sizea,b 0.2878*** 0.3212***
(0.0710) (0.0682)

GDP per capitaa,b –0.0002* –0.0002*
(0.0001) (0.0001)

Previous change in army sizea 0.3082* 0.4606**
(0.1726) (0.2022)

Hegemonic cycle 
phases (compared to 
hegemony)

Delegitimation –0.4218 0.3074
(0.3355) (0.4133)

Deconcentration –0.122 0.1105
(0.3943) (0.5646)

Global war 0.27 0.7798
(0.3472) (0.5163)

Observations  26,307 14,511 7,169

Notes: 1 All observations; 2 without most of pre-independent Africa, some nineteenth-century Latin 
America, pre-1870 Central Europe, some small territories; 3 excludes territories with no data on the 
five years before NSC. Continental dummies and constant not shown; Huber–White robust standard 
errors in brackets; * significant at 10%; ** significant at 5%; *** significant at 1%; a lagged one year; 
b in 1000s.
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models, the signs and significance of the spline coefficients are as predicted, tra-
cing out an increase in wars during the years approaching nation-state creation, 
followed by a decline afterward. Model 6 includes only the 76 territories for 
which we have data on all independent variables in the five-year period preced-
ing the creation of a nation-state, thus reducing possible truncation problems. 
The spline coefficients are no longer significant at standard levels, but the signs 
and relative magnitudes remain similar to those of the earlier models, sug-
gesting that although the smaller number of observations contains too much 
noise for time dependency to emerge, the general pattern is consistent with 
our argument.

To make the spline coefficients easier to interpret, we again plot the pre-
dicted war probabilities to create Figure 4.4B, which is based on estimates 
from Model 5. The spline coefficients are only weakly significant, but the shape 
of the calculated war probability conforms exactly to our model. Together, 
the two graphs of Figure 4.4 suggest that similar historical processes might 
cause inter-state wars and civil wars, a possibility that is often overlooked in 
the specialized literatures. Struggles over the ethnic distribution of power in 
emerging nation-states can drive irredentist wars that extend across borders, 
just as they can drive secessionist wars and ethno-political conflicts within 
states. Conforming to this broad historical argument, we also find strong spill-
over effects for inter-state wars, as we did for civil wars: the fight over the 
ethno-national character of states may draw in neighboring territories popu-
lated by related ethnic groups.

What do the results reported in Table 4.3 tell us about other theories of 
inter-state war? The “dangerous democratization” hypothesis of Mansfield and 
Snyder (2005a) postulates that anocratic regimes are more likely to be engaged in 
inter-state wars than democracies or autocracies. Model 4 in Table 4.3 provides 
clear support for this argument: anocracies are more likely sites of inter-state 
wars than autocracies. The results are weakened but still significant when we 
control for per capita GDP in Model 5. As soon as we exclude territories with 
no data for the years immediately before a nation-state was created (Model 6), 
however, the association is no longer statistically significant. A more dynamic 
measurement of democratization – rather than using a static anocracy dummy – 
would represent Mansfield and Snyder’s hypothesis in a more adequate way, and 
perhaps produce even stronger results (but see the reassessment of the hypoth-
esis by Narang and Nelson 2009).

The democratic peace theory is tested with an interaction term between 
democracy in a territory and the percentage of democratic neighbors. It is 
significant in all three models, indicating that democratic territories are 
less likely to be attacked by – and to attack – other democracies. In con-
trast to our findings with regard to civil wars, a previous regime change 
does not increase the likelihood of inter-state wars. The population variable, 
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included for simple control purposes, strongly influences the likelihood of 
inter-state war onsets. Also as expected, richer territories are less likely to 
be the arena of an inter-state war than poor territories. A prior increase in 
military personnel is associated with an increased risk of inter-state war, 
in line with the expectations of rivalry theory (Vasquez and Leskiw 2001), 
which hypothesizes that states with a history of saber rattling are likely sites 
of future inter-state war.

We find no support for Modelski’s hegemonic cycle argument, which we test 
in Models 5 and 6 by adding period dummies, one for each of the four phases in 
the cycle. We omit the “hegemony” phase from the regression, during which the 
theory predicts peace, and thus effectively test whether the other three phases 
are indeed more war-prone than periods of the “hegemony.” The results show 
that not even the “global war” phase is significantly different from “hegemony.” 
More important than global constellations of power, it seems, are domestic insti-
tutional transformations that shape the incentive structures for political actors, 
including the motives and opportunities to pursue foreign policy ends with 
military means.

7 conclusions

As much of other social science research, the study of war has been dominated 
by approaches that take the institutional form of the independent nation-state 
as given and exclude most other types of polities from analysis. Conformingly, 
existing scholarship has not paid much attention to the profound change in the 
nature of the units composing the international system and has only occasion-
ally looked at the formation of new states as a source of war (Maoz 1989). In con-
trast, this chapter demonstrated that the emergence of the nation-state structure 
provides the macro-historical context within which an explanatory model of 
war should be situated. More generally, periods of transition from one type of 
political institution to another are much more war-prone than periods of insti-
tutional stability.

This perspective puts long-term political developments at the center of ana-
lysis and provides an important complement to established theories of war and 
peace. The “realist” international relations approach focuses on the anarchic 
nature of the international system (Waltz 1979) and investigates how the rise 
and fall of great powers (Gilpin 1981) within that system or specific distribu-
tions of military capabilities (Van Evera 1999; Mearsheimer 2001) and infor-
mation (Glaser 1997) between two states entices them to go to war with each 
other. Alternatively, “liberals” have shown how institutionalized cooperation 
between states can overcome the implications of anarchy (Keohane 1984) and 
that democracies have fewer incentives to fight each other than autocracies 
(Russet 1993).
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The “realist” focus on war-prone inter-state relations needs to be comple-
mented by analysis of the transformation of the international system’s constitu-
ent units. This transformation is itself a major source of war – quite independent 
of the distribution of capabilities between existing states. Furthermore, polit-
ics in the age of empires followed a different logic than politics in the current 
world of nation-states, and conformingly, the reasons for going to war also have 
changed considerably over the past two centuries, as shown in the introductory 
chapter (see also Luard 1986).

With regard to democratic peace theory, we postulate that basic principles of 
legitimacy beyond the varying degree of democratization affect how frequently 
and with which motives wars between states will be fought. To restate the point, 
empires behave differently toward other polities than do nation-states, and the 
transition from the former to the latter has redefined the political character of 
dyadic relationships between states, independently of whether these are gov-
erned according to democratic principles or not. This is most clearly illustrated 
by the finding that nation-states are rarely the objects of wars of conquest by 
others.

Our model also complements established findings in comparative politics. We 
confirm that political instability and oil resources do matter and make a terri-
tory more prone to civil war. Should we conclude that wars are primarily driven 
by military opportunities to rebel (Fearon and Laitin 2003) or by the greed for 
resource rents (Collier and Hoeffler 2000)? We have argued that larger processes 
of institutional transformation shape such military and economic incentives for 
war-making. These incentives represent circumstantial triggers that explain the 
timing of war – but are in themselves not a driving force comparable to the crisis 
of legitimacy that empires face once nationalists have successfully decried alien 
rule. As discussed above, nationalists have often instigated secessionist wars 
against an imperial center that had maintained a constant military capability to 
suppress rebellions. It is the lack of legitimacy, not military weakness, that makes 
empires vulnerable to secessionist war as soon as nationalist ideologies have 
gained a foothold on a territory. Once a nation-state is established, new incen-
tives to protest and rebel and new opportunities to pursue ethno-nationalist 
goals in civil and irredentist wars are created. Oil resources, which can be dis-
tributed along ethnic lines and thus used to consolidate ethnic clienteles, pro-
vide further fuel for the dynamics of ethno-political competition and conflict, 
but they are perhaps not their primary cause.

Empire building and nation-state formation are thus two important sources 
of war in the modern world. While this chapter has established that this claim 
is empirically plausible, it has not provided much evidence for the mechanisms 
supposed to generate these associations. Is ethnic exclusion indeed the conse-
quence of nation-state formation in weak states with weak civil societies – as 
argued in Chapter 2? And do ethnic wars break out where such ethno-political 
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exclusion is more marked and the like-over-like principle of nationalist legit-
imacy therefore more obviously and blantantly violated, as I have maintained? 
The next chapter seeks an answer to these questions by investigating more 
closely the dynamics of ethno-political competition, inequality, and conflict 
after World War II.
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5

Ethnic politics and armed conflict

This chapter shifts the focus back from the struggle over principles of polit-
ical legitimacy to the power configurations that will make this struggle more 
war-prone. After all, war remains a rare event even at the height of the process 
of nation-state formation. Many territories transitioned into nation-statehood 
peacefully (as the Baltic states in the 1990s) or remained peaceful after a violent 
overthrow of the pre-national regime (as Switzerland). To empirically evalu-
ate whether an exclusionary power configuration indeed explains the differ-
ences between violent and peaceful trajectories, we need to restrict the ana-
lysis somewhat so that the collection of high-quality data becomes feasible. This 
chapter looks at the post-1945 period exclusively and examines civil wars only, 
showing that they are more likely to erupt in countries with marked degrees of 
ethno-political inequality. Compared to the previous two chapters, it also uses a 
much more fine-grained coding of violent conflict that includes all armed con-
frontations that cost as few as 25 lives. Therefore, we are now interested both in 
small-scale incidents of armed conflict as well as in the full-scale civil wars that 
were already analyzed in the previous chapter.

This chapter is adapted from a journal article coauthored with Lars-Erik Cederman and Brian Min.
we wish to thank the many individuals who have helped assemble the dataset on which this 

chapter relies. While we cannot list all country and regional experts who have generously shared 
their knowledge, we should like to at least mention Dennis Avilés, Yuval Feinstein, Luc Girardin, 
Dmitry Gorenburg, Wesley Hiers, Lutz Krebs, Patrick Kuhn, Anoop Sarbahi, James Scarritt, 
Manuel Vogt, Judith Vorrath, Jürg Weder, and Christoph Zürcher. Luc Girardin implemented 
the software for the online expert survey. The data project relied on financial support from 
UCLA’s International Institute and the Swiss National Science Foundation through the project 
“Democratizing Divided Societies in Bad Neighborhoods.” I am grateful to Michael Ross as well 
as audiences at the department of sociology of the University of Arizona, the Conference on 
Disaggregating the Study of Civil War and Transnational Violence held at the University of Essex, 
the Program of Order, Conflict, and Violence at Yale, the Mannheim Center for European Social 
Research, the Graduate School for Public and International Affairs of the University of Ottawa, 
and the Graduate Institute for International and Development Studies in Geneva for encouraging 
comments and criticisms on an earlier draft of this chapter.
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To test the political exclusion hypothesis, the chapter introduces a new 
dataset that records ethnic power relations in all countries of the world since 
World War II. The Ethnic Power Relations (EPR) dataset contains a yearly 
list of all politically relevant ethnic groups and their degree of access to 
executive-level state power – from total control of the government to overt 
political discrimination and exclusion. The EPR dataset overcomes the limi-
tations of existing data compilations, especially the widely used Minorities at 
Risk (MAR) dataset, which contains information on disadvantaged minorities 
and is thus less suited to capture the dynamics of ethnic politics at the power 
center. The EPR dataset also improves upon conventional demographic indi-
ces of diversity that are only tangentially related to the ethno-political strug-
gle over newly established nation-states, as will be discussed in more detail 
below.

This new dataset allows for a somewhat more complex and nuanced ana-
lysis of ethnic civil war than offered in the previous chapter. So far, I have 
argued that ethno-political inequality in new nation-states with weak state 
capacity and weakly developed voluntary organizations are more likely 
to experience civil wars. It is now time to broaden the analysis and con-
sider other war-prone power configurations as well, thus adopting a mul-
ticausal mode of analysis. The chapter identifies two additional configura-
tions that are associated with ethnic conflict. First, the larger the number 
of ethnic elites who share power with each other, the more likely their 
ongoing struggles over “fair representation” in government will escalate 
into a violent confrontation. The fear of being dominated in the future by 
competing ethnic elites who might renege on the current power-sharing 
arrangements makes such configurations especially conflictual. Second, a 
long history of imperial rule leads the populations in the peripheries to 
distrust and disidentify with the newly established state. The discontent of 
both excluded groups and power-sharing elites then takes on secessionist 
forms: to avoid political domination by ethnic others, founding a new state 
controlled by one’s own ethnic elites appears as an attractive project worth 
fighting for. All three configurations can all be portrayed as violations of 
the like-over-like principle enshrined in the nationalist doctrine, leading 
actors into an escalating struggle over who symbolically owns and politic-
ally controls the nation-state.

This more fine-grained analysis follows in the footsteps of others in the quan-
titative literature who have emphasized that war has different causes (Sambanis 
2001; Buhaug 2006). And indeed, one would not expect that an army coup in 
Brazil would have the same roots as the Maoist insurgency in Nepal, the Biafra 
civil war in Nigeria, or the conflict in contemporary Afghanistan. This chap-
ter shows how such causal heterogeneity can be taken into account within the 
framework of a quantitative research design. Before I do so, a more detailed 
review of past research is in order.
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1 Main approaches To eThniciTy and arMed conflicT

The quantitative literature on ethnicity and civil war struggles with two major 
problems. First, most empirical research tends to overlook such causal hetero-
geneity by assuming that a single set of processes is responsible for all ethnic 
conflicts – or even for all conflicts in general. Second and more importantly, the 
mechanisms linking ethnicity to armed conflict are specified in theoretically 
and empirically problematic ways. We first discuss this problem of specifying 
relevant mechanisms, focusing on three prominent schools in civil war research: 
greed and opportunity, diversity breeds conflict, and minority grievances.1

The most influential and often cited articles argue that civil war dynamics 
have nothing to do with ethnic exclusion, ethnic claims (“grievances”), ethnic 
diversity, or any other aspect of ethnicity. Conformingly, the increase in ethnic 
conflicts during the twentieth century – shown in Figure 1.2 – is not seen as a 
meaningful trend. It is simply due to the unfortunate tendency of both contem-
porary scholars and rebels themselves to attribute conflict to primordial ethnic 
identities – a collective delusion of sorts (Laitin 2007: 20–27). More important 
than ethnic identity or political exclusion along ethnic lines are the material and 
organizational incentives to stage a rebellion against government.

According to Fearon and Laitin’s (2003) well-known insurgency model, 
briefly discussed in the previous chapter, wars erupt when governments are 
weak and rebels can hide from troops while recruiting unemployed young men. 
“Grievances” about a lack of political representation or access to public goods 
or more general doubts about the legitimacy of government are considered to be 
ubiquitous and thus cannot possibly help to understand rare events such as violent 
conflict. A constant, after all, is not able to explain a variable outcome. Similarly, 
Collier and Hoeffler (2004) maintain that civil wars occur where rebellions are 
most feasible, rather than where actors are facing ethno-political inequality or 
social marginalization. More specifically, lootable economic resources facilitate 
organizing and sustaining a rebel organization and thus explain where and when 
civil wars break out (see also Collier et al. 2006).

A second group of scholars insists on the opposite: that ethnicity does matter for 
conflict processes because diverse states experience more armed conflict. Different 
possible mechanisms have been highlighted by different authors. Some maintain 
that ethnic diversity contradicts the assumption of cultural homogeneity on which 
modern nation-states are based, thus triggering waves of separatist wars and ethnic 
cleansings (Gellner 1991; Nairn 1993). Vanhanen (1999), the most ardent proponent 
of the diversity-breeds-conflict argument, relies on a sociobiological theory of 

1 This review does not cover all existing approaches. The “horizontal inequality” argument, for 
example, posits that economic inequality increases the risk of armed conflict if aligned with 
ethnic cleavages (Stewart 2008). Quantitative evaluations of this claim produce a rather more 
complex picture (Cederman et al. 2011).
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ethnic nepotism, according to which humans tend to favor kin and co-ethnics over 
others. As a result, more ethnically heterogeneous states will see more antagonism 
between nepotistic groups and thus more armed conflict. Finally, societies divided 
into a large number of ethnic groups face higher risks of ethnic war, Sambanis 
argues, because shared ethnicity decreases the organizational costs of building a 
rebel force (Sambanis 2001: 266; see also Easterly and Levine 1997).

These two positions – the greed-and-opportunity school and the 
diversity-breeds-conflict tradition – both rely on demographic diversity indica-
tors to test their core propositions. Many use a linguistic fractionalization index, 
calculated as the likelihood that two randomly drawn individuals would speak 
a different language. This indicator is obviously quite unrelated to the political 
dynamics associated with ethnic conflict. First, not all ethnic groups matter for 
politics (Posner 2004; Chandra and Wilkinson 2008). Second, ethnic conflicts 
are not the outcome of everyday encounters between individuals; rather, they 
result from interactions between the state and ethno-political movements that 
challenge its authority (Cederman and Girardin 2007). A fractionalization index 
based on population demographics obviously cannot capture the nature of these 
political relationships.

Given these conceptual and measurement problems, it is not surprising that 
empirical studies produce conflicting results regarding the relationship between 
diversity and armed conflict. Some find that ethnic fractionalization does not 
explain war (which by definition costs more than 1,000 battle deaths per year) 
(Fearon and Laitin 2003; Collier and Hoeffler 2004). Others show that ethnic 
fractionalization is a significant factor when the dependent variable includes 
low-intensity wars as well (Hegre and Sambanis 2006) or if we focus exclusively 
on ethnic wars (Sambanis 2001) or secessionist armed conflicts (Buhaug 2006). 
Some find a parabolic relationship between ethnic fractionalization and the 
prevalence of civil war (Elbadawi and Sambanis 2000). Still others maintain that 
polarization between two equally sized ethnic groups, rather than fractionaliza-
tion, best explains armed conflict (Montalvo and Reynal-Querol 2005).2

This chapter moves beyond these demographic indicators so far removed 
from how ethnicity works in political practice (Chandra and Wilkinson 2008). 
The EPR dataset brings us closer to the actual logics of ethnic politics by dir-
ectly recording politically relevant groups and their access to executive state 
power. This allows us to test whether ethno-political inequality and thus “griev-
ances” are indeed ubiquitous, as maintained by the greed-and-opportunity 
schools, or whether variation in the ethno-political power configuration is sys-
tematically associated with ethnic conflict. Once we account for the political 
dynamics of ethnic exclusion and competition, this chapter will demonstrate, 

2 Ellingsen (2000) finds support for both a linear association between conflict and fractionalization 
and a U-shaped association with polarization.
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ethno-demographic diversity is no longer systematically associated with armed 
conflict.

The third major approach is the minority-grievance school. Its proponents 
analyze the relationship between ethnicity and armed conflict at the level of 
groups rather than countries. Gurr (1993a) explored the conditions under which 
ethnic minorities protest or rebel, including intense communal grievances and 
a political opportunity structure that facilitates political mobilization. Gurr and 
colleagues have also assembled a worldwide dataset on such “Minorities at Risk” 
(MAR). The MAR dataset has produced a quantum leap in the study of ethnic 
politics and has provided an invaluable service to researchers in political science 
(Saideman and Ayres 2000; Toft 2003; Walter 2006; Elkins and Sides 2007, among 
others) and sociology (Chai 2005; Olzak 2006).

Compared to the other two schools, the minority-grievance perspective 
undoubtedly comes much to the empirically observable mechanisms link-
ing ethnicity to armed conflict and civil war. We thus incorporate some of its 
insights into the model of ethnic politics developed below. This research para-
digm, however, is limited by the exclusive focus on disadvantaged minority 
groups. By “hard-wiring” the degree of access to central state power into the 
sample definition, the comparative horizon is limited to excluded groups, and 
ethnic groups in control of government therefore disappear from the picture. 
This makes it harder to capture the effects of political exclusion in unambigu-
ous ways: one needs to compare excluded and included groups to effectively 
demonstrate how exclusion breeds conflict. Moreover, in many countries with 
dramatic shifts in power constellations over time (Chad, Afghanistan, Liberia), 
the political status of an ethnic group may change from discriminated minority 
to ruling elite from one period to the next. In other words, students of ethnic 
politics should treat representation within government as a variable rather than 
as a constant. Finally, focusing on demographic minorities overlooks the pos-
sibility that majorities – rather than minorities –suffer from political disadvan-
tage as well, as the fate of Africans under the South African apartheid regime 
aptly illustrates.

Accordingly, the MAR coding scheme does not fit countries with rul-
ing minorities or complex coalitions of ethnically defined elites, as in Nigeria, 
India, or Chad, where ethnic conflict will be pursued in the name of excluded 
majorities (rather than minorities) or of ethnic groups that share power (and 
are thus not “at risk”).3 Roughly half the observations in our dataset conform 
to such ethno-political constellations and thus escape the logic of the MAR 

3 The MAR project tries to address these limitations by including five “advantaged” minorities 
who benefit from political discrimination. MAR also codes some “communal contenders” (i.e. 
groups that share power with others while at the same time mobilizing in protest or rebellion), 
mostly in Africa (Gurr 1993b). However, ethnically defined elites that do not mobilize their 
constituencies in protest are omitted from the MAR dataset.
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approach. By reducing its focus to the political mobilization of disadvantaged 
minorities – perhaps using the American civil rights movement as model – 
the minority-mobilization model therefore overspecifies the conditions under 
which ethnicity leads to armed conflict or civil war.

I conclude that neither of the three schools offer fully convincing analyses 
of how ethnicity relates to conflict. They either rely on a version of the ethnic 
diversity argument that is unrelated to the logic of ethnic politics, or they define 
ethnic conflicts too narrowly as a matter of minority mobilization. A second 
problem in the existing literature is that it conceives ethnic conflict as a uni-
tary phenomenon caused by uniform factors.4 Qualitative comparative work, 
however, shows how important it is to take different ethno-political constella-
tions into account and that qualitatively different causal pathways lead to vio-
lence. The following four vignettes of well-known ethnic conflicts illustrate this 
point.

In Northern Ireland, the American civil rights movement had inspired 
segments of the educated Catholic middle class to mobilize against their 
long-standing political marginalization. The state apparatus, controlled by 
Protestant elites who ruled Northern Ireland as an internal colony of the 
British state, reacted with repression and intimidation. The ensuing escalation 
reinvigorated the Irish nationalist underground army, which fought to unite 
Northern Ireland with the rest of the country. This in turn led to the emer-
gence of Protestant militias and terrorist groups opposed to the nationalist pro-
ject (Bardon 2001).

In Bosnia shortly before independence, the leadership of the Serbian ter-
ritories withdrew from the provincial government that they had shared with 
Croatian and Bosniak politicians. Mobilization for war proceeded quickly on 
both sides. Serbian militias, supported by the army of neighboring Yugoslavia, 
soon attacked Croatian and Bosniak villages that they intended to incorporate 
into the territory of a future Serbian state (Burg and Shoup 1999).

In January 1994, the now iconic commandante Marcos led a group of masked 
followers to the main square of San CristÓbal de las Casas and announced that 
the indigenous peoples of Chiapas and Mexico were no longer prepared to 
accept their fate as second-class citizens. He demanded profound constitutional, 
economic, and political change. Decades of political mobilization had preceded 
his rebellion, including by left-wing organizations fighting for land reform and 
by members of the lower clergy inspired by liberation theology. The central 
government reacted to this provocation by ordering the army to occupy indi-
genous villages that supposedly harbored members of the Zapatista guerilla. 
After a series of armed encounters, the Zapatistas eventually withdrew into the 
Lacandon jungle (Collier and Lowery Quaratiello 1994; Wimmer 1995a).

4 The MAR dataset allows for a more disaggregated perspective by coding different types of ethnic 
groups. Gurr’s (1993b) analysis, however, mostly focuses on the difference between peaceful 
protest and violent rebellion, rather than between types of groups. 
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In Iraq after the fall of Saddam Hussein, former Baathist officers and high-level 
functionaries joined tribal leaders from the Sunni triangle and foreign jihadists 
in a fragile alliance. They fought what they perceived as an illegitimate govern-
ment controlled by Shiite apostates and Kurdish separatists. Opposing any fed-
eralization and power sharing on the national level, they dreamt of restoring the 
ethnocratic regime they once controlled. Meanwhile, factions within the Shiite 
bloc jockeyed for power, exploiting the unpopularity of the new government 
and its dependence on American military power. The Sadr Army harnessed the 
support of marginalized urban youth to oppose power sharing with Sunni and 
Kurdish political parties, advocating instead a strong, central state under Shiite 
command (Cole 2003; Wimmer 2003; Bengio 2004).

The factors affecting these four conflict histories and the mechanisms at play 
are quite different. While Irish Catholics and indigenous Chiapanecos represented 
excluded groups that mobilized against the state, representatives of Bosnian 
Serbs and Shiite Arabs were partners in coalitional governments. Serbian 
Bosniak elites and Iraqi ethno-religious factions faced a disorganized and eth-
nically fragmented state, while Catholics in Northern Ireland and the Zapatistas 
in Mexico opposed an entrenched state apparatus. The IRA and Bosnian Serb 
nationalists developed separatist agendas aimed at joining established neighbor-
ing states, while the Zapatistas and Iraqi groups focused on changing ethnic 
power relations within existing states. It seems doubtful that any single indica-
tor can accurately grasp these different ethno-political dynamics. The power 
configurations are different, as are the mechanisms and logics relating ethnicity 
to armed conflict.

2 a confiGUraTional Theory of eThnic poliTics  
and conflicT

This section introduces a configurational approach that links such different 
ethno-political constellations via distinct causal pathways to specific types 
of ethnic conflict. Before we do so, we remind the reader that these various 
war-prone configurations would not have emerged without the previous politi-
cization of ethnicity, which thus represents an important antecedent condition 
for any type of ethnic conflict.

As shown in the second chapter, central elites who command a great deal of 
public goods and decision-making power can make nation building an attract-
ive option for regional elites and the population at large. The system of polit-
ical alliances and exchanges therefore bridges ethnic divides and includes lar-
ger segments of the population, leading to successful nation building and the 
depoliticization of ethnicity.5 By contrast, political closure will proceed along 
ethnic, rather than national lines in weak states where the central elites lack the 

5 For empirical evidence that successful nation building is associated with better public goods 
provision, see Miguel (2004).
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resources for including all citizens into an encompassing alliance system, as well 
as in states with weakly developed networks of voluntary organizations where 
such non-ethnic channels for aggregating political interests and rewarding pol-
itical loyalty are therefore scarce.

In weak states with weak civil societies, those holding political offices will 
favor co-ethnics over others when distributing public goods and government jobs; 
judges will apply the principle of equality before the law more for co-ethnics 
than for others; policemen provide protection for co-ethnics, but less for others; 
and so forth. The expectation of ethnic preference and discrimination works 
the other way too. Voters prefer parties led by co-ethnics, delinquents hope for 
co-ethnic judges, and citizens prefer to be policed by co-ethnics.6 In such ethnic-
ally compartmentalized states, political leaders and followers alike have there-
fore good reasons to avoid dominance by ethnic others and to strive for self-rule 
or at least for getting as big a part of the state cake as possible. The aggregate 
consequence of these strategic orientations is a struggle over control of the state 
between ethnically defined actors – or ethnic politics for short (Rothschild 1981; 
Esman 1994).

2.1 Ethno-political configurations of conflicts

Under which configurations of power is ethnic politics more likely to escal-
ate into violent conflict? To answer this question, we need appropriate concep-
tual tools to describe different configurations of actors and the power relations 
between them (see Figure 5.1). Relying on Tilly’s (1978, 2000) polity model, we 
distinguish between various politicized ethnic groups that control or have access 
to the central government (the inner circle in grey), those who are excluded from 
government but are citizens of the country (the next circle in white), and finally, 
the political world beyond the territorial boundaries of the state. Note that this 
is a more complex setup than in Chapter 2, where the formal model included 
only two ethnic categories and where I treated state boundaries as given.

In this more complex world, each ethno-political constellation of power can 
be described by three types of boundaries: (1) the territorial boundaries of a state 
define which ethnic communities are considered a legitimate part of a state’s 
citizenry; (2) the boundary of inclusion separates those who share government 
power from those who are not represented at the highest levels of government; 
(3) finally, the number of ethnic cleavages among the included sections of the 
population describes the structure of the power center.

Each boundary can become the focus of ethno-political conflict: who is 
included or excluded from state power, how power is shared among ethnic elites 
and their constituencies, and which ethnic communities should be governed 

6 For experimental evidence of such strategic cooperation among co-ethnics, see Habyarimana 
et al. (2007).
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by which state. We can thus distinguish between three types of ethnic conflict, 
depending on which of these boundaries is at stake. When politically marginal-
ized segments of the population fight to shift the boundaries of inclusion, I call 
these conflicts rebellions. When ethnic elites in power are pitted against each other 
in a struggle over the spoils of government, we speak of infighting. Finally, secession 
aims at changing the territorial boundaries of a polity and can be pursued by both 
excluded and included groups. As mentioned above, the three types of armed 
conflict are related to the patterns of legitimacy established by the nation-state 
model. Its protagonists all evoke the “like-over-like” principle and the ideal of the 
ethnic representativity of government when they demand a state of their own, 
fair representation in government, or an end to political exclusion.

2.2 War-prone configurations: hypotheses

Following the configurational argument outlined so far, I propose separate 
hypotheses for rebellions, infighting, and secession. First, a high degree of eth-
nic exclusion will increase the likelihood of rebellion (Hypothesis 1) because it 
decreases the political legitimacy of a state and thus makes it easier for polit-
ical leaders to mobilize a following among their ethnic constituencies and chal-
lenge the government for violating the principle of ethnic representativity.7 The 

Territorial boundary of the state

Excluded population

Secession Rebellion Infighting

Boundary of political inclusion

Included population

Divisions of power

Infighting

Included population

Divisions of power

fiGUre 5.1 Types of ethnic conflict

7 For additional specifications of the mechanisms leading to successful ethnic mobilization, see 
Hechter and Levi (1979), Gurr (1993b), and Wimmer (1997).
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exact micro-mechanisms of this process have been analyzed by others and need 
not concern us here. Nor can we explore in detail under which conditions and 
through which sequences of interactions – such as mobilization–repression spi-
rals – history is steered toward a violent cataclysm (for a first step in the direc-
tion of such an analysis, see Sambanis and Zinn 2006). We thus confine ourselves 
to the simple exclusion argument already underlying the analysis of nation-state 
formation and war in the previous chapter. We can now take advantage of the 
EPR dataset and test it empirically. We expect that the most war-prone con-
figurations are ethnocracies – the rule of an elite with an only small ethnic con-
stituency, such as the Tutsi regime in contemporary Rwanda, white settlers in 
Rhodesia, or Sunni rule under Saddam Hussein.

Second, we assume that infighting is more likely when many partners share 
government power, that is, in states characterized by a segmented center. The 
greater the number of political partners, the more severe commitment prob-
lems will be, increasing the fear of losing out in the ongoing struggle over 
the distribution of government spoils. Other authors have elaborated on the 
micro-foundations for this argument. Tsebelis (2002) shows that the larger the 
number of veto players, the more difficult it becomes to adjust policy-making, 
and therefore the less stable a governing coalition. The veto-player argument 
is compatible with a commitment theory of civil war (see overview in Walter 
2009): since possible alliances between actors increases with their number, the 
uncertainty over one’s future power position increases as well. The promise not 
to take advantage of other coalition partners in the future becomes accordingly 
less credible.8 Elite factions are therefore more likely to mobilize their ethnic fol-
lowers preventatively and challenge other power-sharing partners by demand-
ing a “fairer” share of the government cake. Or they might use their control 
over parts of the security apparatus and stage a violent coup to prevent being 
driven from power in the future (Roessler 2011). Thus, the higher the number of 
power-sharing elites, the greater the likelihood of infighting (Hypothesis 2).

Third, I introduce another legitimacy argument that is independent of the 
two power-configurational aspects discussed above. It refers to the acceptance 
and taken-for-grantedness of a state and its territorial shape, rather than the 
question of who controls its government. In states with a long history of indirect, 
imperial rule before achieving nation-statehood, large segments of the popu-
lation are not accustomed to being governed by the new political center and 
therefore see the new state as a whole as less legitimate. As argued in the intro-
duction, exchange relationships between state elites and the population need to 

8 Cunningham (2011) uses veto-player theory to address the question of civil war duration and 
shows that the larger the number of fighting parties, the longer a civil war lasts. Lijphart (1977: 
55–61) offers another argument that relates the number of power-sharing partners to conflict. 
For a variety of reasons, he expects that three or four power-sharing groups represent the least 
conflict-prone configuration.
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be routinized and institutionalized in order to develop, over time, into a shared 
identity and a sense of mutual loyalty.

Peripheral groups with a long history of indirect rule maintain only weakly 
institutionalized ties to the new, post-colonial center and can therefore be mobi-
lized more easily for a secessionist project with the argument that only independ-
ence will avoid the future danger of alien rule and guarantee self-government 
in line with nationalist ideals. To put this into more rationalist terms, peripheral 
groups in new states will find it hard to believe promises by the ruling major-
ity not to abuse its power (Fearon 1998) – thus creating a commitment prob-
lem that might lead to preventative secession and a corresponding armed con-
flict independent of the exact distribution of power at the center. Georgia was 
the example cited into the introduction, which spent most of the nineteenth 
and twentieth centuries under Romanov and later Soviet rule, and which thus 
commanded little routinized loyalty and trust by its citizens once it became an 
independent state. South-Ossetians and Abkhazians, whom Moscow had pre-
viously ruled indirectly as an autonomous republic or oblast, hastily declared 
independence as well, and long wars of secession followed. States with a long 
history of indirect rule, I hypothesize, are therefore more likely to see secession-
ist conflicts (Hypothesis 3).

Fourth, I postulate that secession is also more likely in large states (Hypothesis 
4), thus giving a substantial interpretation to a variable already explored in the pre-
vious chapter. Large states are less likely to have penetrated the outer reaches of 
their territory in the past, and thus the population is less accustomed to being ruled 
by the political center, especially in the provinces far away from the capital.9

Imperial past and population size are both measurements of state cohesion, 
that is, the degree to which the population takes a state’s territorial borders for 
granted and identifies with a state independent of who controls its government.10 
Secessionist groups claiming to represent power-sharing partners or excluded 
populations are more likely to challenge states that lack coherence. Low state 
cohesion thus reinforces the dynamics of exclusion and segmentation and leads 
them onto the path of secessionist conflict.

Additional factors may halt the spiral of mobilization, counter-mobilization, 
contestation, and escalation, and instead lead to accommodation and 
de-escalation. First, the governments of rich states can better accommodate 

 9 For empirical evidence of this geographic aspect, see Wucherpfennig et al. 2011.
10 Existing typologies of ethnic power configurations mostly refer to exclusion, elite segmentation, and 

state cohesion as well. Hechter and Levi (1979), Lustick (1979), Horowitz (1985), and Wimmer (2002) 
distinguish states on the basis of levels of exclusion and segmentation. Anthropologists working in 
the “complex society” tradition have analyzed different degrees of institutional pluralism (Despres 
1968; Smith 1969; Simpson 1995), thus referring to the cohesion dimension. Cohen (1978) cross-classifies 
cohesion and exclusion, while Schermerhorn (1970) does the same with segmentation and exclusion. 
Young (1976) and Rothschild (1981) offer the most comprehensive typologies integrating all three 
aspects.
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protest movements by providing public goods to hitherto underserved com-
munities and by co-opting movement leaders into the power elite – as already 
argued in the previous chapter.11 An example is the Great Society and affirma-
tive action programs in the aftermath of the civil rights movement in the United 
States, which helped to co-opt the increasingly radicalized young urban leader-
ship and avoid a violent escalation. The same holds true for dissatisfied members 
of a power-sharing arrangement: new government institutions can be created 
and staffed with their followers, and new infrastructure projects can be directed 
toward their ethnic constituencies.

Both rebellions and infighting, therefore, should be less likely the greater a 
state’s level of development (Hypothesis 5). Our model thus again incorporates 
one of the most robust findings in the civil war literature (Hegre and Sambanis 
2006), that civil wars happen in poor countries, and gives it a new and more 
nuanced interpretation in line with theories of contentious politics.12

Second, the likelihood that a particular actor will instigate an armed conflict 
depends on the entire power configuration, not just on that specific actor’s pos-
ition within it. More precisely, we expect that power-sharing partners are less 
likely to fight each other when there is a high risk of rebellion by the excluded 
population. We therefore postulate that the likelihood of infighting decreases as 
the degree of exclusion increases (Hypothesis 6) and as states become larger (and 
thus less coherent) (Hypothesis 7). Exclusion and cohesion will therefore have 
opposite effects on different types of ethnic conflict. Ethnocracies will experi-
ence more rebellions (Hypothesis 1), but less infighting between power-sharing 
partners (Hypothesis 6); incoherent states will have more secession (Hypothesis 
4), but less infighting (Hypothesis 7). Only a disaggregated research design dis-
tinguishing between different types of ethnic conflicts can do justice to such 
multicausality.

2.3 Existing theoretical traditions and empirical findings

How do these hypotheses relate to existing analysis of ethnic conflict and to 
previous findings of quantitative research? The model introduced above incor-
porates two arguments usually conceived as mutually exclusive. Much debate 
has emerged over whether exclusion and segregation (as in the “internal coloni-
alism” model of Hechter 1975 or the “split labor market” theory of Bonacich 1974) 

11 Note that in contrast to the previous chapter, we now control for different ethno-political 
configurations of power, such that levels of development are no longer associated with conflict 
because of their relationship to degrees of political exclusion. We therefore now focus on the other 
potential effect of economic development, i.e. on the limited ability of governments of poor countries 
to co-opt leaders of protest movements and satisfy their clienteles through a politics of redistribution.

12 See Tarrow and Tilly (2006: 145). For empirical support of this interpretation of the effects of GDP, 
see Fjelde and de Soysa (2009).
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or to the contrary, competition and increased contact (Bates 1974; Horowitz 1985; 
Olzak and Nagel 1986), are more conflict-prone. The configurational model of 
conflict maintains that both hierarchical exclusion and vertical competition are 
relevant mechanisms that link ethnic politics to violence. But they affect different 
types of actors, as defined by their positions in the overall power configuration.

The model also specifies what competition and exclusion are about: not pri-
marily about individual goods such as housing or jobs (as maintained by both 
competition and split labor market theory), nor more generally about the fruits 
of modernization (as argued in Horowitz 1985), or a vaguely defined “relative 
group status,” as in much sociopsychological research on prejudice (Blalock 
1982). Rather, actors struggle over who controls the state and the public goods 
and services at its disposal. This focus on the state as both an object and agent 
in ethno-political conflict is in line with an older tradition of thinking that 
derived from the modernization and pluralism schools (Geertz 1963; Young 1976; 
Rothschild 1981) as well as with Hechter’s (2000) theory of nationalism that we 
have encountered several times already.

What does existing quantitative research say about the plausibility of the 
various hypotheses introduced above? In line with the argument that a long his-
tory of imperial rule is conducive to secession, quantitative research based on 
the MAR dataset shows that previous political autonomy predicts the likelihood 
of secessionist conflict at the group level of analysis (Gurr 1993b; Walter 2006).13 
And according to Buhaug (2006), population size affects secessionist conflicts 
only, while offering a different explanation for this finding than the one sug-
gested above.

Quantitative tests of the exclusion hypothesis (Hypothesis 1) have pro-
duced more conflicting results, even when using the same data sources. Regan 
and Norton (2005) as well as Walter (2006) use MAR group-level data and find 
strong evidence that political discrimination increases rebellions or secession-
ist civil wars. But Fox (2000) fails to find any clear relationship for the subset of 
ethno-religious groups. Saideman and Ayres (2000) show that discrimination 
does not explain secession (but see Jenne et al. 2007), and Gurr’s (1993b: 179) own 
study of ethno-nationalist rebellions in the 1980s even suggests that political dis-
crimination is associated with less rather than more armed rebellion.

13 According to Jenne et al. (2007), however, previous autonomy encourages separatist claims, but not 
rebellion (they analyze MAR data from 1985–2000 only). Two other factors that we do not incorporate 
into our theory are thought to be associated with the likelihood of secession: according to Gurr (1993b), 
Davis and Moore (1997), Gleditsch (2007), and Forsberg (2008), kin groups across the border increase 
secessionist conflict. Walter (2006), however, finds a significant effect going in the opposite direction; 
Jenne et al. (2007) did not find any association at all; Cederman et al. (2009) confirm the mechanism for 
large groups only; Saideman and Ayres (2000) only for groups whose kin are separatist as well. The 
second factor is geographic concentration and peripheral location, which are quite unequivocally 
related to conflict in a series of independent studies conducted by: Saideman and Ayres (2000); Toft 
(2003); Walter (2006); Jenne et al. (2007); Buhaug et al. (2008); Cederman et al. (2009).
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Olzak (2006: 124) aggregates MAR data to the country level for a subset of 55 
countries from 1965 to 1989. She arrives at the somewhat conflicting conclusion 
that both formal recognition of ethnic group rights and political discrimination 
increase the likelihood of armed rebellion. Wimmer and Min (2006) used a glo-
bal dataset and also aggregated MAR data to the country level; they found that 
countries with more politically discriminated groups are more likely to have 
civil wars (similar results were obtained by Bates et al. 1998). Using data cover-
ing all countries from 1945 to 2001, Fearon and Laitin (2003: 85) find that a lack 
of minority language rights and a constitutional preference for certain religious 
groups do not increase the likelihood of high-intensity civil war. Cederman and 
Girardin (2007) made a first attempt to code ethnic groups’ access to state power 
in the countries of Eurasia and found evidence that exclusion breeds armed 
conflicts. This result has been contested by Fearon et al. (2007), who use the head 
of state’s ethnic background as a proxy for the ethnic power configuration.

There are good reasons to believe that this inconclusiveness is because of 
measurement problems and data limitations, some of which have already been 
discussed above in relation to the MAR dataset. Fearon and Laitin define exclu-
sion narrowly, focusing on minority rights rather than explicitly measuring 
access to state power. Cederman and Girardin use a broader definition of exclu-
sion, but their data are limited in geographic scope and are cross-sectional in 
nature, which makes it impossible to analyze how changes in ethnic power rela-
tions affect the likelihood of conflict. There is thus ample room to improve on 
existing findings.

3 The eThnic power relaTions (epr) daTaseT, 1946–2005

The Ethnic Power Relations (EPR) dataset was designed for this purpose. For the 
sake of brevity, I introduce only the major aspects of the dataset here and refer 
readers to Appendix 5.1 for more details. The dataset contains two parts. The first 
lists politically relevant ethnic groups for each country and each year since 1946, 
and notes how far group representatives had access to central state power. The 
second is a conflict dataset, based on the widely used Armed Conflict Data-set 
(or ACD for short) assembled by the Peace Research Institute, Oslo, and the 
University of Uppsala. This dataset includes all armed conflicts with more than 
25 battle deaths. We extend the ACD with new codings of whether rebels pur-
sued ethnic or non-ethnic goals as well as whether they aimed at secession. We 
then link armed conflicts to politically relevant ethnic groups if rebels claimed 
to fight in the name of a particular ethnic community.

3.1 Politically relevant ethnic groups and access to power

According to EPR’s coding rules, an ethnic category is politically relevant if at 
least one significant political actor claims to represent the interests of that group 
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in the national political arena, or if members of an ethnic category are system-
atically and intentionally discriminated against in the domain of public politics. 
We do not distinguish between degrees of representativity of political actors 
who claim to speak for an ethnic group, nor do we code the heterogeneity of 
political positions voiced by leaders claiming to represent the same community 
(Brubaker 2004). The coding scheme allows us to identify countries or specific 
periods in which political objectives, alliances, or disputes were never framed 
in ethnic terms. This makes sure we do not force an ethnic frame on situations 
where ethnicity is not politicized, such as in Tanzania or Korea.

If access to political power changed over time, coders divide the 1946 to 2005 
period and provide separate coding for each sub-period. This is also necessary 
when the list of politically relevant categories changes from one year to the next 
either because certain categories cease to be relevant or because they become 
relevant for the first time. Next, we code the degree of access to power enjoyed 
by political leaders who claim to represent a particular group.

We focus on executive level power only, that is, representation in the presi-
dency, cabinet, and senior posts in the administration, including the army. The 
weight given to these different institutions depends on their de facto power in a 
given country. In all cases, coders focus on absolute access to power irrespective 
of the question of under- or overrepresentation relative to the demographic size 
of an ethnic group.

To describe different degrees of access to central state power we use three 
basic categories and several subcategories. Some group representatives hold full 
control of the executive branch with no meaningful participation by members 
of any other group, some share power with representatives of other groups, and 
some are excluded altogether from decision-making authority. Within these 
three basic categories, coders differentiate between further subtypes, choosing 
from monopoly power, dominance, senior or junior partner in a power-sharing 
arrangement, regional autonomy, powerless, and discriminated (see Appendix 
5.1 for details). For the analyses of this chapter, we distinguish only between 
power-holding groups (from monopoly to junior partner) and the excluded popu-
lation (comprising regionally autonomous, powerless, and discriminated-against 
groups).14

The dataset counts 733 politically relevant ethnic groups in 155 sovereign 
states. On average, countries have between five and six politically relevant 
ethnic groups (see Appendix Table 5.1). In the most frequent configuration of 
political power, a single majority group holds either a monopoly or dominant 
position, with one to three groups excluded from power, typically represent-
ing between 10 and 20 percent of the population. This configuration describes 
about half of the 7,155 country–year observations in the dataset. Some 340 of 

14 For a more differentiated analysis on the group level that uses the full array of categories, see 
Cederman et al. (2010b).
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these  country–years reflect extreme cases of ethnocratic rule, in which a single 
group representing less than 20 percent of the population controls the executive 
branch completely.

How does this universe of ethnic groups in the EPR dataset compare to that 
of other datasets? Do our coding rules produce a systematic selection bias in 
favor of the exclusion argument since we only include groups with a minimum 
level of political organization? Does the EPR dataset therefore systematically 
overlook severely discriminated groups that do not even appear on the political 
landscape let alone were able to mount an armed rebellion? To alleviate such 
concerns, I compared EPR’s groups list to the well-known and often used com-
pendium of ethnic groups assembled by Fearon, as well as to the MAR dataset.

Fearon’s (2003) list contains 777 groups in countries covered by EPR. They 
are categories that “an average citizen” of a country would consider to be 
meaningful – independent of their political relevance. Of these 777 groups, 563 
are listed in EPR, either directly or as a group subsumed under a higher-level 
category. Twenty-eight groups are excluded from our list because EPR omits 
non-citizen immigrant groups, such as Yugoslavs and Spanish in Switzerland 
or Vietnamese in Cambodia. A further 180 groups in Fearon’s list are not polit-
ically relevant in the national political arena according to EPR’s coding rules, 
such as Blacks in Canada, Mandinka in Guinea-Bissau, or Moravians in the 
Czech Republic. What would their power status be if these were politically rele-
vant? I was able to track 130 of these groups. Roughly 6% might be coded as 
discriminated, 54% as powerless or with limited autonomy, and 40% as groups 
represented in power. In the EPR dataset, there are 15% discriminated groups, 
45% are powerless or autonomous, and 40% included (see Appendix Table 
5.1). There is thus no selection bias and the EPR group list is not systematically 
geared either toward included or excluded groups.15

The Phase IV Minorities at Risk data lists 340 groups of which 284 remain 
“at risk” and are actively tracked. EPR includes coverage of 310 of these groups. 
Of the 30 groups that EPR does not code, four are non-citizen groups excluded 
from EPR (immigrants in Switzerland, Turks in Germany, non- citizen 
Muslims in France, and Vietnamese in Cambodia), and five are groups we do 
not consider ethnic (such as the regionally identified Honamese in Korea or 
clans like the Issaq in Somalia). The remaining 21 groups do not appear in EPR 
because they are not politically salient according to our scheme, including 
Native Hawaiians in the United States, Chinese in Panama, and the Mossi-
Dagomba in Ghana. Again, EPR does not suffer from a systematic selection 
bias in favor of groups that are politically disadvantaged and at the same time 
rise up in arms against the state.

15 Meanwhile, the EPR dataset incorporates 138 groups in 1995 that do not appear in the Fearon list, 
including dozens of small groups that maintain regional autonomy in Russia and China, as well as 
some large politically salient groups, such as Muslims in India.
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3.2 War coding

As mentioned above, the following analysis relies on the Armed Conflict Dataset 
to identify conflict events. These are defined as any armed and organized con-
frontation between government troops and rebel organizations or between army 
factions that reaches an annual battle death threshold of 25 people (Gleditsch 
et al. 2002). Massacres and genocides are not included because the victims are 
neither organized nor armed; communal riots and pogroms are excluded because 
the government is not directly involved.

The ACD does not contain information on whether an armed conflict should 
be classified as ethnic. Based on our own research, we classify each conflict as 
either ethnic and non-ethnic depending on rebel aims and recruitment pat-
terns (this is in line with other ongoing coding projects, e.g. Sambanis 2009). 
Ethno-national self-determination, a more favorable ethnic balance of power 
in government, ethno-regional autonomy, the end of ethnic and racial discrim-
ination, or language and other cultural rights are all considered “ethnic aims.” 
In order to be coded as an ethnic conflict, the rebel organization also needs to 
recruit fighters predominantly among their leaders’ ethnic group and forge alli-
ances on the basis of ethnic similarity.

We look at the aims and recruitment patterns of each armed organiza-
tion involved in a conflict separately. In some complex cases (e.g. Afghanistan, 
Burma, Chad, Uganda, Angola, and Zaire), we disaggregate the conflict into 
sub-conflicts because the non-governmental side made different ethnic claims 
and rebel organizations acted independently from each other. Our dataset thus 
contains a higher number of armed conflicts than the original ACD (for details 
see Appendix 5.1).

We then link all ethnic conflicts to the politically relevant ethnic category in 
the EPR dataset. To avoid endogeneity problems, we make sure that the coding 
of ethnic power relations reflects the power constellation before the outbreak of 
armed conflict in cases where political changes occurred in the same year as the 
onset of conflict. To test the configurational theory of ethnic conflict, we then 
divide ethnic conflicts into those fought in the name of ethnic groups that were 
excluded from central government power (rebellions) and those fought in the 
name of power holders (infighting).

We also code whether rebels or infighters aimed to establish a separate, inde-
pendent state or join another existing state, using the same definition of separ-
atism as in the previous chapter. In order to deal with the tricky issue of chan-
ging or conflicting war aims, we focus on the initial aims of the most important 
actors. Cross-classifying actor type and war aims produces a fourfold typology 
of ethnic conflicts with separatist rebellions, non-separatist rebellions, separatist 
infightings, and non-separatist infightings.

The dataset includes 215 armed conflicts fought between 1946 and 2005, 110 of 
which were ethnic conflicts. Of the 215 conflicts, 60 had secessionist aims, the vast 
majority of which were also ethnic in character. Among the 110 ethnic conflicts, 
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20 were fought by groups in power (of which nine were separatist) and 90 by 
excluded groups (of which 48 were secessionist; see Table 5.1). One half of the 
armed conflicts reached the standard threshold of civil war, i.e. claimed more 
than 1,000 battle deaths in a year.

4 Variables and daTa soUrces

4.1 Exclusion, center segmentation, state cohesion

To test Hypothesis 1, we compute the share of the excluded population in the 
total population that is ethno-politically relevant. We assume that at lower levels 
of exclusion, an increase in this share will have a greater effect on the likelihood 
of armed conflict than at higher levels, and we therefore use a logged transform-
ation of this variable.16 Hypothesis 2 is tested with a variable that counts the 
number of power-sharing ethnic elites. It ranges from 1 to 14 in India, the state 
with the most segmented center. Following Hypothesis 3, the cohesion of a state 
is lower the longer it had been ruled indirectly by an empire before becom-
ing independent. We calculate the percentage of years spent under imperial 
rule between 1816 and independence, including years as a colonial or imperial 
dependency (for example of the Soviet Union or Habsburgs) or as the heartland 
of a land-based empire (e.g. Turkey under the Ottomans), but not the “mother 
country” of an empire with seaborne colonies (such as Portugal).

4.2 Other variables

As in the previous chapter, we again control for other variables that may 
cause violent conflict or foster peace, especially those identified by Hegre and 

16 We hypothesize that an initial break with the “like-over-like” principle of legitimacy carries more 
political risk than the shift to an even more exclusionary ethnocracy.

Table 5.1  The conflict dataset

 

Ethnic conflicts
Non-ethnic 
conflicts Total

Infighting Rebellions   

Secessionist 9 48 3 60
Non-secessionist 11 42 102 155
Total infighting/

rebellions
20 90

Total 110 105 215
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Sambanis (2006) as the most robust variables in civil war research. Many of these 
control variables have already been discussed in the previous chapter and we 
can thus introduce them here more briefly. We include linguistic fractionaliza-
tion (as found in Fearon and Laitin’s dataset) to show its limited significance 
once ethnic politics variables are part of the equation. GDP per capita17 and a 
state’s population size play important roles in the configurational model of eth-
nic conflict introduced above (Hypotheses 4 and 5). Democratic civil peace the-
ory – briefly introduced in the previous chapter – states that civil wars should be 
most frequent in states that are neither democratic nor autocratic, i.e. in anocra-
cies (Müller and Weede 1990; Ellingsen 2000; Hegre et al. 2001; Mansfield and 
Snyder 2005a; but see Vreeland 2008). We again include a corresponding dummy 
variable, based on the Polity IV dataset. We also consider major variables associ-
ated with Fearon and Laitin’s (2003) insurgency model according to which wars 
break out when government forces are weakened by political instability and 
when mountainous terrain allows rebels to hide and retreat.18 

The disaggregated analysis pursued in this chapter will allow us to specify the 
link between oil and conflict with more precision. Ross (2003) explores how nat-
ural resources affect different types of violent conflict. When rebels can obstruct 
the extraction of natural resources, as with oil, he expects conflicts to take on 
secessionist forms (see also Collier and Hoeffler 2004). Buhaug (2006), on the 
other hand, argues that oil fosters non-secessionist conflict because oil fields are 
usually controlled by the central government. This increases the incentives to 
capture a state, rather than to secede from it. According to the argument intro-
duced in the previous chapter, oil resources reinforce the dynamic of ethnic 
patronage and clientelism. We can now specify that increased patronage should 
lead to more violent conflict over the state, rather than attempts to secede from it, 
in line with Buhaug’s argument. To measure the possible impact of oil, we use 
the same oil production per capita variable as in the previous chapter.

5 Models and findinGs

The following analysis uses the same modeling approach as in the previous 
chapter, evaluating the effects of independent variables on a binary depend-
ent variable coded as 1 in the first year of an armed conflict and 0 otherwise.19 

17 The GDP per capita data refer to constant 2000 American dollars. Data for 5,737 observations 
(79 percent) come from Penn World Table 6.2. Using growth rates from the World Bank’s World 
Development Indicators provided 229 additional observations (3 percent). Using Fearon and Laitin’s 
data, we calculated annual growth rates and extended values back to 1946. Total data coverage is 7,105 
observations (99.6 percent).

18 We adopt the mountainous terrain data from their dataset and again define regime change as any 
change in the Polity score of three points or more over the prior three years.

19 We test all models against two versions of these dependent variables, both commonly used in the 
literature. The first version includes years during which another war was already ongoing, and adds 
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We control for possible time trends by including a simple calendar year vari-
able, which should capture a possible global trend toward more peace or more 
conflict.20

The analysis proceeds in three steps, each leading to a more fine-grained, 
disaggregated analysis. First, we determine whether ethnic politics matters at all 
in predicting when and where armed conflicts occur. We do this by including all 
types of conflict – whether ethnic or not – in the dependent variable. Second, we 
focus on ethnic conflicts only, while maintaining our global purview and keep-
ing all country–years in the analysis. Third, we look at the four different types 
of ethnic conflicts represented in Table 5.1 and determine whether secessionist 
rebellion, secessionist infighting, non-secessionist rebellion and non-secessionist 
infighting are indeed caused by different configurations of power, as maintained 
in the hypotheses section.

5.1 Explaining armed conflict: ethnic exclusion matters

Quantitative civil war research often produces conflicting results, not the least 
because war is a rare event and even small differences in the war lists used by a 
researcher can make a difference. We also know that different factors cause high-
intensity conflicts with more than 1,000 battle deaths compared to low-intensity 
conflicts with as few as 25 battle deaths (Hegre and Sambanis 2006). To mitigate 
these two problems, we go beyond standard practice in the field and include, 
wherever possible, additional models based on the war lists assembled by other 
researchers. For the first steps in the analysis, we can use the well-known civil 
war dataset of Fearon and Laitin (2003), which includes a coding of whether or 
not wars are “ethnic” in nature, as well as the equally widely used dataset of 
Sambanis (2004) that so far contains no information on the ethnic nature of war. 

a dummy control for such ongoing war. The second version drops ongoing war years by coding 
them as missing, thereby omitting wars that begin while a first conflict is still active. This coding of 
the dependent variable results in approximately 15 percent fewer observations. In contrast to the 
previous chapter, we here present results with a control for ongoing war (for models with dropped 
observations, see the tables in Appendix 5.4). The results of the two sets of models are very similar, 
but in general our hypotheses fare better when ongoing war years are dropped.

20 Since conflict processes are path different, we also include the number of peace years since the 
outbreak of the last conflict, as well as a cubic spline function on these peace years following Beck 
et al. (1998). We thus use the same technique as in the previous chapter, but for a different purpose: we 
are no longer interested in the overall relationship between nation-state formation and conflict, but 
in the exact ethno-political configurations of power that make it more likely. For the sake of space, we 
do not show these time control variables in the following tables (see Appendix 5.3). As a robustness 
check, we ran all models with continental dummies and without time controls, and found no large 
differences in the main findings (see Appendix 5.4). Throughout, we again specify robust standard 
errors clustered by country to account for the non-independence of observations from the same state. 
Because armed conflict is a rare event, we also ran all models using the “rare events” logit estimator 
and found no substantive differences from our main findings (see Appendix 5.4).

  

 



Ethnic politics and armed conflict 163

As we will see, we arrive at basically the same results despite the fact that both 
Fearon and Laitin and Sambanis only include high-intensity conflicts with more 
than 1,000 battle deaths in their war lists, while our own ACD-based dataset also 
contains low-intensity armed conflicts.

The first three models in Table 5.2 explain the outbreak of all types of armed 
conflicts, whether ethnic or non-ethnic, separatist or non-separatist. The per-
centage of excluded population, the central variable in our configurational 
model of ethnic conflict, is significant for all model specifications: when using 
the ACD that includes conflicts with as few battle deaths as 25 (Model 1) and 
when regressing on Fearon and Laitin’s or Sambanis’ coding of the dependent 
variable that both refer to full-scale civil wars (Models 2 and 3). Ethnic exclusion 
is as consistently related to conflict as is GDP per capita, one of the most robust 
explanatory factors in the study of civil wars (Hegre and Sambanis 2006).

These results challenge greed-and-opportunity theories, according to 
which ethnicity and more specifically ethnic grievances should not play any 
role in a proper understanding of civil war. Models 1 to 3 also demonstrate that 
once the dynamics of ethnic politics are measured with appropriate variables, 
the linguistic fractionalization index loses its significance – contrary to what 
the diversity-breeds-conflict school assumes. Rather than ethnic diversity as 
such, the results suggest, it is political exclusion along ethnic lines that fosters 
conflict.

This is the first time that the exclusion argument has been statistically con-
firmed based on a global, time-varying dataset that measures degrees of exclu-
sion directly and at the polity level, rather than the group level, as in the MAR 
dataset. The robustness of this finding is remarkable, given that Models 1–3 ana-
lyze all types of armed conflicts. The configurational model of ethnic conflict, 
however, obviously cannot explain non-ethnic wars, such as the revolutionary 
conflict in El Salvador, army coups in Brazil, or the Katanga conflict in Congo – 
all of which are part of the dependent variable in these models.

The number of power-sharing partners (Hypothesis 2), however, does not 
have a robust impact on the onset of armed conflict or civil war in Models 1 to 
3. This is not surprising, given that actors representing ethnic groups in power 
initiated only 20 of the 200 conflicts in the dataset. We therefore expect to see 
the effects of a high number of power-sharing partners only when distinguishing 
between rebellions and infighting. The duration of imperial past variable is posi-
tive but only significant in Model 2 (Hypothesis 3). We will demonstrate further 
below, when regressing on different types of ethnic conflict, that a lack of state 
coherence is associated with secessionist conflicts only.21

21 Among a large number of robustness checks, we controlled for endogeneity (the possibility that past 
conflict determines future conflict) by running models that include a variable for the number of past 
conflicts. This did not affect our results (see Table 5.3c in Appendix 5.3).

 



Table 5.2 The big picture: ethnic exclusion and armed conflict (logit analysis)

All conflicts Ethnic conflicts only

Model 1 Model 2 Model 3 Model 4 Model 5

 

All conflicts in the 
Armed Conflict 
Dataset (ACD)

All conflicts 
in Fearon and 
Laitin’s dataset

All conflicts in 
Sambanis’ dataset

Ethnic conflicts 
in ACD

Ethnic conflicts 
in Fearon and 
Laitin’s dataset

Ethnic politics variables
% excluded population 0.1291*

(0.0558)
0.2564**
(0.0779)

0.2792**
(0.0808)

0.3191**
(–0.0875)

0.3667**
(–0.1214)

Number of power-sharing 
partners

0.0587
(0.0389)

0.0771
(0.0586)

0.0177
(0.0491)

0.1120**
(–0.037)

0.0969
(–0.0747)

Duration of imperial past (in 
years)

0.4579 0.7899* 0.5932 0.9301* 1.5761**
(0.2886) (0.3568) (0.3307) (–0.4426) (–0.4244)

Other variables
Linguistic fractionalization 0.6298

(0.3227)
–0.0283

(0.4274)
0.0261

(0.3989)
1.2800**

(–0.3997)
0.599

(–0.6156)
GDP per capita –0.1093**

(0.0276)
–0.1267**
(0.0374)

–0.1750**
(0.0472)

–0.1256**
(–0.0448)

–0.1554**
(–0.0585)

Population size 0.1397**
(0.0532)

0.2354**
(0.0672)

0.2135**
(0.0616)

0.2102**
(–0.0656)

0.3609**
(–0.0894)

% of mountainous terrain 0.1241* 0.1581* 0.1320 0.1749 0.0701
(0.0601) (0.0794) (0.0765) (–0.0984) (–0.109)

Political instability 0.3454 0.2693 0.2655 0.1544 –0.0441
(0.1764) (0.2754) (0.2412) (–0.2726) (–0.3549)

Anocracy (compared to 
autocracy and democracy)

0.4292** 0.7218** 0.6478** 0.4469* 0.9738**
(0.1625) (0.2369) (0.1863) (–0.2263) (–0.2614)

Oil production per capita 0.0171** 0.0056 0.0176* 0.0180* 0.0064
(0.0063) (0.0165) (0.0078) (–0.0091) (–0.0284)

Observations 6,865 6,034 5,818 6,865 6,034
No. of conflict onsets 197 97 121 102 66

Notes: Time controls, ongoing war dummy, and constant not shown; robust standard errors in parentheses;* significant at 5%; ** significant at 1%.
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How do other theories of civil war fare in these models? Regime change and 
mountainous terrain play a key role in the insurgency model but receive rather 
limited support here, although the mountainous terrain helps to explain low-
intensity conflicts (Model 1) and Fearon and Laitin’s civil wars (Model 2).22 Oil 
production per capita is associated with conflict in two models as well (Models 
1 and 3). Meanwhile, the findings for democratic civil peace theory are more 
robust: anocracy increases the risk of armed conflict in all models. This associ-
ation, however, will disappear as soon as we start to disaggregate the dependent 
variable.23

5.2 Explaining ethnic conflict: exclusion, segmentation, incoherence

Because half of the armed conflicts in our dataset are not related to ethnic pol-
itics, a more focused investigation needs to exclude these conflicts. We do so in 
Models 4 and 5 in Table 5.2. Once we analyze ethnic conflicts only, the other two 
ethnic politics variables become statistically significant as well. The duration of 
imperial past, which measures a state’s cohesion and should be associated specif-
ically with secessionist conflicts, is significantly associated with conflict in both 
models. The number of power-sharing groups is highly significant in Model 4, 
but not in regressions on Fearon and Laitin’s coding of ethnic civil wars (Model 
5), which does not include low-intensity conflicts.

Significance levels do not tell us how much a variable affects the outcome, 
however. And the coefficients themselves are often hard to interpret. We thus 
calculated “first differences” effects, which report how the probability of ethnic 
conflict changes when we increase the value of one of the independent variables 
(and only this one) by a standard deviation. As already reported in the intro-
ductory chapter, it turns out that exclusion, segmentation, and incohesion affect 
the dynamics of war and peace in quite substantial ways: increasing the share of 
the excluded population from 6% to 32% (an increase of one standard deviation 
from the mean) results in a 25% increase in the probability of ethnic conflict 

22 Sambanis (2004) as well as Collier and Hoeffler (2004) also find no support for the mountains 
variable – but it appears in Hegre and Sambanis’ (2006) list of the “25 most robust variables,” as does 
political instability. We also experimented with Fearon and Laitin’s “new state” variable discussed 
in the previous chapter. It is not robustly related to armed conflict and quite sensitive to alternative 
codings. It is insignificant except when regressing on Sambanis’ coding of civil wars (this is for models 
that control for ongoing war). When recoded as relating to the first five years after independence 
instead of two, and regressed on ethnic conflicts, the “new state” variable is insignificant for all codings 
of the dependent variable.

23 As noted in the previous chapter, the anocracy variable unfortunately includes periods of 
state-breakdown and other conflict-intense situations, which is largely responsible for the statistical 
association with armed conflict, as Vreeland (2008) has demonstrated. In the previous chapter, I 
assigned such periods and situations to an “anarchy” category to avoid endogeneity. Here, we don’t 
modify the coding of this variable in order to maintain strict comparability with widely used models 
of civil conflict.
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(calculated on the basis of Model 4). A one standard deviation increase in cen-
ter segmentation leads to a 9% increased risk of armed conflict, while a similar 
increase in years under imperial rule augments the chance of armed conflict by 
13%. A one standard deviation increase in GDP per capita and population size, 
the two most robust variables in the civil war literature, influence the probability 
of conflict by 22% and 13%, respectively. Clearly, ethnic power configurations 
are substantially as important as basic economic and demographic factors that 
are well known to influence the prospects of war and peace.

The strength and robustness24 of the exclusion, segmentation, and cohesion 
variables are noteworthy because the dependent variable in Models 4 and 5 still 
comprises different types of ethnic conflict. Our theory assumes, however, that 
infighting, rebellion, and secession are caused by different ethno-political con-
figurations and that the same variable might therefore have opposite effects on the 
likelihood of different types of conflict (see Hypotheses 1, 6, 4, and 7). In the next 
step, we therefore disaggregate the dependent variable and use multinomial 
logit regressions to predict the onset of different types of ethnic conflicts.

In non-technical terms, a multinomial logit asks how independent variables 
affect the likelihood that a given country–year will be peaceful, or marked by the 
outbreak of a conflict of type 1, or by the outbreak of a conflict of type 2, and so 
forth. Rather than analyzing each conflict type separately, multinomial regres-
sions allow for the joint estimation of their determinants in a single model. It is 
therefore a good tool to discover causal heterogeneity: the possibility that differ-
ent causes generate similar outcomes.

As discussed above, combining actor types with war aims produces four kinds 
of ethnic conflict in the dataset, which will be the outcomes that the multi-
nomial logit regression seeks to explain: secessionist wars fought in the name of 
excluded groups (secessionist rebellions for short), non-secessionist rebellions, 
secessionist conflict started by power-sharing groups (secessionist infighting for 
short), and non-secessionist infighting.

5.3 Explaining different types of ethnic conflict:  
a configurational analysis

Table 5.3 reports the results of a multinomial regression on these four types 
of armed conflict. Let us first analyze the difference between rebellions (the 
dependent variable in both Columns 1 and 2) and infighting (Columns 3 and 4). 
In line with Hypothesis 1, exclusion affects rebellions only – whether secession-
ist25 or not. Confirming Hypothesis 2, the number of power-sharing partners 

24 For a series of robustness checks, see Appendix Tables 5.3.
25 The result for secessionist rebellion in Column 2 depends on using a logged version of the share of 

the excluded population. A non-logged version, although it does not change any results of previous 
tables, fails to come close to standard significance levels (results not shown here).

  

 

 



Table 5.3 The disaggregated view: explaining different types of ethnic conflict (multinomial logit analysis)

Conflicts involving excluded groups 
(rebellion)

Conflicts involving power-sharing  
partners (infighting)

Secessionist conflicts

 

Non-secessionist 
rebellion
(Column 1)

Secessionist 
rebellion 
(Column 2)

Secessionist  
infighting 
(Column 3)

Non-secessionist 
infighting  
(Column 4)

Ethnic politics variables
% excluded population 0.7501** 0.2554* –0.2032 –0.4504

(0.1277) (0.1109) (0.3306) (0.3156)
Number of power-sharing partners 0.0689 0.0008 0.4956** 0.3176**

(0.1001) (0.0417) (0.1164) (0.0960)
Duration of imperial past (in years) –0.8041 1.9524* 14.6269** 1.1870

(0.7777) (0.8152) (2.8503) (1.6311)
Other variables
Linguistic fractionalization 0.9796 1.9997** 1.4433 0.9991

(0.8709) (0.6431) (1.2707) (1.6116)
GDP per capita –0.1833* –0.0226 –0.6017 –0.1914

(0.0814) (0.0584) (0.3302) (0.1750)
Population size 0.2498 0.4835** –0.1882 –0.7321**

(0.1329) (0.1256) (0.1925) (0.1841)

Mountainous terrain –0.0913 0.3943 0.6948 0.5656*
(0.1608) (0.2211) (0.3751) (0.2815)

Political instability 0.0291 0.3655 –35.2497** 1.0312
(0.4485) (0.5128) (0.6728) (0.7487)

Anocracy (compared to 0.6333 0.2931 1.4050 0.0115
autocracy and democracy) (0.3639) (0.3892) (0.9854) (0.7129)
Oil production per capita 0.0296** 0.0016 –0.3692 0.0126

(0.0085) (0.0452) (0.4031) (0.0088)
No. of conflict onsets 42 41 9 10

Notes: Time controls, ongoing war dummy, and constant not shown; 6,865 observations; robust standard errors in parentheses; * significant at 5%; ** significant at 
1%.
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increases the chances of both secessionist (Column 3) and non-secessionist 
infighting (Column 4), but has no significant effect on rebellion (Columns 1 and 
2). Hypothesis 6 maintained that power-sharing partners that exclude large pro-
portions of the population would stick together and avoid infighting. While the 
sign of the coefficient of the exclusion variable turns from positive for rebellions 
(Columns 1 and 2) to negative for infighting (Columns 3 and 4), it fails to reach 
standard levels of statistical significance for the latter.

How do we explain whether rebellions and infighting turn secessionist 
(Columns 2 and 3)? Conforming to Hypothesis 3, the longer a country had been 
ruled by empire in the past the more likely secessionist conflicts instigated by 
both power sharers (Column 3) and the leaders of excluded groups (Column 
2). The duration of imperial past has no effect, again confirming our expecta-
tions, on non-secessionist ethnic conflicts (Columns 1 and 4). Countries with 
large populations are also more likely to be haunted by secessionist conflicts 
(Hypothesis 4). Both a long imperial past and a large population imply that 
many citizens were accustomed to self-rule and do not consider the newly 
established nation-state as legitimate. As expected by Hypothesis 7, population 
size is significant and positive for rebellions only (Column 2), while the sign of 
the coefficient is negative for infighting (and significant for the non-secessionist 
type reported in Column 4).26

Our expectations regarding the effects of levels of economic development 
are not fully confirmed. Richer states’ governments are indeed able to avoid 
non-secessionist rebellions (Column 1) because they can afford to co-opt 
the leadership of ethnic protest movements, but they do not experience less 
non-secessionist infighting (Column 4), as Hypothesis 5 had maintained. 
That said, the frequency of violent infighting is rare (nine secessionist and 10 
non-secessionist cases) and the signs of the coefficient for GDP in Columns 3 
and 4 are at least pointing in the right (negative) direction.

Table 5.3 again includes linguistic fractionalization as a control variable. 
The disaggregated perspective now allows us to see that linguistic diversity is 
significantly associated only with secessionist rebellions (Column 2). Perhaps 
linguistic fractionalization captures – in an indirect and rough way – another 
aspect of state coherence. It expresses the extent to which the central state has 
linguistically assimilated its population in past centuries; this provides an indi-
cator of a state’s capacity to extend its reach over a territory over a prolonged 
time frame. However, additional analysis shows that this finding is not robust to 

26 Population size is insignificant in regressions on the onset of non-ethnic wars (results not shown), 
supporting our interpretation that population size represents a proxy for state coherence. This is 
contrary to the interpretation of Fearon and Laitin, who hypothesize that governments find it more 
difficult to logistically and militarily control large populations. Dropping years with ongoing wars or 
running the models with additional continental dummies produces some minor changes to the results 
of Table 5.3 (for details see Appendix Tables 5.4).
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other specifications of the statistical model and we should therefore not rely on 
it.27 All in all, it becomes evident that ethnic diversity is not a robust predictor 
of armed conflict, as soon as we introduce measurements for the ethno-political 
power configurations and operate within a multicausal framework that allows 
distinguishing between various pathways to ethnic violence.

Among other control variables, anocracy and regime change are no longer 
associated with any of the four types of armed conflict, while mountainous ter-
rain is increasing the chances of one type of infighting (Column 4) but not rebel-
lion, contrary to what the insurgency model predicts. Oil resources increase the 
likelihood of non-secessionist conflicts fought in the name of excluded groups 
(Column 1), but none of the other types of armed conflict. This is consistent 
with Buhaug’s hypothesis that oil resources – which according to our own inter-
pretation reinforce ethnic clientelism – provide incentives to capture the state, 
rather than to secede from it.

Overall, the results of Table 5.3 demonstrate that a configurational approach 
to the study of civil wars yields important insights. Measures of ethnic politics 
have heterogeneous effects on different types of ethnic conflict, as do other key 
variables such as population size and oil. A configurational approach allows to 
better understand why ethnic conflicts and wars might erupt in such different 
ethno-political constellations as seen in Bosnia, Northern Ireland, and Mexico – 
even if statistical associations are generally unsuited to generate precise point 
predictions.

Bosnian Serbs participated in a segmented power-sharing arrangement 
within which elite competition for control over the newly founded state quickly 
escalated to incompatible positions and demands. The long history of indir-
ect rule – from Ottoman to Habsburg to Yugoslavian – meant that all but the 
Bosniak segments of the population disidentified with the new state, which fur-
ther increased the likelihood of armed conflict and gave it a secessionist form. 
In Northern Ireland, however, the conflict erupted when the large Catholic 
population no longer tolerated its exclusion from political power. Ireland had 
long been ruled as an internal colony of Great Britain and the northern parts 
of the island thus disidentified with the British state, increasing the likelihood 
that rebels would pursue secessionist aims. In Mexico, commandante Marcos led 
a group of former peasant activists to rebel against the political domination that 
the indigenous populations of Chiapas had suffered for centuries. In contrast to 
Northern Ireland and Bosnia, the Mexican state had enough time over the past 
two centuries to project its symbolic and political power over the population, 

27 As explained in a previous footnote, we ran all models with a different method of dealing with 
cases with multiple conflicts. In the above models, second (and third) conflicts are included and we 
add a control variable for “ongoing war.” If we exclude these additional conflicts from the analysis, 
the linguistic fractionalization variable will no longer be significant in Column 2 of Table 5.3 (see 
Appendix Table 5.4A, Model 4).
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which thus learned to see their membership in the Mexican state as self-evident 
and legitimate. The rebellion did not develop into a separatist endeavor, even 
though ample opportunities would have existed to unite with Guatemaltecan 
Mayas and their rebel organizations.

6 conclUsions

This chapter sought to identify the precise conditions under which violent eth-
nic conflicts erupt after a nation-state has been established. Conflicts are more 
likely when the center of power is divided between a large number of ethnic 
elites or when large proportions of a state’s population are excluded from power. 
In incoherent states where the population is not accustomed to be governed by 
the new political center, violent conflict is even more likely and will take on a 
secessionist form.

These results stand in opposition to the greed-and-opportunity school, 
which discounts ethnicity and more specifically ethnic exclusion and grievances 
as relevant factors in explaining civil war. To be sure, our argument is not that 
ethnic “identity” or “grievances,” as opposed to “interests” and “greed,” motiv-
ate people to found and join armed organizations. Rather, in weak states with 
weakly developed civil societies, ethnicity will channel the pursuit of power and 
prestige such that political factions will align along ethnic cleavages. Ethnicity 
is therefore not an aim in itself, but a perceptual lens through which individ-
uals identify reliable alliance partners as well as the organizational means 
through which they struggle to gain access to state power and its public good. 
Our approach specifies the conditions under which this political logic of eth-
nic solidarity comes into play, as well as the power configurations that make an 
escalation into armed conflict more likely.

This chapter also goes a step beyond the minority-grievance model by show-
ing that ethnic mobilization and conflict do not exclusively involve discrimi-
nated minorities fighting for their rights. Ethnic conflict often concerns the 
entire configuration of power, most importantly the question of who controls 
the state and what share of it. Our results thus lend themselves to a broader 
perspective not focused on demographic minorities at risk, but on the dynamics 
of ethnic politics at the center of state power. After all, armed rebels are more 
likely to emerge from excluded majorities, not minorities, and groups in power 
instigate an important number of armed conflicts.

In contrast to the diversity-breeds-conflict school, this chapter demon-
strates that ethnic conflicts are not any more likely in more diverse countries: 
ethno-demographic diversity indices are rarely associated with conflict in statis-
tically significant ways and they do so only for a circumscribed subset of armed 
conflicts. Ethno-demographic indices, and many theories of war and peace 
that rely on them, measure the degree of linguistic and religious heterogen-
eity without taking relations of power between ethnically defined actors into 
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account, and without analyzing the different relationships between such actors 
and the state. Violence is thought to erupt between ethnic groups –nourished by 
nepotistic instincts or primordial antagonisms – and only then to involve state 
authorities. These approaches overlook the crucial fact that the state is neither a 
neutral actor nor a passive arena within which ethnic groups operate, but might 
itself be “captured” by one of these groups. Such capture creates serious legit-
imacy problems in modern nation-states and is thus a major source of war in the 
contemporary world.

With this more fine-grained analysis of today’s civil conflicts, we have reached 
the end of a journey that began when a new template of legitimacy – in the 
name of a nationally defined people – entered the stage of world history some 
250 years ago. As argued throughout this chapter, ethno-nationalism remains 
the central ideological principle that motivates all the different types of ethnic 
conflicts that this chapter has disentangled from each other: rebels decry the 
breach of the like-over-like principle as much as do infighters who complain 
about “underrepresentation” in government and secessionists who struggle to 
free themselves from “alien rule.” Given that nationalist forms of legitimizing 
and contesting power are ubiquitous in the modern world and that ethno-politi-
cal inequality is widespread, is conflict unavoidable? This question stands at the 
heart of the next chapter.
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Can peace be engineered?

During the first decade after the fall of the Berlin Wall, preventing armed 
violence around the world became an important preoccupation of Western 
policy-makers. Many hoped that the sole remaining superpower, no longer 
preoccupied with containing communist insurgencies across continents, could 
now afford to lead “the international community” into a peaceful future. The 
September 11 attacks shifted the attention away from preventing civil war and 
toward fighting and dismantling terrorist networks around the world.

Two recent developments have helped to bring the idea of civil war pre-
vention back onto the agenda of Western policy-makers, however.1 First, the 
wars in Afghanistan and Iraq have led to a military and political overstretch 
of the United States and its allies. Preventing additional civil wars that would 
demand Western intervention has very much become a matter of necessity. 
Second and more importantly, the discussion on how to prevent terrorism 
focuses increasingly on the role of failed states that provide the environment 
within which radical groups can flourish. Most of these states “failed” in the 
wake of civil war.

Parts of this chapter have been presented at the United States Institute of Peace. I thank the 
discussants Jack Goldstone and Philip Keefer as well as Chantal de Jonge Oudraat and Elizabeth 
Cole for having organized the event. Andries Odendaal, Marc Sommers, and Sarah Zingg 
Wimmer offered helpful comments and suggestions. A later version was presented at a session 
of the annual meeting of the Midwest Political Science Association, to which Ben Smith had 
invited me, as well as at a panel of the Annual Political Science Association Meeting in Seattle 
organized by Gwyneth McClendon. I am especially indebted to my friends and colleagues in 
comparative politics who offered this sociologist venturing into their core disciplinary domain 
crucial advice, made helpful suggestions regarding datasets to use, or pointed out pitfalls to 
avoid and holes in the argument: Emmanuel Teitelbaum, Patrick Kuhn, Nicholas Sambanis, and 
Kanchan Chandra.

1 From an American foreign policy point of view, see Woocher (2009); from a strategic planning 
point of view, see Stares and Zenko (2009).
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This book is not mainly written to provide insights on how violent conflict 
can be avoided. Nevertheless, the analysis presented so far contains some 
important lessons for current debates, and additional analysis in this chapter 
will offer further support for the main argument:2 prevention should foster 
inclusionary power configurations, rather than democracy, decentralization, 
and other institutional reforms commonly considered prime tools of peace 
promotion. I will show empirically that formal political institutions either 
don’t influence conflict dynamics in any systematic way, or only show a rather 
unstable and fragile association with infighting between power-sharing part-
ners. As we have seen in the previous chapter, such infighting accounts for only 
one-fifth of all ethnic conflicts fought in the postwar world. Encouraging inclu-
sive government or depoliticizing ethnicity altogether through a long-term 
process of nation building should therefore be the focal goals of prevention 
policies.

This general message is somewhat at odds with the current debate among 
policy-makers and “constitutional engineers” about which political institu-
tions promote peace.3 The holy trinity of prevention “tools” for ethnically 
divided societies consists of democracy, federalism (e.g. Lijphart 1977: 42–44; 
Heper et al. 1997; Ghai 1998), and minority rights (Kymlicka 2007). There 
is some disagreement, however, as to exactly which democratic institutions 
are best at preventing violence – a strong president or a strong parliament, 
proportional systems of representation, in which parliamentary seats are 
distributed according to vote shares, or majoritarianism, where “the winner 
takes all.” What can quantitative research tell us with regard to the peace-
promoting effects of these and other political institutions? I first evaluate 
whether democracy brings peace, either through a direct effect (“ballots 
replacing bullets”) or indirectly because democracy might foster political 
inclusion and thus prevent ethnic rebellions.

2 In the discussion that follows, I will bracket the important question of whether prevention is 
politically feasible given that it may conflict with other policy goals such as access to natural 
resources, the wish to see friendly regimes in place, or a balanced domestic budget. I also 
will sideline the issue of how prevention could become the focus of policy-makers and their 
electorates who have a notoriously short time horizon and limited capability to focus on 
other than fully escalated conflicts that make headlines in the Western media. The argument 
thus will be limited to identifying what should be done, rather than how it can be achieved 
politically.

3 Note that political institutions here refers to explicit and formalized rules regulating access 
to power, rather than to principles of political legitimacy as I have used the term in previous 
chapters. For an overview of different understandings of the concept in political science and 
sociology, see Portes and Smith (2010).
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1 Democracy anD Democratization

1.1 Direct effects of democracy

Chapters 4 and 5 showed no support for the idea that democracies are 
more peaceful than autocracies. This is in line with the entire quantita-
tive research literature.4 Even the more modest claim that democracies and 
autocracies are both more peaceful than the “anocratic” regimes that lie in 
between them is not systematically supported by the results of Chapters 4 
and 5, nor by the most recent research on this specific issue. Previous studies 
that reported that anocracies are more war-prone (Ellingsen 2000; Hegre 
et al. 2001) were mostly based on the Polity IV dataset, whose measurement 
of “anocracy” includes intense political conflict or even violence (Vreeland 
2008) – such that the previous findings boiled down to showing that conflict 
explains violence.5

There is, however, some evidence that the democratization of authoritar-
ian regimes is often violence-prone (Cederman et al. 2010a). The analysis of 
previous chapters offers some interpretation of the possible mechanisms at 
work: when multiparty democracy is introduced, encompassing clientelist 
networks that stretched from the center of power down to individual vil-
lages break apart along ethnic lines, thus giving rise to a party system with 
clear ethnic connotations. Research on Africa has shown that ethnicity then 
becomes more salient when elections near and are expected to be close 
(Eifert et al. 2010). The losers of such elections, along with their ethnic cli-
enteles, might subsequently be excluded from access to central state power 
with the known consequences for the prospects of peace (for examples, 
see Rothchild 2004). This is in line with the finding of Cohen (1997), who 
reports, on the basis of an analysis of MAR groups from 1945 to 1989, that 
ethnic rebellion is less likely in one-party systems than in multiparty sys-
tems. Democratization, to conclude, is not an effective tool of preventing 
armed conflict.6

4 The only exception is Saideman et al. (2002), who found that democracies are more prone to 
ethnic rebellion in a subset of 110 countries analyzed from 1985 to 1998, using the MAR dataset to 
construct their dependent variable.

5 Gleditsch et al. (2009) defend the democratic civil peace argument by using another 
measurement of democracy. However, the inverted U-shape relationship only holds when 
controlling for a host of other political variables (ibid.: 184, model 1), but not in a simple model 
with only the basic covariates (ibid.: model 2). According to Schneider and Wiesehomeier (2008), 
democracies are more peaceful than autocracies, but in ethnically homogenous societies only.

6 The foreign policy implications of this conjecture are discussed by Mansfield and Snyder 
(2005b).
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1.2 Indirect effects of democracy, parliamentarianism,  
proportionalism, and federalism

But aren’t democracies more inclined to include minorities politically, given 
that their votes count in electoral competition? And shouldn’t political inclusion 
then promote peace, as argued throughout this book, such that there could be 
an indirect effect of democracy on armed conflict? Indeed, democracies on aver-
age exclude less than half as many of their citizens than non-democratic coun-
tries on the basis of ethnicity. In multivariate regression analysis, democracy 
is strongly associated with the percentage of the population that is excluded 
from central government power, as Model 1 in Table 6.1 shows.7 This association 
remains significant even in country-fixed effect models (results not shown), in 
other words, even if we take into account that countries differ from each other in 
many ways not captured by the democracy variable.

How are more specific institutional arrangements, such as proportional-
ism, parliamentarianism, and federalism, related to ethno-political inequality? 
Scholars of the “consociationalist” school have argued that proportional systems 
of electing parliament are more conducive to political power sharing when com-
pared to majoritarian rules that tend to produce two-party systems with limited 
minority representation (Lijphart 1994, 1999). Consociationalists also argue that 
parliamentarianism should foster minority representation. In such systems, the 
executive is elected by parliament and depends on the support of its major parties. 
This often allows minority parties to enter a governing coalition, consociational-
ists argue, and to be rewarded with senior government posts. A presidency that is 
independent from parliament, by contrast, tends to be occupied by a member of 
the national majority. Finally, federal institutions are also seen as conducive to a 
more equal distribution of power since minorities that control a federal unit are 
able to use this as leverage to gain representation at the center as well.

Model 2 reveals, however, that neither proportional representation nor par-
liamentarianism nor federalism is associated with a more inclusive power config-
uration. These results are based on Gerring and Thacker’s dataset (2008), which 
does not consider autocracies. We obtain the same results (not shown here) if 
we use the more precise World Bank dataset on political institutions (Thorsten 
Beck et al. 2001), which includes autocracies but has data from 1975 onward only, 
or the encompassing and equally granular Institutions and Elections Project 

7 Models 1–4 are generalized linear models with a logistic link function and the distribution specified 
as binomial. This is the most appropriate model specification since the dependent variable is a 
proportion and shows excess zeros due to countries that are ethnically homogenous (such as Korea) 
or where ethnicity is not politically relevant (as in Tanzania). In both groups of cases, the power 
structure is coded as fully inclusive (the dependent variable is therefore set at 0). Since the values 
of the exclusion variable can only change discontinuously and in “chunks,” depending on the size 
and number of ethno-politically relevant groups, all models include these two control variables.

  

 



table 6.1 Democracy and exclusion: which influences what?

Dependent variable

Share of the excluded population
Future change 
in exclusion

Democratic 
transition next five 
years

 Model 1 Model 2 Model 3 Model 4 Model 5

Democracy, lagged –0.5630** –0.8109** –0.5796* –0.0048
(0.216) (0.297) (0.237) (0.009)

Fully proportional systems 0.4561
(0.280)

Fully parliamentary systems 0.0753

(0.358)
Fully federal systems –0.3006

(0.525)
Democratic transition during past 10 years 0.0303 –0.0147

(0.212) (0.012)
Share of the excluded population –0.9679*

(0.465)
Number of observations 7,024 3,404 6,819 6,092 4,439
Notes on no. of observations  Without autocracies   Non-democracies only

Notes: Controls for the size of the largest ethnic group and the number of groups (Models 1–4), GDP, cubic splines on calendar year, and constant not shown; robust 
standard errors in parentheses; * significant at 5%; ** significant at 1%.
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dataset (Regan and Clark 2011) that covers all countries from 1972 onward,8 or 
if we code federalism based on the Polity III dataset, which includes all regime 
types and all postwar years up to 1994.

It thus seems that democracy is associated with more inclusionary power 
configurations, while consociational institutions (federalism, proportionalism, 
parliamentarianism) don’t show any such effects. Is the association between 
democracy and inclusion that Models 1 and 2 reveal due to a causal effect? Does 
democracy make a country more inclusionary? This question is evaluated in 
Model 3. It explores if having transitioned to democracy during the past 10 years 
led to a more inclusionary power structure today – which is not the case. But 
maybe this is because Model 3 compares young with old established democra-
cies, and the younger ones haven’t yet had the time to realize the inclusionary 
potential of democracy? To evaluate this possibility, Model 4 uses a different 
dependent variable: the change in levels of exclusion in the next five years. It 
shows that recent democratization does not push a country along the path of a 
more inclusionary future (note that results from Models 3 and 4 do not depend 
on how many years the independent or dependent variables are lagged).

These findings make us suspect that high levels of exclusion might inhibit 
democratization, thus producing a reverse causal relation between democracy 
and inclusion. This is exactly what Model 5 suggests. It refers to non-democracies 
only and evaluates which factors influence the chances of a democratic transi-
tion. The model is specified as a logistic regression on a dichotomous dependent 
variable. It shows that the higher the percentage of the population excluded 
from government power, the less likely the country will become a full dem-
ocracy within the next five years. The same results from a country-fixed effect 
model based on the 72 countries that underwent a democratic transition since 
1945 (results not shown).

Democracies are therefore more inclusive because of a selection mechanism: 
ethnocratic rulers who exclude large proportions of their population cannot 
possibly risk democratization since this would most likely mean that they would 
have to vacate the throne. Think of current Rwanda dominated by a small Tutsi 
elite of former exiles from Uganda; or think of Saddam Hussein’s ethnocratic 
and sultanistic regime. These certainly tentative and preliminary findings run 
parallel to other studies that show how economic inequality hampers the pros-
pects of democratization (Boix and Stokes 2003; for a more nuanced interpret-
ation, see Houle 2009).9

8 Autonomous provincial governments, as coded in the IAEP dataset, are significantly associated 
with less exclusion – but a similar coding for autonomous regions in the WB dataset shows no 
such association, nor does a variable that records if provincial governors are locally elected (also 
from the WB dataset) or IAEP’s coding of constitutional federalism.

9 A more detailed analysis of the relationships between ethno-political exclusion and democracy 
would have to take into account that yet other, unobserved variables could cause both.
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In short, these additional analyses provide support to the argument that 
inclusion, rather than democratization, should be the top priority of preven-
tion policies. More inclusionary power configurations will then also generate an 
environment within which democracy can flourish better. This argument is in 
line with the power-configurational view on institutional change that underlies 
this book: institutions reflect a specific distribution of power between coalitions 
of actors and change when these configurations shift.

2 Direct effects of proportionalism,  
parliamentarianism, anD feDeralism

The above analysis has shown that neither democracy nor more specific institu-
tional arrangements such as proportionalism, parliamentarianism, or federalism 
have a demonstrable causal effect on the ethno-political power configuration, 
thus ruling out an indirect effect on conflict dynamics. Similarly, Appendix 
Table 6.2 shows that none of these political institutions – whatever the dataset 
used to capture them – shows a clear-cut association with the number of power-
sharing partners, which represents the other aspect of the power configuration 
explored in the previous chapter.

I have also argued above that there is no evidence that democracy fosters 
peace directly, a mechanism often described with the seductive alliteration 
“from bullets to ballots.” What is left to examine is whether there is a direct 
effect of proportionalism, parliamentarianism, or federalism. These might influ-
ence the likelihood of conflict not because they make a country more inclusion-
ary, but because they offer electoral and other incentives that steer the dynamics 
of political competition in a more peaceful direction. Many have argued that 
presidential democracies such as the United States increase the zero-sum char-
acter of political competition and thus the chances of violent conflict (Lijphart 
1977; Linz 1990), while parliamentarian systems are more conducive to political 
compromise and negotiation. Others maintain the opposite: that dividing power 
between a strong president and a parliament helps to avoid such zero-sum com-
petition (Saideman et al. 2002; Roeder 2005). Furthermore, elected presidents 
will be oriented toward the common good of the broader electorate rather than 
their narrow ethnic clienteles, and thus have reasons to avoid escalating ethnic 
claims or indulging in particularistic politics (Horowitz 2002; Reilly 2006).

The literature is equally divided when it comes to the peace-promoting 
effects of federalism. Nordlinger (1972) and Roeder (2007) argue that fed-
eralism provides a strong institutional platform from which regional elites 
can launch a violent secessionist project. Advocates of federalism (Lijphart 
1977) have defended the opposite hypothesis: federalism often leads to eth-
nic self-rule at the regional level, thus decreasing the relevance of the power 
configuration at the center (in line with the theory of nationalist violence by 
Hechter 2004).

  



table 6.2 Political institutions and ethnic conflict (logit analyses)

Model 1 2 3 4 5 6 7 8 9 10 11 12

Proportionalism

Proportional 
systems, 
1946–2002, GT

–0.0372

(0.396)

Proportional 
systems, 
1975–2005, WB

–0.0003

(0.000)

Propotional 
systems, 
1972–2005, IAEP

–0.3325

(0.332)

Presidentialism

Presidential 
systems, 
1946–2002, GT

–0.6375

(0.327)

Presidential 
systems, 
1975–2005, WB

–0.0702

(0.288)

Presidential 
systems, 
1972–2005, IAEP

0.4115

(0.328)

Federalism

Federal systems, 
1946–2002, GT

0.9364

(0.485)

Federal systems, 
1946–1994,  
Polity III

–0.1899

(0.354)

 



Model 1 2 3 4 5 6 7 8 9 10 11 12

Federal or 
federated 
systems, 
1972–2005, IAEP

0.0554
(0.236)

Autonomous 
provincial 
governments, 
1972–2005, IAEP

–0.7074*

(0.316)

Locally elected 
governors of 
provinces, 
1975–2005, WB

–0.0013

(0.001)

Autonomous 
regions, 
1975–2005, WB

–0.0006

(0.001)

Number of 
observations

3,369 4,049 3,729 3,366 4,185 4,032 3,366 5,123 4,502 4,408 2,914 3,987

  
  

Without 
auto-
cracies

  
  

  
  

Without 
auto-
cracies

  
  

  
  

Without  
auto-
cracies

  
  

  
  

  
  

  
  

  
  

Notes: Controls for GDP, population size, linguistic fractionalization, mountainous terrain, political instability, anocracy, oil production, ongoing war, calendar year, cubic 
splines, and constant not shown; robust standard errors in parentheses; * significant at 5%; ** significant at 1%

table 6.2 (cont.)

 



Can peace be engineered? 183

Finally, proponents of proportionalism argue that minorities are better rep-
resented in parliament if even small parties stand a chance of winning seats. 
Majoritarian rules, by contrast, tend to produce two-party systems in which 
minority candidates fare less well (Lijphart 1994, 1999).10 Representation in the 
legislative branch of government could moderate minority demands and at the 
same time acquaint majority representatives with the perspectives and needs of 
minorities.11 Both together might promote peace, even if proportionalism does 
not affect the power configuration in the executive branch of government, as we 
have seen above.

I will discuss the relation between these three institutional arrangements and 
armed conflict in two steps. In the first step, I seek to find out whether institu-
tions affect ethnic armed conflicts in general. The second step proceeds to a 
more fine-grained analysis in which I again distinguish, as in the last chapter, 
between infighting and rebellion. This allows us to determine whether polit-
ical institutions affect power-sharing partners in different ways than excluded 
groups. For both steps, I will use all the available datasets mentioned above: 
Gerring and Thacker’s coding (GT for short) for non-autocratic countries since 
1945, the World Bank dataset (WB for short), which starts in 1975, Polity III for 
federalism from 1946 to 1994, and the Institutions and Elections Project data 
(IAEP) that covers all countries since 1972. Both the IAEP and the WB data con-
tain very fine-grained codings of electoral systems and federalism and for both 
variables I will use several measurements. The Polity III dataset has the advan-
tage of the broadest coverage.

2.1 Ethnic armed conflict

Other researchers have already shown that proportional systems don’t reduce 
the likelihood of armed conflict if we don’t distinguish between ethnic and 
non-ethnic conflicts (Schneider and Wiesehomeier 2008; Gleditsch et al. 2009).12 
Using three different codings of proportionalism from the WB, IAEP, and 
GT datasets, I arrive at the same conclusion (results not shown). But maybe 

10 However, Reynolds (2011: 114–116) finds that majoritarian rules result in better minority representation 
in parliament. This finding is based on the election results in 50 countries.

11 Reilly (2006) reviews the debate between “centripetalists,” who advocate presidentialism, 
majoritarianism, and unitarian systems, and “consociationalists,” who favor parliamentarianism, 
proportionalism, and federalism. Centripetalists have proposed many other institutional features, 
such as demanding a trans-regional support basis for party registration or more complex electoral 
rules such as the alternative vote system (see Reilly 2011). The same goes for consociationalists, 
who also advocate mutual veto rights in a grand coalition of ethnic parties. These more detailed 
institutional arrangements are outside the purview of this chapter’s analysis, either because global 
data is not available or because they have been applied too rarely to permit a statistical analysis.

12 Other findings are conditional on ethnic demography, conflict intensity, or regime type (e.g. Schneider 
and Wiesehomeier 2008).
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proportionalism affects specifically ethnic conflicts, as argued by consociational-
ists? Table 6.2 evaluates this proposition. Models 1 to 3 use the same model spe-
cification and independent variables as the analysis in the previous chapter plus 
one of the three available codings of proportionalism, based on the GT, WB, 
and IAEP datasets respectively. None of these variables produce statistically 
significant results, even though the coefficients at least all point into the same 
(negative) direction.13

Models 4 to 6 evaluate if presidential systems are more or less violence 
prone. Previous research has shown that presidential systems are neither associ-
ated with full-scale civil war nor with lower-intensity armed conflict (Bates et 
al. 1998: 207; Gleditsch et al. 2009).14 I confirm these findings for all three different 
codings of presidentialism (results not shown). But again, don’t we need to focus 
exclusively on ethnic conflicts, since these are at the core of the debate among 
constitutional engineers? Models 4 to 6, however, don’t show any significant 
association between presidentialism and ethnic conflict, whether using the GT, 
the WB, or the IAEP datasets.15

The final five models (7 to 12) explore a possible relationship between federal-
ism and armed ethnic conflict. On the most general level, when not distinguish-
ing between various types of armed conflict, Gleditsch et al. (2009) have already 
established that federalism is not associated with more or with less conflict in 
the post-1945 world.16 Perhaps federalism prevents specifically ethnic conflict, as 
argued by consociationalists? Models 7 to 9 use different codings of how the 
constitution defines the division of power between different levels of govern-
ment.17 Models 10 to 12 evaluate variables that go beyond constitutional provi-
sions and code in how far sub-national units do indeed wield political power: 
whether provinces have governments that are chosen independently of the cen-
ter (Model 10), elect governors locally (Model 11), or are granted a special status 
as autonomous regions (Model 12).

13 This seems to contrast with Reynal-Querol (2002), who reports that “inclusionary” political systems, 
defined as proportional and parliamentary systems, are less prone to ethnic civil war. It is difficult 
to determine, however, which political institutions produce which effect, since she codes a variable 
that cross-classifies various elements: 0 is defined as “unfree” political systems, 1 refers to “free,” 
majoritarian, and parliamentary systems, 2 to free presidential systems, and 3 to free proportional and 
parliamentary systems.

14 Other research offers some more conditional insights, with rather contradictory implications: 
presidentialism might increase the probability of armed conflict in ethnically homogenous democracies 
(Schneider and Wiesehomeier 2008), while it has no effect on very heterogeneous democratic polities.

15 Both findings stand in opposition to those of Roeder (2005).
16 Schneider and Wiesehomeier (2008) again offer a more nuanced assessment of the conditions under 

which federalism reduces conflict in democracies. Federalism is associated with peace in highly 
fractionalized societies, but increases conflict probability in societies with a demographically dominant 
majority.

17 Gerring and Thacker, for example, code a state as federal if it has a bicameral legislature with one of 
the chambers composed of the delegates of the provinces.
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Clearly, constitutional federalism has no effect whatsoever on conflict propen-
sity (Models 7 to 9). But at least one of the de facto power variables does prod-
uce a significant result: autonomously chosen provincial governments, as coded 
by the IAEP, are associated with less ethnic conflict (Model 10). Unfortunately, 
however, this result is not upheld when using a similar WB coding of autono-
mous provincial government (Model 11). Furthermore, Model 10 relates to years 
after 1972 only, such that we cannot be entirely sure how much we should rely on 
this finding. This caution is reinforced by additional analysis (results not shown 
here): when using Fearon and Laitin’s coding of ethnic civil war – relating to 
conflicts with at least 1,000 battle deaths – the finding reported in Model 10 
disappears as well.

2.2 Infighting and rebellion

Maybe we arrive at a more positive conclusion regarding the peace-promoting 
effects of political institutions if we disaggregate the dependent variable? Isn’t it 
likely that institutions affect members of a governing coalition differently from 
groups excluded from central government?18 The picture that emerges is slightly 
more complex (see Table 6.3). Proportional systems don’t influence the prob-
ability of either infighting or rebellions (see Models 1 to 3).19 And for only one 
coding of presidentialism – the one based on the WB dataset shown in Model 
5 – do we find a significant effect. Presidentialism is associated, in this model, 
with a lower likelihood of infighting between power-sharing partners, but not 
with rebellions.20

18 In addition, shouldn’t institutions also affect whether rebels and infighters seek to secede from a 
state or rather conquer the power center? I briefly evaluated this possibility by looking separately 
at secessionist conflicts, which are at the core of the debate about the peace-promoting effects of 
federalism. The results of this analysis can be found in Appendix Table 6.1. It contains six models, the 
first three again coding whether a country is constitutionally set up as a federal state, the second three 
relating to actually observed degrees of autonomy of sub-state entities. Only one of these variables is 
significantly (and negatively) associated with secession: states with provinces that have locally elected 
governors are less likely to see secessionist armed conflicts. This result is based on a relatively small 
number of observations (less than half of the full dataset used in the previous chapter). Still, it holds 
up even when controlling for the ethno-political power configuration by adding the share of the 
excluded population as well as the number of power-sharing partners to the equation, thus ruling out 
an indirect effect.

19 Cohen (1997), however, reports that proportional systems decrease the likelihood of full-scale ethnic 
rebellion in democracies (though not the incidence of low-level violence). His analysis is based on 
the MAR dataset. If autocracies are excluded from consideration, I do find a negative significant 
association between rebellion and proportionalism for one of the three codings of the variable (the 
one provided by the WB dataset).

20 This latter result is supported by Saideman et al. (2002), who report that neither presidentialism nor 
parliamentarianism have any effect on rebellion by politically marginalized ethnic groups (as defined 
by the MAR dataset).

  

 

 

 



table 6.3 Political institutions and infighting (Columns 1) and rebellion (Columns 2) (multinomial logit analyses)

Model 1 Model 2 Model 3 Model 4 Model 5 Model 6

 1 2 1 2 1 2 1 2 1 2 1 2

Proportionalism

Fully proportional 
systems, 
1946–2002, GT

–1.3970 0.2523

(1.144) (0.409)

Proportional 
systems, 
1975–2005, WB

0.0006 –0.0005

(0.001) (0.000)

Proportional 
systems, 
1972–2005, IAEP

–0.8359 –0.2244

(1.164) (0.353)

Presidentialism

Fully presidential 
systems, 
1946–2002, GT

–1.0798 –0.5126

(0.675) (0.352)

Fully presidential 
systems, 
1975–2005, WB

–1.5439** 0.3651

(0.595) (0.315)

Presidential systems, 
1972–2005, IAEP

0.4419
(0.991)

0.3909
(0.328)

Number of 
observations

3,369 3,369 4,049 4,049 3,729 3,729 3,366 3,366 4,185 4,185 4,032 4,032

 Model 7 Model 8 Model 9 Model 10 Model 11 Model 12

 1 2 1 2 1 2 1 2 1 2 1 2

Federalism

Federal systems, 
1946–1994,  
Polity III

2.6257** –0.9492**

(0.666) (0.324)

Fully federal 
systems, 
1946–2002, GT

1.4013 0.8757

(0.886) (0.560)

Federal or federated 
systems, 
1972–2005, IAEP

0.4391 –0.0517

(0.520) (0.261)

Auton. provincial 
governments, 
1972–2005, IAEP

–2.0082* –0.4914

(0.925) (0.330)

Locally elected 
provincial 
governors, 
1975–2005, WB

–0.0023 –0.0008

(0.001) (0.001)

Autonomous 
regions, 1975–2005, 
WB

–0.0018 –0.0001

(0.002) (0.001)

Number of 
observations

5,123  5,123  3,366  3,366  4,502  4,502  4,408  4,408  2,914  2,914  3,987  3,987  

Notes: Controls for GDP, population size, linguistic fractionalization, mountainous terrain, political instability, anocracy, oil production, ongoing war, calendar year, cubic 
splines, and constant not shown; robust standard errors in parentheses; * significant at 5%. ** significant at 1%.
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This is consistent with my analysis of infighting as a consequence of a com-
mitment problem. A strong president might be better able to hold a fractious 
coalition together than a prime minister who dependends on parliamentary 
support. Further supporting this view with a relational analysis, Hale (2011) finds 
that in the post-Soviet world, presidentialism produces strongly integrated, hier-
archical patronage networks focused on the president, while parliamentarianism 
tends to result in a more fragmented system of competing alliance networks. 
All of this would support those constitutional engineers who argue that strong 
presidents are less likely to cater to their own ethnic clientele and, if elected by 
popular vote, need to seek those votes across ethnic divides.

However, the association between infighting and presidentialism disappears 
once we take the ethno-political power configuration into account – albeit there 
is no association between presidentialism and the number of power-sharing part-
ners (see Appendix Table 6.2), thus ruling out an indirect effect. Furthermore, 
the association again depends on a particular coding of presidentialism and does 
not show up with the other two codings (Models 4 and 6), thus raising doubts 
about its robustness.

In sum, neither proportionalism nor presidentialism has any significant effect 
on rebellions in the name of excluded populations. And there are only weak and 
not very robust signs that presidentialism might reduce the chances of infighting. 
This leaves us with federalism. The results are rather contradictory, in line with 
Horowitz’s (1985) assessment of the qualitative evidence. In four of the six cod-
ings of federalism, no association whatsoever can be discerned (Models 8, 9, 11, 
and 12). But when using the Polity III data (Model 7), which covers all countries 
from 1946 to 1994, an interesting finding appears: federal states are significantly 
more likely to see infighting, but also experience significantly less rebellions in 
the name of excluded populations (in line with consociationalist arguments). 
However, the coding of federalism provided by the IAEP (Model 10) produces 
quite different results: autonomously chosen provincial governments are associ-
ated with less infighting (the opposite of Model 7) but not with rebellion. We 
already found a negative significant result for this coding of federalism when 
regressing on all ethnic conflict (Model 10 in Table 6.2). We can now add more 
precision to the analysis, since we now know that the effect is limited to conflicts 
between power-sharing partners.21

How to adjudicate between these two conflicting findings that we get from 
the Polity and IAEP codings of federalism? Much more detailed analysis of the 
actual coding rules and the case universes that they create would be needed to 

21 Equally contradictory are the findings of group-level analyses. When using the EPR dataset with 
ethnic groups as units of observations, I find that groups holding some sort of regional power are less 
likely to rebel than powerless or discriminated against groups (the effect is only marginally significant, 
however). This contrasts with the findings of Roeder (2007), which are based on his own dataset of 658 
ethnic groups in 153 states from 1955 to 1999. He reports that political autonomy is associated with a 
heightened likelihood of violent ethno-political conflict.
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answer this question. For the moment, it suffices to note that there are good rea-
sons to trust the results based on the IAEP dataset more than those derived from 
the Polity data. First, the Polity III-based results disappear when India (a federal 
state with many infighting conflicts) is excluded from the analysis, or if linguis-
tic fractionalization is not part of the equation, or if the ethno-political power 
configuration is taken into account by adding the number of power-sharing 
partners as well as the percentage of the excluded population to the regres-
sion model (results not shown). The IAEP results are more robust and hold 
up without India, without controlling for linguistic fractionalization, or with 
the ethno-political variables added.22 In addition, a similar coding of provincial 
autonomy (based on whether or not provinces have locally elected governors) 
is associated with infighting in a similar way (Model 11) even though the effect 
misses standard levels of statistical significance.

One might object to this series of rather sobering results – from the point 
of view of constitutional engineers – that one needs to test whether presiden-
tialism, federalism, and proportionalism have different effects in democracies 
and in autocracies. Electoral rules might only influence conflict processes when 
votes can indeed change who is in power; federalism could show its pacifying 
effects in autocratic regimes only, where conquering the center is unfeasible (as 
reported by Bermeo 2002; Saideman et al. 2002). To test for this possibility, I ran 
all models presented in Tables 6.2 and 6.3 for separate sub-samples of autoc-
racies and non-autocratic regimes. The results remain substantially similar to 
those reported above, except that the findings regarding federalism are even 
more contradictory.23

But perhaps parliamentarianism shows its moderating effects on the dynamics 
of political competition and conflict only if combined with proportionalism – as 
argued by consociationalists? Indeed, for the GT as well as the IAEP datasets, 
a combination of proportionalism and parliamentarianism is associated with a 
significantly lower risk of infighting, while it does not affect rebellions. However, 
using the WB dataset produces the opposite result: infighting between power-
sharing partners is significantly more likely in such consociational regimes, while 
again no associations with rebellions appears (results not shown). I conclude that 
there is no robust and consistent effect here.

22 There is a positive association between the number of power-sharing partners and federalism 
according to Polity III data, but not when using the IAEP or the GT coding – indicating that the 
effect of autonomous provinces is not indirectly operating through the power configuration. No 
other political institution variable from the three datasets shows any association with the number of 
power-sharing partners (the results are reported in Appendix Table 6.2).

23 In autocracies, federalism is associated with a decreased risk of infighting as well as rebellion 
when using the Polity coding, and with less infighting when using IAEP’s coding of constitutional 
federalism. However, when considering de facto autonomy (coded either on the basis of the WB or 
the IAEP data), federalism increases the chances of infighting in autocracies.
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2.3 Inclusion rather than institutional engineering

In sum, federalism or presidentialism might have an independent effect on the 
dynamic of political competition between power-sharing partners and reduce 
the chances of escalation into armed conflict. Autonomous provinces make it 
perhaps less urgent to fight for the spoils of government at the center; independ-
ent presidents might be in a better position to overcome commitment problems 
in a ruling coalition of ethnic elites than prime ministers responsible to the 
parliamentary representatives of these elites. The results reported above quite 
unequivocally indicate, however, that neither presidentialism, proportionalism, 
federalism, or a combination of such institutions have any effect on rebellions by 
excluded groups, the far more prevalent type of ethnic conflict: 90 out of the 110 
ethnic conflicts in the dataset are fought in the name of such groups.

Peace therefore does not result from a specific institutional form of gov-
ernment, but from inclusive power configurations – whatever the institutional 
forms that sustain them. No institutional setup is universally suited to guaran-
tee peace. Inclusive power structures can emerge in democratic or undemo-
cratic polities, consociational24 or centripetal regimes, federal or unitarian states, 
depending on context, historically established actor configurations, and institu-
tional legacies (see the new realism among constitutional engineers: Ellis 2003; 
Horowitz 2004). No recipe of institutional reform – democratization, electoral 
systems engineering, or decentralization – will bring about political inclusion 
and sustainable peace.

The best strategy to avoid armed conflict and war is therefore to foster the 
political representation, at the highest level of government, of all politically 
relevant ethnic groups or to pursue a strategy of nation building that depoliti-
cizes ethnicity over time. Effective and long-term prevention of ethnic conflicts 
might therefore need to touch the very fundamentals on which a nation-state is 
built: both the definition of the people in whose name a state is governed and the 
degree to and the ways in which ethnic background shapes access to central state 
power. If ethnic conflict is mostly the result of the capture of the state by specific 
ethnic elites and their constituencies, then nothing less than a lasting rearrange-
ment of these power structures will suffice to bring durable peace.

Unfortunately and ironically, such exclusionary regimes can often only be 
overthrown through violence and war. The political elites in power and the 

24 The possible downsides of consociational regimes have been widely discussed: they perpetuate or 
even deepen ethnic dividing lines; they are inflexible and thus difficult to adapt to changing power 
relations and demographics; they invite outbidding by more radical ethno-nationalists; and they 
depend on a culture of consensus and accommodation that is rare to find (Rothchild and Roeder 
2005). As noted above, consociationalism might be especially problematic if there is a high number 
of power-sharing partners such as in Lebanon. When a single, large ethnic group has been hitherto 
excluded from power, and ethnicity is thoroughly and irreversibly politicized, however, moving 
toward a consociational arrangement – as in Northern Ireland (O’Leary 1989) – might prove to be the 
only viable way to diffuse the potential for violence.
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ethnic constituencies they privilege might not be willing to give up their mon-
opoly over the state and its institutions. No prevention policy and no local 
“peace-building” initiative will convince them otherwise. It is unlikely, to 
 illustrate, that Saddam Hussein would have opened up his tribalistic ethnocracy 
– under benevolent prodding by the “international community” – to include 
Kurdish and Shiite elite segments into the ruling coalition. Similarly, Rhodesia’s 
white rulers showed little inclination, despite harsh international sanctions, to 
allow for an adequate political representation of the black majority. As neighbor-
ing South Africa shows, however, negotiated transitions away from ethnocracy 
are possible, if unfortunately rare. To increase the likelihood of such peaceful 
transitions, it may help to foster the willingness of ruling elites to share power, 
including by building up corresponding pressure from their constituencies, and 
to steer leaders of the excluded population toward moderation and away from 
maximalist claims or revanchist programs.

3 Does more inclusion foster infighting?

However, there is an obvious dilemma associated with this strategy of fostering 
inclusive government: exclusion and center segmentation are not independent 
from each other, and addressing one aspect of the overall power configuration 
might therefore adversely affect the other. More specifically, integrating hith-
erto marginalized ethnic groups into a power-sharing arrangement means that 
their leaders will now compete with existing elites for the distribution of state 
power. This will increase the commitment problems associated with a coalition 
of multiple players. Analysis of the EPR dataset on the group level (Cederman 
et al. 2010b) discovered an additional mechanism that makes power sharing with 
hitherto excluded groups problematic: ethnic elites who have lost relative power 
in the recent past are significantly more likely to engage in violent infighting 
(for further evidence, see Roessler 2011). Power sharing with hitherto excluded 
groups obviously implies such a relative loss of status for the exponents of the 
old regime.

To put this dilemma in the starkest possible terms: under which conditions 
will more inclusion increase the likelihood of violent conflict? All depends on 
the number of groups already sharing power and the size of the newly included 
population. The following four examples demonstrate this interrelationship 
between inclusion and center segmentation. In all these diverse ethno-political 
configurations, more inclusion ends up decreasing the overall likelihood of armed 
conflict despite increasing the number of power-sharing partners

We calculated expected war probabilities for Iraq, Mexico, Bosnia, and 
Myanmar based on Model 4 in Table 5.2. The average risk of armed conflict 
in the entire world sample is 1.5%. For Iraq, the regression model predicts 
that including Sunnis in the power-sharing arrangement between Shiite and 
Kurdish elites would halve the risk of violent conflict from the current 2.2% to 
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1.0%.25 This is considerably lower than the predicted 3.1% risk of conflict for a 
Sunni-led ethnocratic regime as it existed under Saddam Hussein. Indeed, that 
era was characterized by an uninterrupted series of insurgencies by Kurdish 
nationalist and Shiite rebels. In Mexico, integrating the indigenous popula-
tion into the power center would diminish an already low likelihood of armed 
conflict from 0.8% to 0.4%. Not surprisingly, the Zapatista uprising in Chiapas 
represented the only ethnic conflict in Mexico’s postwar history. In Bosnia, 
finally, the current consociational arrangement between Bosniak, Serbians, and 
Croatians is associated with a risk of 2.2%, less than half the risk of any other 
possible configuration in that country. In Myanmar, however, including leaders 
of all ten politically relevant groups that fought separatist wars against the gov-
ernment or are otherwise politically marginalized, would decrease the risk of 
future conflict from the current level of 3.5% to only 3.3%.

Such calculations obviously don’t represent “predictions” in any meaning-
ful sense of the term – there are simply too many other influential factors not 
captured by our theory and data.26 But they show that the benefits of more inclu-
sion always outweigh the increased risks of infighting, if only marginally so in 
extreme cases with a very large number of politically relevant ethnic groups, 
such as Myanmar. The problems associated with balancing the interests of com-
peting ethnic elites that share government power are less severe compared to the 
risks of rebellions incurred by exclusionary regimes.

4 power sharing after conflict enDs

This leads to the question of how to secure peace after violent conflict ends. 
Are power-sharing arrangements or democratization suitable tools to prevent 
the recurrence of violence? Perhaps democracy is better at post-conflict peace 
building than it is at preventing the outbreak of violence in the first place? A 
quantitative study of the durability of peace after civil war shows that holding 
elections, arguably the core democratic institution, has no overall effect on how 
long peace lasts. More disconcertingly, this study also shows that severe autoc-
racies are the best guarantors of (cold) peace (Collier et al. 2008). This is in line 
with Paris’ (1997) qualitative assessment that post-conflict democratization, con-
trary to a widely held belief in the Western policy-making community, might 
destabilize a country further, especially if it is pursued immediately and without 
mitigating its conflictual implications. On the other hand, however, Toft (2009) 
reports that she did not find any relationship between levels of democratization 

25 We used the beta coefficients derived from the full sample and then plugged in the values for all 
independent variables for the appropriate country in 2003, and varied only the size of the excluded 
population and the number of power-sharing partners.

26 For a prominent attempt at forecasting civil war and state collapse, see Goldstone et al. (2010).
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and the prospects of durable peace. And Mukherjee (2006) even finds that peace 
lasts longer the more democratic a state.

There is therefore no conclusive evidence on whether or not democratiza-
tion can secure peace – mirroring the findings on democracy and armed con-
flict reported above. Perhaps power-sharing arrangements – whether demo-
cratic or not – are more effective. Many qualitative researchers are skeptical. 
Indeed, many post-conflict power sharing arrangements have fallen apart or 
were never implemented (Downes 2004), leading some to argue in favor of par-
tition (Pounds 1964; Kaufmann 1998; Chapman and Roeder 2007) or of letting one 
side win, rather than intervening and forcing a power-sharing arrangement on 
opponents. This not only produces a more durable peace, so the argument goes, 
but also allows the victorious side to build an effective and autonomous state 
(Weinstein 2005). Others maintain that the international community’s commit-
ment to power sharing has produced a moral hazard problem and has led to 
many more armed rebellions in Africa, instigated by local leaders who hope 
to be integrated into a future power-sharing arrangement brokered by outside 
actors (Tull and Mehler 2005).

However, there is some quantitative evidence that power-sharing arrange-
ments – and thus a more inclusive government – are an important, if difficult-
to-implement ingredient of lasting peace. Perhaps this is true only if power 
sharing comes after a military victory by one side. This is the main finding of 
Mukherjee’s (2006) comprehensive study of 111 post-conflict cases. The rela-
tionship is symmetric, however: victory without power sharing does not lead 
to lasting peace either.27 Binningsbo’s (2006) research also supports the polit-
ical inclusion approach. Her analysis of 126 post-conflict periods reveals that a 
grand governing coalition and territorial autonomy prolong peace, independent 
of whether or not it is combined with victory.28

These certainly tentative findings are in line with the main argument outlined 
above. Ethnic dominance is a recipe for continued and repeated conflict, while 
moving toward a more inclusionary power structure helps to prevent a relapse 
into violence. In line with Mukherjee’s study, I would argue that even a victory 
by one side needs to go hand in hand with the co-optation and integration of the 
ethnic constituencies of the losing side – not necessarily the leaders of the armed 
factions, to be sure. Otherwise, victory leads to the cold peace of an ethnocratic 

27 Power sharing combined with a military stalemate, however, makes it more likely that violence 
resumes.

28 She also finds that a victory by government troops, but not by rebels, prevents a return to violence, 
while Toft (2009) arrives at the opposite conclusion. Licklider (1995) demonstrates that negotiated 
settlements – as opposed to victory – are only fragile if the war had been fought along ethnic lines. 
According to Hartzell and Hoddie (2003), who analyzed a much smaller sample of 38 negotiated peace 
settlements, those that include regional autonomy and rebel integration into the army prolong peace, 
while including political power or economic revenue sharing into a peace agreement has no effect on 
the likelihood that violence resumes. They unfortunately do not consider whether or not the peace 
agreements have actually been implemented.
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regime that prepares the ground for future violence once the authoritarian grip 
on the political system loosens. Perhaps the current RPF-regime in Rwanda or 
Saddam Hussein’s Iraq after the successful crushing of the Shiite uprising in the 
wake of the first Gulf War might serve as examples of cold peace.

5 nation builDing or sharing sovereignty?

So far, I have argued that inclusionary government should be the prime focus 
of prevention policies, while specific political institutions do not bring about 
more inclusive power structures, affect the conflict propensity of groups that 
are already part of the power structure at the margin only, and have no con-
sequences for the likelihood of rebellions by excluded groups. It is now time 
to step back from this analysis a bit further and adopt a more long-term view 
on how peace could be secured. The preceding analyses of armed conflict has 
largely taken for granted that politics is a matter of ethnic power relations, and 
focused on the question of how far ethnically defined alliance networks are 
linked to or excluded from central government power.

As Chapter 2 demonstrated, however, power struggles can be decoupled from 
the question of ethnic self-rule; ethnicity does not need to be the prime focus 
of political loyalty and determine a person’s relationship vis-à-vis the state. 
Encompassing relationships between state elites and the population can be 
established without including citizens as members of a particular ethnic com-
munity. This is, as I have shown elsewhere, the case in multiethnic Switzerland 
(Wimmer 2011), but also in countries such as Burkina Faso or Tanzania (Miguel 
2004). In other words, nation building depoliticizes ethnicity and make sure that 
political contestation and competition don’t end up in a struggle over which eth-
nic community “owns” the state.

This brings us to the “nation building” debate that has resurged over the past 
two decades in policy circles.29 At the core of this debate is how to best enhance 
the loyalty of all citizens, independent of their ethnic background, toward the 
state. This allows the state to rely less on coercion and to secure compliance 
and provide security with the consent of the ruled. Chapter 2 suggested that 
the population will identify with and be loyal toward a state that offers a favor-
able exchange relationship. Conversely, a government that cannot deliver pub-
lic goods and that cannot grant meaningful political participation should not 
expect the political loyalty and military support of its population, let alone that 
citizens identify with the nation and its state, rather than their ethnic commu-
nity and its leadership. On the other hand, a population should not expect that 
state elites enter and maintain a national compact if the citizenry is not prepared 
to pay taxes and provide the state with soldiers. A mutually beneficial exchange 
relationship, in turn, needs to last over generations in order to routinize and 

29 For an overview, see Osler Hampson and Mendeloff (2007).
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institutionalize such identification, loyalty, and support. Nation building takes 
generations, not years (for a similar argument, see Ayoob 2007; Darden and 
Mylonas 2011).

The historical development of France, discussed in Chapter 2, provides a 
good illustration. A full century had to elapse after the French revolutionaries 
had introduced the idea of the national community until the Third Republic 
realized and institutionalized the national compact – even though the French 
state was highly centralized and networks of voluntary organizations were well 
established – both together facilitating nation building and preventing the pol-
iticization of ethnic divides. Furthermore, Chapter 5 showed that secessions are 
more likely to haunt states with a long history of imperial rule. The peripheral 
population is only weakly integrated into the alliance networks stretching from 
the center of power and thus tends to disidentify with such a state and question 
its legitimacy and current territorial shape – independent of the power config-
uration at the center. As Chapter 2 suggests, citizens will shift their loyalty to and 
identify with the nation only if the exchange relationship with the state is favor-
able and if they can trust that this will remain so even if the ethnic background 
of those who reside in the government palace should change in the future.

The following example further illustrates the point: tribal villagers in 
Afghanistan need to know that the central authority is able to protect them from 
arbitrary violence and expropriation in the long run – and not just tomorrow 
with the help of foreign troops. Only then will they give up their Kalashnikovs as 
well as the system of self-defense based on honorable reputation that has served 
them well in the past, and send their sons to a national army, rather than under 
the command of a tribal leader.  Similarly, they need to be certain that a state 
bureaucracy can credibly commit to provide public goods in an equitable way 
before they cease to rely on the mosque, village community, regional strongmen, 
or the help of international NGOs.

It is therefore unlikely that nation building can be achieved by outside actors 
who channel aid through local NGOs or their own on-the-ground agencies to 
avoid corruption and inefficiency. This undermines, rather than strengthens, the 
legitimacy of the state they are supposed to help build (Wimmer and Schetter 
2003; Darden and Mylonas 2011).30 Shifting political loyalty to and identifying 
with a state cannot be enforced from the outside, let alone over the course of 
a handful of years. Outside actors can merely strengthen a local government’s 
capacity to provide public goods in an effective and equitable way, a project that 
is likely to take decades in the environment of a largely illiterate society such 
as Afghanistan.

The strategic orientation of outside assistance should therefore change: from 
a short-term to a generational perspective, best coordinated by international 

30 A survey shows that there is a negative correlation between trust in the central state and the amount 
of foreign aid received by Afghan villagers (Zürcher and Böhnke 2009).
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organizations such as the UN or the World Bank that are independent of the 
electoral cycles of national governments and their security interests. Second, aid 
should primarily build the state’s capacity to rule effectively, to provide public 
goods on a long-term basis, and to raise revenues though taxes (Fearon and Laitin 
2004), rather than forever depending on foreign assistance or on corruption and 
bribery. This would allow a sustained state-building process to unfold and a new 
compact between the state and the population to eventually develop. Overall, 
then, the best strategy of conflict prevention for institutionally weak states is 
to encourage a gradual, endogenously sustained process of state formation and 
nation building that will allow political alliance networks to cut across ethnic 
divides and thus depoliticize ethnicity.

An alternative idea has recently been proposed: that sovereignty should be 
“shared” between such weak states and outside powers – regional hegemons, 
global powers, or international bodies. This might be an appropriate strategy 
for the short run (Krasner 2005). In the long run, however, such arrangements 
contradict the fundamental principles of legitimacy on which the modern world 
has come to rest: that states should be governed in the name of a nationally 
defined people by representatives of that people. A return to quasi-colonial 
government through ethnic others therefore lacks the basic legitimacy without 
which rule by consent cannot be established. Nation building, in other words, 
not only demands effective public goods provision, but also by the right people.31 
The spirit of nationalism, once released from its bottle and diffused across the 
globe, is difficult to tame.

31 Hechter (2009a) found one single modern example for consensual “foreign rule”: the Chinese 
Maritime Customs Administration.
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7

Conclusions

1 Summary

We have now come to the end of a long journey across the history of the mod-
ern world, walking through different disciplinary landscapes, across forests of 
data, and underneath cascades of statistical models. The journey started with 
the Capetian kingdom of medieval France and showed how subsequent state 
centralization and the development of networks of voluntary organizations led 
state elites to extend alliance relationships – previously confined to other elite 
factions – to the rest of the population. Political identities and loyalties were 
restructured accordingly, and the first nation-states were born, based on the 
idea of popular sovereignty and national solidarity. The story then branched 
out and traced how the rest of the world gradually adopted this new template 
of political legitimacy, led by nationalists who dreamed of overcoming the hith-
erto taken-for-granted ethnic hierarchies of empire and achieving self-rule in a 
national state as powerful and legitimate as those first nation-states.

This dream became realized wherever the domestic and international power 
configuration allowed nationalists to overthrow or absorb the old regime, often 
helped by cascading creations of nation-states in the neighborhood or other 
parts of the empire (see the summary of the findings in Figure 7.1). Realizing 
these dreams often came at the price of war: many nationalists met stiff resist-
ance from imperial or dynastic rulers who knew that there would be no place for 
them in the new national order based on the “like-over-like” principle.

In contrast to the first nations, these new states were often too weak to inte-
grate the entire population into an encompassing network of exchange rela-
tionships within which the state’s public goods and political influence would 
be traded against military loyalty and taxes. Lacking dense networks of volun-
tary organizations to establish and stabilize such encompassing networks fur-
ther contributed to the politicization of ethnicity. Political alliances thus formed 
along ethnic divides, and nation building remained a rhetorical trope often 
evoked by the state’s leaders but with little effect on the loyalties and identities 
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of the population at large. Many states with weak institutional capacity and civil 
societies were thus unable to overcome the ethno-political hierarchies inherited 
from the imperial past, or developed them anew. In extreme cases, the state 
apparatus – from the army to the presidency, the cabinet to high-ranking civil 
service posts – came to rest firmly in the hands of an ethnocratic minority elite.

However, such ethno-political inequality violates the very principles of 
legitimate rule according to which nation-states are supposed to be governed: 
that likes should rule over likes and that rulers should offer protection, public 
goods, and participation to “the nation” as a whole, rather than their own eth-
nic constituencies only. Various forms of violent conflict may ensue. First, a 
nationalizing state might interfere on behalf of co-nationals across the border 
who risk the fate of political domination by the majority in control of the neigh-
boring state; or they might try to snatch away the territories inhabited by these 
co-nationals and bring them “Heim ins Reich,” leading to wars between states. 
Second, domestic rebellions against domination by ethnic others have haunted 
many newly established nation-states. Third, competition between ethnically 
defined governing elites might escalate into violence, especially if a high num-
ber of power-sharing partners exacerbates the fear of losing out in the struggle 
over state power and risk “alien rule.” Where the relationship between the per-
ipheral population and the state hasn’t yet been routinized and the new state 

Nation-state creation

Balance of power favors
nationalists

High state capacity or
civil society development
leads to nation-building:

c. 25 to 60 countries

Low state capacity or civil
society development leads to

politicization of ethnicity

High degree of political
exclusion leads to

legitimacy problems

Weakly institutionalized ties to
peripheries exacerbate

legitimacy problems

High number of power
sharing elites leads to
commitment problems

Rebellion (non-
secessionist armed civil

conflict): 28 of 155
countries

Secessionist armed
civil conflict: 31 of 155

countries

Infighting (non-
secessionist armed civil

conflict): 10 of 155
countries

Inter-state wars over
mixed territories or
political fate of co-

nationals in
neighboring state 

Other wars weaken old
regime

High mobilization
capacity of nationalists

Old regime has little
global power 

Creation of nation-states
in region/empire 

Nationalist wars of
secession: 48 of 140

territories

C
ha

pt
er

 3
C

ha
pt

er
 5

C
ha

pt
er

 4

C
ha

pt
er

 2

Figure 7.1 Synopsis: nation-state formation and war
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therefore commands little political legitimacy, secessionist violence might chal-
lenge the territorial integrity of the new state.

This dynamic of rebellion and violent competition does not seem to be 
affected by the formal rules of the political game: it unfolds independently from 
whether a state is governed democratically or not, elects a strong president or 
lets its parliament choose a prime minister, has decentralized power to provinces 
or is set up as a unitarian state, and so forth. What matters for understanding 
peace and war is the power configuration at the center of government, rather 
than the institutional form it assumes.

To be sure, the story of this book is not entirely new. Some of its parts have been 
told in one form or another in existing literatures. And it certainly has its limita-
tions: while the analysis does capture general patterns and trends in a probabilistic 
way, it is unsuited to explain the exact course that an individual case – an imperial 
province, an independent country – charts through the waters of possible histor-
ies. Furthermore, it brings into relief certain aspects of the history of the modern 
world and overlooks many others. It is a book about the political earthquakes and 
violent disruptions that the global rise of nationalism has brought about, not about 
modern history as a whole or every war that has ever been fought over the past 
200 years. Important parts of this story – for example how strong states or civil 
societies emerge – remain outside the purview of this book (but see Wimmer, in 
preparation). And finally, some of the data analyzed in the various chapters remain 
sketchy and capture the relevant mechanisms in rather imprecise ways.

The advantage of the book, however, is that its narrative is based on system-
atic evidence gathered from the entire world and over long stretches of time. 
Its story therefore makes empirically more sense than other, perhaps equally 
plausible or appealing stories that have been told in the past. It thus offers les-
sons for a variety of other approaches. Much international relations scholarship 
neglects the power of nationalism in shaping the modern state system and the 
conflicts between its constituent units. Many important strands in comparative 
politics overlook how the lack of legitimacy and struggle over political power 
fuel the flames of civil war. As the previous chapters show, a substantial number 
of these wars are fought over the legitimate form of statehood and over who 
controls its government. The book also demonstrated how power configura-
tions affect which templates of political legitimacy come to prevail – both dur-
ing the emergence of the first nation-state and its subsequent diffusion across 
the world. By contrast, modernization theories rarely offer a specific analysis 
of what brought about the broad political transformations they seek to explain. 
Globalization theories and cultural approaches are often at a loss in under-
standing why particular institutional templates or cultural frameworks are 
adopted here but not there. Besides these substantial insights into a crucial, 
yet often-neglected aspect of modern history, the book offers new vistas on a 
variety of broader analytical issues to which they are more tangentially related. 
These will be briefly addressed now.
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2 Beyond identity verSuS intereSt, greed verSuS grievance

The preceding analyses suggest that ethnicity and nationalism should not be 
associated exclusively with cultural “identity,” and hence put in contrast to 
political and economic “interests,” as in much of the political economy litera-
ture. Rather, ethnic and national identities result from and in turn influence 
the dynamics of political competition and alliance, and are inseparably inter-
woven with the struggle over state power and its principles of political legitim-
acy. Indeed, this book treats ethnic and national identities as equivalents to other 
political coalitions – as institutionalized, taken-for-granted bundles of alliances 
(in line with Bates 1974; Glazer and Moynihan 1975). Following this reasoning, 
ethnicity is not an aim in itself, but both the organizational means through which 
individuals struggle to gain power, as well as a perceptual framework through 
which they define their interests and identify the alliance partners they can take 
for granted. By implication, the analysis offered in Chapter 5 might be extended 
to other politically relevant social categories, such as regions, social classes, pro-
fessional groups, and so on. These play important roles in some countries such 
as in ethnically homogenous Korea or where ethnicity is not politically relevant 
such as in Tanzania. The dynamics of political competition over who controls 
the nation-state unfold along similar lines as the ones I have analyzed for eth-
nically defined networks of alliances.

Highlighting the political and strategic nature of the ethnic phenomenon 
also avoids the popular distinction between “greed” and “grievance” introduced 
by Collier and Hoeffler (2004). The alliteration is certainly seductive and the 
dichotomy resonates well with Western traditions of opposing the material 
world to the domain of ideas. But it makes little empirical sense. Throughout 
the chapters, I have argued that ethnic politics simultaneously concerns “mater-
ial” interests such as access to public goods, the political goal to gain power, 
and “idealist” motives such as striving for political legitimacy or the dignity 
and pride that comes with the recognition of one’s ethnic heritage by the state. 
Because political domination by ethnic others affects one’s economic, political, 
and symbolic standing alike, it is difficult to disentangle these intertwined and 
mutually reinforcing motives from each other.1 The crucial question therefore 
is not whether rebels are coolly calculating materialists or hot-blooded idealists 
fighting for recognition of their “identity,” but rather what causal dynamics will 
lead actors with complexly intertwined motives down the path toward violent 
conflict.

But aren’t national and ethnic identities loaded with a special emotional 
charge that sets them apart from other political identities? To be sure, treat-
ing ethnicity and nationhood as bundles of taken-for-granted political alliances 
does not deny that ethnic and national identities are sometimes associated with 

1 See also Tarrow and Tilly (2006).
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strong emotions and intense passions. But these are, as Petersen (2002) has shown, 
the outcome of certain power configurations and the political mobilizations and 
conflicts these produce. Emotions result from such configurations – such as the 
resentment of being governed by one’s former subordinates – they don’t prod-
uce them. Furthermore, these emotions and passions guide the actions of indi-
viduals during the “hot” phases of a conflict but may subside later on and no 
longer dominate individual’s modes of reasoning and feeling.2 Nor are intense 
emotions specific to ethnic identities and conflict. Similar fear, hatred, or resent-
ment are associated with conflict and mobilization along other cleavage lines, as 
the cultural revolution in China or the overthrow of the Shah of Persia in the 
name of religious renewal illustrate. There is thus nothing specifically “deep” or 
“emotional” about ethnic and national identities per se.

3 Why ethnicity?

The fact so many of today’s conflicts are fought along ethnic and national lines 
has therefore little to do with the superior symbolic power or emotional depth 
of ethnicity and nationhood (pace Connor 1972). Rather, it is because ethnicity is 
so closely intertwined with the nationalist principles on which the modern state 
came to rest, thus granting a legitimacy to ethno-nationalist appeals and claims 
to power that surpasses that of other claims and appeals, making it more likely 
that ethno-political conflict escalates into violence and full-scale civil war (for 
empirical evidence, see Eck 2009).

To illustrate the point with a perhaps slightly overdrawn comparison, con-
sider that old, male, upper middle-class lawyers have governed most Western 
states for decades, if not centuries, justifying their rule with their expertise in 
matters of the state acquired throughout long careers that led them through 
countless committees and councils. Political mobilization against the tyranny of 
the masters of the fine print, against patriarchy, or gerontocracy have remained 
rather muted, however. Imagine how unpopular and contested an equally 
unequal power configuration would be if aligned along an ethnic divide: if the 
American Senate and presidency were entirely controlled by the First Nations 
or by Mexicans who conquered the country after the Mexican-American war 
had ended in their favor. Political inequality needs to violate established princi-
ples of legitimacy to fuel popular dissatisfaction.

Other authors have offered different explanations of why ethnicity is often 
politicized and why many conflicts in the contemporary world are fought in the 
name of ethnic groups. The most prominent explanations in comparative polit-
ics point at the nature of ethnicity, which is supposed to provide an ideal basis 
for patronage politics. Fearon (1999) argues that the high “stickiness” of ethnic 
markers – a person born as a Tutsi will most likely die as a Tutsi – prevents 

2 See the analysis of the “rally-round-the-flag” phenomenon by Feinstein (2011).
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too many individuals from joining a coalition and thus diluting the benefits of 
patronage.3 Similarly, Chandra (2004) has argued with reference to India that the 
ethnic background of individuals is more “visible” and readily discernible than 
non-ethnic markers such as profession or class, which allows forming an ethnic 
clientele when information on politicians’ future behavior is limited.

Both arguments seem to be plausible, but perhaps cannot be generalized eas-
ily. Many systems of ethnic classification are segmentally nested. To use a con-
temporary American example: a Hmong is a Vietnamese, is an Asian American, is 
an American (Wimmer 2008b). Such systems are especially widespread in Africa 
(Scarritt and Mozaffar 1999) where patronage politics is also common (Bratton 
and van de Walle 1994). Nested classifications, however, cannot offer firm bound-
aries to limit a patronage coalition (see Posner 2005). The visibility argument, 
on the other hand, makes less sense where ethnic membership is not easily read 
off the faces or names of politicians (former Yugoslavia is an example) or where 
patronage is not based on voting (see Rothchild 1986).

My own approach seeks to move away from the nature of ethnicity, as 
implied by the stickiness and visibility arguments, and toward a more institu-
tionalist account. As I have argued in Chapter 2 and throughout the book, politi-
cians rely on ethnic patronage networks when voluntary organizations to build 
and stabilize political coalitions are scarce and when the state’s capacity is too 
limited to provide public goods equally across the entire citizenry. Politicians 
then use ethnic commonality – rather than other social categories and associated 
ties – to choose followers because the very principles of legitimacy of modern 
nation-states encourage them to favor co-ethnics over others, to “take care of 
their own people.” Obviously, this hypothesis, while consistent with the data and 
analysis of the previous chapters, remains to be evaluated with an appropriate 
empirical research design.

4 gloBalization and the end oF hiStory

Throughout the chapters, I have highlighted patterns that recur in various parts 
of the globe and throughout different historical epochs. Several such recurring 
patterns were discovered: the diffusion and balance-of-power effects that make 
nation-state creation more likely; how such nation-state creation is caused by 
secessionist wars and in turn causes irredentist wars between states and domes-
tic ethnic conflict; that such domestic armed conflicts are most likely in ethnoc-
racies, unstable multiethnic coalition regimes, or incohesive states with weakly 
institutionalized ties to their peripheries. The book thus revitalizes the search 
for regularities across time periods: the “big structures and large processes” that 
the late Charles Tilly (1989) sought to discover through “huge comparisons.”

3 For an agent-based model that supports this argument, see Laitin and van der Veen 
(forthcoming).

  

 



Conclusions 203

If causal patterns repeat over the long run, we ought to see the present 
through the eyes of the past, rather than to emphasize the disjuncture between 
today and yesterday, as in much of the globalization literature. Several authors 
have argued that the wave of civil wars that has swept over the globe since the 
1970s must be related to increasing levels of globalization (Kaldor 1999; Chua 
2004) or the end of the Cold War (Huntington 1993). By contrast, this book shows 
that events of recent decades may follow the script of an old story.

While history never repeats itself, to state the obvious, the same mechanisms 
may be operating at different times and in different historical contexts.4 The 
dismemberment of empire and the formation of nation-states have followed a 
similar logic since the time of Napoleon. The armed conflicts in the Caucasus 
and in the Balkans during the 1990s resemble those on the Indian subcontinent 
in the 1940s, those of Eastern Europe during and after World War I, and so on. 
The return of the “Macedonian syndrome,” as Myron Weiner (1971) has called 
the intermingling of ethnic conflict and irredentist wars, explains such recur-
rent patterns of nation-state formation and war much better than any variant of 
globalization theory. To see them as a fundamentally new phenomenon simply 
represents a good example of the widespread tendency to perceive one’s own 
times as uniquely different from everything history has ever seen.5

But hasn’t the era of the nation-state now come to an end? Haven’t we crossed 
the threshold to the post-national, post-ethnic age in which the patterns of the 
past no longer provide clues for understanding the future? This book offers fur-
ther reasons to be skeptical about the recent crescendo of such claims. Students 
of “global governance,” for example, have emphasized the increasing power of 
a “transnational citizenship regime” embodied in a proliferating number of UN 
conventions (Soysal 1994), in transnational networks of human rights activists 
(Keck and Sikkink 1998), or in an emerging “global civil society” (Lipschutz 
1992). Some political theorists passionately believe that these developments will 
eventually coalesce into a “cosmopolitan governance” structure thanks to which 
humanity will finally overcome its division into competing nations and start 
looking after the common good and the health of the planet (Held 1995; see also 
Beck and Cronin 2006).

There is no doubt that the twentieth century has seen a dramatic increase 
in global legal regimes, public spheres, and internationally networked actors. 
However, it is open to debate whether these will any time soon transcend and 
replace the nation-state and the dynamics of ethnic politics that it entails. The 
future of the nation-state is not so much guaranteed by our need to belong to his-
torically meaningful and symbolically rich communities, as argued by Anthony 
Smith (1995). Rather, there seems to be no institutional form on the horizon of 

4 See the discussion of Collier and Mazzuca (2006).
5 On “chronocentrism” see Fowles (1974).
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history that could bind the interests of political elites and masses into as power-
ful a contract as that provided by successful nation building.6 None of the glo-
bal institutions – from the UN to the WTO – enjoys any independent basis 
of popular support and legitimacy. None of the global civil society networks 
provides public goods or meaningful political participation beyond the confines 
of its own members.7 If this book’s analysis is correct, and collective identities 
and political loyalties need to rest on institutionalized exchange relationships 
and mutual trust, the nation-state will, for better or for worse, remain with us 
for some time to come.

The European Union seems to be the sole exception to that general state-
ment, and many authors who write in the post-nationalist genre enthusiastically 
embrace it. Indeed, couldn’t it represent the new institutional template that will 
diffuse over the world in the centuries to come – even if it is currently fraught 
with uncertainties and repeated crisis? A closer look at the Union reveals that its 
power and legitimacy remains dependent on component nation-states (Milward 
2000). And even trans-nationally mobile, highly educated young Europeans 
identify more and more with their home country, the longer they have been 
living abroad (Favell 2008), not least because systems of social security remain 
firmly tied to long-term residence in individual member states. In order to 
replace nations as the focus of political loyalty and identity of the European 
population, the Union would need to transform itself from an alliance of states 
into a super-nation-state complete with welfare institutions, a tax regime, an 
army and so on, thus replacing the resource exchange between citizens and their 
respective national states. If this can be accomplished, it might lead to nation 
building writ large, and the population might finally adopt the European iden-
tity that Brussels’ bureaucrats work so hard to propagate.8

This book therefore does not anticipate the imminent end of the nation-state. 
On the other hand, however, it also does not suggest that the current world order 
of nation-states represents the end point of history, as plausible as this seems to 
be at first sight: it is indeed quite unlikely that many more existing states will 
fragment into a series of nation-states, as did the Soviet, British, or Ottoman 
empires. Some successful secession from already established nation-states will 
continue to occur, as the recent creations of Kosovo, East Timor, Montenegro, 
and Southern Sudan illustrate. And the few remaining pre-national, dynastic 
states in the Middle East might finally experience their own version of an “Arab 
spring” and be swept away by a constitutional revolution sometime in the future. 
Leaving aside such future creations of additional nation-states, the nationalist 
dream of organizing the world into a series of states each providing a roof for 

6 See also Calhoun (2007); from a normative point of view: Miller (1995).
7 See the scathing criticism by Hansen (2009).
8 While a possibility for Europe (Pierson 1996), the chances that a super-nation-state could be 

formed elsewhere are slim indeed (Mann 1993a).
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a nationally defined people, to borrow one of Ernest Gellner’s metaphors, has 
indeed come close to being realized. But history refuses to ever come to an end. 
It is a trail traversed in the past, not a compass to determine its future direction. 
Generations to come will most certainly imagine other communities than the 
nation, and reshape the world’s political landscape according to tectonic princi-
ples that we cannot possibly imagine today.



206

Appendices

Contents

Chapter 2 207

2.1 Historical data for France and the Ottoman empire  207
2.2 Actor alliances in empires 227
2.3 Sensitivity analysis 232

Chapter 3 237

3.1 Democracy and nation-state creation 237
3.2 Years of nation-state creation 237
3.3 Sources for literacy estimates 241
3.4 Correlation matrix, means, and standard deviations 249

Chapter 4 250

4.1 The war dataset 250
4.2 The institutional rule dataset and other independent variables 255

Chapter 5 260

5.1 The Ethnic Power Relations dataset 260
5.2 Summary statistics for core variables 266
5.3 Additional tables 267

Chapter 6 288

6.1 Additional tables 288

Appendix bibliography 291

  

 



207

Chapter 2

Appendix 2.1 historiCAl dAtA for frAnCe And the ottomAn 
empire

For the purpose of calibrating the model developed in Chapter 2, we need to estimate 
which actor controls how much of overall taxation capacity, political decision-making 
power, public service provision, and military support. We can provide estimates for three 
of the four resources. The difficulties were insurmountable, however, when trying to 
determine actors’ control over political decision-making – an overview of the entire pol-
itical edifice and the amount of power vested in the different offices and positions would 
be necessary to arrive at a reasonably accurate estimation. The estimations for the other 
three resources are explained in this appendix, while our assumptions regarding political 
decision-making are justified in the main text..

The first step is to define which periods correspond to a pre-modern, weakly cen-
tralized state and which ones to a centralized, modern territorial state. For France, 
we propose to look at three points in time. The “pre-modern” situation corresponds 
to the fourteenth century, i.e. after a state with the capacity for direct taxation and 
with a standing army had emerged under Charles V. The modern, territorial state in 
France arises with absolutism: tax rebellions (the “Fronde,” 1648–1653) were success-
fully subdued, the collection of taxes became centralized (Kiser and Linton 2002), and 
the military revolution of the mid-sixteenth century institutionalized and strength-
ened a standing army under the command of the king. The seventeenth-century abso-
lutist state, however, was still based on tax farming, and most offices (including in the 
army) were up for purchase. We thus take a third snapshot of the resource distribution 
in the late nineteenth century, i.e. after the Franco-Prussian war. Now tax farming has 
been abolished and universal conscription introduced. For the Ottoman empire, any 
data point after the establishment of the standing army in 1360 and before the beginning 
of the Tanzimat reforms in the early nineteenth century is adequate to represent the 
pre-modern situation. The late nineteenth century under Abdul Hamid stands as an 
example of a modern territorial state (with an army based on universal conscription, 
central taxation without tax farming, etc.).

1 distribution of Control over tAxes

In contrast to the distribution of control over military support and public goods, we decided 
to empirically calibrate the post-exchange distribution, rather than the pre-exchange dis-
tribution of taxation. It is difficult to estimate how much the various actors contributed to 
the overall tax income of the state, while it is much easier to determine who receives how 
much of the revenues once they are collected and reappropriated.

1.1 France

Even estimating the post-exchange tax distribution represents a steep challenge for 
pre-modern France, however, because of the sheer complexity of seignorial dues, local 
taxes, indirect taxes and an the even more complex set of exemptions, prerogatives and 
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tax-sharing agreements, all of which varied from locality to locality depending on the 
balance of power between the king, the nobles, and the cities and peasant communities.

Fourteenth-/fifteenth-century France
The pre-modern situation corresponds to the tax regime between 1360 and 1450, or more 
precisely before the reforms of Charles VII (reigned 1422–1461), who abolished tallages 
(the seignorial dues to feudal elites) and monopolized direct taxation for the king,1 and 
after King John introduced indirect taxes in 1360 (sales tax, wine tax, known together as 
aides, and a salt tax called gabelles, first established in 1341) and Charles V (reigned 1364–
1380) established permanent taxes to the king, generalizing the previous system in which 
individuals would pay a sum instead of fulfilling their military obligations to the king, 
and from 1363 onward levied a hearth tax (fouage, later called tailles, from which nobles 
were exempt) on the inhabitants of crown lands. There existed municipal taxes as well 
(socquet and barrage, sometimes tailles) used for financing public infrastructure projects, 
most importantly fortification. On top of these regular taxes, the king from time to time 
imposed special taxes on his subjects (the tailles générales, e.g. to finance the marriage of 
the king’s daughter or a crusade or a defensive war) or the clergy (the décimes). For the 
purpose of this analysis, however, we do not include one-time, special taxes such as the 
tailles générales and the décimes.

Besides these revenues that resemble taxes in the modern sense of the term, there 
were many seignorial prerogatives, dues, tributes, and duties, both for the domains of the 
king himself (considered his own seignorial property) as well as those of other nobles. 
The most important of these seignorial dues were the cens (an annual tax of vassals on 
leased land) and the champart (on average one-eighth of the cereal harvest paid to the 
owner of the land), as well as the banalités for using the lord’s mills, wine press, etc.

We consider both the incomes derived from seignorial domains and from the aides 
as taxes. In order to calculate the share of the subordinate elite, we use information on 
the revenues that the royal domains produced and then assume that the other seignorial 
domains outside the control of the king yielded similar revenues. We know from Rey 
(1965: 45) that the royal domains contained roughly 33 percent of the territory of the king-
dom during the reign of Charles VI (1388–1413).

To calculate royal domain income, we can rely on Rey (1965: 96ff.), who lists the 
income and expenses of the royal treasury over five years (based on the same source as 
Fawtier [1930]). The average annual income is 816,000 livres, of which on average (calcu-
lated on the basis of Rey 1965: 99) 52 percent was income from the royal domains and an 
additional 9 percent was mostly domain income owed from previous years (under the 
title of “recepte communes”).2 The average income from royal domains was therefore 

1 On the evolution of the French tax system, see Collins (1988); Wolfe (1972) details the late 
medieval system as well. Henneman (1971) writes about the situation before Charles V.

2 Four percent were from coinage rights, 5 percent from “chancellerie” or in Latin “emulumentum” 
and “emende” (apparently a tax on royal seals on documents [Rey 1965: 155]), 10 percent from 
“compositions et amendes” (“financie et composiciones”), which were mostly pawns and penalties 
from litigated contributions from domain administrators (but included the fouage of certain 
localities and, until the end of the century the 6,000 livres paid by the Jewish community as a tax 
on usury), and finally 18 percent for the various “subsidies” paid to the king by his vassals but also 
transfers of income from the general sales tax to the royal treasury (see below).

 

 

 



Appendix 2.1: Data for France and the Ottoman empire 209

500,000. We assume that the feudal nobility received, on the two-thirds of the kingdom’s 
lands that were not part of the royal lands, a total of 1,000,000 (i.e. double the income of 
the king).

Rey (1965: 260ff.) estimates the total income from the indirect taxes (the aides, a sales 
tax on all products, as well as the salt tax gabelle) to be 2,000,000 francs. This includes more 
than one-third, or 700,000 francs, that went to nobles, magistrates, and cities who were 
allowed to appropriate parts or all of these taxes. These 700,000 were not entering the 
royal accounts. We suggest splitting them between subordinate elites (350,000) and the 
cities representing the masses (125,000 each).

The remaining 1,300,000 francs were used to subsidize the royal treasury, to pay off 
the salaries of staff, to maintain the royal and princely households, for pensions and 
gifts to noblemen, and to finance wars. Two expense accounts of how the income of 
aides was used (one from 1398 and one from 1411, see Rey 1965: 266) allow us to estimate 
the share of dominant and subordinate elites: averaging over these two years and not 
taking “royal savings” into account, the king and his family received 271,000 livres 
while the nobility got 220,000. The treasurer of war received 365,000 on average – a 
sum that we attribute to the king since it helped to finance the war efforts that he 
commanded.

The municipalities were allowed to raise their own taxes, mostly in order to rebuild 
city walls and fortifications. It is difficult to know how much other taxes they were 
raising locally – but according to Rigaudière (1993: chapter 10), the fortifications were 
the major project for which the king allowed the towns to raise their own taxes. Using 
the estimates for fortification expenses that we discuss below (see “public goods and 
infrastructure”), we attribute an additional 160,000 livres to dominant and subordinate 
masses.

summAry

Dominant elite: 816,000 from royal domain, 636,000 from the aides, total 1,452,000 
(42%)

Subordinate elite: 1,000,000 from feudal domains, 570,000 from aides, total of 1,570,000 
(46%)

Dominant mass: 125,000 from aides, 80,000 from special taxes, total of 205,000 (6%)
Subordinate mass: 125,000 from aides, 80,000 from special taxes, total of 205,000 (6%)
Total: 3,427,000

Late eighteenth-century France
By the late eighteenth century, the French state had dramatically increased its capacity 
to raise taxes, both direct and indirect. Among the former were property taxes (vingtième), 
income taxes (taille), and a general per person tax on all subjects (“poll tax”). The indir-
ect taxes were basically sales taxes levied on a wide variety of goods. The state collected 
many of of these indirect taxes through its own administration, while others were raised 
through tax farmers (Matthews 1958: 3–33). Goldsmith (1832: 85) provides a detailed budget 
from 1785. The central state’s tax revenues totaled 535.9 million francs.

In order to determine the subordinate elite’s share of tax revenues, it is necessary to 
take into account the fact that there were two types of provinces under the Old Regime, 
and that these two types were subject to distinct systems of taxation. The pays d’élection 
had no power to tax, while the pays d’état did have this power (Matthews 1958: 23–24; Kwass 
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2000: 95). The pays d’election, however, did receive a share of the taxes collected in the 
provinces. As explained by Matthews (1958: 29), this amount appears as “charges” on the 
“general receipts” from the pays d’election. Because these monies do not go into the cen-
tral treasury, they are not counted as receipts. Thus, they are not figured into the budget 
provided by Goldsmith (1832). However, Necker’s (1781: 107) analysis of the 1780 budget 
fortunately provides this information. The “charges” made up 19.6 percent of the taxes 
collected in the pays d’election. We make the assumption that this was also true in 1785. 
However, in order to apply this assumption, it is first necessary to discern the amount of 
direct taxes paid by the pays d’election in 1785. Goldsmith (1832) does not provide this fig-
ure, but Necker does (1781: 123). In 1780, 94.8 percent of direct taxes were paid by the pays 
d’election. Assuming this was also true in 1785, 198.13 million of the 209 million in revenues 
from direct taxes came from the pays d’election. Because 198.13 million is 80.4 percent of 
246.43 million, we surmise that the subordinate elites in the pays d’election received 48.30 
million francs of tax revenue.

It is more difficult to determine the tax revenue of the subordinate elites in the pays 
d’etat. We make use of data from two of these provinces, Burgundy and Languedoc, circa 
1700. Swann (2003: 179–184) provides information on Burgundy for 1689–1691 and 1706–1708. 
An average of 53.5 percent of expenditures went to the king, while 61 percent of the 
revenues came from taxes. Combining these figures, Burgundy retained 12.5 percent (i.e. 
[61–53.5]/61) of its tax revenues. Beik (1985: 262–263) contains information on the 1677 dis-
tribution of taxes in Languedoc. Seventy-five percent of the taxes collected went to the 
Crown, meaning that 25 percent was retained by the subordinate elite. Averaging these 
figures from Burgundy and Languedoc, we estimate that subordinate elites in the pays 
d’etat retained 18.7 percent of collected tax revenues. Assuming this share was constant 
across the eighteenth century makes it possible to apply this figure to the 1785 budget 
found in Goldsmith (1832: 85). Based on our earlier calculation, 10.87 million of the direct 
taxes came from the pays d’etat, which is 81.3 percent of 13.37 million. Thus, we estimate that 
subordinate elites in the pays d’etat retained 2.5 million in tax revenues. Combining this 
with the estimate from the pays d’election yields an overall estimate of 50.8 million francs 
revenue for the subordinate elite.

As for the masses, an array of indirect taxes (mainly sales taxes and tariffs) collect-
ively known as the octroi were the primary source of financing municipal governments. 
Under a 1647 royal decree that remained in effect until the revolution, municipalities 
were required to give one-half of the octroi revenues to the central state (Matthews 1958: 
166). According to Goldsmith (1832), 27 million francs of the central state’s revenue in 1785 
derived from the octroi. Thus, we estimate that the masses controlled 27 million francs in 
tax revenue.

summAry

Dominant elites: 535.9 million (87.3%)
Subordinate elites: 50.8 million (8.3%)
Masses: 27 million (4.4%)
Total: 613.7 million

Late nineteenth-century France
To determine the distribution of tax revenues in the late nineteenth century, we asso-
ciate three levels of government with the four actors: central state (dominant elite), 
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departments (subordinate elites), and communes (dominant and subordinate masses). We 
do make one exception: we associate the dominant elite not only with the central state, 
but also the commune of Paris and the department (Seine) in which the capital city was 
located at this time.

The late nineteenth-century taxation system was even more centralized than that 
of the ancien régime.3 The central state dictated the amount of taxes that each depart-
ment owed. Each department in turn distributed its tax burden to its various communes. 
However, not all of the monies collected went to the central state. Additional taxes (the 
centimes additionnels) – also determined by the central state – were collected for the pur-
pose of financing the departments and communes (Le Comte de Franqueville 1875: 299; 
Leacock 1906: 326). These “centimes” were the only source of financing for the depart-
ments (Scott 1871: 311). However, in addition to these direct taxes, communes were also 
allowed to collect a number of indirect taxes, such as tolls on roads and highways, as well 
as the octroi, a tax levied on various goods brought into the towns (Scott 1871: 311; Leacock 
1906: 323). The central state also collected indirect taxes – indeed, a much wider range 
than the communes.

The central state budgets published by the Ministry of Public Instruction (1889) pro-
vide data on the apportionment of direct taxes to all actors as well as the indirect taxes 
collected by the central state, while Le Comte de Franqueville (1875) supplies data on the 
indirect taxes collected by the communes. Because the latter data are for 1871, that shall 
be the reference year for all other data as well. In 1871, the direct tax (i.e. centimes) share of 
departments and communes, respectively, was 193.9 million and 120.0 million (Ministry of 
Public Instruction 1889: 50). Given our adoption of the core–periphery model for identi-
fying the different actors, it is necessary to deduce the 26.7 percent share of these numbers 
that went to the commune of Paris and the department of Seine. This leaves us with 88 
million.4 To this figure must be added all the indirect taxes collected by the communes. As 
mentioned, figures for 1871 are available from Le Comte De Franqueville (1875: 306–307). 
The octroi is the most important of indirect taxes (Scott 1871; Leacock 1906) and totaled 
86.4 million. Adding tolls and duties (26.3 million) and the “dog tax” (4.7 million) yields 
117.4 million. For the communes, which we associate with the masses, direct and indirect 
taxes together thus total 205.4 million.

A similar adjustment for the departmental centimes is necessary. At this time, Paris 
was located in the department of Seine. We make the same assumption as for the com-
munes – i.e. that this department enjoyed a 26.7 percent share of all departmental  centimes. 

3 The central state levied four direct types of taxes: la contribution foncière (real estate tax), la 
contribution des portes et fênetres (the “door and window tax”), la contribution personnelle-mobilière 
(personal tax), and la contribution des patentes (Scott 1871: 311; Le Comte de Franqueville 1875: 289; 
Ministry of Public Instruction 1889: 6–7; Leacock 1906: 324). The fourth tax is variously described 
as a “tax on business” (Leacock 1906: 324) and as “a tax levied on all trades and professions” (Scott 
1871: 311).

4 Thanks to Le Comte de Franqueville (1875: 307), we know the ratio of Paris expenditures to the 
expenditures of all other communes in 1871. Paris expenditures were about 200 million at this 
time, while all other communal expenditures were about 520 million. If we assume that Paris 
had a similar share of all communal centimes, then the communal figure identified above (i.e. 120 
million) should be reduced by 26.7 percent (88.0 million).
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This means a reduction of 51.8 million, leaving 142.1 million for the subordinate elite. As 
mentioned, departments were not allowed to collect indirect taxes.

The figures subtracted for the commune of Paris and the department of Seine are 
attributed to the dominant elite: 83.8 million. To this sum we add the central state’s share 
of direct taxes, 323.2 million, yielding 407.0 million in direct taxes for the dominant elite in 
1871. Most receipts of the central state derived from indirect taxes, however (Ministry of 
Public Instruction 1889: 8–19 and 22–30). These totaled 2,776,900,000 francs.5 Adding these 
to the direct taxes yields 3,183,900,000 francs in taxes controlled by the dominant elite.

There is one more indirect tax that must be attributed to the dominant elite. As 
mentioned, the sum of indirect taxes collected by communes was 117.4 million in 1871. 
Consistent with the estimates discussed above, we assume that Paris’ share of these taxes 
was 26.7 percent. However, this figure of 117.4 million is not the grand total, because Le 
Comte de Franqueville (1875: 307) excluded communal data from Seine. Because 117.4 mil-
lion is 73.3 percent of 160,163,711, the difference (160,163,711 – 117,400,000) – i.e. 42,763,711 – is 
the estimated Parisian share of indirect taxes, which must be added to the grand running 
total of taxes controlled by the dominant elite. Doing so brings the total to 3,226,663,711 
francs.6

summAry

Dominant elites: 3,226,663,711 (90.3%)
Subordinate elites: 142,100,000 (4.0%)
Masses: 205,400,000 (5.7%), or 2.85%/2.85%
Total: 3,574,163,711

1.2 Ottoman empire

Sixteenth-century Ottoman empire
The Ottoman empire is an easier case since it never developed a feudal system compar-
able to Western Europe. The tax system was more centralized and uniform, though very 
important regional variations existed as well (and many parts of the empire remained 
outside the effective taxing capacity of the Sublime Porte). Cosgel and Miceli (2005: 815) 
contains a list that details, for the sixteenth century, the distribution of tax revenues 
between central government, provincial and district governments, fief holders and others. 
They list this distribution for five different regions of the empire and for one to three dif-
ferent years between 1521 and 1596. The share of the central government ranges from 0.26 
to 0.5, with an average of 36%, that of provincial and district governments from 0.04 to 
0.29, averaging 13%, fief holders got 29%, and “others” (private landholders, pious foun-
dations, and tribal chiefs) received between 0.09 and 39% of the overall taxes (21% on 

5 This number was calculated by summing figures reproduced by the Ministry of Public 
Instruction (1889: 8–19 and 22–30). The following items were not included: all of pp. 20–21; 
columns 3 and 4 of p. 24 (“year” is the 0 column); and columns 2–4 of p. 25.

6 To be sure, Paris was not the only commune in the department of Seine in the late nineteenth 
century. However, this city did account for practically the entire population – 2,226,023 out of a 
departmental population of 2,799,329 in the early 1880s (Ministry of Commerce and Industry 1968 
[1886]: 31, 624, and 627).
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average). Translated into our scheme of actors, dominant elites controlled 36% of overall 
taxes and subordinate elites 63%. We assume that tribal chiefs are part of the subordinate 
elite, but that private landholders and pious foundations represent non-elite, if affluent 
persons. We thus divide the 21% share of “others” into one-third for tribal leaders (adding 
7% to the subordinate elite) and 14% to the masses.

summAry

Dominant elites: 36%
Subordinate elites: 48%
Masses: 14%

Late nineteenth-century Ottoman empire
How did this distribution of tax income change after the Tanzimat reforms were com-
pleted? According to Stanford Shaw, all taxes and fees were collected directly by the cen-
tral state treasury or specialized agencies by 1870, and tax farming had been entirely abol-
ished (Shaw 1975). The only local revenues that were introduced are a small percentage of 
the taxes raised on property: “the municipalities … as they finally were organized, were 
allowed to keep small shares for themselves” (p. 427). Thus, at the end of the Tanzimat 
reforms, the center controlled almost all of the tax revenues. We estimate that the “small 
shares” controlled by municipalities amount to 5 percent for each of the masses and that 
the rest (90 percent) was entirely controlled by the dominant state elites.

summAry

Dominant elites: 90%
Subordinate elites: 0%
Masses: 10%

2 Control over militAry support

In contrast to the tax distribution, we estimate how much capacity was distributed over actors 
before they exchanged resources with each other – because obviously, all post-exchange 
control over the army laid in the hands of the central elites (except during mutinies). We 
will look at the background of fighting troops to determine which of the four actors pro-
vided how many troops to the overall military machine. We thus assume that “control” does 
not refer to the line of commands on the battlefield, but rather to the provision of armed 
men. Correspondingly, we also include militias and other fighting units not integrated into 
the military command structure, but do not take into account police forces or the soldiers 
that were recruited for particular campaigns or during general mobilization.

2.1 France

The French military developed gradually. We again focus on three points in this 
development: (a) the pre-centralized army of the high middle ages (under Philippe 
Auguste and his successors, before the Hundred Years War), i.e. after the establish-
ment of a group of permanent warriors in the service of the king, but while the army 
was still recruited mostly on the principle of feudal loyalty; (b) the army under the 
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absolutist king Louis XIV; (c) the modern army as it had been reorganized after the 
Franco-Prussian war.

Twelfth- and thirteenth-century France
The fully mobilized army, such as engaged in the in the battles of 1285, 1327, 1329, and 
1330, contained an average of 20,000 men. According to information found in Contamine 
(1992), it was composed of the following parts:

Provided by the king:
The “house of the king,” a small private army composed of the highest-ranking •	
nobles closely related to the king through family ties and the “chevaliers de l’hotel,” 
who were moving around with the king and formed a sort of royal guard. No figures 
for absolute size is available, we assume the same size as in the fifteenth century (see 
below): 200.
Professional garrison soldiers, paid by the king: 1,250–1,450, average 1,350.•	

•	 Arbatalières (armbrusters), permanently employed by the king: 70–150, 
average 110.
Militias of the cities that belonged to the royal domain: 2,040•	
Total 3,700.•	

Provided by the nobility:
The feudal army (or “l’arrière-ban”), levied in times of war through the principle •	
of feudal loyalty. It comprised:

High-nobility chevaliers: total of 550.•	
The noble warriors mobilized by the chevaliers (on average each commanding •	
his own troop of 50): 27,500.

Total 28,050.•	
Provided by “the masses”:

•	 Roturiers, i.e. non-armored and non-disciplined peasant militias: 300.
Sergeants a cheval, i.e. mounted and fully armored warriors of lower-noble or •	
commoner origin: 2,400.
Total 2,700.•	

We assume that the difference between the theoretical strength of the army of 34,450 
men, calculated on basis of the above information, and the average effective fighting 
strength in the various battles (20,000 men) is because not all of “l’arrière-ban” was actu-
ally mobilized for war, but only 13,600 (instead of the theoretical figure of 28,050). If we 
take effective war figures as a basis for calculating control over military support, we arrive 
at 18.5% share for the dominant elites, 68% for the subordinate elites, and 13.5% for the 
two masses.

summAry

Dominante elite: 18.5%
Subordinate elite: 68%
Masses: 13.5%

Seventeenth-century France
According to Contamine (1992: 435, based on Belhomme), the regular and irregular troops 
that existed in 1690 (during the reign of Louis XIV) were the following:
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342,000 regular troops, of which:•	
277,000 infantry, including •	 c. 37,000 officers.7

65,000 mounted troops (including 10,000 members of the •	 maison militaire du roi, 
which was now an elite troop, composed of the high nobility and the royal families, 
c. 3,000 Swiss guards, and 4,000 non-noble gardes françaises; see Rowlands [1999]), 
including 7,333 officers.
Of these 342,000 regular troops, 74,000 were mercenaries•	 8 (including some 
Frenchmen from Alsace and Roussillon), and 270,000 régnicoles (subjects of the king 
born in France).

92,000 •	 miliciens (including 25,000 royal militiamen, the rest were local militias).
L’arrière-ban•	 , though the feudal army was abolished in 1694 and seems not to have been 
used anymore.
3,500–4,000 •	 archers de la maréchaussée, a military police force under the command of the 
army marshals; the positions were sold to local citizens under Louis XIV.
70,000 members of the navy, since Colbert recruited through conscription (the first in •	
military history, according to Contamine [1992: 504f.]) and commanded by 9,333 royal 
navy officers.
100,000 coastal guards, who were paid by the king (see Hippeau 1863: 148).•	

Including these militias, 678,000 were under arms. The problem is to determine the per-
centage of the regular army that was controlled by the feudal elite. Following Blaufarb 
(2002), we can assume that the entire officer corps of the army and navy was composed 
of nobles (with the exception of roughly 200 non-noble families who were ennobled 
through military service from 1750 onwards). We exclude, however, the arrière-ban. The 
nobility made up 53,666 officers, thus 8 percent of the total of armed men.

We can assume that the mercenaries as well as the royal guard (la maison) were dir-
ectly controlled by the king, with the exception of the 4,000 gardes francaises, which were 
an elite infantry unit composed of commoners. The 74,000 mercenaries made 11% of the 
total of armed men, the 3,000 members of the royal guard that were neither mercenaries 
(the Swiss) nor gardes francaises represent another 0.5%. Thus, the royal elite controlled 
11.5% of all armed men. The remaining 80% can be attributed to the masses.

summAry

Dominante elite: 11.5%
Subordinate elite: 8.5%
Masses: 80%

Late nineteenth-century France
In 1870, the French army consisted of a total of 367,850 men, of which 16,869 or 4.6% 
were officers (Adriance 1987: 23). Officers belonged to either the dominant or subordinate 
elite. Serman (1979) provides the geographical origin of officers around this time. 8.6% 
hailed from the department of Seine. Thus, we associate 0.4% of the military with the 

7 The proportion of officers (sergeants, capitains, lieutnants, sous-lieutnants) per compagnie (of 50 
soldiers) was five. Since five compagnies made a regiment, which had eight officers, the number of 
soldiers per officer was roughly 7.5.

8 Lynn (1997) estimates the percentage of foreign mercenaries as 15–25 percent during Louis XIV’s 
reign.
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dominant elite and 4.2% with the subordinate elite. The remainder (95.4%) were split 
equally among the dominant and subordinate masses.

summAry

Dominant elites: 0.4%
Subordinate elites: 4.2%
Masses: 95.4%

2.2 Ottoman empire

Sixteenth-century Ottoman empire
The fifteenth and sixteenth centuries again represent the “pre-modern” period. We have 
information on the composition of the army for two years and use these two data points 
to calculate an average figure. Inalcik (1994: 88ff.) provides detailed information for 1528. 
The army consisted of:

Regular troops under direct control of the sultan (thus attributed to the domin-•	
ant elite): the salaried soldiers such as the Janissaries (legally “slaves” of the sultan, 
recruited mostly among the Christian and other minorities of the empire), the fort-
ress guards in the provinces, the cavalry of the Porte (sipahis), the inner palace serv-
ants, and the navy: 50,000.
Beneficiaries of •	 hass, ziamet, and timar grants in the provinces. These were given the 
right to tax the local population against military support of the sultan and represent 
the subordinate elite: 37,741.
Auxiliary troops such as the •	 müsellems, canbaz, bazdars, yorüks, and most importantly 
the yayas: groups of peasants who rotated the duty to serve among family members. 
Originally, the yaya were Turcoman tribal nomads who had fought with the sultan and 
were given lands in Central Anatolia after conquest. In political terms, these tribes saw 
themselves and were perceived as part of the imperial elite, because they had helped 
to found the empire and to defend it ever since. We thus count the yayas among the 
subordinate elites. These auxiliary troops were abolished in 1582: 15,180.
Christian soldiers (representing the subordinate masses) who were recruited into a •	
paid militia: 3,000.

•	 Akincis, i.e. frontier raiders who received a salary if registered and who were recruited 
among the population around a garrison (and whom we identify as representing the 
dominant masses): 12,000.

The information for 1473 is more sparse. According to Inalcik (ibid.), the army consisted 
of:

Regular troops (Janissaries and •	 sipahis): 19,500.
Beneficiaries of •	 timar grants: 64,000.

•	 Azebs, i.e. general army levied among the entire population (roughly half of them 
recruited in Christian Rumelia): 20,000.9

9 Unfortunately, no figures for the recruits (azebs) are available for 1528. In 1389, 40,000 azebs fought 
in Kosova against the Serbs. In 1473, there were 18,000 in the army. In 1492, 9,000 were recruited in 
Rumelia, and Suleiman I recruited 20,000 also in Rumelia, most likely for a specific campaign.
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We leave out azebs because these were recruited for specific campaigns. Divided up by 
the four actors and averaged between the 1473 and 1528 data, we arrive at the following 
figures for the early sixteenth-century empire (see Appendix Table 2.1).

Late nineteenth-century Ottoman empire
The army under the last sultan of the empire, Abdul Hamid, looked quite differ-
ent. Universal conscription had already been introduced earlier (including de iure for 
Christian subjects), but actual service was still decided by the lot, and exemption through 
the payment of a fee (obligatory for Christians before the reforms, now for everybody) 
was still possible, while substitution through another person no longer represented an 
option for those who wanted to avoid serving. The feudal elements of the army had been 
abolished, and a new professional officer corps was trained in the military academies 
founded under Abdul Hamid’s reign (Akmese 2005: 23).

Zürcher describes the army composition after the reforms of 1843 and 1869, which 
were largely inspired by the Prussian model: 210,000 regular troops (of which 60,000 
active reserves), 190,000 reserve troops called redif (the Turkish version of Landwehr), 
as well as 300,000 non-combat reserves (the Ottoman Landsturm) (Zürcher 1998). This 
puts the number of fighting troops at 400,000. The only armed group of men outside 
of this system of mass recruitment was the Kurdish tribal regiments that Abdul Hamid 
institutionalized in 1892 (this time inspired by the Cossack militias of imperial Russia). By 
the end of the century, these tribal militias under the command of Kurdish aghas num-
bered between 27,500 and 63,250 men (van Bruinessen 1999). Thus, the share of armed men 
under control of the subordinate elites (the tribal leaders) was somewhere between 6% 
and 14%, averaged to 10%.

How can we attribute the army officers and soldiers of the regular army to the various 
actors in our model environment? It is clear that all the rank and file seem to have been 
of Muslim peasant origin (Zürcher 1998) and can thus be attributed to the dominant mass. 
The new elementary and secondary schools established by and for the military all over 
the empire provided formidable avenues of upward mobility for provincial families that 
did not belong to the bureaucratic-military elites of the center (Hale 1994: 24). Based on 
a detailed study of the career paths of the students of one of these elite schools,10 we can 
guess that of the 4% officers of the army in peacetime (Erickson 2000: 7), c. 1,920 (or 0.5% 
of the total number of fighters) were of dominant elite background and 9,600 (2.5%) came 
from families we could classify as members of the subordinate elite.

10 The school in question (Mulkiye) was reformed by Abdul Hamid to train civil servants. Szyliowicz 
(1971) has studied a sample of 475 students. For the present purposes, we are only interested in 
those students whom he classifies as “successful,” i.e. who later in their career reached the level 
of general director or higher (i.e. undersecretary, assistant undersecretary, ambassador, governor, 
and so forth), which was the case for 26% of all students. Of those 109 successful students, 13 had 
an “elite” background: their fathers bore the title pasha, effendi, or bey and occupied a high-level 
position (p. 396). Theses elite students therefore made up 9% of the entire student population, 
while 63% of the students came from an “official” background, i.e. from families belonging to the 
military-administrative caste, and 22% were not member of that group (p. 393). If we assume the same 
proportions for the “successful” non-central-elite students, we can estimate that 67 successful students 
were members of the subordinate elite, and 29 belonged to the dominant and subordinate masses. In 
percentage, 12% of the successful students had a dominant elite background, 61% a subordinate elite 
background, and 27% a non-elite background.
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summAry

Dominant elite: 0.5%
Subordinate elite: 12%
Masses: 87.5%

3 Control over publiC goods provision

The public goods we are interested in here include welfare expenditures such as pen-
sions (including those for soldiers and their families), unemployment benefits, etc., the 
provision of public security (excluding defense, but including infrastructure such as city 
walls), non-religious education in generic skills such as writing and math, and the main-
tenance of public infrastructure (such as city walls, public roads, fountains, etc.). How 
many of these public services were provided by central government elites (the dom-
inant elite), by provincial elites in charge of regional, sub-state entities, and by muni-
cipalities, guilds, etc. (the masses)? By “control” we mean that the highest institutional 
level through which money circulates used for public service provision “controls” these 
resources. For example, if taxes are collected by the central state and then handed down 
to municipalities or religious fraternities to take care of the poor, we assume that the cen-
tral state is “in control” of these resources. We also assume that if a higher level of gov-
ernment mandates public goods provision and exercises appointive power in those areas, 
then that higher level of government “controls” the resources. Perhaps not surprisingly, 
estimating who provides how much of the overall public services was even more difficult 
than for taxes and military support. Extensive historical research was necessary to come 
up with meaningful estimates.

3.1 France

Fourteenth-century France
In order to estimate the dominant elite’s contribution to public goods provision in the 
first half of the fourteenth century, we make use of the royal accounts for 1322–1325 and 
1349 reprinted by Fawtier (1930: LIX-LXI and LXIV). These accounts do not represent 
budgets of income or expenses, because both the costs of local administration and the 
costs of running the royal estates are not included. However, they do provide a picture 

Appendix tAble 2.1 Ottoman army composition in 1473 and 1528

 1528 % 1473 % Average %

Dominant elite 50,000 42 19,500 23 32.5
Subordinate elite 52,921 45 64,000 77 61
Dominant mass 12,000 10 0 0 5
Subordinate mass 3,000 3 0 0 1.5
Total 117,921  83,500   
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of what the king had at his disposal in terms of cash, as well as the uses to which he put 
this money. There are two relevant line items: opera, which pertain to public works such 
as roads and bridges, and elemosine, which refers to expenditures for housing, feeding, 
and clothing the poor. Based on the five accounts examined, the king’s average annual 
expenditures on opera and elemosine was 14,930 livres (a little less than 3 percent of total 
royal expenditures).

The best data available for the subordinate elites and masses come from the city 
of Avignon in the first half of the fourteenth century. We exploit these data and then 
generalize to all of France. Since at this time Avignon was the seat of the antipope, an 
extraordinary system of services for the poor developed, which we do not consider here 
because it was quite exceptional. We do consider, however, expenditures on other items. 
The Papacy dispensed funds for various public construction projects such as bridges, 
granaries, and city gates (again called opera). Jean XXII’s total expenditures were about 
4.2  million florins, of which 2.9% (121,800 florins) went to such projects. Benoît XII allo-
cated 18% of 730,000 florins for these purposes (thus, 131,400 florins). And 12.2% (207,400 
florins) of Clément VI’s 1.7 million florins of expenditures went to opera (Le Blévec 2000: 
575 and 579). This yields a total of 460,600 florins for these 38 years, or about 12,100 florins 
per year. We also consider the services provided by four crusaders’ orders in Avignon 
during the first half of the fourteenth century. One of these spent 38 livres on feeding the 
poor, housing pilgrims, and so on (Le Blévec 2000: 109). Assuming other crusaders’ orders 
made comparable expenditures, this yields a total of 152 livres – or 150 for purposes of 
estimation. Second, as explained below in more detail, the subordinate elite controlled 
330 florins per year in hospital funds. Adding together all these figures yields a total sub-
ordinate elite expenditure of 12,580 livres. This estimate can be generalized to France as a 
whole using Chevalier’s (1982: 207) figure on the number of towns in fourteenth-century 
France – i.e. 226. Multiplying by this figure yields 2.73 million.

To estimate how much the masses spent on public services, we refer to hospitals, 
policing, and fortifications. Hospitals were a central institution of French society 
across the time periods we analyze. They cared for a broad range of needy indi-
viduals – not only the infirm (both physically and mentally) but also orphans and 
the poor. In some cases (especially the eighteenth century) “caring” for the poor 
amounted to confining them (McCloy 1946; Fairchilds 1976; Jones 1982; McHugh 2007). 
Hospitals were important enough that the Crown sought from the sixteenth century 
onward to gain control over them (Hickey 1997). After the revolution, the Convention 
alienated all hospital endowments (although the Directory later reversed course) 
(Ramsey 1988: 91).

To estimate the towns’ contributions to hospital expenditures, we again make use of 
data from Avignon in the first half of the fourteenth century (Le Blévec 2000). By 1350 
there were 22 hospitals in Avignon (Le Blévec 2000: 603). At this time, 20 florins were 
legally necessary to run a hospital (Le Blévec 2000: 683). Assuming that the average spent 
30 florins annually, 660 florins per year went to hospitals in Avignon. Of all the hospitals 
for which there are records, 48 percent were run by aristocrats or members of the clergy 
(thus by the subordinate elite). Fifty-two percent were under the charge of municipal-
ities or lay brotherhoods, or they had been founded by commoners. Thus, one-half of 
this money, or 330 florins, were controlled by the masses. Following the estimation method 
described above, we multiply this figure by the number of towns in fourteenth-century 
France (i.e. 226), yielding 74,580 florins.
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To estimate the contributions that towns made to public safety and security, we first 
calculate the salaries of the sergents which became part of the newly professionalized 
municipal government. The sergents were, among other things, charged with policing the 
city at night, bringing criminals to court or prison, etc. In small cities such as Tours, 
four sergents were employed, while there were 24 in Bordeaux (Chevalier 1982: 207). They 
represented roughly 50 percent of all administrative personnel of these cities. The city 
of Provins, a small town, spent 8 percent of its 545 livres budget in 1451 on salaries for 
its officers (Chevalier 1982: 213). We can thus assume that half of this, or 22 livres, were 
necessary to support its sergents. How do we get at a national figure from these estimates? 
We know from the same source (Chevalier 1982: 41) that there were 226 towns in 1330. Of 
these, 21 were of comparable size to Bordeaux (i.e. they had four convents of the mendi-
cant orders), while 13 were of medium and 192 of small size (one or two convents). If we 
assume that Provins is representative for these small towns, we can also assume that they 
each spent 22 livres on sergents (or 4,224 in total), while the big towns spent six times this 
figure, i.e. 132 livres each (or 2,727 in total). The medium-sized towns spent 77 each (or 1,001 
in total). We thus arrive at 7,952 livres.

A much bigger investment in public security was the fortification of towns and vil-
lages. The efforts to rebuild city walls consumed large shares of municipal resources 
from the 1340s onwards (i.e. until the city walls lost their military function sometime 
in the fifteenth or sixteenth century). The collection of local taxes, administration of 
municipal bonds, and oversight of these works was one of the main tasks of the new local 
administrations, which had just recently emancipated themselves from seignorial rule. 
Rigaudière (1993: 488–496) provides detailed municipal budgets and lists how much the 
municipalities spent on fortifications. For Marseille, 15 budgets between 1361 and 1411 show 
an average expenditure of about 728 livres. For Saint-Flour, a small city in the Loire valley, 
43 budgets between 1378 and 1467 allow us to calculate an average of 280 livres per year, 
while the 25 budgets between 1355 and 1380 of Dijon list 880 livres on average. Averaging 
the information on 11 budgets of Lisieux gives us an estimate of 945 livres. These figures 
are surprisingly consistent. Since it seems that small cities can invest as much in their city 
walls and towers as large ones, it’s perhaps best to simply average over all these figures, 
arriving at 708 livres and thus 160,000 for all cities of fourteenth-century France. Summing 
the masses expenditures for poor relief, public safety, and fortifications results in a total 
estimate of roughly 242,530 florins.

summAry

Dominant elite: 14,930 (0.5%)
Subordinate elite: 2,730,000 (91.4%)
Masses: 242,530 (8.1%)

Eighteenth-century France
Goldsmith (1832: 85) provides a detailed central budget for 1785, which gives us insight into 
how much the dominant elite invested in public service provision during the eighteenth 
century. Among such expenditures were funds for police, postal services, construction 
and repair projects, and education. These expenditures totaled 90.3 million livres.

Included among these central state expenditures were 26 million livres for hospitals 
(Goldsmith 1832). A government report of 1791 estimated total hospital receipts on the 
eve of the revolution at 29 million livres (McCloy 1946: 189). Thus, only three million of 
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these funds are attributable to the subordinate elites and the masses. Carrying over the 
pre-modern estimate of proportional share, we thus estimate that the subordinate elites 
and the masses each controlled 1.5 million of these funds.

In order to estimate the value of additional service provision by the subordinate 
elite, we make use of budgetary data from two provinces in the late seventeenth cen-
tury, Burgundy (Swann 2003) and Languedoc (Beik 1985). At this time, Burgundy spent 
2.8 percent of its budget on public welfare (Swann 2003: 179–180), while Languedoc spent 
1.4 percent (Beik 1985: 262–263), yielding an average of 2.1 percent. We estimate absolute 
figures for the provinces that were pays d’etat :11 the late seventeenth-century Burgundy 
budgets indicate that an average of 58.5 percent of all expenditures were monies sent to 
the Crown. Assuming this was true in the eighteenth century as well, one can derive total 
provincial expenditures. According to earlier calculations (see “taxes”) based on Necker 
(1781) and Goldsmith (1832), the pays d’etat sent 10.87 million livres to the Crown in 1785, 
which is 58.5 percent of an 18.6 million livres estimate for total provincial expenditures in 
the pays d’etat. Based on this information and the assumption that these provinces spent 2.1 
percent on public welfare, we estimate that the subordinate elite spent about 400,000 of 
the livres on public services. Combining this figure with the hospital funds yields a total 
of 1.9 million livres attributable to the subordinate elites.

In order to calculate how much the masses spent on public service besides their con-
tribution to hospitals, we use communal budget data. Pouchenot (1910: 55–93) provides 
detailed budgets for 1690, 1705, and 1710 for the commune of Besançon. This village of 
11,500 (in 1708) spent money on road maintenance, water provision, aid to the poor, and 
other public services. On average, this accounted for 6.7 percent of total outlays, which 
is comparable to the village of Angers in the middle two quarters of the eighteenth 
century.12 Averaging the three budgets, Besançon spent 6,867 livres per year for its 11,500 
inhabitants. This amounts to a little less than 0.6 livres per person.13 In order to generalize 
this figure across France, we make the assumption that such public service provision gen-
erally was not available to the masses of people who lived in rural areas. At the beginning 
of the eighteenth century, only 20 percent of France’s population lived in towns of 2,000 
or more.14 Thus, we apply this per person expenditure of 0.6 livres to one-fifth of France’s 
1700 population of 19.3 million (Babuscio and Minta Dunn 1984: 335) – which yields a total 
public service expenditure of 2.316 million livres. However, this is an estimate for c. 1700, 

11 The pays d’election are inappropriate for generalization because they had no independent financing 
powers and received all funds for public service expenditures from the central state.

12 In 1720, 1760, and 1780 respectively, public service expenditures accounted for 5.5%, 2.5%, and 9.2% of 
all spending in Angers (Maillard 2000: 175). Such variation was also evident in the Besançon budgets 
(9.5% in 1690; 3.4% in 1705; 5.9% in 1710).

13 It should be noted that the 1690 budget entries are in francs rather than livres (Pouchenot 1910: 55–78). 
However, it is quite likely that these were actually livres: while francs went out of circulation in the 
seventeenth century, the term itself was typically a synonym for livres. See: www.britannica.com/
EBchecked/topic/215751/franc (accessed May 6, 2008).

14 These figures are available at http://chnm.gmu.edu/revolution/chap1a.html (accessed June 24, 
2008). This website represents a collaborative effort between the Center for History and New Media 
at George Mason University and the American Social History Project at City University of New 
York, and it was made possible by grants from the Florence Gould Foundation and the National 
Endowment for the Humanities. A book version of the website’s contents is available through Penn 
State University Press.
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while other data cover the latter portion of the eighteenth century. Thus, we need to 
adjust this figure. We assume that central state receipts grew at the same rate as commu-
nal public service expenditures. Comparing 1695 to 1785, central state receipts were about 
4.6 times higher in the later year.15 Using this factor to estimate public service expendi-
tures by the municipalities during the late eighteenth century, we arrive at a figure of 10.7 
million livres. Combining this with the estimate for hospital funding made above yields 
12.2 million livres.

summAry

Dominant elite: 90.3 million (86.5%)
Subordinate elite: 1.9 million (1.8%)
Masses: 12.2 million (11.7%)
Total: 104.4 million

Late nineteenth-century France
We use the same strategy to identify actors as in the “control over taxes” section for late 
nineteenth-century France. The dominant elites are associated with the central state, the 
subordinate elite with departments, and the masses with communes. As with control over 
taxation, Paris and the department of Seine are considered to be part of the dominant 
elite. While most data refer to the early 1870s, we divide these between actors in view of 
the laws and regulations that existed during the 1890s.

Le Comte de Franqueville (1875: 298 and 307) provides comprehensive data on the 
public service expenditures of nearly all communes in 1871 and all departments in 1869. 
For communes, this included outlays for police, public worship, elementary education, 
streets and highways, and poor relief. These expenditures totaled 225.685 million francs. 
However, most of these expenditures can not be attributed to the masses. First, a signifi-
cant share of these monies were collected by the central state and then redistributed to 
the communes. In 1871, the centimes (see “taxes”) contributed 119.99 million francs of the 
financing of communes (Ministry of Public Instruction 1889: 50). Because we treat com-
munes in the department of Seine differently, it is necessary to remove their estimated 
share of 26.7 percent (see discussion under “taxes”) from this figure, which leaves 87.95 
million francs. Communal expenditures (excluding department of Seine) totaled 401.38 
million (excluding 123.81 million for war expenses; Le Comte de Franqueville 1875: 307). 
As the proportion of centimes (87.95 million) to total expenditures (396.69 million) is 22.2 
percent, we subtract this proportion (50.768 million) from the total communal expendi-
tures on public services, which leaves 174.917 million francs. This subtracted figure is then 
attributed to the central state because it is the ultimate source of this funding.

Other communal expenditures were “under control” of the dominant elite because 
the central state mandated them and appointed the civil servants working in these areas. 
This is true for the policing, highway construction, education, and caring for the poor 
and sick (Le Comte de Franqueville 1875: 305; Chapman 1955: 46; Imbert and Mollat 1982: 
301 and 313). These expenditures totaled 162.38 million francs (after applying the 22.2 per-
cent adjustment explained previously), which must be subtracted from the above total 

15 The 1785 receipts are available in Goldsmith (1832). Information on the 1695 central state income 
comes from European State Finance Database (n.d.).
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and attributed to the dominant elite. This leaves 12.537 million francs under the control 
of the masses.

Departments spent on roads and highways, relief for the poor and mentally ill, public 
worship, education, and local railways. These expenditures totaled 96.207 million francs. 
However, departments no longer had any independent powers of taxation. Thus, all of 
these monies came from the central state and are attributed to the dominant elite.

To determine what the dominant elite spent on public services, it is first useful to tally 
what has already been attributed to them: i.e. 50.768 million in centimes to the communes; 
162.380 million on mandated services provided by the communes but where the central 
state appointed the personnel of the corresponding agencies; and all spending (96.207 mil-
lion) on public services by the departments, for a total of 309.355 million. Next, we estimate 
what the commune of Paris spent on public services, as this was not included in Le Comte 
de Franqueville (1875). We continue to assume (see “taxes”) that Paris accounts for 26.7 per-
cent of all communal expenditures. This allows us to calculate that the commune of Paris 
spent 82.208 million on public services, which we attribute to the dominant elite.

Finally, a very large portion of public service was directly provided by the central 
state. To maintain consistency with the data for departments and communes, we use the 
budget data of 1870 made available by the Ministry of Public Instruction (1889: 32–52). The 
central state spent large sums on a variety of public services including: pensions for civil 
and military employees, post and telegraph services, public worship, education, police, 
poor and emergency relief, roads and bridges, and subsidies to Paris. These expenditures 
totaled 301 million francs in 1870.

summAry

Dominant elite: 50.768+162.380+96.207+82.208+301 = 692.563 million (98.2%)
Subordinate elite: 0 (0%)
Dominant and subordinate masses: 12.537 million (1.8%)
Total: 705.10 million

3.2 Ottoman empire

Seventeenth-century Ottoman empire
Faroqhi (1997: 541) provides detailed information on the 1669–1670 budget of the central 
government.16 He writes that the sultan spent 189.2 million akçes on the upkeep of his pal-
ace, which represented 29.5% of his overall expenditures. From this we can infer that total 
expenditures were 641,355,932 akçes. Military activities consumed almost two thirds of his 
budget, leaving very little for other endeavors. Construction projects amounted to 2% of 
expenditures, while another 0.5% went to the hajj and the inhabitants of Medina. Thus, 
public service cost the sultan 2.5% of his expenses, a total of 16,033,898 akçes. To this figure 
one must add (as explained below) the dominant elites’ share of waqf expenditures – 4,629 
akçes – to arrive at a rounded total of 16.039 million.

16 Because of the accounting methods used by the Ottoman central government during this period, the 
only central budgets that contain unambiguous information on income and expenditures are those for 
1527–1528, 1660–1661, and 1669–1670. However, none of these three budgets includes timars (Sahillioglu 
1999: 67, note 3).
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Few details about provincial expenditures are known for this time period, which 
makes it difficult to estimate the contributions of the subordinate elite. However, thanks 
to the Herculean work of Stanford Shaw (1958), we have specific information on expen-
ditures in Egypt, which was under Ottoman control at the time. Shaw provides both total 
expenditures (Shaw 1958: 399) and public service expenditures (Shaw 1958: 225–268) for 
decades before and after 1669–1670, the reference year for the central budget data ana-
lyzed above. We calculated an average based on the 40 years that straddle 1669–1670.17 For 
most public service expenditures, data are available for all these years. The average total 
expenditure was calculated on the basis of the three years with corresponding data.18 The 
average annual expenditures for public service (e.g. food and clothing for the poor; canal 
and mosque maintenance; water storage; pilgrimage; maintenance of holy cities) were 
9,971,340 paras, or 13.8 percent of the total.19

Assuming that Egypt was representative of Ottoman provinces at the time, we could 
calculate how much public service was provided by the subordinate elite if we knew the 
total expenditures of all provinces. This total expenditure must be estimated, however. 
We do so by exploiting information on the relationship between provincial expenditures 
and central income in 1527–1528. Provincial expenditures amounted to about 75 percent 
of central state income at that time (Inalcik 1994: 82–83).20 Assuming the same was true in 
1669–1670, when central state income was 596,655,932 akçes, total provincial expenditures 
in that year could have been around 447,491,949 akçes.21 Generalizing the Egyptian fig-
ure of 13.8 percent dedicated to public service provision, the subordinate elite across the 
Ottoman empire in the late seventeenth century contributed 61,753,889 akçes to public 
service provision.

The subordinate elite’s contribution was not confined to those of the provincial gov-
ernments it manned. Subordinate elites also controlled many waqfs, which for centur-
ies have been important charitable institutions in Islamic society. Founders of waqfs set 
aside some revenue-producing resource (usually buildings or land) for specific purposes, 
which quite frequently were and are religious or charitable in character. Once a waqf is 
formed, it exists in perpetuity (it cannot be sold or alienated in any fashion), and its net 
revenues are distributed to “the object of endowment” (Barnes 1987: 1) – e.g. the charitable 
purpose. Over the centuries, waqfs have funded a variety of public services, including aid 

17 Most of Shaw’s (1958) tables report many more years before and after 1669–1670. For example, many 
tables contain entries for 1020–1082 (i.e. 1611 to 1671 – see pp. xxvii–xxviii). However, because annual 
expenditures are constant across these time periods, it is possible to determine the average for the 
20-year period with which we are concerned. That these entries relate to annual expenditures is 
not manifestly evident from examining the table, but Shaw (1958) indicates as much in a number of 
discussions in the text (see Shaw 1958: 90–91).

18 During this time, 1 para = 1.2 akçe (Inalcik 1994: 87), on average. However, this conversion is 
unnecessary, as we make use of the percentage of expenditures devoted to public service provision and 
generalize this to the empire as whole.

19 These were the input figures. All come from pp. 225–238, save for the last, which relates to spending on 
the pilgrimage and holy cities and comes from p. 268.

20 403.37 million out of 537.90 million.
21 To calculate central state income, we substracted the 44.7 million akçes in deficit expenditures noted 

by Faroqhi (1997: 541) from the central state expenditure figure.
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to the poor, public infrastructure projects, hospitals, and education (Barnes 1987; Hoexter 
1998; Yüksel 1998; Leeuwen 1999).

Studies of more than 300 waqfs in the seventeenth century (Yüksel 1998: 220) and 6,000 
in the eighteenth century (Yedıyıldiz 1975, cited in Barnes 1987: 43) confirm subordin-
ate elites – e.g. the military caste officials of provincial governments, the religious class 
of ulema – founded the vast majority of these endowments (Yüksel estimates 89% and 
Yedıyıldiz 90%). On the other hand, Gerber (1983: 29) estimates that 2% of waqfs were 
controlled by the sultan and his family. Combining these two pieces of information, waqf 
public service expenditures can be attributed in the following fashion: 2% to the domin-
ant elite, 89.5% to the subordinate elite, and the rest (8.5%) to the masses.22

To determine the portion of waqf expenditures that went to public service, we use 
Yüksel’s (1998) major study of waqf budgets between 1585 and 1683 (993–1095 on the Muslim 
calendar). Across this century-long period, total waqf expenditures were 18,936,073 akçes, 
or about 186,000 per year (Yüksel 1998: 266). However, these figures come from the geo-
graphic expanse of modern-day Turkey, while the Ottoman empire was much larger. 
According to population figures for the year 1867 provided by Karpat (1985: 25), the region 
that is now Turkey contained about one-half of the empire’s population. Assuming equal 
expenditures per person inside and outside geographic Turkey, we therefore double the 
per year expenditure to 372,000 akçes. A substantial portion of total expenditures, 63.5 per-
cent, went to the provision of public services such as education, feeding and housing the 
poor, and maintaining an infrastructure for religious services (Yüksel 1998: 266). Thus, we 
estimate that in 1670, waqf expenditures devoted to public services totaled about 231,496 
akçes. Adding the subordinate elite’s share of this – 207,189 – to the figure calculated above 
yields a rounded total of 61.961 million.

The masses’ share of waqf expenditures for public services totaled 19,677 akçes. Police 
protection was another public service provided by the masses (fortification, however, was 
never as important as in late medieval Europe). Emecen (1989: 339) provides detailed data 
on how much of Manisa, a city of average size (Emecen 1989: 54 n270; Erder and Faroqhi 
1980: 273), spent on guards and night watchmen in 1572–1573. Each guard was responsible 
for collecting his salary directly from town citizens. As of 1575, the city had a population 
of 8,245 (Emecen 1989: 55). The guards collected 55,608 akçes in salaries from local citizens, 
yielding an average of 6.74 akçes per resident. How can this be generalized to the empire 
as a whole? The population of the Ottoman empire was about 15 million in the late six-
teenth century (Kinross 1977: 206). However, we assume that this service was specific to 
the urban population of the Ottoman empire, as we did when calculating expenditures 
for sergents in France. According to Quaetaert (2001: 94), “[f]rom its inception until its 
demise” the Ottoman empire “was an agrarian empire and economy” in which “[t]hree 
quarters of the inhabitants lived in the countryside and drew their livings from the soil 
and agriculturally related activities.” Thus, we estimate the urban population of the late 
sixteenth-century at 3.75 million and their expenditure for public security at 27,275,000 
akçes. Combining this figure with the waqf estimate yields a rounded total value of public 
services provided by the masses of 27.295 million.

22 The estimation of the masses’ share is obviously residual, but it is also consistent with Yedıyıldiz 
(1975), who estimates that 10 percent of waqfs were founded by the reaya – i.e. peasants, artisans, or 
merchants. Yüksel (1998) attributes only 1 percent of the waqfs to the reaya, but 10 percent of his 
foundations have “unknown” founders.
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summAry

Dominant elites: 16.039 million akçes (15.2%)
Subordinate elites: 61.961 million akçes (58.8%)
Masses: 27.295 million akçes (26%)
Total: 105.295 million akçes

Nineteenth-century Ottoman empire
To calculate the dominant elite’s contribution to public service provision, we used the 
central state budgets between 1874 and 1898 published by Shaw (1978). Compared to its 
pre-modern counterpart, the modern state had vastly wider concerns for public welfare. 
It invested in public works, provided for education, the administration of justice in both 
Muslim (through the Ilmiye Office) and non-Muslim areas (through the “Ministry of 
Justice and Sects”), policing, pensions for former government workers, postal and tele-
graph services, and funded the holy cities and a whole infrastructure set up for the pil-
grims. Reported below are average annual figures for each of these services (in kuruş):

Holy cities and pilgrimage:•	 23 36.5 million
Pensions:•	 24 61.7 million
Post Office and Telegraph Service:•	 25 39.1 million
Ministry of Police and Gendarmerie:•	 26 120.2 million
Ministry of Justice and Sects:•	 27 40.1 million
Ilmiye Office:•	 28 21.4 million
Education:•	 29 13.2 million
Public works:•	 30 6.4 million

Total public service expenditures between 1874 and 1898 averaged 338.6 million kuruş. 
Adding to this figure the dominant elite’s share of waqf expenditures for public services – 
659,220 kuruş – yields 339.259 million kurus. To this we need to add spending at the pro-
vincial level because since the nineteenth-century Tanzimat reforms, all tax money was 
collected in the name of the central state, went to the State Treasury, and returned to 
the provinces based on budgets approved by the central state (O’Meara 1894: 291; Shaw 
1975). In order to determine how much of provincial spending needs to be attributed to 
the central elites we examined the expenditures of five provinces between 1874 and 1898. 
The following lists these provinces as well as the year of the budget data: Sivas (1898), 

23 Starting in 1868, this line item was moved to the Treasury of the Sultan. Thus, the 1874–1898 figure is 
based on an average of the years during which it appeared separately: 1860–1867.

24 Because this line item was moved to the Ministry of Finance after 1881 and was no longer listed 
separately, the figure reported is an average of 1874–1881.

25 This average is based on the following available years: 1874–1875, 1877–1878, and 1887–1898.
26 This average is based on 1887–1898; most of the police funds were not listed separately from the 

general Ministry of Interior budget before that.
27 This average is based on 1874–1875, 1877–1881, and 1887–1898.
28 This averaged is based on 1887–1898.
29 This ceases to be a separate line item after 1878 when it was moved to the Ministry of Interior. Thus, 

this average is based on two years, 1874–1875 and 1877–1878.
30 This ceased to be a separate line item after 1878 when it was moved to the Ministry of Interior. This 

average is based on the available data from 1868–1878.
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Hüdavendigar (1895), Ankara (1882), Syria (1878), and Halep (1874). Budgets for the first 
three provinces are from Kilia (2000), while the Halep provincial budget is provided by 
Akkus (2008) and the one from Syria by Saliba (1978: 311). According to these budgets, pro-
vincial governments funded hospitals, police, education, courts, mail service, and infra-
structure projects. These expenditures totaled 28.8 million kuruş. According to Karpat 
(1985: 160–161), the five provinces together accounted for 25 percent of the empire’s popu-
lation in 1897. Assuming equal per person spending across the empire (i.e. multiplying by 
four), public services provided by the provinces totaled 115.2 million kuruş on an average 
year between 1874 and 1898. Because the central state funded these activities, we attribute 
this sum to the dominant elite.

Most of the waqf money, on the other hand, can be attributed to the subordinate elites. 
Demirel (2000) provides total waqf expenditures for the province of Sivas in 1835. The 
portion going to such public services as education, libraries, mosque maintenance, and 
public fountains was 480,000 kuruş. According to Karpat (1985: 160–161), Sivas accounted 
for about 5 percent of the empire’s total population in the nineteenth century. Assuming 
uniformity across the empire, waqf public service expenditures totaled 9.6 million kuruş.

A second data source allows us to avoid generalizing from a single province in the 
1830s. Öztürk (1995: 49–56) provides data on 60 waqfs across the nineteenth century (tech-
nically: 1802–1911), 38 of these from 1868 or later (Öztürk 1995: 49). All of these waqfs were 
located in Anatolia. Average spending on the range of relevant services (religious, edu-
cational, and social, the latter of which included municipal services and welfare) totaled 
8,046 kuruş per month for all 60 waqfs, or 96,552 kuruş per year. This yields 1,609.2 kuruş per 
waqf per year. We can now calculate the figure for the entire empire because Öztürk (1995: 
56) provides the total number of waqfs: 35,000. Waqf expenditures on public services dur-
ing a typical year in the nineteenth century therefore might have totaled 56,322,000 kuruş. 
Given that the two different data sources and methods of generalization produce very 
different estimates, we average the two to arrive at about 32.961 million kuruş. Assigning 
89.5 percent of this to the subordinate elite – 29,500,092 – pushes the subordinate elite 
total to 144.7 million kuruş. The masses controlled 8.5 percent of total waqf expenditures 
or 2.802 million kuruş.

summAry

Dominant elite: 454.459 million (93.4%)
Subordinate elite: 29.5 million (6.0%)
Masses: 2.802 million (0.6%)
Total: 486.761 million

Appendix Table 2.2 summarizes the estimates described in this appendix. It shows how, 
in both societies, the central elites were increasingly able to monopolize the provision of 
public services all the while siphoning off an increasing share of the taxes. The masses, on 
the other hand, replaced subordinate elites as the main source of military support.

Appendix 2.2 ACtor AlliAnCes in empires

To understand the various pathways of political modernization, it is useful to analyze the 
pre-modern equilibrium (or the “empire scenario” for short) in more detail. Appendix 
Table 2.3 summarizes the model assumptions and lists the empirical data on which actor 

 

 



Appendix tAble 2.2 Summary of French and Ottoman data on actors’  control over resources (percentages)

 Taxes (post-exchange) Military support (pre-exchange) Public service provision (pre-exchange)

  
  France, 

1360–1380

Ottoman 
empire, 
1521–1596

France, 
1780s

Ottoman 
empire, 
1870–1908

France, 
1870–1900

France, 
1180–1330

Ottoman 
empire, 
1470–1530

France, 
1690

Ottoman 
empire, 
1870–1908

France, 
1870–1900 

France, 
1322–1350 

Ottoman 
empire 
1669/1670

France, 
18th 
century

Ottoman 
Empire, 
1870–1908

France, 
1870–1900

dE 42 36 87.3 90 90.3 18.5 32.5 11.5 0.5 0.4 0.5 15.2 86.5 93.4 98.2

sE 46 49 8.3 0 4 68 61 8.5 12 4.2 91.4 58.8 1.8 6.0 0

dM 6 7 2.2 5 2.85 6.75 5 40 44 47.7 4.05 13 5.85 0.3 0.9

sM 6 7 2.2 5 2.85 6.75 1.5 40 43.5 47.7 4.05 13 5.85 0.3 0.9
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controlled which resources in empires, based on the historical research summarized in 
Appendix 2.1. As can be seen, we model the “empire scenario” closer to the French data 
since the Ottoman sultan in the seventeenth century had more taxing capabilities and 
military power than the French king (cf. Barkey 1991: 704).

The historical data show, consistent with the historical sociology of empires 
(Eisenstadt 1963; Hechter 2000; Howe 2002; Barkey 2008), that the dominant elites of both 
societies relied on a system of indirect rule and taxation. They were only able to raise 
10 percent of the taxes directly, while more than three-quarters of the overall tax vol-
ume (including income from seignorial domains in France) went to subordinate elites. 
The majority of public goods were also provided by subordinate elites, such as through 
the hospitals founded and funded by the nobility or Crusading Orders in France or the 

Appendix tAble 2.3 Control and interest in empire

Model assumptions
Control over:    Interest in:     

 

Political 
decision-
making

Public goods 
provision

Military 
support Taxation  dE sE dM sM

dE 0.6 0.05 0.20 0.42 Political  
decision-making

0.20 0.45 0 0

sE 0.4 0.85 0.70 0.48 Public goods  
provision

0.01 0.10 0.15 0.15

dM 0 0.05 0.05 0.05 Military support 0.20 0.15 0 0

sM 0 0.05 0.05 0.05 Taxation 0.59 0.30 0.85 0.85

Empirical data

France 1280–1350

 

Political 
decision-
making

Public goods 
provision

Military 
support Taxation

dE NA 0.005 0.185 0.42

sE NA 0.915 0.68 0.46

dM NA 0.04 0.0675 0.06

sM NA 0.04 0.0675 0.06

Ottoman empire 1470–1670

dE NA 0.152 0.325 0.36

sE NA 0.588 0.61 0.49

dM NA 0.13 0.05 0.07

sM NA 0.13 0.015 0.07

Notes: The control matrix describes the pre-exchange distribution of control for each resource, while 
the interest matrix represents the distributions of interest for each actor. For control over taxation, 
however, we calculated post-exchange values.
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religious foundations in the Ottoman empire or the welfare expenditures of Ottoman 
provincial governors. The rest of public services was provided by the dominant elites on 
the one hand, who funded alimonies for the poor (in France), infrastructure and food for 
the pilgrims in Mecca (in the Ottoman empire), and the construction and maintenance of 
major roads. On the other hand, the masses provided public goods through the hospitals 
and religious foundations founded by townspeople, the police patrols paid for by local 
communities, or the town fortifications of Renaissance France.

Since in both empires the masses were excluded from supra-local politics, they had no 
control over political decision-making. Most political power lay with the dominant elites 
(0.6). However, before the advent of a centralized bureaucracy that replaced indirect rule, 
the subordinate elites held considerable power at the regional and local level (0.4) (on the 
political sociology of empires see again Eisenstadt 1963; Hechter 2000; Howe 2002; Barkey 
2008). Military support was mostly provided by the subordinate elites (0.70), on whose 
troops the center depended to conduct large-scale war. In France, the king’s army was 
mobilized through the principle of feudal fealty, while in the Ottoman empire the bene-
ficiaries of the right to tax the local population owed the sultan military support. The 
center’s own army was still very small in Renaissance France, just enough to guarantee 
the king’s security (0.20). As mentioned before, it was considerably larger in the case of 
the Ottoman empire, where the famous sipahi cavalry and the palace guards formed a for-
midable fighting force. Before the advent of universal conscription, the masses only pro-
vided small, undisciplined militias or small contingents of mounted warriors in France, 
or the frontier raiders around garrison towns in the Ottoman empire (0.05 each).

We now turn to the interest distribution, for which we depend on plausibility argu-
ments, as discussed in the main text, because it is not possible to estimate values based 
on quantitative empirical data. Since the masses were not organized beyond the local 
level and therefore rarely articulated political demands relevant for the entire polity (see 
“lateral insulation” in Gellner 1983: 9–11; Mann 1993: chapter 4), they were not interested 
in political decision-making at this level (0). Given that warfare was still very much an 
elite (and mercenary) affair that did not mobilize or involve the masses (Rogers 1995; on 
France, Lynn 1997), they were also not much interested in increasing their own command 
over military matters. Rather, their main interest was in taxation (0.85), i.e. to retain as 
much of their economic revenue as possible and thus ensure that they would not fall 
below what they considered a morally acceptable level of subsistence (Scott 1976). This 
is evidenced by the frequent tax rebellions characteristic of pre-modern and early mod-
ern polities (Mousnier 1970; Kiser and Linton 2002). We further assume that they were 
also interested in public service provision, but to a much lower degree (0.15) – since they 
relied on family, guild, village, or the local lord to provide for basic forms of social secur-
ity, policing, and education (on rural life in medieval Europe, see Duby 1998 [1961]; on 
guilds in the Arab world, see Lewis 1937).

In systems of indirect rule, the greatest concern of the dominant elite was to increase 
their tax income (0.59) in order to finance their war enterprises, as a long line of research 
in comparative historical sociology has shown (from Tilly 1975 to Kiser and Linton 2001). 
Besides this, we assume they were interested in decision-making power and military sup-
port (0.20 each) as two important sources for expanding their domain and power. Since 
the center fought larger wars than did the subordinate elite, the latter were slightly less 
interested in military support by allies (0.15). We assume that they were mostly inter-
ested in taxes (0.30) and political power (0.45). This is plausible in view of the constant 
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political rivalries and frequent wars between the French king and various factions of 
provincial nobles over taxation rights and access to political offices (Lachmann 1989); and 
the intense tug-of-war between the sultan and regional governors and military entrepre-
neurs (Inalcik 1980); and the frequent struggles between the Ottoman center and various 
victims of its centralization policies who then gathered under the mantle of Sufi Orders 
and called for religious renewal of the corrupt center (Barkey 2008: chapter 5). Being able 
to provide public services was also of some interest to the subordinate elites (0.10) since 
the stability of their rule depended on functioning patron–client relations with their 
dependents (in general, for peasant societies, see Scott 1976; for France, see the case study 
by Le Blévec 2000; on the waqfs in the Ottoman world, see Barnes 1987).

Given this specification of interests and control, and assuming that actors do not care 
about cultural traits or markers when forming alliances, the estate order constitutes the 
equilibrium. To make this result understandable, we describe why actors either have no 
incentive or are not able to unilaterally deviate from this equilibrium. In particular, we 
consider why the dominant and the subordinate elites do not exchange resources with 
the masses – as they will do in more centralized polities. We first note that the subordin-
ate elite would do best if all actors exchanged resources with each other (nation building). 
The reason is that their taxation power (which they hold thanks to the principle of indir-
ect rule) is highly demanded by all other actors. The masses would want the subordinate 
elites to rescind some of their coercive control over taxation. The dominant elite likewise 
demands a share of the subordinate elite.

The dominant elites therefore do much better if they do not have to compete with 
the masses for taxation. The dominant elite use their first-mover advantage to propose 
the estate order. The subordinate elite accept this proposal (rather than trying to align 
with the masses) because they in turn depend on an exchange relationship with the dom-
inant elite to gain enough political decision-making power to stabilize their rule. Faced 
with the proposal of the dominant elite to form an alliance that excludes the masses, the 
subordinate elite has to agree if they want to end up in an alliance group that comprises 
the dominant elite. They do not even formulate a counter-proposal, and the estate order 
emerges as a stable status quo. Under this system, the dominant elite transfer certain 
political positions and rights to the subordinate elite and in return receive their military 
support and taxation.

Given the uncertainty of the model assumptions, we proceed in varying these 
assumptions systematically and see if the estate order still emerges as the equilibrium 
outcome. Similar to Figure 2.2 in the main text, Appendix Figure 2.1 depicts the equi-
libria resulting from various levels of state centralization and mass mobilization as well 
as from different modes of cultural differentiation. The empire scenario analyzed above 
corresponds to the center of the left-hand side graph. It shows the equilibrium clas-
sifications that result if there is no cultural differentiation – or if it is of no interest to 
the actors. The middle graph represents the outcome when cultural differentiation pro-
ceeds along status lines. The right-hand side graph depicts the equilibria for an ethnic 
trait distribution. As can be seen, the estate order emerges as the dominant equilibrium 
under all three different forms of cultural differentiation. When cultural traits align with 
class, it constitutes the equilibrium for all 25 model runs. Under an ethno-cultural dif-
ferentiation, six of the model runs lead to an extended estate order as a second possible 
equilibrium. The extended estate order can be regarded a variant of the estate order: 
one of the masses is allowed into the existing elite coalition, which remains the defining 
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feature of the alliance system (think of the constitutional monarchy in Great Britain in 
the early modern period or of France under Louis Philippe, when the royal house and 
the aristocratic elites granted limited voting rights to the bourgeois middle classes). If 
actors don’t care about cultural similarity and difference, three outcomes will feature 
nation building as a third equilibrium. Note, however, that these nationalist equilibria 
are relatively far removed from the middle of the graph that corresponds to the actual 
assumptions for the empire scenario that we derived from the historical research docu-
mented in Appendix 2.1.

In any case, these empirical data put Renaissance France and the Ottoman empire of 
the classical age very squarely at the center of zones for which our model generates the 
estate order as equilibrium outcome. For historical reasons, discussed in the main text, it 
is safe to assume that a class-cultural differentiation was prevalent in Renaissance France, 
while the Ottoman “empire of difference” (Barkey 2008) institutionally supported cul-
tural differentiations between ethno-religious communities. Appendix Figure 2.1 suggests 
that in these two societies the elite coalition and the exclusion of the masses was a rather 
stable outcome of the ongoing negotiation process that would survive considerable vari-
ation in the degree of state centralization (perhaps brought about by external wars) or the 
military mobilization of the population.

Appendix 2.3 sensitivity AnAlysis

This appendix describes a sensitivity analysis that we conducted in order to make sure 
that our inferences do not depend on fragile assumptions (Saltelli et al. 2008: 34). We con-
centrate on the main result, namely that a greater degree of state centralization leads to 
nation building and makes ethnic closure or populist nationalism less likely. This result 
was derived assuming specific distributions of interests and control. Where available, we 
used historical data to empirically ground the assumptions about which actor controlled 
how much of which resource. However, the exact parameter values necessarily entail 
some degree of arbitrariness, given the abstractedness of our model. This holds even 
more true with regard to actors’ interests, since these assumptions had to be based on 
historical plausibility alone.

1

2

Cultural traits irrelevant  Class-cultural differentiation Ethno-cultural differentiation

Mass mobilization

S
ta

te
 c

en
tr

al
iz

at
io

n

Estate order

Estate order and
enlarged estate order

Estate order,
enlarged estate order,
and nation building

Appendix figure 2.1 Equilibria in the “empire scenario” with different modes of cultural 
differentiation
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 The sensitivity analysis randomly varies the exact specifi cation of the control and 
interest matrices that describe the shift from weak to strong state centralization. We then 
record whether the resulting equilibria are in line with our main expectation.  31   Whenever 
more state centralization  leads away  from nation building and toward ethnic closure or 
populist nationalism, we would have to be concerned about the robustness of our main 
fi ndings. We assume a strongly developed network of voluntary associations (U meaning  = 0) 
since the impact of this one-dimensional factor is already well understood. We also set 
mass mobilization at medium or strong levels (varying the exact values randomly). Based 
on the results discussed in the main text, we know that this factor exerts only a weak 
infl uence on the outcome. 

 The independent variables are the parameters that defi ne weak and strong state 
centralization. For each of these parameters in the control and interest matrices, we 
defi ne an interval  ∆  of possible values (which includes the one used in the main ana-
lysis). These intervals defi ne a multidimensional space of input parameters. Since the 
number of parameters is high, it is impossible to derive the complete multidimen-
sional “response surface,” i.e. a full picture of how the dependent variable changes 
as a function of the input parameters (Oliver 1993; Oliver and Myers 2002). The most 
widely used strategies in such complex situations are to either focus on specifi c com-
binations of parameter values or vary one factor at a time (OAT) (Saltelli  et al.  2006). 
However, both approaches are clearly insuffi  cient as they cannot account for non-linear 
eff ects and interactions (Oliver 1993; Oliver and Myers 2002).     We therefore use the 
Elementary Eff ect Test developed by Morris (1991) and extended by Campolongo  et 
al.  (2007), which can deal with a large number of input factors in a computationally 
effi  cient way all the while paying attention to possible non-linearities and interactions 
(Saltelli  et al.  2008).   

 In the Elementary Eff ect Test, each of k independent input factors X i  (i = 1,…,k) is 
allowed to vary across p selected levels. For a given vector  X  = (X 1 , X 2 ,…,X k ), the elem-
entary eff ect of the  i th input factor is defi ned as    

 where  ∆  is the size of the sampling step in the scale [0,1] after the range of each factor 
has been rescaled on this interval (Saltelli  et al.  2008: 110, 120).  32   Although this method also 
varies one factor at a time, it computes several elementary eff ects for each variable at 
diff erent points of the input space. Averaging over these elementary eff ects allows us to 
arrive at a sensitivity measure that is increasingly independent of the specifi c points at 
which the elementary eff ects were computed (Saltelli  et al.  2004: 92–93). It is thus a global 
method in the sense of exploring several regions of the input space. This also ensures that 
possible interactions among input factors can be detected.   

  31     Note that our focus is on how shifts in the confi gurations of interests and control impact the resulting 
alliance system instead of exploring the sensitivity of point predictions, as we did with the graphs.  

  32     More precisely,  ∆  is a value in {1/(p – 1),…,1 – 1/(p – 1)}, since the sampling steps occur on the  p -level 
grid  Ω  into which the input space has been discretized. Also, the point that one arrives at when in- or 
decrementing a factor in (X 1 , X 2 ,…,X k ) by  ∆  has still to lie in  Ω  (Saltelli  et al.  2008: 110, 120).  
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Since it is impossible to compute all elementary effects, special techniques have been 
developed that lead to an efficient sampling of such effects (Morris 1991; Campolongo et al. 
2007). Denoting the number of input factors by k, the idea is to build “r trajectories of 
(k+1) points in the input space, each providing k elementary effects, one per input factor, 
for a total of r(k+1) sample points” (Saltelli et al. 2008: 110, 120). Thus, a trajectory consti-
tutes a particular path through the multidimensional input space that varies one factor at 
a time. Following the sampling strategy developed by Campolongo et al. (2007), we select 
the r trajectories in a way that maximizes their spread in the input space (Saltelli et al. 
2008: 110, 120). Following recommendations in the literature, we select a set of 10 (out of 
500 randomly generated) trajectories that satisfies this criterion.

In order to apply the Elementary Effect method to our model results, two features 
have to be taken into account. First, the control and interest matrices (each containing 
4x4 cells) for weak and strong state centralization amount to 64 input parameters. The 
effective number is smaller, however, since parameters that do not vary with state cen-
tralization need to be held constant. These are the dominant elite’s interests, the subor-
dinate elite’s interest in taxation, the masses’ interest in military support, and the masses’ 
control over political decision-making and over provision of public goods. Subject to the 
sensitivity analysis are the specific values at which these parameters are held constant. 
We also retain our simplifying assumption that both masses have identical shares of con-
trol and interest.

Second, the general properties of Coleman’s exchange model demand that relative 
interests of each actor sum up to 1, as do relative shares of control over each resource. 
Both kinds of restrictions mean that one cannot vary each parameter independently. 
Rather, parameters are varied by groups so that all restrictions are met when randomly 
drawing parameter values. This produces eight groups of parameters. In Appendix Table 
2.4, parameters belonging to the same group are enclosed by bold rectangles. The table 
lists the intervals of the input parameters used in the sensitivity analysis. The intervals 
are generally of size 0.10 and centered at the value that underlies the analysis in the 
main text. The random draws can select one of three levels: the mean value or the lower 
or upper bound of the intervals. Whenever a group moves within a trajectory, a set of 
parameter values that satisfies its internal restrictions is drawn randomly. Together, this 
implies that individual parameters shift either by 0.05, 0.10, or not at all. The few excep-
tions to these rules concern parameter values that are already close to the extremes. For 
example, where relative interest is assumed to be zero, it seems sufficient to investigate 
whether assuming an interest of 0.05 leads to the same result.

Since there are eight groups of parameters, a trajectory in which each group moves 
once encompasses nine different parameter lists. Each parameter list corresponds to a dif-
ferent specification of weak and strong state centralization (within the intervals given in 
Appendix Table 2.4). As in the main text (see Figure 2.2), six model evaluations are used 
to analyze the shift from one scenario to the next. Thus, in total, the sensitivity analysis 
is based on 90 parameter lists (10 maximally spreading trajectories, each comprising nine 
parameter lists) and 540 model evaluations.

None of them resulted in an alliance system that contradicted the argument that more 
state centralization leads to nation building and away from ethnic closure and populist 
nationalism. The sensitivity analysis therefore establishes the robustness of this result, at 
least within the intervals presented in Appendix Table 2.4. Trivially, if we increased the 
intervals further, we would ultimately run into equilibria that contradicted our result. 



Appendix tAble 2.4 Parameter intervals for sensitivity analysis and for which the impact of state centralization was confirmed

Political decision-making Public goods provision Military support* Taxation

dE sE dM sM dE sE dM sM dE sE dM sM dE sE dM sM

Cweak [.7 .8] [.2 .3] [0 .05]
identical  

values 
as dM

[.5 .6] [.35 .45] [0 .05]
identical  

values  
as dM

[.05 .15] [.05 .15] [.35 .45]
identical 

values 
as dM

[.15 .25] [.15 .25] [.25 .35]
as dM(.75) (.25) (0) (.56) (.38) (.03) (.13) (.38) (.25) (.20) (.20) (.30)

Cstrong [.85 .95] [.05 .15] as Cweak [.85 .95] [0 .1] as Cweak held constant [.45 .55] [.05 .15] [.15 .25] as dM

(.90) (.10) (.91) (.03) (.05) (.05) (.45) (.50) (.10) (.20)

dE sE dM sM

Decision Public Military Taxes Decision Public Military Taxes Decision* Public Military Tax Decision* Public Military Taxes

Xweak [.15 .25] [0 .05] [.15 .25] [.55 .65] [.05 .15] [.1 .2]a [.4 .5] [.2 .3] [.45 .55] [.15 .25] [0 .05] [.15 .4]b identical values as dM   
  (.20) (.01) (.20) (.59) (.10) (.15) (.50) (.25) (.20) (.20) (0) (.60)

Xstrong as Xweak [.25 .35] [.15 .25]a [.2 .3] as Cweak held cons. [.35 .45] as Cweak  [0 .2]b

  (.30) (.20) (.25) (.25) (.50) (.40) (.10)

Notes: Parameter values used in the main text are given in parentheses below the intervals used in the sensitivity analysis. *Indicators of mass mobilization are varied together and held constant 
within each trajectory. a Restriction: Subordinate elite’s interest in public goods provision under strong state centralization is at least as high as under weak state centralization. b Masses’ relative 
interest in taxation is set equal to the remaining share after the other three interest parameters have been drawn.
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However, our goal was to show that results remain stable even if we vary the values of the 
model parameters by 0.10 around those used for the analysis in the main text. Differences 
of 0.10 are substantial, given that parameters range from 0 to 1 and constitute relative inter-
ests or shares of control so that a shift by 0.10 implies an equally sized shift with respect 
to the other interests or control shares by other actors.
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Chapter 3

Appendix 3.1 demoCrACy And nAtion-stAte CreAtion

Appendix 3.2 yeArs of nAtion-stAte CreAtion
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Appendix figure 3.1 Nation-state formation and democracy

Territory 1st NSC 2nd NSC 3rd NSC

Afghanistan 1964
Algeria 1963
Angola 1975
Argentina 1824
Armenia 1918 1991
Australia 1948
Austria 1918
Azerbaijan 1917 1991
Bahrain
Bangladesh 1972
Belarus 1991
Belgium 1831
Benin 1960
Bhutan 1998
Bolivia 1825 
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Territory 1st NSC 2nd NSC 3rd NSC

Bosnia and Herzegovina 1921 1992
Botswana 1966
Brazil 1889
Bulgaria 1879
Burkina Faso 1960
Burundi 1962
Cambodia 1953
Cameroon 1960
Canada 1867
Central African Republic 1960
Chad 1960
Chile 1828
China 1911
Colombia 1821 1831
Congo, Dem. Republic 1960
Congo, Rep. 1960
Costa Rica 1823 1839
Croatia 1921 1991
Cuba 1902
Cyprus 1960
Czech Republic 1918 1993
Denmark 1849
Dominican Republic 1844
Ecuador 1821 1830
Egypt 1923
El Salvador 1823 1841
Eritrea 1993
Estonia 1918 1991
Ethiopia 1974
Finland 1917
Gabon 1960
Gambia 1965
Georgia 1918 1991
Germany 1871
Ghana 1957
Greece 1844
Guatemala 1823 1839
Guinea 1958

Appendix 3.2 (cont.)
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Territory 1st NSC 2nd NSC 3rd NSC

Guinea-Bissau 1974
Guyana 1970
Honduras 1823 1839
Hungary 1918
India 1947
Indonesia 1950
Iran 1906
Iraq 1932
Ireland 1931
Israel 1948
Italy 1861
Ivory Coast 1960
Japan 1868
Jordan 1946
Kazakhstan 1991
Kenya 1963
Kuwait
Kyrgyzstan 1991
Laos 1954
Latvia 1918 1991
Lesotho 1966
Liberia 1944
Libya
Lithuania 1918 1991
Macedonia 1921 1991
Madagascar 1960
Malawi 1964
Malaysia 1957
Mali 1960
Mauritania 1960
Mauritius 1968
Mexico 1824
Moldova 1991
Mongolia 1924
Morocco 1996
Mozambique 1975
Myanmar 1948
Nepal 1990
Netherlands 1848
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Territory 1st NSC 2nd NSC 3rd NSC

New Zealand 1907
Nicaragua 1823 1839
Niger 1960
Nigeria 1960
North Korea 1948
Norway 1905
Oman
Pakistan 1947
Panama 1821 1831 1903
Papua New Guinea 1975
Peru 1824
Philippines 1946
Poland 1921
Portugal 1822
Qatar 1971
Romania 1878
Russia 1905
Rwanda 1962
Saudi Arabia
Senegal 1960
Sierra Leone 1961
Slovakia 1918 1993
Slovenia 1921 1991
Somalia 1960
South Africa 1994
South Korea 1948
Spain 1820
Sri Lanka 1948
Sudan 1956
Suriname 1975
Sweden 1866
Switzerland 1848
Syria 1946
Taiwan 1949
Tajikistan 1991
Tanzania 1961
Thailand 1932

Appendix 3.2 (cont.)
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Appendix 3.3 sourCes for literACy estimAtes

Same source for multiple territories across continents

Banks, Arthur. 1976. Cross-National Time Series, 1815–1973. Ann Arbor: Inter-University 
Consortium for Political and Social Research.

(Algeria 1963, Bangladesh 1972, Benin 1960, Burkina Faso 1960, Cambodia 1953, 
Cameroon 1960 and 1962, Chad 1960, Congo, Dem. Republic 1960, Congo, Rep. 
1960, Cyprus 1960, Ethiopia 1960, Gabon 1960, Gambia 1965, Guinea 1958, Guyana 
1970, India 1947, Jordan 1946, Kenya 1963, Kuwait 1961, Laos 1954, Liberia 1946, 
Libya 1952, Malawi 1964, Mauritania 1960, Mexico 1858, Morocco 1956, Niger 
1960, Nigeria 1960, Pakistan 1947, Poland 1919 and 1921, Qatar 1971, Russia 1879 and 
1905, Saudi Arabia 1946 and 1954, Senegal 1960, Sierra Leone 1961, Somalia 1960, 
Swaziland 1968, Sweden 1866 and 1867, Taiwan 1949, Tanzania 1961, Thailand 1936 
and 1946, Tunisia 1956, Uganda 1962, United Arab Emirates 1971, Yemen 1962, 
Zambia 1964)

Darden, Keith and Anna Grzymala-Busse. 2006. “The great divide: literacy, nationalism, 
and the communist collapse,” World Politics 59 (1): 83–115.

(Armenia 1920, Azerbaijan 1918, Bosnia and Herzegovina 1920, Croatia 1920, Czech 
Republic, Estonia 1918, Latvia 1918)

Meyers Konversationslexikon 1885–1892. Vienna and Leipzig: Verlag des Bibliographischen 
Instituts.

(USA 1880, Serbia 1874, Portugal 1878)
UNESCO. 1977. Statistics of Educational Attainment and Illiteracy 1945–1974. Paris: UNESCO.

Territory 1st NSC 2nd NSC 3rd NSC

Togo 1960
Tunisia 1956
Turkey 1924
Turkmenistan 1992
Uganda 1962
Ukraine 1918 1991
United Arab Emirates
Uruguay 1830
USA 1868
Uzbekistan 1991
Venezuela 1821 1829
Vietnam 1954
Yemen 1962 1967 1990
Yugoslavia 1878 1921
Zambia 1964
Zimbabwe 1980   
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(Bahrain 1971, Bangladesh 1961, Botswana 1964, Burundi 1962, Cyprus 1964, Guinea-Bissau 
1962, Guyana 1946, Ivory Coast 1962, Kenya 1962, Mali 1960, Mauritania 1965, Sudan 
1956)

 2005. Education for All, Literacy for Life. Paris: UNESCO. Available online at: http://
portal.unesco.org/education/en/ev.php-URL_ID=43283&URL_DO=DO_
TOPIC&URL_SECTION=201.html.

(Indonesia 1950, Malawi 1950, Mozambique 1950, Nigeria 1950, Sri Lanka 1920, Uganda 
1950)

UNESCO Institute for Statistics. 2002. Literacy and Non Formal Education Sector: Estimates 
and Projections of Adult Illiteracy for Population Aged 15 Years and Above, by Country and 
by Gender, 1970–2015. Available online at: www.uis.unesco.org/en/stats/statistics/lit-
eracy2000.htm.

(Belarus 1990, Kazakhstan 1990, Moldova 1990, Mozambique 1975, Oman 1970, Tajikistan 
1990, Turkmenistan 1995, Uzbekistan 1990, Zimbabwe 1980)

Vanhanen, Tatu. 2000. “A new dataset for measuring democracy, 1810–1998,” Journal of 
Peace Research 37 (2): 251–265.

(Afghanistan 1928, Argentina 1858, Austria 1928, Bolivia 1858 and 1878, Brazil 1858 and 1888, 
Chile 1858, Colombia 1858, Costa Rica 1858 and 1888, Czech Republic 1998, Denmark 
1858, Djibouti 1988, Dominican Republic 1858 and 1868, Ecuador 1858, El Salvador 1868 
and 1918, Ethiopia 1978, Guatemala 1868, Guinea-Bissau 1988, Honduras 1858 and 1888, 
Iran 1908, Iraq 1938, Ireland 1938, Israel 1948, Kuwait 1968, Kyrgyzstan 1998, Liberia 
1908, Mongolia 1928, Nepal 1938, Netherlands 1858, Nicaragua 1858 and 1898, Norway 
1888 and 1908, Panama 1908 and 1928, Paraguay 1858 and 1878, Peru 1858, South Africa 
1918 and 1998, Suriname 1988, Switzerland 1858, Uruguay 1858, Venezuela 1858)

Ottoman provinces

Behar, Cem. 1986. Review of Ottoman Population, 1830–1914 by Kemal H. Karpat, in Population 
Studies 40 (2): 322-323

(Istanbul 1904 with 40 percent literate males, supports Findley’s estimates and refutes 
Kemal Karpat’s census figures)

Bergaoui, Sami. 1996. “Distribution des notaires dans la régence de Tunis en 1874,” Arabica 
43 (3): 422–436.

(Tunisia, Libya, Algeria, Morocco, Malaysia 1816. In Tunisia in 1874, all males that were 
minimally literate could register as a notary, and many did in villages, among tribes, 
and in the cities. Most of the Ulema, Bergaoui maintains, were registered as notaries 
as well. He arrives at a total number of 0.4 of the male population, which is very low; 
we estimate a 1 percent literacy rate, assuming that all women were illiterate but  
2 percent of men could read and write. We use this figure for Libya, Algeria, 
Morocco, and Malaysia for 1816.)

Cole, Juan Ricardo. 2000. Colonialism and Revolution in the Middle East: Social and Cultural 
Origins of Egypt’s ‘Urabi Movement. American University in Cairo Press.

(p. 114 estimates readership of newspapers in Cairo at 1 percent in 1800 and 4.5 percent in 
1880; supports Findley)

Daskalova, Krassimira. 1997. Literacy and Reading in Nineteenth-Century Bulgaria. University 
of Washington.

(Bulgaria 1887 and later)
Findley, Carter W. 1989. Ottoman Civil Officialdom. Princeton University Press.
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(Ottoman empire 1800 and 1900)
Gordon, Jr., Raymond. 2005. Ethnologue: Languages of the World, 15th Edition. Dallas: SIL 

International.
(Oman 1993)
Hanna, Nelly. 2007. “Literacy and the ‘great divide’ in the Islamic world, 1300–1800,” 

Journal of Global history 2: 175–193.
(One-third of the male population in Cairo in the late eighteenth century had gone to 

elementary schools; Damascus early eighteenth century: 20 percent of households 
had books; figures not used, but support low literacy rates in peripheries of Ottoman 
empire at the beginning of nineteenth century)

Khalidi, Rashid. 2006. The Iron Cage: The Story of the Palestinian Struggle for Statehood. Boston: 
Beacon Press.

(p. 14, separate literacy figures for Jews and Arabs in Palestine; combined with population 
statistics from McCarthy to calculate overall literacy rate)

McCarthy, Justin. 1988. The Population of Palestine: Population history and Statistics of the Late 
Ottoman Period and the Mandate. New York: Columbia University Press.

(p. 31, population figures for Israel)
Roudometof, Victor. 2000. “The social origins of Balkan politics: nationalism, under-

development, and the nation-state in Greece, Serbia, and Bulgaria, 1880–1920,” 
Mediterranean Quarterly 11 (3): 144–163.

(Greece 1840)
Simon, Reeva. 1986. Iraq Between the Two World Wars: The Implementation of Nationalist 

Ideology. New York: Columbia University Press.
(Iraq 1918 on p. 81; supports Findley’s estimates)
Somel, Selcuk Aksin. 2001. The Modernization of Public Education in the Ottoman Empire: 

1839–1908. Leiden: Brill.
(p. 19 states, on the basis of traveler reports about the number of Quran schools in the six-

teenth and seventeenth centuries, that “at least” one-fourth of the urban population 
could read and write in Turkish; we assume he meant males only; supports Findley)

South and Southeast Asia

Basu, Aparna. 1981. Essays in the history of Indian Education. New Delhi: Concept 
Publishers.

(Bombay, Gujarat, Bengal 1821; used to calculate India overall).
Bayly, C. A. 2008. “Indigenous and colonial origins of comparative economic develop-

ment: The case of colonial India and Africa,” BMPI Working Paper 59.
(India 1800; confirms the calculations based on Basu)
Cheesman, Nick. 2003. “State and Sangha in Burma,” Comparative Education 39 (1): 45–63.
(Burma 1872; 32 percent male literacy according to British census; older adult male prison 

population had literacy rate of 60 percent, which we use to estimate pre-colonial 
literacy rate in Burma)

Myrdal, Gunnar. 1968. Asian Drama: An Inquiry into the Poverty of Nations, Volume iii. New 
York: Pantheon.

(Burma, Sri Lanka, Malaysia, Philippines 1901 and 1931; India, Burma, and Sri Lanka 
based on UNESCO, Progress of  Literacy in Various Countries; Philippines from human 
Relations Area Files, Malaysia from UNESCO, World Illiteracy at Mid-Century).
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Nederlandsch-Indie. 1922. Uitkomsten der in de Maand November 1920 Gehouden Volkstelling. 
Batavia: Drukkerijen Ruygrok.

(Indonesia 1920)
Reid, Anthony. 1990. Southeast Asia in the Age of Commerce, 1450–1680: Volume One: The Lands 

below the Winds. New Haven: Yale University Press.
(For interpretation of 1920 Indonesian data; with regard to Siam during the second half 

of nineteenth century, French missionaries report that only 10 percent of boys who 
went to school could read and write; short characterization of educational system 
in Malaysia that was geared toward literacy in Arabic by elites, not mass literacy in 
vernaculars, which justifies giving it the 1800 figures of Maghreb countries)

Statesman’s Year-Book. 1885. Entry for “India.” Basingstoke: Palgrave.
(India 1881)
Tambiah, Stanley. 1975. “Literacy in a Buddhist village in north-east Thailand,” in Jack 

Goody, ed., Literacy in Traditional Societies. Cambridge University Press. 85–131.
(Thailand, Cambodia, Laos 1800; estimates pre-modern peripheral village literacy based 

on Buddhist schools in Thailand; arrives at 20 percent literacy for males, of which, 
however, some lost capacity to read after school, as Reid’s missionaries stated in the 
second half of nineteenth century; 10 percent literacy is thus assumed for Thailand, 
Cambodia, and Laos in 1800)

Europe

Crafts, N. 2002. “The human development index, 1870–1999: some revised estimates,” 
European Review of Economic history 6: 395–405.

(Australia, Belgium, Canada, Denmark, Finland, Norway, Spain, Sweden, Switzerland 
1870)

Grunder, Hans-Ulrich. 1998. “Alphabetisierung,” in historisches Lexikon der Schweiz. Bern: 
Swiss Academy of Humanities and Social Sciences.

(Additional data on late eighteenth-century Switzerland)
Johansson, Egil. 1988. “Literacy campaigns in Sweden,” Interchange 19 (3): 135–162.
(Finland 1880 and 1920)
Markussen, Ingrid. 1990. “The development of writing ability in the Nordic countries in 

the eighteenth and nineteenth century,” Scandinavian Journal of history 15: 37–63.
(For estimation of growth rate of full literacy among Danes, based on growth of signing 

ability of peasants and reading ability of prison inmates, used to extrapolate Danish 
census data back)

Messerli, Alfred. 2002. Lesen un Schreiben 1700 bis 1900. Tübingen: Niemeyer.
(Switzerland, eighteenth century)
Myers, Martha. 1977. The Early Development of the Serbian and Romanian National Movements: 

1800–1866. Paper given at the Department of History and the Honors College at the 
University of Oregon.

(Serbia 1866)
Reis, Jaime. 2005. “Economic growth, human capital formation and consumption in 

Western Europe before 1800,” in Robert C. Allen, Tommy Bengtsson, and Martin 
Dribe, eds., Living Standards in the Past. Oxford University Press. 195–225.

(Belgium, Hungary, Netherlands, Norway, Portugal, Sweden 1800)
Soubeyroux, Jacques. 1985. “Niveles de alfabetización en la España del siglo XVIII. Primeros 

resultados de una encuesta en curso,” Revista de historia Moderna 5: 159–172.
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(Spain, late eighteenth century)
Statesman’s Year-Book. 1885. Entry for “Serbia.” Basingstoke: Palgrave.
(Serbia 1884)
Tortella, Gabriel. 1994. “Patterns of economic retardation and recovery in south-western 

Europe in the nineteenth and twentieth centuries,” The Economic history Review 47 
(1): 1–21.

(Belgium, Portugal, Spain 1860)
Toth, Istvan György. 1996. Literacy and Written Culture in Early Modern Central Europe. 

Budapest: CEU Press.
(p. 53 for Hungarian lands in the first half of nineteenth century, confirms Reis’ figure, 

based on ability to sign, not full literacy)

Habsburg domains

Hickman, Anton. 1909. Geographisch-statistischer Taschen-Atlas von Oesterreich-Ungarn. Wien: 
Freytag & Berndt.

(Austrian successor states in 1880, Austrian parts of Croatia)
Toth, Istvan György. 1996. Literacy and Written Culture in Early Modern Central Europe. 

Budapest: CEU Press.
(pp. 36–46 for the parallels in effective implementation of school reforms in Prussia and 

Austria, and the comparable rates of primary school attendance in the early nine-
teenth century; p. 196 for 1870 and 1890 literacy rates among Hungarians, Slovaks, 
Croatians, Romanians in the Hungarian kingdom, based on census data; the Croatian 
data were combined with those reported by Hickman for the Austrian part)

van Horn Melton, James. 1988. Absolutism and Eighteenth-Century Origins of Compulsory 
Schooling in Prussia and Austria. Cambridge: Cambridge University Press.

(For the parallel efforts at developing an “enlightened” school system in Prussia and 
Austria in the late eighteenth century)

Vardy, Bela. 2001. “Image and self-image among Hungarian Americans,” East Europe 
Quarterly 35 (3): 309–345.

(Slovakia 1910)
Winnige, Norbert. 2001. “Alphabetisierung in Brandenbug-Preussen 1600–1850. Zu den 

Grundlagen von Kommunikation und Rezeption,” in Ralf Pröve and Norbert 
Winnige, eds., Wissen ist Macht. herrschaft und Kommunikation in Brandenburg-Preussen 
1600–1850. Berlin: Spitz. 49–67.

(Data for Prussian provinces, based on recruitment data and signatures of marrying 
couples; we use the Westphalian couple signature data (45 percent) in 1800–1814 
for getting a starting point for the Austrian, Slovenian, and Czech data-series; 
the Westphalian provinces were, as recruitment data show, closer in degrees 
of alphabetization to Prussia-Brandenburg than for example Saxony or the 
Rhineland.)

Russian empire

Bogdanov, Ivan Mikhailovich. 1964. Gramotnost I obrazovanie v dorevoliutsionnoi Rossii I v 
USSR; Istoriko-statisticheskii ocherki. Moscow: Statistika.

(Bessarabia 1883 and 1897, which we took to be representative of Moldova)
Cipolla, Carlo M. 1969. Literacy and Development in the West. Baltimore: Pelican.
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(Prussia, Posnaia, and Pomerania 1871, which were combined with data on European 
Russia from 1897, based on Obshtii Svod, to calculate Poland)

Dickens, Mark. 1988. Soviet Language Policy in Central Asia. Available online at: www.oxus-
com.com/lang-policy.htm.

(Central Asian republics 1897)
Hughes, Lindsey. 2006. “Russian culture in the eighteenth century,” in Maureen Perrie, ed., 

The Cambridge history of Russia: Imperial Russia, 1691–1917. Cambridge University Press. 
67–91.

(Russia 1797)
Liber, George. 1982. “Language, literacy, and book publishing in the Ukrainian SSR, 1923–

1928,” Slavic Review 41 (4): 673–685.
(Ukraine 1897)
Raun, Toivo U. 1979. “The development of Estonian literacy in the 18th and 19th centur-

ies,” Journal of Baltic Studies 10 (2): 115–126.
(Baltic states 1816, calculated on the basis of older age cohorts in later censuses, plus 

Estonian and Livland literacy in 1881 census data)
StateUniversity.com. 2009. Belarus – history and Background. Available online at: http://

education.stateuniversity.com/pages/139/Belarus-HISTORY-BACKGROUND.
html.

(Belarus 1894, Lithuania 1894)
Troinitskii, N. A. 1905. Obshtii Svod po Imperii Rezultatov Razrabotki Dannuih Pervoi Vseobshtei 

Perepisi Nasalenia, Proizvedennoi 28 Yanvarya 1897 Goda. Saint Petersburg: Tsentralny 
statisticheskii komitet.

(Caucasian republics 1897; data on European Russia used to calculate Poland; unfortu-
nately these figures seem to be referring to reading, not reading and writing, accord-
ing to Raun)

Yudina, P. F. and F. N. Petrova. 1946. Strany Mira. Moscow: Gosudarstvenii Nauchnii 
Institute “Sovetskaya Entsiklopediya”.

(Russia, Ukraine, Belarus, Azerbaijan, Georgia, Armenia, Turkmenistan, Uzbekistan, 
Tadjikistan, Kazakstan, Kyrgyzistan 1926 and 1939)

The Americas and Pacific settler societies

Commonwealth Bureau of Census and Statistics and Chas H. Wickens. 1921. Census of 
the Commonwealth of Australia, Taken for the Night between the 3rd and 4th April, 1921. 
Melbourne: H. J. Green, Government Printer.

(Australia 1901, 1911, 1921; excludes Aborigines)
Korotayey, Andrey, Artemy Malkov and Daria Khaltourina. 2006. Introduction to Social 

Macrodynamics. Compact Macro-models of the World System Growth. Moscow: Editorial 
URSS.

(Mexico 1800, pp. 87ff.)
Leigh, Edwin. 1870. “Illiteracy in the United States,” American Journal of Education 19: 

801–835.
(United States 1850 and 1860)
Lloyd Prichard, Muriel F. 1970. An Economic history of New Zealand to 1939. Auckland: 

Collins.
(New Zealand 1896 and 1911)
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Seecharan, Clem. 1997. Tiger in the Stars: The Anatomy of Indian Achievement in British Guiana 
1919–1929. London: Macmillan.

(Guyana 1931)
Sinclair, Keith. 1990. The Oxford Illustrated history of New Zealand. Auckland: Oxford 

University Press.
(New Zealand 1871 and 1886)
Soltow, Lee. 1981. The Rise of Literacy and the Common School in the United States: A Socioeconomic 

Analysis to 1870. University of Chicago Press.
(Figures for whites in 1800 are used to calculate an overall 1800 figure, using the ratio of 

white to non-white literacy from Leigh)

Africa

Campbell, Gwyn. 1991. “The state and pre-colonial demographic history: the case of 
nineteenth-century Madagascar,” The Journal of African history 32 (3): 415–445.

(Nineteenth-century Madagascar population figures)
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Appendix tAble 3.1 Means, standard deviations, and correlations among variables

 R L Y E S1 S2 I NSW NSE NSN P WE WT

R: Length of railway tracks per km2 0.514 0.553 0.025 0.346 0.273 0.229 0.279 –0.005 0.065 0.085 0.057 –0.001

L: Percent literates among adults 0.711 0.292 0.563 0.588 0.336 0.597 0.012 0.088 0.267 0.017 0.002

Y: Years since first national organization 
founded

0.218 0.602 0.667 0.445 0.654 0.071 0.118 0.141 0.011 0.068

E: Central government expenditure for 
territory

0.419 0.494 0.299 0.502 0.084 0.053 –0.005 0.011 0.041

S1: 1st cubic spline on year 0.912 0.810 0.911 0.244 0.167 0.053 0.129 0.049

S2: 2nd cubic spline on year 0.786 0.960 0.240 0.145 0.029 0.060 0.048

I: Center’s membership in IGOs 0.713 0.443 0.150 0.025 0.227 0.066

NSW: Total no. of nations-states in world 0.208 0.143 0.044 0.004 0.033

NSE: No. of nation-states created in the 
empire past five years

0.264 –0.040 0.180 0.088

NSN: No. of nation-states created in 
neighborhood past five years

–0.053 0.074 0.179

P: Center’s share of global power 0.244 0.028

WE: Number of wars fought in the empire 0.165

WT: Number of wars fought in the territory

Mean 5.671 20.563 11.655 .447 1888.442 21.581 15.202 40.360 0.252 0.087 0.074 0.539 0.056

Standard deviation 16.044 27.161 24.185 1.249 46.625 30.221 20.805 26.898 1.076 0.361 0.080 1.134 0.252

N 17,500 17,667 17,667 9,821 17,667 17,667 17,518 17,667 17,667 17,667 16,488 17,522 17,522

Appendix 3.4 CorrelAtion mAtrix, meAns, And stAndArd deviAtions
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33 We include 262 additional territory–year observations beyond the 150×186 standard observations to 
account for years during which more than one war onset occurs.

Chapter 4

Appendix 4.1 the WAr dAtAset

The Wimmer/Min dataset of world conflict is a territory–year dataset spanning 150 ter-
ritories over the 186 periods between 1816 and 2001. It contains 28,162 territory–year obser-
vations, including a large number of observations in periods prior to nation-statehood.33 
The unit of observation is territory, a geographic unit distinct from the state or govern-
ment ruling over that territory at any point in time. We used the division of the world’s 
states in 2001 as a territorial grid, extending these fixed geographic units back to the 
beginning of our dataset in 1816. The dataset includes coding on 484 distinct wars fought 
across 619 territories. These 484 wars include 77 wars of conquest, 111 inter-state wars, 187 
non-secessionist civil wars, and 109 secessionist civil wars. To code when wars break out 
and how long they last, we first reviewed the widely used Correlates of War (COW) list 
of wars and then modified and extended this list substantially. We describe these exten-
sions in detail here.

Adding wars

The COW dataset only includes states with diplomatic relationships with Britain or 
France prior to 1920, or members of the League of Nations or the United Nations there-
after. To overcome this Western bias in the COW dataset, we added wars in territories 
controlled by states not recognized by the Western powers. This expands the horizon 
to include Latin America in the nineteenth century and Asian and African territories 
in years prior to COW recognition as colonies or as independent states. A second bias 
is introduced because in colonial territories, only wars that involved the colonial power 
are included in the COW dataset. This colonial center bias was overcome by specifically 
looking for civil wars that happened during periods of colonial rule.

To code additional wars and territories, we turned to the original sources of COW and 
other quantitative studies that have appeared over the past decades. We added nine wars based 
on Richardson’s Statistics of Deadly Quarrels (Richardson 1960). Twenty-four additional wars 
were found in Clodfelter’s (2002) monumental Warfare and Armed Conflict. We also reviewed 
OnWar.com, an amateur online website that lists a large number of wars with unsystematic 
but sometimes preciously rich information. We went through this list and added 18 new 
wars after verifying date and battle death information from at least one additional independ-
ent source (usually found on the Internet). Finally, we also updated the list to 2001 adding 
seven wars, relying on Gleditsch et al. (2002) and adopting some of the revisions proposed by 
Gleditsch (2004). A total of 58 new wars were added from these various sources.

To decide whether or not to include a war from these various sources, we used COW’s 
battle death threshold of 1,000 per year. All newly identified wars for which this death toll 
could not be confirmed were ultimately excluded from our list (a considerable number, 
especially in Richardson’s [1960] list). We also cross-checked our list against additional 
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sources including World Military and Social Expenditures (1987: 29–31), Butterworth’s (1976) 
list of wars in the post-World War II era, as well as a handful of less extensive lists (Miall 
1992; Licklider 1995), none of which provided new information.

While we have made every attempt to develop the most comprehensive list of con-
flicts possible, there remain potential gaps in our coverage. Of most concern are wars in 
pre-colonial eras. Due to a lack of written historical sources and/or historical research 
our dataset likely misassesses the frequency of warfare in pre-colonial Africa and parts of 
Asia. We guess that some of the following wars may have reached the 1,000 battle death 
threshold but were unable to confirm this through multiple sources: the wars among 
Yoruba states in pre-colonial Nigeria; the civil wars in Ethiopia and Afghanistan during 
the middle of the nineteenth century; the wars connected to Buganda’s expansion in 
Uganda in the pre-colonial era; and the wars between the khanates of Central Asia before 
Russian conquest.

Some wars of conquest may also have been missed because counts of the casualties 
suffered by anticolonial forces are rare. In the first versions of COW, only the casuali-
ties of imperial forces were taken into consideration. Later versions included the death 
toll of local fighters but it is unclear whether previously excluded wars were added 
retrospectively (Sambanis 2004). Our impression is that this was not done systematic-
ally, and we have added a handful of such wars where we came across well-documented 
cases.

New coding for the location of wars

The COW dataset provides information on the states involved in a war but not on its 
location. In order to produce a war list compatible with the territory–year design of our 
dataset, we added locational codes for all wars, taking the current division of the globe 
into states as a constant territorial grid. The OnWar.com database and Clodfelter’s (2002) 
list were our main sources for determining battlefield locations; where necessary, we did 
additional internet searches to find information on the geographical locations of major 
battles. If battlefields were located on more than one territory (such as during the Russian 
revolution), we coded multiple locations. Following the coding rules that COW used for 
determining who counts as a war participant, we coded as a war location each territory on 
which at least 100 died in battle or 1,000 troops were actively engaged.

There were a few cases where we diverted from these coding rules: in some civil 
wars, the forces that aim at overthrowing the government may set up a base of operation 
outside the territory of the country. These bases may come under attack by cross-border 
operations of government forces. We decided that such cross-border pursuits did not jus-
tify adding a second location to the war (this was relevant for the civil wars in Nicaragua, 
Angola, Zimbabwe, and Turkey).

The locational coding produced some oddities, mainly in cases where expanding 
empires meet outside of their core territories, vying for control over a region without 
local force strong enough to participate in battle. According to the territorial logic, this 
war is then related not to the two empires, but to the territory on which the battles 
took place. The cases are the Russo-Japanese war of 1904, which is attributed to China 
(and not to Russia or Japan), the Russo-Persian war of 1826, which is coded as relating to 
Armenia, Afghanistan, and Turkey (but neither Russia nor Persia), the Italo-Ethiopian 
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war of 1887, which is related to Eritrea (not to Ethiopia), Russia vs. Central Asian Rebels 
of 1931, which is coded as a war in China. We retained this strictly territorial coding for 
the sake of consistency.

A new war typology

The COW dataset classifies wars based on the type of actors involved rather than their 
political goals. An inter-state war involves two sovereign state actors while a civil war is 
fought between a sovereign state and a domestic non-state actor. If one of the two state 
actors is located outside of the system of internationally recognized states, the war is 
coded as an imperial war. When the state actor in a civil war is not an internationally rec-
ognized independent state, but a dependency of such a state, the war is termed “colonial.” 
For the purposes of our project, we are less interested in the status war participants hold 
in the international system and more in the political goals they seek to achieve: building a 
nation-state, enlarging the domain of an empire, gaining power in an existing state, etc.

In the new typology we developed, inter-polity wars are divided into wars of conquest 
and inter-state wars. Civil wars can be either non-secessionist or secessionist. Secessionist 
wars are further subdivided into non-nationalist and nationalist, while non-secessionist 
civil wars split into ethnic and non-ethnic subtypes, using the same criterion as Fearon 
and Laitin (2003). In Chapter 4, we do not make use of the distinction between ethnic 
and non-ethnic civil wars and I will therefore not elaborate upon the underlying coding 
rules here.

Appendix Table 4.1 shows how the new typology of wars relates to the old COW war 
types. Most of the wars in the COW dataset had to be reclassified according to the follow-
ing coding principles. First, we treated non-colonial empires (the Ottoman, Habsburg, 
Chinese, Romanov, Abyssinian empires) and communist empires (the Soviet Union), in 
the same way as colonial empires (French, Portuguese, British, Dutch). Therefore, rebel-
lions against Ottoman rule, e.g. in the Balkans (the Greek, Serbian, etc. “wars of liber-
ation”), were classified in the same category as the anticolonial wars in Algeria or Angola. 
By contrast, COW classifies the Cretan uprisings against the Ottomans as civil wars and 
the Algerian wars of national liberation as wars.

Second, we replaced COW’s distinction between colonial and imperial wars with 
a distinction between nationalist and non-nationalist wars of secession, based on the 
different political projects pursued by actors. “Nationalist wars of secession” were 
defined as rebellions against the political center (an imperial center or an already estab-
lished nation-state) with the explicit aim of establishing a separate state representing 
a nationally defined people, thus conforming to the modern ideal of the nation-state. 
If the breakaway movement was not motivated by nationalist ideology, but rather by 
pre-modern principles of political legitimacy, we classified this as a non-nationalist war 
of secession. If, however, a rebellion against the political center was directed against 
laws that infringed on traditional rights, or new taxes, or direct administration by the 
center, without challenging the borders of the existing state, we classified this as a 
non-secessionist civil war.

There is obviously a fine line between secessionist and non-secessionist civil 
wars, since many tax rebellions turned into nationalist wars of liberation, and many 
anti-imperial movements were composed of groups with different motives. The Druze 
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rebellions against the French in Lebanon from 1925 to 1927 are a case in point. They were 
initiated by Druze mountain tribes resisting direct administration and later joined by 
Arab Syrian nationalists. Similarly, it may be difficult to determine whether the demand 
for a new state is nationalist or non-nationalist. Was the semi-independent Bosnian 
province under a Bosnian vizier that Christian rebels demanded from the Ottoman 
sultan in 1836 a modern nation-state? Did the independent khanate that Muslim rebels 
envisioned in 1863 China or bringing the Mogul back to nineteenth-century India 
represent nationalist ideals? We decided on the basis of more in-depth historical ana-
lysis whether or not the nationalist elements were dominant among the most important 
actors involved in these and some other borderline cases. We also had to distinguish 
between cases where the demand for independence was of a tactical nature (the Karen’s 
threat to establish an independent state) or represented a long-term strategic objective 
(such as when a coalition of leaders from various ethnic groups headed by Uyghurs 
established the short-lived “Islamic Republic of Eastern Turkistan” in what is today 
western China).

Third, we distinguished between wars of conquest and inter-state wars. States fight 
wars of conquest to permanently incorporate a territory as a dependent entity into its 
domain. Attempts at “pacifying” the hinterland (such as the wars in Libya against the 
Sanusi tribes in the 1920s) are also coded as wars of imperial conquest. Fifty-four wars 
that COW defines as extra-state wars were included in this new category of wars of 
imperial conquest. We also added nine wars that COW had categorized as inter-state 
wars, since these wars were fought against imperial encroachments and ended, in all but 
a handful of cases such as in Afghanistan, with the defeat of independent kingdoms or 
tribal confederacies and their permanent incorporation into an imperial domain. Note 
that since our units of observation are territories, the two world wars are treated as a 
series of different war episodes, and we determined for each of them the most appro-
priate classification. The wars connected to Hitler’s occupation of Eastern Europe, to 
give an example, were coded as wars of conquest, while the battles in England were 
coded as inter-state war, since there was no plan in the German Generalstab to conquer 
and permanently incorporate the British state into the domains of the new Reich. All 
of the above reclassifications and additions resulted in a total of 484 wars including 77 
wars of conquest, 111 inter-state wars, 187 non-secessionist civil wars, and 109 secessionist 
civil wars.

War rate calculation

We assigned a 1 in the year of war onset and a 0 in all other years. In addition, we coded 
an ongoing war variable to equal 1 in all years in which a war was fought and a 0 for all 
years of peace. All of the analysis in Chapter 4 focuses on the war onset variable rather 
than the ongoing war variable. In order to calculate the war onset rates of Figures 1.4, 
4.2, and 4.3, all onsets needed to be related to a unique episode of imperial incorp-
oration or nation-state creation. For example, Algeria is incorporated into the French 
empire in 1848 and becomes an independent nation-state in 1963. The Franco-Algerian 
war of 1954 was thus identified to occur nine years before nation-state creation and 106 
years after imperial incorporation. In some cases, however, territories experienced more 
than one instance of imperial incorporation or nation-state creation. For example, the 
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Appendix tAble 4.1 War typology

Main types Inter-polity wars Civil wars

Subtypes Wars of conquest Inter-state wars Secessionist civil wars Non-secessionist civil wars

Definition of 
subtypes

Expansion of state 
territory, permanent 
incorporation of 
new territories and 
populations; resistance 
against such expansion

Fight between states over borders and 
territory, regional hegemony (but  
without aim of permanent incorporation)

Fight against the political center with the aim 
to establish an independent state

Fight between groups, at least one 
of which represents the central 
government, over domestic power 
relations, degree of autonomy of 
provinces or ethnic groups, tax 
burden, dynastic succession etc.

Sub-subtypes   
Non-nationalist wars 
of secession

Nationalist wars of 
secession

Ethnic civil 
wars

Non-ethnic civil 
wars

Definition of 
sub-subtypes

Fight for a separate, 
non-modern state (an 
independent khanate, 
sultanate, kingdom, 
tribal confederacy)

Fight for a separate, 
modern nation-state

Lines of conflict 
defined in ethnic 
terms and/
or significant 
recruitment 
on the basis of 
ethnic networks

Lines of conflict 
not defined in 
ethnic terms and 
no recruitment on 
the basis of ethnic 
networks

COW category 
that corresponds 
most closely  
  
  
  
  
  
  
  
  
  

Imperial wars  
  
  
  
  
  
  
  
  
  
  
  
   

Inter-state wars, but with some  
reclassifications into wars of conquest if 
war goal is permanent absorption of enemy 
territory into empire  
  
  
  
  
  
  
  
  
   

Colonial wars, if 
aim is founding of a 
pre-modern state; some 
wars from civil war 
category added  
  
  
  
  
  
  
  
  

Colonial wars, if aim 
is founding of an 
independent national 
state as opposed to 
less taxes, changes 
in administrative 
structures, 
reinstallation of 
privileges etc. Some 
wars added from civil 
war category if goal is 
independent national 
state

Civil wars but with some wars added 
from colonial war category, if war 
goal is reduction of taxes, changes in 
administrative principles, reinstallation 
of privileges etc.  
  
  
  
  
  
  
  
 

Iraqi-Kurdish war of 1961 occurs both after Iraq’s absorption into the British empire from 
1914–1932 and after its incorporation into the Ottoman domain from 1531–1913. In this case 
and as a general rule, the war is related to the closest episode of institutional transform-
ation, and is thus coded as occurring 47 years after imperial incorporation. Exceptions 
were made only if a war was causally responsible for bringing about a transition, in 
which case we assigned the war to the latter even if another transition had occurred 
within fewer years. This was the case for some wars of conquest, which led to imperial 
incorporation, and a number of nationalist wars of liberation, which helped to establish 
nation-states.
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Appendix 4.2 the institutionAl rule dAtAset And other 
independent vAriAbles

Date of imperial incorporation and nation-state creation

In order to understand how different types of wars relate to the two major institutional 
transformations in the model – imperial expansion and nation-state formation – we need 
to know the precise dates of both the incorporation into empire and of the creation of a 
nation-state (as sometimes different from the juridical date of independence). Of the 156 
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Subtypes Wars of conquest Inter-state wars Secessionist civil wars Non-secessionist civil wars

Definition of 
subtypes

Expansion of state 
territory, permanent 
incorporation of 
new territories and 
populations; resistance 
against such expansion

Fight between states over borders and 
territory, regional hegemony (but  
without aim of permanent incorporation)

Fight against the political center with the aim 
to establish an independent state

Fight between groups, at least one 
of which represents the central 
government, over domestic power 
relations, degree of autonomy of 
provinces or ethnic groups, tax 
burden, dynastic succession etc.

Sub-subtypes   
Non-nationalist wars 
of secession

Nationalist wars of 
secession

Ethnic civil 
wars

Non-ethnic civil 
wars

Definition of 
sub-subtypes

Fight for a separate, 
non-modern state (an 
independent khanate, 
sultanate, kingdom, 
tribal confederacy)

Fight for a separate, 
modern nation-state

Lines of conflict 
defined in ethnic 
terms and/
or significant 
recruitment 
on the basis of 
ethnic networks

Lines of conflict 
not defined in 
ethnic terms and 
no recruitment on 
the basis of ethnic 
networks

COW category 
that corresponds 
most closely  
  
  
  
  
  
  
  
  
  

Imperial wars  
  
  
  
  
  
  
  
  
  
  
  
   

Inter-state wars, but with some  
reclassifications into wars of conquest if 
war goal is permanent absorption of enemy 
territory into empire  
  
  
  
  
  
  
  
  
   

Colonial wars, if 
aim is founding of a 
pre-modern state; some 
wars from civil war 
category added  
  
  
  
  
  
  
  
  

Colonial wars, if aim 
is founding of an 
independent national 
state as opposed to 
less taxes, changes 
in administrative 
structures, 
reinstallation of 
privileges etc. Some 
wars added from civil 
war category if goal is 
independent national 
state

Civil wars but with some wars added 
from colonial war category, if war 
goal is reduction of taxes, changes in 
administrative principles, reinstallation 
of privileges etc.  
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territories in the dataset, 140 territories were incorporated into an empire (92 during the 
temporal range of the dataset, 1816–2001), and 150 experienced at least one nation-state 
creation.

In order to determine the year in which a territory became part of a larger political 
entity (usually an empire), we searched for evidence of one of the following and coded 
the year of incorporation to whichever came first:

the territory is effectively administered by an occupying force;•	
a garrison is established that aims at expanding military control over the territory;•	
the territory becomes a protectorate or colony.•	

The establishment of military posts that only provide military protection to for-
eign traders, however, was not treated as a case of imperial incorporation. Temporary 
military occupation that lasted three or fewer years and that was not intended to per-
manently “absorb” the occupied territory into the state was also not coded as a case of 
imperial incorporation but coded separately as “military occupation.” Some territories 
have been conquered by multiple empires; some were governed by several empires con-
temporaneously. These complexities had to be recorded in the institutional history data 
set.

Nation-state creation is coded as the year in which an independent state begins to 
be self-governed in the name of a nationally defined people and no longer according to 
dynastic or religious principles. More precisely, (1) a nation-state has a written constitu-
tion that (a) defines the nation as the sovereign, (b) introduces equality before the law for 
all members of the nation, and (c) provides for some institutional representation of the 
nation (e.g. an elected body); (2) a nation-state has de facto control over its foreign policy. 
Both criteria had to be fulfilled in order to define a polity as a modern nation-state.

Since this definition has already been discussed extensively in Chapter 2 section 2, 
I will merely add some coding details here. The “control-over-foreign-policy” criter-
ion proved to be the most problematic. It is a matter of historical judgment and defin-
itional precision to decide how much control a state must have over its foreign policy to 
be classified as sovereign, given various forms of shared sovereignty across history, such as 
Canada’s dominion status in the British empire, the quasi-dominion status of Zimbabwe, 
or the almost-independent foreign policy of Egypt when formally still part of the Ottoman 
empire but de facto under the tutelage of Britain. Many decolonizing states also shared 
sovereignty during the transition period, introducing further ambiguity: was Cambodia’s 
“50 percent independence” that the French granted from 1950 onward enough to classify 
it as a sovereign state or should the year of nation-state creation be 1953 when legal inde-
pendence was reached? We decided to regard dominion status (or quasi-dominion status) 
as providing “enough” control over foreign policy, but think that full independence in 
situations of decolonization is necessary to consider a state as fully sovereign.

As discussed in the main text, some states have experienced several episodes of 
nation-state formation, interrupted by new episodes of colonization (e.g. Haiti, the 
Dominican Republic, and the Baltic and Caucasian states). If a modern nation-state 
split into two or more separate nation-states (Czechoslovakia, Pakistan, the Central 
American Republic), we coded a new episode of nation-state formation for both terri-
tories if the split-away territory comprised at least one-third of the entire population. 
A reunification with a population increase of at least one-third was also considered as a 
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new episode of nation-state creation (Yemen, Germany, and Vietnam). We coded only 
successful nation-states, i.e. states that survived for more than three years and achieved 
international recognition by at least two states, thus excluding short-lived states such 
as the West Ukrainian National Republic, the Kurdish republic of Mahabad in Iran, or 
the Republic of Uyghurstan in China. This is a reasonable selection principle, since we 
would otherwise face the difficult problem of dealing with states that were declared inde-
pendent by politically marginal movements that never achieved de facto control over any 
territory.

Types of institutional rule over a territory

We complemented coding of imperial incorporation and nation-state creation with that 
of some additional types of political rule in order to reconstruct the full institutional his-
tory of each territory from 1816 to 2001. This institutional history file is used in Chapter 4 
and to draw Figure 1.1, which shows the portion of the world’s surface governed by differ-
ent types of polities. The institutional history dataset offers a more fine-grained classi-
ficatory scheme than the one used for Figure 1.1. We cross-tabulate types of institutional 
rule over a territory (nation-state, empire, military occupation, “other”) with the polit-
ical status of a territory, i.e. whether it is governed autonomously or whether it is ruled 
as a dependency. The distinction between imperial, nation-state, and “other” principles 
of governing a territory has been discussed in the main text. Sufficient is to remind the 
reader here that “other” polities include absolutist kingdoms, city-states, tribal confed-
eracies, patrimonial empires, etc. As Appendix Table 4.2 shows, only seven out of the 16 
possible categories established by the cross-tabulation were used. There were no (or only 
very few) empirical constellations that would have fit into the other nine types.

Types of political regimes (democracy versus autocracy)

The dataset contains four regime type variables: democracy, autocracy, anocracy, and 
anarchy. We relied primarily upon the 20-point scores from the Polity IV project, using the 
standard +6 and –6 cutoffs to distinguish between democracies and autocracies. In order 
to identify the regime type of pre-independent territories, we diverted from Fearon and 
Laitin’s (2003) procedure and coded all colonial dependencies as autocracies. Following 
the Polity IV coding rules, we discovered after a series of test coding, colonies would never 
be coded as democracies or anocracies. The imperial dependencies of the land-based clas-
sical empires of the Habsburgs, Ottomans, etc. received the same regime classification as 
the imperial center. We also followed this coding rule for the settler colonies of Canada, 
New Zealand, and Australia as soon as these became part of the British empire.

All territories that were neither part of an empire nor independent nation-states were 
coded individually, choosing between democracy, anarchy (no central government or no 
statehood at all, i.e. the –77 polity code), autocracy (traditional states such as khanates, 
emirates, etc.), or anocracy (e.g. the elite democracies of the Swiss kantons before 1848). 
For pre-colonial African territories, we relied on Müller’s (1999) atlas of pre-colonial cul-
tures, which aggregates ethnographic data on pre-colonial political systems at the coun-
try level. All “simple states without social classes,” “feudal states,” and “complex states” 
were classified as autocracies, while territories with lower levels of political centralization 
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Appendix tAble 4.2 Types of institutional rule

Institutional  
 principle 

Political status Nation-state Empire Other
Military 
occupation

Autonomous Autonomous 
nation-states 
(e.g. France)

Imperial centers 
(e.g. Turkey 
under the 
Ottomans)

Other 
autonomous 
states (e.g. 
Bhutan, 
Saudi 
Arabia)

--

Dependent  
  
  
  
  
  
  
  
  
  
  
  
  
  
  

 … on a 
nation-state 
center

“Internal colonies” 
(e.g. Georgia 
under Soviet 
rule)

Colonial 
dependency 
(e.g. Algeria 
under the 
French)

--a
Militarily 

occupied 
territories  
  
  
  
  
  
  
  
  
  
   
   
  

 … on an 
imperial 
center

--b Imperial 
dependency 
(e.g. Bosnia 
under 
Ottoman 
rule)

 … on a center 
governed 
by “other 
principles”

--c   
  
  

Notes: a In this category we would subsume traditional client states of nation-states, empires, or other 
traditional polities. We avoided using this category since it is difficult to determine at which point a pol-
itical alliance between a stronger and a weaker state makes such states dependent territories (e.g. Korea 
and China).
b Would be a dependent part of an empire that is governed like a nation-state, perhaps Hong Kong under 
China, if we would code China as an empire.
c Would be a dependent part of an “other” type of center, which rules the territory according to nation-
state principles, imperial principles, or “other” principles (Central Asia under the Mongols; Crete under 
Venetian rule).
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were defined as anarchies. We defined years of military occupation (Polity code –66) as 
autocracy, consistent with our way of coding colonial dependencies. For years of transi-
tion (Polity code –88), we interpolated Polity scores.

Change in military personnel

The Military Personnel Change variable calculates how much (in percentage) the num-
ber of military personnel in a given year deviated from the average of the previous five 
years. We relied on COW’s National Material Capabilities dataset to develop this meas-
urement. Unfortunately, COW’s data do not include colonial armies such as the British 
Indian army but count only soldiers under the direct command of the motherland’s gov-
ernment. Still, it is a good enough measurement of the capacity of an imperial center 
to suppress rebellions in its dependent territories. For independent nation-states, this 
variable measures the change in the state’s domestic military strength. For colonies and 
imperial dependencies, we calculated the change in military strength of that territory’s 
imperial center.

GDP and population size

The most extensive and reliable historical data on income and population come from 
Maddison (2003). For the Soviet and Yugoslav successor states, the Czech Republic and 
Slovakia, and Pakistan and Bangladesh we took the earliest available data, calculated 
their shares of the undivided countries’ GDPs and populations, and then extrapolated 
back into the past based on data for the undivided countries. We excluded GDP data for 
Turkey up to 1923 because they seemed to relate to the entire empire. Germany’s data 
reflect various borders over time; no consistent data series for Germany in its post-1990 
borders are available.
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Chapter 5

Appendix 5.1 the ethniC poWer relAtions dAtAset

The EPR dataset is based on the information provided by nearly 100 experts on ethnic 
politics who assessed formal and informal degrees of political participation and exclusion 
along ethnic lines in all countries of the world since 1945.34 Apart from being relatively 
inexpensive and feasible, expert surveys have the advantage of providing contextual 
knowledge about underlying ethno-political power structures beyond the reach of more 
mechanistic approaches such as determining the ethnic background of leading politi-
cians.35 This method has been applied to a wide variety of topics in the social sciences, 
most prominently the characterization of party platforms (Benoit and Laver 2006).

Politically relevant ethnic groups

Following the Weberian tradition, we define ethnicity as subjectively perceived mem-
bership in a community based on the belief in common ancestry and shared culture. 
Different markers may be used to indicate such shared ancestry and culture: common 
language, similar phenotypical features, adherence to the same faith, and so on. Our 
definition of ethnicity thus includes ethno-linguistic, ethno-somatic (or “racial”), and 
ethno-religious groups, but not tribes and clans that define ancestral relations in genea-
logical terms, nor regional identities not based on the idea of shared ancestry. Ethnic 
categories may be hierarchically nested and comprise several levels of differentiation, not 
all of which are politically relevant (see Wimmer 2008).

An ethnic category is politically relevant if at least one significant political actor claims 
to represent the interests of that group in the national political arena, or if members of an 
ethnic category are systematically and intentionally discriminated against in the domain 
of public politics. By “significant” political actor we mean a political organization (not 
necessarily a party) that is active and known in the national political arena. We define 
discrimination as political exclusion directly targeted at members of an ethnic commu-
nity – thus disregarding indirect discrimination based, for example, on educational dis-
advantage or discrimination in the labor or credit markets. The coding scheme allows us 
to identify countries or specific periods in which political objectives, alliances, or disputes 
were never framed in ethnic terms, thus avoiding using an ethnic lens for countries not 
characterized by ethnic politics, such as Tanzania and Korea. The coding rules mirror the 

34 The process of contacting and interacting with country experts took almost two years. Once 
reasonably adequate country codings were available, we held workshops with regional experts to take 
final decisions. We discussed each coding in light of the experts’ comments, as well as additional data 
sources and the accumulating comparative knowledge of the project team itself. In many cases, we 
returned to the initial coders or invited additional experts to help decide between different options.

35 See Fearon et al. (2007), who coded the ethnic background of heads of state. While certainly more 
traceable and less ambiguous, this approach overlooks the possibility of “token” representatives (such 
as a Muslim president of India); and it cannot grasp more complex configurations such as  power-
sharing arrangements.
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MAR dataset’s definition of political relevance but do not restrict the universe of cases to 
politically excluded minorities but include majority and dominant groups as well.

We do not distinguish between degrees of representativity of political actors who 
claim to speak for an ethnic group, nor do we take into account that the political posi-
tions voiced by leaders claiming to represent the same community may differ very sub-
stantially from each other (Bowen 1996; Brubaker 2004; Zartman 2004). Such detail is 
beyond the scope of the EPR project and would require a coding scheme in which pol-
itical organizations form the units of observation. We thus assume that ethnic categories 
become politically relevant as soon as there is a minimal degree of political mobilization 
or intentional political discrimination along ethnic lines. This happens regardless of the 
level of support for an ethno-political project and whatever the heterogeneity of posi-
tions voiced in the name of a group. Our dataset does not provide information on how 
such ethnic mobilization occurs but only records its effect – that a particular ethnic cat-
egory has become a meaningful point of reference in national politics.

If politically relevant categories and access to political power change over time, 
country experts divided the 1946 to 2005 period and provided separate coding for each 
sub-period. This was also necessary when the list of politically relevant categories 
changed from one year to the next. In a second step, we coded the degree of access to 
power enjoyed by political leaders who claim to represent these various groups.

Coding access to power

We focused on executive-level power, that is, representation in the presidency, cabinet, 
and senior posts in the administration, including the army. The weight given to these 
institutions depended on the de facto power constellations of the country in question. 
In a military dictatorship, we determined the ethno-political power configuration in the 
army; in presidential systems, the focus was on the senior cabinet. We were primarily 
interested in major power shifts, rather than day-to-day reorganizations of cabinets or 
the promotion of officers in the army. Experts were told to code absolute access to power 
irrespective of the question of under- or overrepresentation relative to the demographic 
size of an ethnic category.

We used a series of ordered categories to code the degree of access to central state 
power. Some representatives of an ethnic community held full control of the executive 
branch with no meaningful participation by members of any other group, some shared 
power with others, and some were excluded altogether from decision-making authority. 
Within each of these three major categories, we differentiated between further subtypes, 
giving rise to the following coding scheme.

Absolute poWer. The political elites who claim to represent an ethnic group do not 
significantly share power with other political leaders. There are two subtypes monopoly 
and dominant.

Monopoly: elite members of an ethnic community hold monopoly power in the 
executive level at the exclusion of all other ethnic groups. The Ladino community in 
Guatemala is a good example. They ruled without any significant participation from the 
indigenous population until the end of the civil war.

Dominant: elite members of the group hold dominant power in the executive level but 
there is some limited representation of members of other groups. This includes token 
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members of the cabinet with a different ethnic background, such as Saddam Hussein’s 
minister of foreign affairs, who was Christian rather than Sunni Arab. Token members do 
not effectively act as representatives of the non-dominant group, nor do they advocate for 
policies that would correspond to demands voiced by other leaders of that group.

poWer-shAring regimes. By power sharing, we mean any arrangement that divides 
executive power among leaders who claim to represent different ethnic groups. Such an 
arrangement can be either formal, as in Lebanon, or informal, as in Switzerland. Although 
consociationalism illustrates this type of power structure, we do not limit our definition 
of power sharing to consociational regimes. The representatives of an ethnic category 
can play either the role of a junior or senior partner in power-sharing governments.

Senior partner: representatives are the more powerful partner in a formal or informal 
power-sharing arrangement.

Junior partner: representatives are the less powerful partners in government.36

exClusion from CentrAl poWer. When political leaders who claim to represent a par-
ticular ethnic category are excluded from participation in central government, we distin-
guish between those with local autonomy and those who are powerless or discriminated 
against.

Regional autonomy: elite members of the group have no central power but wield 
some influence at the sub-national level (by controlling a provincial or district level 
 government).37 Local governments controlled by secessionist groups, such as Abkhazians 
in independent Georgia, are a special case. We mark such situations with an additional 
coding as “secessionist autonomy.”38

Powerless: elite representatives hold no political power at the national or regional levels 
without being explicitly discriminated against.

Discriminated: group members are subjected to active, intentional, and targeted dis-
crimination with the intent of excluding them from both regional and national power. 
Examples include African Americans until the civil rights movement and Guatemaltecan 
Indians until the end of the civil war. Such active discrimination can be either formal or 
informal. Formal discrimination legally limits access to government positions to citizens 

36 The choice between senior and junior depends on the number and relative importance of the 
positions controlled by group members. For example, in ethnic party systems such as that of 
Malaysia, the Malay governing party is the senior partner, while the Chinese party is a junior partner. 
In countries without ethnic party systems, such as Switzerland, it may be meaningful to identify 
senior partners (the Swiss Germans) and junior partners (the French and Italian speakers), based on 
the informally set distribution of cabinet seats between members of the main ethno-linguistic groups.

37 We do not consider local power at the municipal level. By control, we mean that group members 
occupy a leading position or are coalition partners in a regional government (where such 
governments exist); or that they participate significantly in the executive branch on the regional level 
(e.g. where regional governors are appointed by the central government); or that they profit from 
ethnic quotas in the regional or local administration (such as in India or the FSU).

38 We code regional autonomy exclusively for politically relevant groups. We therefore do not consider 
ethnic communities whose representatives control municipal governments because of a high local 
population share but never appear in the national political arena (e.g. Albanian speakers in Italy). We 
exclude such groups from the data and consider them politically irrelevant.
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who speak a certain mother tongue, display certain phenotypical features, or adhere to 
certain faiths. Informal discrimination actively and intentionally inhibits individuals of 
certain ethnic backgrounds from rising within the ranks of government.39

Descriptive statistics40

The EPR dataset identifies 733 unique politically relevant ethnic groups in 155 sovereign 
states from 1946 to 2005 (see Appendix Table 5.1). An average country counts between five 
and six politically relevant ethnic groups. The most frequent configuration of political 
power is one in which a single majority group holds either a Monopoly or Dominant 
position in a country’s executive branch, with one to three groups excluded from power, 
typically representing between 10% and 20% of the population. This configuration 
describes about half of the 7,155 country–year observations in the dataset. Some 340 of 
these country–years reflect extreme cases of ethnocratic rule, in which a single group 
representing less than 20% of the population controls the executive branch.41

Power-sharing arrangements exist in a third of all country–years. In these cases, an 
average of three to four groups share executive power, representing 80% of the popula-
tion. Power-sharing arrangements have become slightly more common over time, occur-
ring in 40% of the world’s countries today compared with around 30% in the 1960s and 
1970s. Some rare cases of minoritarian power-sharing regimes exist (66 country–years), in 
which power-sharing partners represent less than 20% of the population.42

Ethnic power relations in most countries are far from stable. On average, we identify 
about three distinct periods per country reflecting changes in the set of politically rele-
vant groups or the distribution of access to power. Some 21 countries have as many as six 
periods, while six countries have eight or more (Benin, Chad, Congo, Indonesia, Nigeria, 
and Thailand).

Appendix Table 5.1 also provides descriptive statistics at the group, rather than at 
the country level, revealing substantial variation in the distribution of political power 
across groups around the world. Ethnic elites that enjoy a “monopoly” or “dominant” 
hold on executive branch power typically represent large majorities in Western dem-
ocracies, Eastern Europe, Latin America, and to a lesser extent, in Asia. But in Africa 
and the Middle East, political elites holding absolute power often represent less than 
half the population. Power-sharing arrangements between senior and junior partners are 
prevalent in Africa, the Middle East, and the West but rare in Latin America and Eastern 

39 We do not include in this category (1) groups suffering from indirect political discrimination because 
they are disadvantaged in the economic sphere or the educational system and thus are unlikely to 
successfully compete in the political arena; (2) general social discrimination (e.g. on the labor or 
marriage markets); and (3) the exclusion of non-citizens from power, as long as they hold passports 
of other states and can effectively return there. This notion of discrimination does not refer to 
representation relative to population size. A large group may be underrepresented in government 
without being actively and intentionally discriminated against.

40 This section is adapted from Min et al. (2010).
41 Countries with ethnocratic rule for 30 years or more are Sudan, South Africa, Liberia, Iraq, Syria, and 

Burundi.
42 Minority rule by a group of power-sharing partners existed in the Dem. Rep. of Congo, Central 

African Republic, Congo, and Liberia.

 

 

 

 

 



Appendix tAble 5.1 Descriptive statistics on politically relevant ethnic groups

 

West  
and 
Japan

East. 
Europe Asia

N. Africa 
and ME

Sub-Sah.  
Africa

Latin Am.  
and 
Carib. WORLD

No. of countries 22 29 22 19 41 22 155

No. of groups 50 177 171 59 221 55 733

Groups/country 2.3 6.1 7.8 3.1 5.4 2.5 4.7

Avg. no. of 
periods

1.8 1.7 3.8 2.0 3.8 1.9 2.7

Observations by group status (% of group–country–year observations)

Included Groups 51.3 20.0 30.4 49.1 56.3 39.5 39.3

Monopoly 13.2 4.1 1.2 6.2 2.5 21.8 5.7

Dominant 3.9 4.2 5.9 5.8 5.2 12.0 5.8

Senior Partner 16.2 6.7 5.5 15.2 15.0 2.8 9.7

Junior Partner 18.0 5.0 17.8 21.9 33.6 2.8 18.1

Excluded Groups 48.7 80.0 69.6 50.9 43.7 60.5 60.7

Regional 
Autonomy

8.9 37.6 25.1 2.4 2.7 26.8 18.6

Separatist 
Autonomy

0.0 1.3 4.7 1.1 0.1 0.0 1.6

Powerless 29.6 23.2 28.6 27.7 27.3 9.2 25.3

Discriminated 10.1 18.0 11.2 19.7 13.7 24.5 15.2

TOTAL 100 100 100 100 100 100 100

(n=2,585) (n=6,051) (n=7,783) (n=2,882) (n=7,422) (n=2,856) (N=29,579)

Average size of groups by status (% of total population)

Included Groups

Monopoly 88.9 90.0 60.5 50.3 37.3 81.0 74.6

Dominant 78.0 81.2 67.7 60.1 21.7 63.8 58.5

Senior Partner 70.2 42.2 47.6 30.0 22.1 71.5 38.3

Junior Partner 13.6 15.2 10.7 19.2 15.6 26.3 14.7

Excluded Groups

Regional 
Autonomy

4.1 0.8 2.2 5.0 7.4 9.1 2.9

Separatist 
Autonomy

- 6.0 4.0 17.0 7.0 - 5.2

Powerless 3.7 2.1 2.6 12.3 12.5 22.0 7.0

Discriminated 2.2 3.2 5.2 16.5 17.7 8.7 9.3

All groups 30.3 12.1 11.3 22.3 16.6 34.7 17.8
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Europe. Globally, nearly a third of all groups are powerless, lacking representation at 
the executive branch. In Latin America, however, there are relatively few powerless but 
many discriminated against groups including the large indigenous groups across the 
highlands. Contrary to conventional wisdom, the share of groups that are discriminated 
in sub-Saharan Africa is low compared to much of the world. However, whereas discrimi-
nated groups are typically small in size, those in Africa and the Middle East are much 
larger than elsewhere, representing on average one-sixth of the national population.

War coding

Our coding of civil conflicts is based on the UCDP/PRIO Armed Conflicts Dataset 
(ACD) (Gleditsch et al. 2002). ACD defines conflict as any armed and organized con-
frontation either between government troops and rebel organizations or between army 
factions, that reaches an annual battle-death threshold of 25 individuals. Massacres and 
genocides are not included because the victims are neither organized nor armed; com-
munal riots and pogroms are excluded because the government is not directly involved. 
We drew primarily on version 3–2005b of the ACD, which provides two levels of conflict 
identification, a more general war ID number and a disaggregated sub-ID that identifies 
whenever the constellation of rebel organizations changes completely or when more than 
10 years elapse between episodes of violence.43 We relied on these sub-IDs to construct 
our own conflict list because we are interested in a disaggregated dependent variable that 
would allow us to differentiate between conflicts fought by actors claiming to represent 
different ethnic communities. As a result, we code a larger number of armed conflict 
onsets than does the original ACD. To preserve comparability with other studies of civil 
war, we identify high-intensity conflicts as those that reach the standard threshold of 
1,000 battle deaths in at least one year. For each conflict, we coded whether actors pur-
sued ethno-nationalist aims and/or secessionist objectives.

Ethnic conflicts are distinguished from other conflicts depending on the aims of the 
armed organizations and their recruitment and alliance strategies, in line with other 
ongoing coding projects (Sambanis 2009). Ethnic wars involve conflicts over ethno-national 
self-determination, the ethnic balance of power in government, ethno-regional auton-
omy, ethnic and racial discrimination (whether alleged or real), and language and other 
cultural rights. We define all other war aims as non-ethnic. Examples of non-ethnic con-
flicts include the various military coups staged in Argentina and the civil wars in China, 
Greece, and Algeria. Ethnic rebels recruit fighters predominantly among their own eth-
nic group and forge alliances with other organizations on the basis of ethnic affinity. For 
a conflict to be classified as ethnic, armed organizations have to both explicitly pursue 
ethno-nationalist aims, motivations, and interests, and follow an ethnic logic of recruiting 
fighters and forging alliances. We looked at the aims and recruitment patterns of each 
armed organization separately. In some complex cases (e.g. Afghanistan, Burma, Chad, 
Uganda, Angola, and Zaire), we disaggregated a conflict into several war fronts with dif-
ferent claims made by different organizations, such that one of those fronts would be 

43 The ACD appears to be more consistent with regard to sub-IDs from 1989 onward. We split or 
merged some older conflicts following ACD’s rules. We also fused sub-IDs that were based on a 
change in the type of civil war (e.g. internationalized versus non-internationalized conflicts). A list of 
our conflicts and how they relate to the ACD war IDs is available online.
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associated with an ethnic conflict, while others would represent non-ethnic conflicts. 
This was sometimes also necessary when the constellation of rebel organizations changed 
over time.

Separatist conflicts are fought by armed organizations that aim at establishing a sep-
arate, independent, internationally recognized state or that want to join another exist-
ing state (irredentism). We assessed the intentions of armed organizations immediately 
before the outbreak of war because our analysis takes war onset as the dependent vari-
able. We also distinguished between cases where the demand for independence was tac-
tical (the Karen’s threat to establish an independent state) or represented a long-term 
strategic objective (as in Southern Sudan).

Appendix 5.2 summAry stAtistiCs for Core vAriAbles

Appendix Table 5.2 provides summary statistics for the core variables in the dataset. It 
includes 7,155 observations covering 156 sovereign states in all years after independence 
from 1946–2005.

Appendix tAble 5.2 Summary of statistics of core variables

Variable Observations Mean
Standard 
deviation Minimum Maximum

% excluded 
population 
(logged)

7,138 1.864 1.589 0 4.595

Number of 
power-sharing 
partners

7,138 1.638 1.856 0 14

Duration of 
imperial past

7,155 0.475 0.314 0 1

Linguistic 
fractionalization

7,151 0.381 0.284 0.001 0.925

GDP per capita (in 
1,000 USD)

6,990 5.968 7.292 0.028 110.315

Population (logged) 7,060 9.188 1.390 5.581 14.076
Mountainous 

terrain (logged)
7,155 2.204 1.391 0 4.421

Soldiers per capita 6,489 7.719 9.432 0 211.297
Political instability 7,155 0.122 0.327 0 1
Anocracy 6,986 0.224 0.417 0 1
Oil production per 

capita (in barrels)
7,060  2.072  13.087  0  272.403  

 

 



Appendix 5.3 AdditionAl tAbles

Appendix tAble 5.3A Robustness checks and additional models for Models 1–3 in Table 5.2 (comparing models with ongoing war years included or 
dropped)

Ongoing war years included Ongoing war years dropped

(replicates Models 1–3 in Table 5.2, adds  
additional models)

1 2 3 4 5 6 7 8 9 10

 ACD ACD
ACD High 
intensity

Fearon and 
Laitin Sambanis ACD ACD

ACD High 
intensity

Fearon and 
Laitin Sambanis

Ethnic politics variables

% excluded 
population

0.1887** 0.1291* 0.2859** 0.2564** 0.2792** 0.1880** 0.1441* 0.3248** 0.2774** 0.3213**

(0.0513) (0.0558) (0.0834) (0.0779) (0.0808) (0.0569) (0.0606) (0.0893) (0.0805) (0.0807)

No. of power-
sharing partners

0.0862** 0.0587 0.0562 0.0771 0.0177 0.0567 0.0296 0.0735 0.1172 0.0068

(0.0295) (0.0389) (0.0455) (0.0586) (0.0491) (0.0380) (0.0513) (0.0605) (0.0888) (0.0500)

Duration of 
imperial past

0.2075 0.4579 0.7285 0.7899* 0.5932 0.2104 0.4321 0.6893 0.6799 0.6890

(0.2614) (0.2886) (0.4441) (0.3568) (0.3307) (0.2910) (0.3244) (0.4958) (0.3550) (0.3637)

Other variables

Linguistic 
fractionalization

0.6298 0.1244 –0.0283 0.0261 0.5650 –0.1778 –0.0685 –0.2278

(0.3227) (0.4597) (0.4274) (0.3989) (0.3891) (0.5401) (0.4736) (0.4893)

GDP per capita –0.1239** –0.1093** –0.1902** –0.1267** –0.1750** –0.1203** –0.1044** –0.1640** –0.1245** –0.1598**

(0.0271) (0.0276) (0.0546) (0.0374) (0.0472) (0.0277) (0.0275) (0.0539) (0.0372) (0.0492)

Population size 0.1556** 0.1397** 0.0865 0.2354** 0.2135** 0.1278* 0.0884 0.0504 0.2541** 0.1400*

(0.0559) (0.0532) (0.0636) (0.0672) (0.0616) (0.0573) (0.0631) (0.0801) (0.0781) (0.0702)

  



Ongoing war years included Ongoing war years dropped

(replicates Models 1–3 in Table 5.2, adds  
additional models)

1 2 3 4 5 6 7 8 9 10

 ACD ACD
ACD High 
intensity

Fearon and 
Laitin Sambanis ACD ACD

ACD High 
intensity

Fearon and 
Laitin Sambanis

Mountainous 
terrain

0.1241* 0.1901 0.1581* 0.1320 0.0926 0.1796 0.1662* 0.1391

(0.0601) (0.1117) (0.0794) (0.0765) (0.0630) (0.1086) (0.0799) (0.0871)

Political instability 0.3454 0.4555 0.2693 0.2655 0.4846* 0.5714 0.1866 0.2420

(0.1764) (0.2852) (0.2754) (0.2412) (0.1951) (0.2972) (0.2944) (0.2598)

Anocracy 0.4292** 0.4014 0.7218** 0.6478** 0.4527* 0.2991 0.6474** 0.6810**

(0.1625) (0.2511) (0.2369) (0.1863) (0.1760) (0.2987) (0.2485) (0.2196)

Oil production per 
capita

0.0171** 0.0051 0.0056 0.0176* 0.0158* 0.0062 0.0042 0.0101

(0.0063) (0.0162) (0.0165) (0.0078) (0.0063) (0.0137) (0.0183) (0.0134)

Ongoing war –0.9832** –0.9678** –1.2732** –2.1655** –1.4045**

(0.3620) (0.3733) (0.4690) (0.4277) (0.4435)

Observations 6,938 6,865 6,865 6,034 5,818 5,980 5,923 6,204 5,268 5,076

Notes: Calendar year, peace years since last conflict, cubic splines and constant not shown.
Robust standard errors in parentheses; ** p<0.01; * p<0.05.

Appendix tAble 5.3A (cont.)

  



Appendix tAble 5.3b Robustness checks for Models 1–3 in Table 5.2 (with continental dummies)

Ongoing war years included Ongoing war years dropped

11 12 13 14 15 16 17 18 19 20

 ACD ACD
ACD High 
intensity FL Sambanis ACD ACD

ACD High 
intensity FL Sambanis

% excluded population 0.1724** 0.1076 0.2896** 0.2402** 0.2538** 0.1696** 0.1164 0.3119** 0.2662** 0.2870**
(0.0531) (0.0590) (0.0924) (0.0784) (0.0769) (0.0560) (0.0618) (0.0944) (0.0795) (0.0758)

No. of power-sharing 
partners

0.0837** 0.0505 0.0549 0.0731 0.0158 0.0570 0.0240 0.0692 0.1145 –0.0021
(0.0267) (0.0342) (0.0449) (0.0549) (0.0504) (0.0355) (0.0479) (0.0598) (0.0849) (0.0484)

Duration of imperial past 0.1782 0.4881 0.4724 0.9134* 0.4749 0.3755 0.6485 0.5558 0.8809 0.7226
(0.2935) (0.3310) (0.5174) (0.4482) (0.3948) (0.3423) (0.3754) (0.6065) (0.4865) (0.4310)

Linguistic 
fractionalization

0.8174* 0.2142 0.0241 –0.2251 0.7798 –0.0085 –0.0424 –0.4585
(0.3638) (0.5042) (0.5441) (0.4564) (0.4532) (0.5916) (0.5874) (0.5574)

GDP per capita –0.0776* –0.0784* –0.1555* –0.0793 –0.0994* –0.0768* –0.0769* –0.1450* –0.0653 –0.0784
(0.0310) (0.0325) (0.0718) (0.0503) (0.0503) (0.0316) (0.0332) (0.0724) (0.0482) (0.0581)

Population size 0.1557* 0.1440* 0.0507 0.2424** 0.2232** 0.1511* 0.1167 0.0377 0.2549** 0.1802*
(0.0604) (0.0574) (0.0746) (0.0723) (0.0642) (0.0640) (0.0672) (0.0871) (0.0810) (0.0760)

Mountainous terrain 0.0966 0.1318 0.1481 0.1489 0.0792 0.1475 0.1544 0.1751
(0.0682) (0.1197) (0.0900) (0.0788) (0.0774) (0.1249) (0.0908) (0.0912)

Political instability 0.3328 0.4734 0.2533 0.2626 0.4590* 0.5651 0.1381 0.2271

(0.1740) (0.2803) (0.2733) (0.2387) (0.1937) (0.2903) (0.2954) (0.2596)
Anocracy 0.3945* 0.3983 0.6712** 0.6558** 0.3961* 0.2855 0.6059* 0.6938**

 



Appendix tAble 5.3b (cont.)

Ongoing war years included Ongoing war years dropped

11 12 13 14 15 16 17 18 19 20

 ACD ACD
ACD High 
intensity FL Sambanis ACD ACD

ACD High 
intensity FL Sambanis

(0.1578) (0.2526) (0.2393) (0.1873) (0.1709) (0.2940) (0.2565) (0.2217)
Oil production per capita 0.0119 –0.0074 –0.0102 0.0085 0.0106 –0.0023 –0.0167 –0.0097

(0.0066) (0.0285) (0.0296) (0.0111) (0.0069) (0.0239) (0.0338) (0.0340)
Ongoing war –1.0293** –0.9995** –1.3561** –2.2937** –1.5312**

(0.3621) (0.3711) (0.4675) (0.4192) (0.4493)
Latin America 2.0041** 1.8174** 14.3871 1.6200 1.4301 1.6782** 1.4593* 0.7262 1.7340 1.5872

(0.6828) (0.6946) (14.2780) (1.0741) (1.0801) (0.6066) (0.6078) (1.1743) (1.0875) (1.1256)
Eastern Europe 1.6963* 1.4976* 14.4878 0.8710 0.5810 0.9840 0.7939 0.5752 0.7169 0.5771

(0.7367) (0.7470) (14.2882) (1.1423) (1.2413) (0.6826) (0.6904) (1.2016) (1.1757) (1.2782)
North Africa and Middle 

East
1.9146** 1.7064* 14.6809 1.4877 1.8034 1.4899* 1.2792* 0.9573 1.5172 1.8219
(0.6995) (0.7046) (14.2685) (1.1048) (1.0867) (0.6475) (0.6506) (1.2057) (1.1303) (1.1324)

Sub-Saharan Africa 1.8850** 1.5021 14.3026 1.4148 1.9804 1.4588* 1.0645 0.5693 1.4805 2.1008
(0.7296) (0.7673) (14.3189) (1.1803) (1.1563) (0.6694) (0.7018) (1.2611) (1.1917) (1.2242)

Asia 2.0290** 1.6564* 14.7869 1.4627 1.7612 1.4545* 1.0524 0.8708 1.5818 1.6105
(0.7185) (0.7444) (14.2329) (1.1637) (1.1266) (0.6709) (0.6889) (1.3111) (1.1962) (1.2060)

Observations 6,938 6,865 6,865 6,034 5,818 5,980 5,923 6,204 5,268 5,076

Robust standard errors in parentheses; ** p<0.01; * p<0.05.
Notes: Calendar year, peace years since last conflict, cubic splines and constant not shown.

  



Appendix tAble 5.3C Robustness checks for Models 1–3 in Table 5.2 (including number of past conflicts)

Ongoing war years included Ongoing war years dropped

21 22 23 24 25 26 27 28 29 30

 ACD ACD
ACD High 
intensity

Fearon and 
Laitin Sambanis ACD ACD

ACD High 
intensity

Fearon and 
Laitin Sambanis

Ethnic politics variables

% excluded population 0.1878** 0.1261* 0.2842** 0.2464** 0.2734** 0.1838** 0.1369* 0.3166** 0.2507** 0.3091**

(0.0510) (0.0551) (0.0831) (0.0773) (0.0771) (0.0551) (0.0594) (0.0898) (0.0821) (0.0799)

No. of power-sharing 
partners

0.0832* 0.0505 0.0488 0.0479 –0.0231 0.0523 0.0237 0.0578 0.0915 –0.0237

(0.0334) (0.0386) (0.0462) (0.0552) (0.0424) (0.0371) (0.0492) (0.0605) (0.0808) (0.0476)

Duration of imperial 
past

0.2178 0.4864 0.7564 0.8978* 0.7341* 0.2413 0.4716 0.7596 0.8049* 0.8278*

(0.2658) (0.2851) (0.4591) (0.3599) (0.3307) (0.2934) (0.3210) (0.4824) (0.3529) (0.3524)

Other variables

Number of past conflicts 0.0184 0.0501 0.0460 0.1793* 0.2288** 0.0745 0.0910 0.1353 0.2809** 0.2782**

(0.0621) (0.0630) (0.1035) (0.0843) (0.0831) (0.0977) (0.0987) (0.1221) (0.0940) (0.1012)

Linguistic 
fractionalization

0.6404* 0.1193 –0.0384 –0.0212 0.5984 –0.1656 –0.0590 –0.2299

(0.3153) (0.4582) (0.4168) (0.3736) (0.3875) (0.5313) (0.4620) (0.4908)

GDP per capita –0.1232** –0.1075** –0.1878** –0.1154** –0.1604** –0.1184** –0.1021** –0.1597** –0.1059** –0.1453**

(0.0271) (0.0274) (0.0558) (0.0375) (0.0471) (0.0274) (0.0272) (0.0539) (0.0372) (0.0501)

Population size 0.1478* 0.1186* 0.0657 0.1577* 0.1088 0.1049 0.0613 –0.0004 0.1379 0.0288

(0.0603) (0.0588) (0.0772) (0.0728) (0.0610) (0.0622) (0.0716) (0.0887) (0.0790) (0.0822)

Mountainous terrain 0.1242* 0.1923 0.1674* 0.1316 0.0941 0.1824 0.1858* 0.1470

(0.0595) (0.1122) (0.0809) (0.0792) (0.0623) (0.1085) (0.0832) (0.0920)

Political instability 0.3556* 0.4639 0.2947 0.3115 0.4879* 0.5745 0.1972 0.2571

(0.1772) (0.2889) (0.2752) (0.2432) (0.1948) (0.2960) (0.2903) (0.2644)

 



Ongoing war years included Ongoing war years dropped

21 22 23 24 25 26 27 28 29 30

 ACD ACD
ACD High 
intensity

Fearon and 
Laitin Sambanis ACD ACD

ACD High 
intensity

Fearon and 
Laitin Sambanis

Anocracy 0.4357** 0.4035 0.7271** 0.6801** 0.4507* 0.2849 0.6374* 0.6901**

(0.1621) (0.2512) (0.2388) (0.1900) (0.1773) (0.3001) (0.2541) (0.2240)

Oil production per 
capita

0.0167** 0.0044 –0.0004 0.0148 0.0154* 0.0050 –0.0088 0.0052

(0.0063) (0.0167) (0.0231) (0.0081) (0.0063) (0.0143) (0.0323) (0.0170)

Ongoing war –1.0004** –1.0144** –1.3226** –2.3266** –1.5263**

(0.3767) (0.3845) (0.5060) (0.4452) (0.4565)

Calendar year 0.0054 0.0030 0.0002 0.0152 0.0121 0.0068 0.0047 –0.0011 0.0154 0.0105

(0.0058) (0.0059) (0.0085) (0.0082) (0.0083) (0.0056) (0.0060) (0.0091) (0.0083) (0.0089)

Peace years since last 
conflict

–0.2430 –0.2169 –0.3379** –0.2868* –0.2474 –0.1894 –0.1514 –0.3462** –0.3497** –0.0799

(0.1423) (0.1430) (0.1210) (0.1407) (0.1306) (0.1155) (0.1112) (0.0994) (0.0993) (0.1040)

Spline 1 for peace years –0.0037 –0.0033 –0.0025 –0.0037 –0.0030 –0.0024 –0.0017 –0.0025* –0.0046* –0.0003

(0.0040) (0.0041) (0.0014) (0.0025) (0.0025) (0.0034) (0.0033) (0.0012) (0.0019) (0.0021)

Spline 2 for peace years 0.0004 0.0003 0.0007 0.0009 0.0006 0.0001 –0.0001 0.0007 0.0012 –0.0002

(0.0010) (0.0010) (0.0007) (0.0009) (0.0009) (0.0009) (0.0008) (0.0007) (0.0007) (0.0008)

Spline 3 for peace years 0.0002 0.0002 0.0002 –0.0000 0.0001 0.0002 0.0002 0.0002 –0.0001 0.0002

(0.0002) (0.0002) (0.0002) (0.0002) (0.0002) (0.0002) (0.0002) (0.0002) (0.0002) (0.0002)

Constant –14.8530 –10.8694 –5.5443 –35.9657* –29.0679 –17.3455 –13.7013 –2.3564 –36.0454* –25.9568

(11.5312) (11.8701) (16.9660) (16.1619) (16.3615) (11.1654) (11.9571) (18.0679) (16.2469) (17.4632)

Observations 6,938 6,865 6,865 6,034 5,818 5,980 5,923 6,204 5,268 5,076

Robust standard errors in parentheses; ** p<0.01; * p<0.05.

Appendix tAble 5.3C (cont.)

 



Appendix tAble 5.3d Robustness checks for Models 1–3 in Table 5.2 (using rare events logit)

Ongoing war years included Ongoing war years dropped

31 32 33 34 35 36 37 38 39 40

 ACD ACD
ACD High 
intensity

Fearon and 
Laitin Sambanis ACD ACD

ACD High 
intensity

Fearon and 
Laitin Sambanis

Ethnic politics variables

% excluded population 0.1876** 0.1275* 0.2705** 0.2459** 0.2734** 0.1865** 0.1420* 0.3143** 0.2654** 0.3119**

(0.0513) (0.0556) (0.0832) (0.0777) (0.0806) (0.0567) (0.0604) (0.0891) (0.0803) (0.0804)

No. of power-sharing 
partners

0.0873** 0.0600 0.0636 0.0817 0.0231 0.0594 0.0322 0.0825 0.1183 0.0147

(0.0295) (0.0388) (0.0454) (0.0584) (0.0489) (0.0379) (0.0511) (0.0603) (0.0885) (0.0498)

Duration of imperial 
past

0.2079 0.4540 0.6916 0.7594* 0.5821 0.2098 0.4269 0.6444 0.6531 0.6654

(0.2609) (0.2878) (0.4430) (0.3558) (0.3298) (0.2905) (0.3235) (0.4945) (0.3540) (0.3625)

Other variables

Linguistic 
fractionalization

0.6241 0.1225 –0.0309 0.0179 0.5618 –0.1965 –0.0649 –0.2311

(0.3220) (0.4586) (0.4262) (0.3977) (0.3880) (0.5387) (0.4721) (0.4878)

GDP per capita –0.1213** –0.1081** –0.1998** –0.1324** –0.1729** –0.1175** –0.1032** –0.1714** –0.1314** –0.1623**

(0.0271) (0.0276) (0.0545) (0.0373) (0.0470) (0.0277) (0.0274) (0.0537) (0.0371) (0.0491)

Population size 0.1561** 0.1406** 0.0909 0.2372** 0.2156** 0.1290* 0.0901 0.0560 0.2525** 0.1434*

(0.0558) (0.0530) (0.0635) (0.0670) (0.0614) (0.0572) (0.0629) (0.0799) (0.0778) (0.0700)

Mountainous terrain 0.1230* 0.1958 0.1574* 0.1304 0.0920 0.1777 0.1661* 0.1385

(0.0600) (0.1114) (0.0791) (0.0763) (0.0629) (0.1083) (0.0797) (0.0868)

Political instability 0.3503* 0.4737 0.2817 0.2728 0.4876* 0.5802 0.2006 0.2542

(0.1760) (0.2845) (0.2746) (0.2405) (0.1946) (0.2965) (0.2935) (0.2590)

Anocracy 0.4301** 0.3989 0.7230** 0.6464** 0.4535** 0.2969 0.6510** 0.6816**

(0.1621) (0.2505) (0.2362) (0.1857) (0.1756) (0.2979) (0.2477) (0.2189)

 



Ongoing war years included Ongoing war years dropped

31 32 33 34 35 36 37 38 39 40

 ACD ACD
ACD High 
intensity

Fearon and 
Laitin Sambanis ACD ACD

ACD High 
intensity

Fearon and 
Laitin Sambanis

Oil production per 
capita

0.0226** 0.1132** 0.0671** 0.0355** 0.0214** 0.0965** 0.0719** 0.0513**

(0.0063) (0.0162) (0.0164) (0.0078) (0.0063) (0.0136) (0.0183) (0.0134)

Ongoing war –0.9989** –0.9847** –1.3247** –2.1652** –1.4157**

(0.3613) (0.3724) (0.4678) (0.4265) (0.4422)

Calendar year 0.0059 0.0046 0.0019 0.0215** 0.0202** 0.0091 0.0075 0.0039 0.0254** 0.0202**

(0.0052) (0.0053) (0.0068) (0.0075) (0.0075) (0.0051) (0.0052) (0.0069) (0.0068) (0.0076)

Peace years since last 
conflict

–0.2504 –0.2270 –0.3432** –0.2976* –0.2679* –0.2026 –0.1674 –0.3570** –0.3771** –0.1076

(0.1422) (0.1431) (0.1207) (0.1396) (0.1270) (0.1128) (0.1102) (0.1000) (0.0976) (0.0972)

Spline 1 for peace years –0.0039 –0.0035 –0.0025 –0.0038 –0.0032 –0.0027 –0.0020 –0.0026* –0.0050** –0.0006

(0.0040) (0.0041) (0.0014) (0.0025) (0.0025) (0.0033) (0.0033) (0.0012) (0.0019) (0.0020)

Spline 2 for peace years 0.0004 0.0004 0.0007 0.0010 0.0006 0.0002 0.0000 0.0008 0.0013 –0.0001

(0.0010) (0.0010) (0.0007) (0.0009) (0.0009) (0.0008) (0.0008) (0.0007) (0.0007) (0.0008)

Spline 3 for peace years 0.0002 0.0002 0.0001 –0.0001 0.0001 0.0002 0.0002 0.0001 –0.0001 0.0002

(0.0002) (0.0002) (0.0002) (0.0003) (0.0002) (0.0002) (0.0002) (0.0002) (0.0002) (0.0002)

Constant –16.0138 –14.1499 –8.7728 –48.8662** –45.6975** –22.0351* –19.2989 –12.4807 –56.3906** –45.6418**

(10.2469) (10.4900) (13.5100) (14.6386) (14.7698) (10.1250) (10.2884) (13.4507) (13.3841) (14.8690)

Observations 6,938 6,865 6,865 6,034 5,818 5,980 5,923 6,204 5,268 5,076

Robust standard errors in parentheses; ** p<0.01; * p<0.05.

Appendix tAble 5.3d (cont.)

 



Appendix tAble 5.3e Robustness checks and additional models for Models 4 and 5 in Table 5.2 (comparing models with ongoing war years included or dropped)

Ongoing war years included Ongoing war years dropped

1 2 3 4 5 6 7 8

 ACD ACD
ACD High 
intensity

Fearon and 
Laitin ACD ACD

ACD High 
intensity

Fearon and 
Laitin

Ethnic politics variables

% excluded population 0.4192** 0.3191** 0.5347** 0.3667** 0.4559** 0.3810** 0.6809** 0.3482**

(0.0862) (0.0875) (0.1351) (0.1214) (0.0994) (0.0994) (0.1525) (0.1143)

No. of power-sharing 
partners

0.1554** 0.1120** 0.1272* 0.0969 0.1852** 0.1498** 0.2047** 0.0682

(0.0312) (0.0370) (0.0530) (0.0747) (0.0411) (0.0571) (0.0713) (0.0645)

Duration of imperial past 0.6401 0.9301* 1.1793 1.5761** 1.1480 1.3016* 1.4439 1.6206**

(0.4477) (0.4426) (0.6304) (0.4244) (0.6012) (0.5921) (0.7797) (0.4262)

Other variables

Linguistic fractionalization 1.2800** 0.2563 0.5990 1.0111 –0.4869 0.5614

(0.3997) (0.4974) (0.6156) (0.6003) (0.6621) (0.5661)

GDP per capita –0.1446** –0.1256** –0.1921** –0.1554** –0.1089** –0.0930* –0.1494* –0.1529*

(0.0415) (0.0448) (0.0746) (0.0585) (0.0400) (0.0422) (0.0711) (0.0611)

Population size 0.2171** 0.2102** 0.1884* 0.3609** 0.1710* 0.1740* 0.1561 0.3461**

(0.0714) (0.0656) (0.0757) (0.0894) (0.0863) (0.0876) (0.1040) (0.0887)

Mountainous terrain 0.1749 0.3258* 0.0701 0.0765 0.2289 0.0695

(0.0984) (0.1483) (0.1090) (0.1108) (0.1634) (0.1104)

Political instability 0.1544 0.2979 –0.0441 0.3313 0.4556 –0.0702

(0.2726) (0.3958) (0.3549) (0.2825) (0.4152) (0.3359)

Anocracy 0.4469* 0.5681 0.9738** 0.5720* 0.5640 1.0183**

 



Ongoing war years included Ongoing war years dropped

1 2 3 4 5 6 7 8

 ACD ACD
ACD High 
intensity

Fearon and 
Laitin ACD ACD

ACD High 
intensity

Fearon and 
Laitin

(0.2263) (0.2929) (0.2614) (0.2869) (0.4232) (0.2614)

Oil production per capita 0.0180* 0.0277** 0.0064 0.0169 0.0272** 0.0038

(0.0091) (0.0083) (0.0284) (0.0097) (0.0093) (0.0381)

Ongoing war 0.0359 –0.0697 –0.7636 –2.2861**

(0.6123) (0.6166) (0.6271) (0.5551)

Calendar year 0.0150* 0.0122 0.0091 0.0363** 0.0231** 0.0199* 0.0117 0.0307**

(0.0073) (0.0077) (0.0091) (0.0090) (0.0070) (0.0078) (0.0104) (0.0100)

Peace years since last conflict 0.0761 0.0553 –0.1467 –0.2426 0.1372 0.1563 0.0137 0.2664*

(0.2299) (0.2357) (0.1685) (0.1825) (0.1497) (0.1422) (0.1186) (0.1153)

Spline 1 for peace years 0.0051 0.0046 0.0004 –0.0031 0.0066 0.0070 0.0019 0.0043

(0.0065) (0.0067) (0.0019) (0.0032) (0.0046) (0.0044) (0.0016) (0.0024)

Spline 2 for peace years –0.0017 –0.0016 –0.0008 0.0008 –0.0020 –0.0021 –0.0015 –0.0013

(0.0016) (0.0016) (0.0010) (0.0011) (0.0012) (0.0012) (0.0009) (0.0009)

Spline 3 for peace years 0.0004 0.0004 0.0005 –0.0001 0.0005* 0.0005* 0.0007 0.0003

(0.0003) (0.0003) (0.0003) (0.0003) (0.0002) (0.0002) (0.0003) (0.0003)

Constant –37.1296* –32.6393* –26.7855 –80.7809** –53.4462** –48.1180** –32.6002 –71.1914**

(14.6291) (15.1798) (17.9573) (17.4279) (13.9033) (15.2944) (20.2037) (19.3289)

Observations 6,938 6,865 6,865 6,034 6,262 6,191 6,415 6,034

Robust standard errors in parentheses; ** p<0.01; * p<0.05.

Appendix tAble 5.3e (cont.)

 



Appendix tAble 5.3f Robustness checks for Models 4 and 5 in Table 5.2 (including continental dummies)

Ongoing war years included Ongoing war years dropped

9 10 11 12 13 14 15 16

 ACD ACD
ACD High 
intensity

Fearon and 
Laitin ACD ACD

ACD High 
intensity

Fearon and 
Laitin

Ethnic politics variables

% excluded population 0.4283** 0.3430** 0.5443** 0.3612** 0.4266** 0.3663** 0.6486** 0.3337**

(0.0976) (0.0980) (0.1528) (0.1122) (0.1013) (0.1032) (0.1629) (0.1080)

No. of power-sharing partners 0.1564** 0.1153** 0.1292* 0.1086 0.1722** 0.1450* 0.1944* 0.0806

(0.0297) (0.0370) (0.0564) (0.0799) (0.0428) (0.0571) (0.0772) (0.0691)

Duration of imperial past 0.2540 0.5864 0.5892 1.2252* 1.0968 1.3199 0.9802 1.1801*

(0.5287) (0.5492) (0.7351) (0.5067) (0.8228) (0.7949) (0.9364) (0.4766)

Other variables

Linguistic fractionalization 1.3820* 0.2249 –0.0644 1.1612 –0.5631 –0.0294

(0.5595) (0.5533) (0.7673) (0.9248) (0.7805) (0.7280)

GDP per capita –0.1295** –0.1375** –0.1691* –0.0960 –0.1107** –0.1186** –0.1394 –0.1061

(0.0404) (0.0433) (0.0862) (0.0565) (0.0423) (0.0457) (0.0774) (0.0606)

Population size 0.1913* 0.1867* 0.1938* 0.3717** 0.2339** 0.2144* 0.2250* 0.3674**

(0.0767) (0.0727) (0.0865) (0.0903) (0.0854) (0.0886) (0.1058) (0.0872)

Mountainous terrain 0.1417 0.2812 0.1213 0.1110 0.2502 0.1186

(0.1072) (0.1450) (0.1061) (0.1460) (0.1818) (0.1094)

Political instability 0.1726 0.3343 –0.0398 0.3342 0.4842 –0.0665

(0.2676) (0.3871) (0.3585) (0.2831) (0.4124) (0.3360)

 



Ongoing war years included Ongoing war years dropped

9 10 11 12 13 14 15 16

 ACD ACD
ACD High 
intensity

Fearon and 
Laitin ACD ACD

ACD High 
intensity

Fearon and 
Laitin

Anocracy 0.4768* 0.6075* 1.0339** 0.5636 0.5764 1.0768**

(0.2224) (0.3047) (0.2618) (0.2892) (0.4480) (0.2635)

Oil production per capita 0.0172* 0.0230* 0.0082 0.0178* 0.0245* 0.0087

(0.0080) (0.0092) (0.0188) (0.0088) (0.0111) (0.0236)

Ongoing war 0.0370 –0.0553 –0.7255 –2.3414**

(0.6070) (0.6140) (0.6367) (0.5411)

Calendar year 0.0133 0.0115 0.0045 0.0323** 0.0205** 0.0187* 0.0046 0.0246**

(0.0074) (0.0076) (0.0099) (0.0090) (0.0076) (0.0082) (0.0103) (0.0092)

Peace years since last conflict 0.0716 0.0504 –0.1513 –0.2617 0.1187 0.1421 –0.0244 0.2487*

(0.2314) (0.2369) (0.1682) (0.1809) (0.1521) (0.1470) (0.1201) (0.1194)

Spline 1 for peace years 0.0050 0.0045 0.0002 –0.0034 0.0062 0.0067 0.0014 0.0040

(0.0066) (0.0067) (0.0019) (0.0032) (0.0047) (0.0046) (0.0017) (0.0025)

Spline 2 for peace years –0.0017 –0.0016 –0.0007 0.0010 –0.0019 –0.0021 –0.0013 –0.0012

(0.0016) (0.0016) (0.0010) (0.0011) (0.0012) (0.0012) (0.0009) (0.0009)

Spline 3 for peace years 0.0004 0.0004 0.0005 –0.0002 0.0005* 0.0005* 0.0006 0.0002

(0.0003) (0.0003) (0.0003) (0.0003) (0.0002) (0.0002) (0.0003) (0.0003)

Latin America –0.7122 –1.0462 12.5662** –1.4217 –0.5368 –0.8514 12.9563 –1.4840

(0.7677) (0.7862) (0.7963) (1.3654) (0.8468) (0.8604) (20.0662) (1.3508)

Eastern Europe 0.3578 0.0117 14.1140 0.0269 –0.1368 –0.4613 14.3146 0.2705

(0.7703) (0.7777) (0.0000) (1.1615) (0.9836) (1.0027) (20.1085) (1.1467)

North Africa and Middle East 0.0902 –0.1814 13.8881** 0.1045 0.0552 –0.2561 14.0842 0.1343

(0.8176) (0.7576) (0.4101) (1.1333) (1.0560) (1.0288) (20.0526) (1.1167)

Sub-Saharan Africa 0.1165 –0.4849 13.6138** 0.8051 0.0346 –0.5833 14.0484 0.7713

(0.7649) (0.8347) (0.4854) (1.2644) (0.9330) (1.0552) (20.0567) (1.2763)

Asia 0.2857 –0.2242 13.6988** 0.3514 –0.5327 –1.0071 13.4720 0.2805

(0.7766) (0.8061) (0.4624) (1.1890) (0.9743) (0.9777) (19.9451) (1.1722)

Constant –33.5183* –30.4891* –31.0531 –73.0238** –48.4899** –45.5171** –32.5058 –59.2994**

(14.6755) (14.9511) (19.4908) (17.4297) (14.7184) (15.9651) (0.0000) (17.8704)

Observations 6,938 6,865 6,865 6,034 6,262 6,191 6,415 6,034

Robust standard errors in parentheses; ** p<0.01; * p<0.05.

Appendix tAble 5.3f (cont.)



Ongoing war years included Ongoing war years dropped

9 10 11 12 13 14 15 16

 ACD ACD
ACD High 
intensity

Fearon and 
Laitin ACD ACD

ACD High 
intensity

Fearon and 
Laitin

Anocracy 0.4768* 0.6075* 1.0339** 0.5636 0.5764 1.0768**

(0.2224) (0.3047) (0.2618) (0.2892) (0.4480) (0.2635)

Oil production per capita 0.0172* 0.0230* 0.0082 0.0178* 0.0245* 0.0087

(0.0080) (0.0092) (0.0188) (0.0088) (0.0111) (0.0236)

Ongoing war 0.0370 –0.0553 –0.7255 –2.3414**

(0.6070) (0.6140) (0.6367) (0.5411)

Calendar year 0.0133 0.0115 0.0045 0.0323** 0.0205** 0.0187* 0.0046 0.0246**

(0.0074) (0.0076) (0.0099) (0.0090) (0.0076) (0.0082) (0.0103) (0.0092)

Peace years since last conflict 0.0716 0.0504 –0.1513 –0.2617 0.1187 0.1421 –0.0244 0.2487*

(0.2314) (0.2369) (0.1682) (0.1809) (0.1521) (0.1470) (0.1201) (0.1194)

Spline 1 for peace years 0.0050 0.0045 0.0002 –0.0034 0.0062 0.0067 0.0014 0.0040

(0.0066) (0.0067) (0.0019) (0.0032) (0.0047) (0.0046) (0.0017) (0.0025)

Spline 2 for peace years –0.0017 –0.0016 –0.0007 0.0010 –0.0019 –0.0021 –0.0013 –0.0012

(0.0016) (0.0016) (0.0010) (0.0011) (0.0012) (0.0012) (0.0009) (0.0009)

Spline 3 for peace years 0.0004 0.0004 0.0005 –0.0002 0.0005* 0.0005* 0.0006 0.0002

(0.0003) (0.0003) (0.0003) (0.0003) (0.0002) (0.0002) (0.0003) (0.0003)

Latin America –0.7122 –1.0462 12.5662** –1.4217 –0.5368 –0.8514 12.9563 –1.4840

(0.7677) (0.7862) (0.7963) (1.3654) (0.8468) (0.8604) (20.0662) (1.3508)

Eastern Europe 0.3578 0.0117 14.1140 0.0269 –0.1368 –0.4613 14.3146 0.2705

(0.7703) (0.7777) (0.0000) (1.1615) (0.9836) (1.0027) (20.1085) (1.1467)

North Africa and Middle East 0.0902 –0.1814 13.8881** 0.1045 0.0552 –0.2561 14.0842 0.1343

(0.8176) (0.7576) (0.4101) (1.1333) (1.0560) (1.0288) (20.0526) (1.1167)

Sub-Saharan Africa 0.1165 –0.4849 13.6138** 0.8051 0.0346 –0.5833 14.0484 0.7713

(0.7649) (0.8347) (0.4854) (1.2644) (0.9330) (1.0552) (20.0567) (1.2763)

Asia 0.2857 –0.2242 13.6988** 0.3514 –0.5327 –1.0071 13.4720 0.2805

(0.7766) (0.8061) (0.4624) (1.1890) (0.9743) (0.9777) (19.9451) (1.1722)

Constant –33.5183* –30.4891* –31.0531 –73.0238** –48.4899** –45.5171** –32.5058 –59.2994**

(14.6755) (14.9511) (19.4908) (17.4297) (14.7184) (15.9651) (0.0000) (17.8704)

Observations 6,938 6,865 6,865 6,034 6,262 6,191 6,415 6,034

Robust standard errors in parentheses; ** p<0.01; * p<0.05.



Appendix tAble 5.3g Robustness checks for Models 4 and 5 in Table 5.2:  (including number of past conflicts)

Ongoing war years included Ongoing war years dropped

17 18 19 20 21 22 23 24

 ACD ACD
ACD High 
intensity

Fearon and 
Laitin ACD ACD

ACD High 
intensity

Fearon and 
Laitin

Ethnic politics variables

% excluded population 0.4232** 0.3217** 0.5364** 0.3575** 0.4613** 0.3857** 0.6801** 0.3449**

(0.0872) (0.0891) (0.1354) (0.1205) (0.0982) (0.1008) (0.1524) (0.1134)

No. of power-sharing partners 0.1631** 0.1166** 0.1328* 0.0759 0.1908** 0.1544* 0.2037** 0.0563

(0.0397) (0.0441) (0.0583) (0.0782) (0.0441) (0.0617) (0.0755) (0.0678)

Duration of imperial past 0.6142 0.9125* 1.1589 1.6567** 1.1241 1.2798* 1.4474 1.6698**

(0.4582) (0.4506) (0.6597) (0.4450) (0.6136) (0.6080) (0.7757) (0.4429)

Other variables

Number of past conflicts –0.0356 –0.0231 –0.0268 0.1027 –0.0516 –0.0423 0.0069 0.0599

(0.0830) (0.0872) (0.1314) (0.1060) (0.1570) (0.1656) (0.1639) (0.0997)

Linguistic fractionalization 1.2770** 0.2613 0.5893 0.9988 –0.4866 0.5458

(0.3993) (0.5021) (0.6030) (0.6163) (0.6628) (0.5578)

GDP per capita –0.1463** –0.1266** –0.1940* –0.1471* –0.1112** –0.0949* –0.1489* –0.1481*

(0.0412) (0.0446) (0.0771) (0.0582) (0.0398) (0.0423) (0.0729) (0.0604)

Population size 0.2353** 0.2222** 0.2022* 0.3084** 0.1913 0.1911 0.1533 0.3166**

(0.0777) (0.0814) (0.0952) (0.1046) (0.1067) (0.1198) (0.1146) (0.1013)

Mountainous terrain 0.1740 0.3224* 0.0785 0.0739 0.2294 0.0733

(0.0981) (0.1453) (0.1130) (0.1126) (0.1635) (0.1132)

Political instability 0.1483 0.2901 –0.0227 0.3239 0.4572 –0.0568

(0.2723) (0.4046) (0.3585) (0.2838) (0.4153) (0.3405)

Anocracy 0.4423* 0.5655 0.9771** 0.5747* 0.5630 1.0233**

(0.2212) (0.2928) (0.2611) (0.2896) (0.4236) (0.2609)

Oil production per capita 0.0183* 0.0280** –0.0002 0.0174 0.0271** –0.0002

(0.0091) (0.0084) (0.0400) (0.0094) (0.0092) (0.0436)

Ongoing war 0.0640 –0.0503 –0.7368 –2.3635**

(0.6232) (0.6252) (0.6555) (0.5598)

Calendar year 0.0165 0.0131 0.0102 0.0322** 0.0247** 0.0212** 0.0115 0.0283*

(0.0087) (0.0088) (0.0119) (0.0100) (0.0074) (0.0081) (0.0138) (0.0110)

Peace years since last conflict 0.0731 0.0528 –0.1479 –0.2365 0.1301 0.1481 0.0144 0.2797*

(0.2293) (0.2347) (0.1685) (0.1829) (0.1535) (0.1475) (0.1181) (0.1163)

Spline 1 for peace years 0.0051 0.0046 0.0003 –0.0030 0.0065 0.0069 0.0019 0.0045

(0.0065) (0.0067) (0.0019) (0.0032) (0.0047) (0.0045) (0.0016) (0.0024)

Spline 2 for peace years –0.0017 –0.0016 –0.0008 0.0008 –0.0020 –0.0021 –0.0015 –0.0014

(0.0016) (0.0016) (0.0010) (0.0011) (0.0012) (0.0012) (0.0009) (0.0009)

Spline 3 for peace years 0.0004 0.0004 0.0005 –0.0001 0.0005* 0.0005* 0.0007 0.0003

(0.0003) (0.0003) (0.0003) (0.0003) (0.0002) (0.0002) (0.0003) (0.0003)

Constant –40.1843* –34.5333 –29.0721 –72.2836** –56.7649** –50.6848** –32.0663 –66.2468**

(17.5709) (17.7564) (23.6087) (19.5818) (14.7511) (16.0926) (27.1872) (21.4979)

Observations 6,938 6,865 6,865 6,034 6,262 6,191 6,415 6,034

Robust standard errors in parentheses; ** p<0.01; * p<0.05.

  



Appendix tAble 5.3g Robustness checks for Models 4 and 5 in Table 5.2:  (including number of past conflicts)

Ongoing war years included Ongoing war years dropped

17 18 19 20 21 22 23 24

 ACD ACD
ACD High 
intensity

Fearon and 
Laitin ACD ACD

ACD High 
intensity

Fearon and 
Laitin

Ethnic politics variables

% excluded population 0.4232** 0.3217** 0.5364** 0.3575** 0.4613** 0.3857** 0.6801** 0.3449**

(0.0872) (0.0891) (0.1354) (0.1205) (0.0982) (0.1008) (0.1524) (0.1134)

No. of power-sharing partners 0.1631** 0.1166** 0.1328* 0.0759 0.1908** 0.1544* 0.2037** 0.0563

(0.0397) (0.0441) (0.0583) (0.0782) (0.0441) (0.0617) (0.0755) (0.0678)

Duration of imperial past 0.6142 0.9125* 1.1589 1.6567** 1.1241 1.2798* 1.4474 1.6698**

(0.4582) (0.4506) (0.6597) (0.4450) (0.6136) (0.6080) (0.7757) (0.4429)

Other variables

Number of past conflicts –0.0356 –0.0231 –0.0268 0.1027 –0.0516 –0.0423 0.0069 0.0599

(0.0830) (0.0872) (0.1314) (0.1060) (0.1570) (0.1656) (0.1639) (0.0997)

Linguistic fractionalization 1.2770** 0.2613 0.5893 0.9988 –0.4866 0.5458

(0.3993) (0.5021) (0.6030) (0.6163) (0.6628) (0.5578)

GDP per capita –0.1463** –0.1266** –0.1940* –0.1471* –0.1112** –0.0949* –0.1489* –0.1481*

(0.0412) (0.0446) (0.0771) (0.0582) (0.0398) (0.0423) (0.0729) (0.0604)

Population size 0.2353** 0.2222** 0.2022* 0.3084** 0.1913 0.1911 0.1533 0.3166**

(0.0777) (0.0814) (0.0952) (0.1046) (0.1067) (0.1198) (0.1146) (0.1013)

Mountainous terrain 0.1740 0.3224* 0.0785 0.0739 0.2294 0.0733

(0.0981) (0.1453) (0.1130) (0.1126) (0.1635) (0.1132)

Political instability 0.1483 0.2901 –0.0227 0.3239 0.4572 –0.0568

(0.2723) (0.4046) (0.3585) (0.2838) (0.4153) (0.3405)

Anocracy 0.4423* 0.5655 0.9771** 0.5747* 0.5630 1.0233**

(0.2212) (0.2928) (0.2611) (0.2896) (0.4236) (0.2609)

Oil production per capita 0.0183* 0.0280** –0.0002 0.0174 0.0271** –0.0002

(0.0091) (0.0084) (0.0400) (0.0094) (0.0092) (0.0436)

Ongoing war 0.0640 –0.0503 –0.7368 –2.3635**

(0.6232) (0.6252) (0.6555) (0.5598)

Calendar year 0.0165 0.0131 0.0102 0.0322** 0.0247** 0.0212** 0.0115 0.0283*

(0.0087) (0.0088) (0.0119) (0.0100) (0.0074) (0.0081) (0.0138) (0.0110)

Peace years since last conflict 0.0731 0.0528 –0.1479 –0.2365 0.1301 0.1481 0.0144 0.2797*

(0.2293) (0.2347) (0.1685) (0.1829) (0.1535) (0.1475) (0.1181) (0.1163)

Spline 1 for peace years 0.0051 0.0046 0.0003 –0.0030 0.0065 0.0069 0.0019 0.0045

(0.0065) (0.0067) (0.0019) (0.0032) (0.0047) (0.0045) (0.0016) (0.0024)

Spline 2 for peace years –0.0017 –0.0016 –0.0008 0.0008 –0.0020 –0.0021 –0.0015 –0.0014

(0.0016) (0.0016) (0.0010) (0.0011) (0.0012) (0.0012) (0.0009) (0.0009)

Spline 3 for peace years 0.0004 0.0004 0.0005 –0.0001 0.0005* 0.0005* 0.0007 0.0003

(0.0003) (0.0003) (0.0003) (0.0003) (0.0002) (0.0002) (0.0003) (0.0003)

Constant –40.1843* –34.5333 –29.0721 –72.2836** –56.7649** –50.6848** –32.0663 –66.2468**

(17.5709) (17.7564) (23.6087) (19.5818) (14.7511) (16.0926) (27.1872) (21.4979)

Observations 6,938 6,865 6,865 6,034 6,262 6,191 6,415 6,034

Robust standard errors in parentheses; ** p<0.01; * p<0.05.



Appendix tAble 5.3h Robustness checks for Models 4 and 5 in Table 5.2 (using rare events logit)

Ongoing war years included Ongoing war years dropped

25 26 27 28 29 30 31 32

 ACD ACD
ACD High 
intensity

Fearon and 
Laitin ACD ACD

ACD High 
intensity

Fearon and 
Laitin

Ethnic politics variables
% excluded population 0.4142** 0.3082** 0.5108** 0.3376** 0.4494** 0.3672** 0.6500** 0.3224**

(0.0861) (0.0873) (0.1348) (0.1211) (0.0992) (0.0992) (0.1521) (0.1140)
No. of power-sharing partners 0.1556** 0.1113** 0.1321* 0.0990 0.1881** 0.1489** 0.2107** 0.0708

(0.0311) (0.0369) (0.0529) (0.0745) (0.0410) (0.0569) (0.0711) (0.0644)
Duration of imperial past 0.6352 0.9113* 1.1454 1.5112** 1.1295 1.2722* 1.3711 1.5545**

(0.4469) (0.4415) (0.6289) (0.4232) (0.6001) (0.5906) (0.7778) (0.4251)
Other variables
Linguistic fractionalization 1.2730** 0.2332 0.6223 1.0139 –0.5010 0.5656

(0.3987) (0.4962) (0.6139) (0.5988) (0.6605) (0.5646)
GDP per capita –0.1382** –0.1290** –0.1883* –0.1714** –0.1021* –0.0989* –0.1495* –0.1623**

(0.0415) (0.0447) (0.0744) (0.0584) (0.0399) (0.0421) (0.0709) (0.0609)
Population size 0.2171** 0.2113** 0.1909* 0.3587** 0.1731* 0.1778* 0.1623 0.3463**

(0.0713) (0.0654) (0.0755) (0.0892) (0.0862) (0.0874) (0.1038) (0.0885)
Mountainous terrain 0.1758 0.3226* 0.0787 0.0789 0.2199 0.0757

(0.0982) (0.1479) (0.1087) (0.1105) (0.1630) (0.1101)

Political instability 0.1696 0.3206 –0.0239 0.3391 0.4686 –0.0501

(0.2720) (0.3949) (0.3539) (0.2818) (0.4142) (0.3350)

Anocracy 0.4515* 0.5690 0.9773** 0.5748* 0.5621 1.0183**
(0.2257) (0.2921) (0.2607) (0.2862) (0.4221) (0.2607)

Oil production per capita 0.0620** 0.0771** 0.1712** 0.0555** 0.0830** 0.1398**
(0.0090) (0.0082) (0.0283) (0.0097) (0.0092) (0.0380)

Ongoing war –0.0333 –0.1550 –0.8374 –2.2987**
(0.6113) (0.6151) (0.6255) (0.5536)

Calendar year 0.0148* 0.0119 0.0089 0.0351** 0.0226** 0.0193* 0.0111 0.0296**
(0.0073) (0.0076) (0.0091) (0.0090) (0.0070) (0.0078) (0.0104) (0.0099)

Peace years since last conflict 0.0535 0.0329 –0.1604 –0.2534 0.1263 0.1488 0.0049 0.2621*
(0.2295) (0.2351) (0.1681) (0.1820) (0.1495) (0.1418) (0.1183) (0.1150)

Spline 1 for peace years 0.0044 0.0040 0.0001 –0.0033 0.0061 0.0067 0.0017 0.0042
(0.0065) (0.0067) (0.0019) (0.0032) (0.0046) (0.0044) (0.0016) (0.0024)

Spline 2 for peace years –0.0015 –0.0014 –0.0006 0.0009 –0.0019 –0.0020 –0.0013 –0.0013
(0.0016) (0.0016) (0.0010) (0.0011) (0.0012) (0.0012) (0.0009) (0.0009)

Spline 3 for peace years 0.0004 0.0004 0.0004 –0.0001 0.0004 0.0004 0.0006 0.0002
(0.0003) (0.0003) (0.0003) (0.0003) (0.0002) (0.0002) (0.0003) (0.0003)

Constant –36.4818* –31.8726* –26.1246 –78.1012** –52.4697** –46.7584** –31.1435 –68.8738**
(14.6039) (15.1423) (17.9129) (17.3789) (13.8789) (15.2550) (20.1535) (19.2778)

Observations 6,938 6,865 6,865 6,034 6,262 6,191 6,415 6,034

Robust standard errors in parentheses; ** p<0.01; * p<0.05.

  



Appendix tAble 5.3h Robustness checks for Models 4 and 5 in Table 5.2 (using rare events logit)

Ongoing war years included Ongoing war years dropped

25 26 27 28 29 30 31 32

 ACD ACD
ACD High 
intensity

Fearon and 
Laitin ACD ACD

ACD High 
intensity

Fearon and 
Laitin

Ethnic politics variables
% excluded population 0.4142** 0.3082** 0.5108** 0.3376** 0.4494** 0.3672** 0.6500** 0.3224**

(0.0861) (0.0873) (0.1348) (0.1211) (0.0992) (0.0992) (0.1521) (0.1140)
No. of power-sharing partners 0.1556** 0.1113** 0.1321* 0.0990 0.1881** 0.1489** 0.2107** 0.0708

(0.0311) (0.0369) (0.0529) (0.0745) (0.0410) (0.0569) (0.0711) (0.0644)
Duration of imperial past 0.6352 0.9113* 1.1454 1.5112** 1.1295 1.2722* 1.3711 1.5545**

(0.4469) (0.4415) (0.6289) (0.4232) (0.6001) (0.5906) (0.7778) (0.4251)
Other variables
Linguistic fractionalization 1.2730** 0.2332 0.6223 1.0139 –0.5010 0.5656

(0.3987) (0.4962) (0.6139) (0.5988) (0.6605) (0.5646)
GDP per capita –0.1382** –0.1290** –0.1883* –0.1714** –0.1021* –0.0989* –0.1495* –0.1623**

(0.0415) (0.0447) (0.0744) (0.0584) (0.0399) (0.0421) (0.0709) (0.0609)
Population size 0.2171** 0.2113** 0.1909* 0.3587** 0.1731* 0.1778* 0.1623 0.3463**

(0.0713) (0.0654) (0.0755) (0.0892) (0.0862) (0.0874) (0.1038) (0.0885)
Mountainous terrain 0.1758 0.3226* 0.0787 0.0789 0.2199 0.0757

(0.0982) (0.1479) (0.1087) (0.1105) (0.1630) (0.1101)

Political instability 0.1696 0.3206 –0.0239 0.3391 0.4686 –0.0501

(0.2720) (0.3949) (0.3539) (0.2818) (0.4142) (0.3350)

Anocracy 0.4515* 0.5690 0.9773** 0.5748* 0.5621 1.0183**
(0.2257) (0.2921) (0.2607) (0.2862) (0.4221) (0.2607)

Oil production per capita 0.0620** 0.0771** 0.1712** 0.0555** 0.0830** 0.1398**
(0.0090) (0.0082) (0.0283) (0.0097) (0.0092) (0.0380)

Ongoing war –0.0333 –0.1550 –0.8374 –2.2987**
(0.6113) (0.6151) (0.6255) (0.5536)

Calendar year 0.0148* 0.0119 0.0089 0.0351** 0.0226** 0.0193* 0.0111 0.0296**
(0.0073) (0.0076) (0.0091) (0.0090) (0.0070) (0.0078) (0.0104) (0.0099)

Peace years since last conflict 0.0535 0.0329 –0.1604 –0.2534 0.1263 0.1488 0.0049 0.2621*
(0.2295) (0.2351) (0.1681) (0.1820) (0.1495) (0.1418) (0.1183) (0.1150)

Spline 1 for peace years 0.0044 0.0040 0.0001 –0.0033 0.0061 0.0067 0.0017 0.0042
(0.0065) (0.0067) (0.0019) (0.0032) (0.0046) (0.0044) (0.0016) (0.0024)

Spline 2 for peace years –0.0015 –0.0014 –0.0006 0.0009 –0.0019 –0.0020 –0.0013 –0.0013
(0.0016) (0.0016) (0.0010) (0.0011) (0.0012) (0.0012) (0.0009) (0.0009)

Spline 3 for peace years 0.0004 0.0004 0.0004 –0.0001 0.0004 0.0004 0.0006 0.0002
(0.0003) (0.0003) (0.0003) (0.0003) (0.0002) (0.0002) (0.0003) (0.0003)

Constant –36.4818* –31.8726* –26.1246 –78.1012** –52.4697** –46.7584** –31.1435 –68.8738**
(14.6039) (15.1423) (17.9129) (17.3789) (13.8789) (15.2550) (20.1535) (19.2778)

Observations 6,938 6,865 6,865 6,034 6,262 6,191 6,415 6,034

Robust standard errors in parentheses; ** p<0.01; * p<0.05.



 Appendices284

Appendix tAble 5.4A Robustness checks for Table 5.3 (comparing models with  
ongoing war years included or dropped)

Ongoing war years included Ongoing war years dropped

1 2 (replicates Table 5.3) 3 4

 

Secession 
by power 
holders

Secession 
by  
excluded

Infighting  
by power  
holders

Rebellion  
by  
excluded

Secession 
by power 
holders

Secession 
by 
excluded

Infighting 
by power 
holders

Rebellion  
by  
excluded  

Secession 
by power 
holders

Secession 
by  
excluded

Infighting  
by power  
holders

Rebellion  
by  
excluded

Secession  
by power 
holders

Secession  
by 
excluded

Infighting 
by power 
holders

Rebellion 
by 
excluded

Ethnic politics 
variables

Ethnic politics  
variables

% excluded 
population

0.2576 0.3136** –0.1541 0.7207** –0.2032 0.2554* –0.4504 0.7501** % excluded 
population

0.2338 0.3358** –0.2010 0.7080** 0.0155 0.3481* –0.5585 0.7665**

(0.3100) (0.1119) (0.2217) (0.1303) (0.3306) (0.1109) (0.3156) (0.1277) (0.3181) (0.1270) (0.2551) (0.1413) (0.2716) (0.1392) (0.4325) (0.1441)

No. of 
power-sharing 
partners

0.5745** –0.0120 0.3129** 0.0526 0.4956** 0.0008 0.3176** 0.0689 No. of power-sharing 
partners

0.5150** 0.0141 0.3612** 0.1238 0.4470** 0.0568 0.3787** 0.1662

(0.1386) (0.0364) (0.0958) (0.0962) (0.1164) (0.0417) (0.0960) (0.1001) (0.1694) (0.0919) (0.1039) (0.1233) (0.1536) (0.1023) (0.1154) (0.1290)

Duration of 
imperial past

13.2111** 1.5563 0.6913 –0.6137 14.6269** 1.9524* 1.1870 –0.8041 Duration of imperial 
past

11.0713** 3.3782** 1.0747 –0.7222 11.4021** 3.3013** 1.9873 –0.8254

(3.8934) (0.9976) (1.2838) (0.7215) (2.8503) (0.8152) (1.6311) (0.7777) (3.7842) (1.0901) (1.5393) (0.8939) (2.8605) (1.0548) (2.1680) (0.9633)

Other variables Other variables

Linguistic 
fractionalization

–0.8256 1.7657** –1.0875 1.2688 1.4433 1.9997** 0.9991 0.9796 Linguistic 
fractionalization

–1.1127 1.7289 –1.4383 1.4368 0.2196 1.2332 0.5250 1.1602

(1.8082) (0.6791) (1.6961) (0.8772) (1.2707) (0.6431) (1.6116) (0.8709) (1.8391) (0.8958) (1.8308) (1.2007) (1.1450) (0.9264) (2.0738) (1.2722)

GDP per capita –0.4672* –0.0334 –0.2832 –0.1705* –0.6017 –0.0226 –0.1914 –0.1833* GDP per capita –0.3894* 0.0018 –0.2457 –0.1175 –0.4634 0.0068 –0.1430 –0.1228

(0.2151) (0.0474) (0.2490) (0.0815) (0.3302) (0.0584) (0.1750) (0.0814) (0.1777) (0.0414) (0.2162) (0.0680) (0.3248) (0.0629) (0.1331) (0.0661)

Population size –0.2108 0.5483** –0.4306* 0.1937 –0.1882 0.4835** –0.7321** 0.2498 Population size –0.2503 0.5710** –0.4646* 0.1452 –0.3360 0.5571** –0.8134** 0.1600

(0.1746) (0.1144) (0.1848) (0.1173) (0.1925) (0.1256) (0.1841) (0.1329) (0.1991) (0.1255) (0.2128) (0.1454) (0.2411) (0.1329) (0.2094) (0.1632)

Mountainous 
terrain

0.6948 0.3943 0.5656* –0.0913 Mountainous terrain 0.4004 0.0433 0.5907 –0.0245

(0.3751) (0.2211) (0.2815) (0.1608) (0.4421) (0.2051) (0.3085) (0.1852)

Political instability –35.2497** 0.3655 1.0312 0.0291 Political instability –41.995** 0.5009 1.1665 0.2621

(0.6728) (0.5128) (0.7487) (0.4485) (0.7458) (0.6352) (0.7871) (0.5056)

Anocracy 1.4050 0.2931 0.0115 0.6333 Anocracy 1.4103 0.5680 0.3403 0.6308

(0.9854) (0.3892) (0.7129) (0.3639) (1.2166) (0.5431) (0.7058) (0.4734)

Oil production per 
capita

–0.3692 0.0016 0.0126 0.0296** Oil production per 
capita

–0.2362 –0.0020 0.0114 0.0267**

(0.4031) (0.0452) (0.0088) (0.0085) (0.4535) (0.0369) (0.0090) (0.0078)

Ongoing war 3.1974 –0.1486 –0.4537 –0.0672 2.6879 –0.1664 –0.5972 –0.0502 Ongoing war

(2.6581) (1.0980) (1.6849) (0.8797) (2.9776) (1.0923) (1.7814) (0.9068)

Calendar year 0.1228** –0.0011 0.0193 0.0210* 0.1347** 0.0012 –0.0072 0.0181 Calendar year 0.1231** 0.0103 0.0402* 0.0282** 0.1300** 0.0110 0.0184 0.0270*

(0.0198) (0.0120) (0.0294) (0.0107) (0.0196) (0.0113) (0.0347) (0.0119) (0.0257) (0.0131) (0.0197) (0.0092) (0.0385) (0.0132) (0.0202) (0.0107)

Peace years since 
last conflict

1.0337 –0.1104 0.1950 0.1562 0.9721 –0.1063 –0.1573 0.1953 Peace years since last 
conflict

1.0057 –0.2603 0.3608 –0.0669 1.0015 –0.2174 0.0563 –0.0097

(0.8278) (0.4496) (0.4550) (0.3274) (1.0367) (0.4530) (0.4326) (0.3263) (0.7114) (0.3010) (0.3873) (0.2133) (0.7972) (0.2850) (0.3877) (0.2217)
Spline 1 for peace 

years
0.0230 –0.0003 0.0092 0.0080 0.0202 –0.0002 –0.0004 0.0091 Spline 1 for peace 

years
0.0230 –0.0046 0.0133 0.0024 0.0229 –0.0035 0.0050 0.0040

(0.0229) (0.0121) (0.0137) (0.0095) (0.0299) (0.0123) (0.0145) (0.0094) (0.0205) (0.0085) (0.0126) (0.0066) (0.0251) (0.0083) (0.0140) (0.0065)

Spline 2 for peace 
years

–0.0052 –0.0003 –0.0031 –0.0024 –0.0045 –0.0004 –0.0010 –0.0027 Spline 2 for peace 
years

–0.0053 0.0007 –0.0040 –0.0012 –0.0053 0.0005 –0.0022 –0.0015

(0.0057) (0.0029) (0.0036) (0.0024) (0.0073) (0.0029) (0.0039) (0.0023) (0.0051) (0.0021) (0.0034) (0.0017) (0.0063) (0.0021) (0.0039) (0.0017)
Spline 3 for peace 

years
0.0006 0.0002 0.0008 0.0005 0.0005 0.0003 0.0007 0.0005 Spline 3 for peace 

years
0.0006 0.0001 0.0010 0.0004 0.0006 0.0001 0.0008 0.0004

(0.0009) (0.0004) (0.0008) (0.0004) (0.0010) (0.0004) (0.0008) (0.0004) (0.0008) (0.0004) (0.0008) (0.0003) (0.0009) (0.0004) (0.0009) (0.0003)

Constant –263.53** –10.26 –40.61 –50.42* –290.34** –15.66 12.10 –45.22 Constant –261.47** –34.25 –82.46* –64.01** –275.91** –35.69 –39.15 –62.05**

(42.96) (23.64) (58.49) (20.84) (41.44) (22.44) (68.21) (23.18) (55.31) (25.91) (39.70) (17.75) (78.41) (26.02) (38.89) (20.71)

Observations 6,935 6,935 6,935 6,935 6,865 6,865 6,865 6,865 Observations 5,977 5,977 5,977 5,977 5,923 5,923 5,923 5,923

Robust standard errors in parentheses; ** p<0.01; * p<0.05.
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Appendix tAble 5.4A Robustness checks for Table 5.3 (comparing models with  
ongoing war years included or dropped)

Ongoing war years included Ongoing war years dropped

1 2 (replicates Table 5.3) 3 4

 

Secession 
by power 
holders

Secession 
by  
excluded

Infighting  
by power  
holders

Rebellion  
by  
excluded

Secession 
by power 
holders

Secession 
by 
excluded

Infighting 
by power 
holders

Rebellion  
by  
excluded  

Secession 
by power 
holders

Secession 
by  
excluded

Infighting  
by power  
holders

Rebellion  
by  
excluded

Secession  
by power 
holders

Secession  
by 
excluded

Infighting 
by power 
holders

Rebellion 
by 
excluded

Ethnic politics 
variables

Ethnic politics  
variables

% excluded 
population

0.2576 0.3136** –0.1541 0.7207** –0.2032 0.2554* –0.4504 0.7501** % excluded 
population

0.2338 0.3358** –0.2010 0.7080** 0.0155 0.3481* –0.5585 0.7665**

(0.3100) (0.1119) (0.2217) (0.1303) (0.3306) (0.1109) (0.3156) (0.1277) (0.3181) (0.1270) (0.2551) (0.1413) (0.2716) (0.1392) (0.4325) (0.1441)

No. of 
power-sharing 
partners

0.5745** –0.0120 0.3129** 0.0526 0.4956** 0.0008 0.3176** 0.0689 No. of power-sharing 
partners

0.5150** 0.0141 0.3612** 0.1238 0.4470** 0.0568 0.3787** 0.1662

(0.1386) (0.0364) (0.0958) (0.0962) (0.1164) (0.0417) (0.0960) (0.1001) (0.1694) (0.0919) (0.1039) (0.1233) (0.1536) (0.1023) (0.1154) (0.1290)

Duration of 
imperial past

13.2111** 1.5563 0.6913 –0.6137 14.6269** 1.9524* 1.1870 –0.8041 Duration of imperial 
past

11.0713** 3.3782** 1.0747 –0.7222 11.4021** 3.3013** 1.9873 –0.8254

(3.8934) (0.9976) (1.2838) (0.7215) (2.8503) (0.8152) (1.6311) (0.7777) (3.7842) (1.0901) (1.5393) (0.8939) (2.8605) (1.0548) (2.1680) (0.9633)

Other variables Other variables

Linguistic 
fractionalization

–0.8256 1.7657** –1.0875 1.2688 1.4433 1.9997** 0.9991 0.9796 Linguistic 
fractionalization

–1.1127 1.7289 –1.4383 1.4368 0.2196 1.2332 0.5250 1.1602

(1.8082) (0.6791) (1.6961) (0.8772) (1.2707) (0.6431) (1.6116) (0.8709) (1.8391) (0.8958) (1.8308) (1.2007) (1.1450) (0.9264) (2.0738) (1.2722)

GDP per capita –0.4672* –0.0334 –0.2832 –0.1705* –0.6017 –0.0226 –0.1914 –0.1833* GDP per capita –0.3894* 0.0018 –0.2457 –0.1175 –0.4634 0.0068 –0.1430 –0.1228

(0.2151) (0.0474) (0.2490) (0.0815) (0.3302) (0.0584) (0.1750) (0.0814) (0.1777) (0.0414) (0.2162) (0.0680) (0.3248) (0.0629) (0.1331) (0.0661)

Population size –0.2108 0.5483** –0.4306* 0.1937 –0.1882 0.4835** –0.7321** 0.2498 Population size –0.2503 0.5710** –0.4646* 0.1452 –0.3360 0.5571** –0.8134** 0.1600

(0.1746) (0.1144) (0.1848) (0.1173) (0.1925) (0.1256) (0.1841) (0.1329) (0.1991) (0.1255) (0.2128) (0.1454) (0.2411) (0.1329) (0.2094) (0.1632)

Mountainous 
terrain

0.6948 0.3943 0.5656* –0.0913 Mountainous terrain 0.4004 0.0433 0.5907 –0.0245

(0.3751) (0.2211) (0.2815) (0.1608) (0.4421) (0.2051) (0.3085) (0.1852)

Political instability –35.2497** 0.3655 1.0312 0.0291 Political instability –41.995** 0.5009 1.1665 0.2621

(0.6728) (0.5128) (0.7487) (0.4485) (0.7458) (0.6352) (0.7871) (0.5056)

Anocracy 1.4050 0.2931 0.0115 0.6333 Anocracy 1.4103 0.5680 0.3403 0.6308

(0.9854) (0.3892) (0.7129) (0.3639) (1.2166) (0.5431) (0.7058) (0.4734)

Oil production per 
capita

–0.3692 0.0016 0.0126 0.0296** Oil production per 
capita

–0.2362 –0.0020 0.0114 0.0267**

(0.4031) (0.0452) (0.0088) (0.0085) (0.4535) (0.0369) (0.0090) (0.0078)

Ongoing war 3.1974 –0.1486 –0.4537 –0.0672 2.6879 –0.1664 –0.5972 –0.0502 Ongoing war

(2.6581) (1.0980) (1.6849) (0.8797) (2.9776) (1.0923) (1.7814) (0.9068)

Calendar year 0.1228** –0.0011 0.0193 0.0210* 0.1347** 0.0012 –0.0072 0.0181 Calendar year 0.1231** 0.0103 0.0402* 0.0282** 0.1300** 0.0110 0.0184 0.0270*

(0.0198) (0.0120) (0.0294) (0.0107) (0.0196) (0.0113) (0.0347) (0.0119) (0.0257) (0.0131) (0.0197) (0.0092) (0.0385) (0.0132) (0.0202) (0.0107)

Peace years since 
last conflict

1.0337 –0.1104 0.1950 0.1562 0.9721 –0.1063 –0.1573 0.1953 Peace years since last 
conflict

1.0057 –0.2603 0.3608 –0.0669 1.0015 –0.2174 0.0563 –0.0097

(0.8278) (0.4496) (0.4550) (0.3274) (1.0367) (0.4530) (0.4326) (0.3263) (0.7114) (0.3010) (0.3873) (0.2133) (0.7972) (0.2850) (0.3877) (0.2217)
Spline 1 for peace 

years
0.0230 –0.0003 0.0092 0.0080 0.0202 –0.0002 –0.0004 0.0091 Spline 1 for peace 

years
0.0230 –0.0046 0.0133 0.0024 0.0229 –0.0035 0.0050 0.0040

(0.0229) (0.0121) (0.0137) (0.0095) (0.0299) (0.0123) (0.0145) (0.0094) (0.0205) (0.0085) (0.0126) (0.0066) (0.0251) (0.0083) (0.0140) (0.0065)

Spline 2 for peace 
years

–0.0052 –0.0003 –0.0031 –0.0024 –0.0045 –0.0004 –0.0010 –0.0027 Spline 2 for peace 
years

–0.0053 0.0007 –0.0040 –0.0012 –0.0053 0.0005 –0.0022 –0.0015

(0.0057) (0.0029) (0.0036) (0.0024) (0.0073) (0.0029) (0.0039) (0.0023) (0.0051) (0.0021) (0.0034) (0.0017) (0.0063) (0.0021) (0.0039) (0.0017)
Spline 3 for peace 

years
0.0006 0.0002 0.0008 0.0005 0.0005 0.0003 0.0007 0.0005 Spline 3 for peace 

years
0.0006 0.0001 0.0010 0.0004 0.0006 0.0001 0.0008 0.0004

(0.0009) (0.0004) (0.0008) (0.0004) (0.0010) (0.0004) (0.0008) (0.0004) (0.0008) (0.0004) (0.0008) (0.0003) (0.0009) (0.0004) (0.0009) (0.0003)

Constant –263.53** –10.26 –40.61 –50.42* –290.34** –15.66 12.10 –45.22 Constant –261.47** –34.25 –82.46* –64.01** –275.91** –35.69 –39.15 –62.05**

(42.96) (23.64) (58.49) (20.84) (41.44) (22.44) (68.21) (23.18) (55.31) (25.91) (39.70) (17.75) (78.41) (26.02) (38.89) (20.71)

Observations 6,935 6,935 6,935 6,935 6,865 6,865 6,865 6,865 Observations 5,977 5,977 5,977 5,977 5,923 5,923 5,923 5,923

Robust standard errors in parentheses; ** p<0.01; * p<0.05.
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Appendix tAble 5.4b Robustness checks for Table 5.3 (including continental dummies)

Ongoing war years included Ongoing war years dropped

5 6 7 8

 

Secession  
by power 
holders

Secession 
by 
excluded

Infighting 
by power 
holders

Rebellion  
by  
excluded

Secession 
by power 
holders

Secession 
by 
excluded

Infighting 
by power 
holders

Rebellion  
by  
excluded  

Secession 
by power 
holders

Secession 
by 
excluded

Infighting 
by power 
holders

Rebellion 
by 
excluded

Secession  
by power 
holders

Secession 
by 
excluded

Infighting 
by power 
holders

Rebellion 
by 
excluded

Ethnic politics  
variables

Ethnic politics  
variables

% excluded 
population

0.1127 0.4841** –0.2129 0.6851** –0.2877 0.3884** –0.4013 0.7216** % excluded 
population

0.0210 0.4238* –0.2230 0.6378** –0.1791 0.4448* –0.5168 0.6887**

(0.2925) (0.1380) (0.2031) (0.1322) (0.3482) (0.1311) (0.2861) (0.1340) (0.2790) (0.1654) (0.2264) (0.1123) (0.3294) (0.1828) (0.3715) (0.1199)

No. of power-sharing 
partners

0.4805** 0.0024 0.2584** 0.0442 0.3738** 0.0167 0.3114** 0.0611 No. of power-sharing 
partners

0.4407** –0.0262 0.2858** 0.1011 0.4144** 0.0315 0.3734* 0.1386

(0.1332) (0.0417) (0.0952) (0.0865) (0.1055) (0.0433) (0.1148) (0.0905) (0.1320) (0.0884) (0.1078) (0.1087) (0.1528) (0.1093) (0.1551) (0.1218)

Duration of imperial 
past

12.5040** 1.0057 0.5106 –0.7772 12.6420** 1.2581 2.1259 –0.9783 Duration of  
imperial past

12.1933** 3.9814** 1.5290 –0.7871 12.3838** 3.8943** 4.2394 –0.9237

(3.6411) (1.0961) (2.5142) (0.8137) (3.4492) (0.9156) (3.3801) (0.8806) (3.9701) (1.2982) (2.3417) (1.0587) (4.5130) (1.3505) (3.1811) (1.1794)

Other variables Other variables

Linguistic 
fractionalization

3.7002* 2.6055** –0.3659 1.2100 7.3669** 2.3896** 0.7300 0.9469 Linguistic 
fractionalization

2.9526 3.7990** –0.2925 1.3513 6.1424** 3.0331* 1.1404 1.0640

(1.8334) (0.8758) (3.7189) (1.0549) (2.0976) (0.8023) (3.1086) (1.0121) (1.9239) (0.9998) (4.9072) (1.4891) (2.2755) (1.2056) (4.4380) (1.3694)

GDP per capita –0.8568 –0.1110* –0.2204 –0.0869 –0.7278 –0.1111* –0.0856 –0.0967 GDP per capita –0.5509 –0.1599* –0.1945 –0.0458 –0.5672 –0.1674* –0.0561 –0.0251

(0.4851) (0.0547) (0.1728) (0.0560) (0.3847) (0.0567) (0.1320) (0.0560) (0.2972) (0.0791) (0.1534) (0.0442) (0.3749) (0.0738) (0.1281) (0.0816)

Population size –0.4322* 0.4393** –0.3438 0.1625 –0.5158* 0.4381** –0.5589* 0.1999 Population size –0.4816* 0.6003** –0.2883 0.1580 –0.7179* 0.6235** –0.5455 0.1414

(0.2060) (0.1445) (0.2239) (0.1241) (0.2372) (0.1447) (0.2663) (0.1400) (0.2412) (0.1069) (0.3064) (0.1351) (0.3362) (0.1165) (0.4788) (0.1618)

Mountainous  
terrain

0.1717 0.2777 0.6326 –0.0718 Mountainous  
terrain

0.1230 –0.0510 0.8028 0.0476

(0.3963) (0.2488) (0.3249) (0.1910) (0.5026) (0.2116) (0.4132) (0.2432)

Political instability –43.93 0.4097 1.0487 0.0582 Political  
instability

–33.49** 0.5719 1.2708 0.3235

(0.00) (0.5102) (0.7507) (0.4514) (0.91) (0.6630) (0.7830) (0.5292)

Anocracy 1.2268 0.3601 –0.1140 0.6633 Anocracy 1.4137 0.6490 0.1659 0.6257

(1.0315) (0.3857) (0.7760) (0.3527) (1.2668) (0.5951) (0.9058) (0.4486)

Oil production per 
capita

–0.3634 0.0278* 0.0069 0.0120 Oil production per 
capita

–0.5442 0.0316* 0.0107 –0.0107

(0.5075) (0.0115) (0.0214) (0.0173) (0.5401) (0.0124) (0.0271) (0.0429)

Ongoing war 2.7449 –0.0805 –0.4461 –0.1394 2.0217 –0.0490 –0.5512 –0.1136 Ongoing war

(2.4303) (1.0764) (1.5866) (0.8912) (2.8838) (1.0788) (1.9959) (0.9248)

Latin America –21.652 –34.084** 17.692 17.450 –33.252 –46.343 18.954 17.182 Latin America –29.006 –43.464** 18.009 18.423 –20.485 –34.754** 20.655 18.293

(50.486) (0.781) (74.769) (24.927) (0.000) (0.000) (107.074) (26.035) (50.056) (0.986) (64.332) (20.336) (105.426) (0.932) (83.582) (22.971)

Eastern Europe 8.8132 –0.1213 –15.8749 –15.4252 8.5695 –0.3817 –26.0411 –27.5109 Eastern Europe 11.9135 –2.2506 –25.3591 –24.1080 10.3555 –2.4484* –14.6393 –15.0571

(50.9486) (0.9965) (75.9011) (24.9522) (48.6357) (0.9572) (0.0000) (0.0000) (50.2593) (1.2322) (65.5984) (20.3976) (105.0863) (1.2305) (83.6162) (23.1771)

North Africa and 
Middle East

10.4999 –1.7024 18.7770 18.3964 11.3842 –1.9644* 18.5846 18.2280 North Africa and 
Middle East

14.0720 –2.3769* 18.7070 19.3434 13.4881 –2.7130* 19.3258 19.4017

(50.3101) (0.9105) (75.3341) (24.8718) (47.7777) (0.8927) (107.7832) (26.0022) (49.8387) (1.2008) (64.5442) (20.2838) (104.0344) (1.1830) (82.7956) (22.9627)

Sub-Saharan Africa 4.7977 –2.2204 17.8491 18.1472 3.8840 –2.1174 19.2555 17.9200 Sub-Saharan Africa 9.1365 –4.3191** 17.6996 19.0024 6.3236 –4.4963** 19.9123 19.1169

(51.3631) (1.2810) (76.5624) (24.9761) (48.4543) (1.2944) (108.8119) (26.0597) (50.4536) (1.5204) (66.6451) (20.3727) (105.0645) (1.5228) (85.0442) (22.9483)

Asia 8.3008 –1.0384 17.5022 18.2555 8.4783 –1.3495 17.8774 18.1197 Asia 12.2908 –3.4391* –25.1013 18.7419 10.9633 –3.8060* –15.0224 18.7529

(51.0437) (1.0737) (76.4715) (24.6985) (48.4585) (1.1094) (108.8568) (25.8820) (50.3345) (1.4613) (65.5614) (20.1923) (105.4128) (1.5101) (84.0301) (22.9813)

Observations 6,935 6,935 6,935 6,935 6,865 6,865 6,865 6,865 Observations 5,977 5,977 5,977 5,977 5,923 5,923 5,923 5,923

Robust standard errors in parentheses; ** p<0.01; * p<0.05.
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Appendix tAble 5.4b Robustness checks for Table 5.3 (including continental dummies)

Ongoing war years included Ongoing war years dropped

5 6 7 8

 

Secession  
by power 
holders

Secession 
by 
excluded

Infighting 
by power 
holders

Rebellion  
by  
excluded

Secession 
by power 
holders

Secession 
by 
excluded

Infighting 
by power 
holders

Rebellion  
by  
excluded  

Secession 
by power 
holders

Secession 
by 
excluded

Infighting 
by power 
holders

Rebellion 
by 
excluded

Secession  
by power 
holders

Secession 
by 
excluded

Infighting 
by power 
holders

Rebellion 
by 
excluded

Ethnic politics  
variables

Ethnic politics  
variables

% excluded 
population

0.1127 0.4841** –0.2129 0.6851** –0.2877 0.3884** –0.4013 0.7216** % excluded 
population

0.0210 0.4238* –0.2230 0.6378** –0.1791 0.4448* –0.5168 0.6887**

(0.2925) (0.1380) (0.2031) (0.1322) (0.3482) (0.1311) (0.2861) (0.1340) (0.2790) (0.1654) (0.2264) (0.1123) (0.3294) (0.1828) (0.3715) (0.1199)

No. of power-sharing 
partners

0.4805** 0.0024 0.2584** 0.0442 0.3738** 0.0167 0.3114** 0.0611 No. of power-sharing 
partners

0.4407** –0.0262 0.2858** 0.1011 0.4144** 0.0315 0.3734* 0.1386

(0.1332) (0.0417) (0.0952) (0.0865) (0.1055) (0.0433) (0.1148) (0.0905) (0.1320) (0.0884) (0.1078) (0.1087) (0.1528) (0.1093) (0.1551) (0.1218)

Duration of imperial 
past

12.5040** 1.0057 0.5106 –0.7772 12.6420** 1.2581 2.1259 –0.9783 Duration of  
imperial past

12.1933** 3.9814** 1.5290 –0.7871 12.3838** 3.8943** 4.2394 –0.9237

(3.6411) (1.0961) (2.5142) (0.8137) (3.4492) (0.9156) (3.3801) (0.8806) (3.9701) (1.2982) (2.3417) (1.0587) (4.5130) (1.3505) (3.1811) (1.1794)

Other variables Other variables

Linguistic 
fractionalization

3.7002* 2.6055** –0.3659 1.2100 7.3669** 2.3896** 0.7300 0.9469 Linguistic 
fractionalization

2.9526 3.7990** –0.2925 1.3513 6.1424** 3.0331* 1.1404 1.0640

(1.8334) (0.8758) (3.7189) (1.0549) (2.0976) (0.8023) (3.1086) (1.0121) (1.9239) (0.9998) (4.9072) (1.4891) (2.2755) (1.2056) (4.4380) (1.3694)

GDP per capita –0.8568 –0.1110* –0.2204 –0.0869 –0.7278 –0.1111* –0.0856 –0.0967 GDP per capita –0.5509 –0.1599* –0.1945 –0.0458 –0.5672 –0.1674* –0.0561 –0.0251

(0.4851) (0.0547) (0.1728) (0.0560) (0.3847) (0.0567) (0.1320) (0.0560) (0.2972) (0.0791) (0.1534) (0.0442) (0.3749) (0.0738) (0.1281) (0.0816)

Population size –0.4322* 0.4393** –0.3438 0.1625 –0.5158* 0.4381** –0.5589* 0.1999 Population size –0.4816* 0.6003** –0.2883 0.1580 –0.7179* 0.6235** –0.5455 0.1414

(0.2060) (0.1445) (0.2239) (0.1241) (0.2372) (0.1447) (0.2663) (0.1400) (0.2412) (0.1069) (0.3064) (0.1351) (0.3362) (0.1165) (0.4788) (0.1618)

Mountainous  
terrain

0.1717 0.2777 0.6326 –0.0718 Mountainous  
terrain

0.1230 –0.0510 0.8028 0.0476

(0.3963) (0.2488) (0.3249) (0.1910) (0.5026) (0.2116) (0.4132) (0.2432)

Political instability –43.93 0.4097 1.0487 0.0582 Political  
instability

–33.49** 0.5719 1.2708 0.3235

(0.00) (0.5102) (0.7507) (0.4514) (0.91) (0.6630) (0.7830) (0.5292)

Anocracy 1.2268 0.3601 –0.1140 0.6633 Anocracy 1.4137 0.6490 0.1659 0.6257

(1.0315) (0.3857) (0.7760) (0.3527) (1.2668) (0.5951) (0.9058) (0.4486)

Oil production per 
capita

–0.3634 0.0278* 0.0069 0.0120 Oil production per 
capita

–0.5442 0.0316* 0.0107 –0.0107

(0.5075) (0.0115) (0.0214) (0.0173) (0.5401) (0.0124) (0.0271) (0.0429)

Ongoing war 2.7449 –0.0805 –0.4461 –0.1394 2.0217 –0.0490 –0.5512 –0.1136 Ongoing war

(2.4303) (1.0764) (1.5866) (0.8912) (2.8838) (1.0788) (1.9959) (0.9248)

Latin America –21.652 –34.084** 17.692 17.450 –33.252 –46.343 18.954 17.182 Latin America –29.006 –43.464** 18.009 18.423 –20.485 –34.754** 20.655 18.293

(50.486) (0.781) (74.769) (24.927) (0.000) (0.000) (107.074) (26.035) (50.056) (0.986) (64.332) (20.336) (105.426) (0.932) (83.582) (22.971)

Eastern Europe 8.8132 –0.1213 –15.8749 –15.4252 8.5695 –0.3817 –26.0411 –27.5109 Eastern Europe 11.9135 –2.2506 –25.3591 –24.1080 10.3555 –2.4484* –14.6393 –15.0571

(50.9486) (0.9965) (75.9011) (24.9522) (48.6357) (0.9572) (0.0000) (0.0000) (50.2593) (1.2322) (65.5984) (20.3976) (105.0863) (1.2305) (83.6162) (23.1771)

North Africa and 
Middle East

10.4999 –1.7024 18.7770 18.3964 11.3842 –1.9644* 18.5846 18.2280 North Africa and 
Middle East

14.0720 –2.3769* 18.7070 19.3434 13.4881 –2.7130* 19.3258 19.4017

(50.3101) (0.9105) (75.3341) (24.8718) (47.7777) (0.8927) (107.7832) (26.0022) (49.8387) (1.2008) (64.5442) (20.2838) (104.0344) (1.1830) (82.7956) (22.9627)

Sub-Saharan Africa 4.7977 –2.2204 17.8491 18.1472 3.8840 –2.1174 19.2555 17.9200 Sub-Saharan Africa 9.1365 –4.3191** 17.6996 19.0024 6.3236 –4.4963** 19.9123 19.1169

(51.3631) (1.2810) (76.5624) (24.9761) (48.4543) (1.2944) (108.8119) (26.0597) (50.4536) (1.5204) (66.6451) (20.3727) (105.0645) (1.5228) (85.0442) (22.9483)

Asia 8.3008 –1.0384 17.5022 18.2555 8.4783 –1.3495 17.8774 18.1197 Asia 12.2908 –3.4391* –25.1013 18.7419 10.9633 –3.8060* –15.0224 18.7529

(51.0437) (1.0737) (76.4715) (24.6985) (48.4585) (1.1094) (108.8568) (25.8820) (50.3345) (1.4613) (65.5614) (20.1923) (105.4128) (1.5101) (84.0301) (22.9813)

Observations 6,935 6,935 6,935 6,935 6,865 6,865 6,865 6,865 Observations 5,977 5,977 5,977 5,977 5,923 5,923 5,923 5,923

Robust standard errors in parentheses; ** p<0.01; * p<0.05.
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Appendix 6.1 AdditionAl tAbles

Appendix tAble 6.1 Federalism and secessionist armed conflict

Model 1 2 3 4 5 6

Federal systems, 1946–2002, 
GT

0.5888
(0.698)

Federal systems, 1946–1994, 
Polity III

–0.0131
(0.412)

Federal or federated 
systems, 1972–2005, IAEP

0.6773
(0.352)

Auton. provincial 
governments, 1972–2005, 
IAEP

–0.2012
(0.418)

Locally elected provincial 
governors, 1975–2005, WB

–0.0037**
(0.001)

Autonomous regions, 
1975–2005, WB

–0.0015
(0.001)

Number of observations 3,366 5,123 4,502 4,408 2,914 3,987

Notes: Controls for GDP, population size, linguistic fractionalization, mountainous terrain, polit-
ical instability, anocracy, oil production, ongoing war, calendar year, cubic splines, and constant not 
shown; robust standard errors in parentheses; * significant at 5%; ** significant at 1%.

  

 

 

 



Appendix tAble 6.2 Number of power-sharing partners and political institutions (negative binomial regression models)

Democracy, lagged,  
Polity IV

0.0996

(0.171)

Presidential systems, 
1972–2005, IAEP

–0.1296

(0.124)

Fully presidential systems, 
1972–2005, WB

–0.1211

(0.127)

Fully presidential systems, 
1946–2002, GT

–0.3289

(0.201)

Fully parliamentary systems, 
1946–2002, GT

–0.0631

(0.209)

Parliamentary systems, 
1972–2005, IAEP

0.2541

(0.154)

Fully parliamentary systems, 
1975–2005, WB

0.0420

(0.186)

Proportional systems, 
1975–2005, WB

0.0001

(0.000)

Proportional systems, 
1972–2005, IAEP

–0.0863

(0.130)

Fully proportional systems, 
1946–2002, GT

–0.3627
(0.192)

Semi-federal systems, 
1946–2002, GT

0.0039

(0.158)

Fully federal systems, 
1946–2002, GT

0.4731

(0.243)

 



Federal or federated 
systems, 1972–2005, IAEP

0.0377

(0.141)

Federal systems, 1972–2005, 
IAEP

0.0192

(0.140)

Federal systems, 1946–1994, 
Polity III

0.4542*

(0.225)

Auton. chosen provincial 
gov., 1972–2005, IAEP

–0.0289

(0.128)

Locally elected governors of 
provinces, 1975–2005, WB

0.0005
(0.000)

Number of observations 6,956 4,049 4,211 3,396 3,396 4,049 4,211 4,080 3,752 3,399 3,396 3,396 4,530 4,530 5,174 4,443 2,945 

Notes: Controls for GDP, population size, linguistic fractionalization, calendar year, cubic splines, and constant not shown; robust standard errors in parentheses; * significant at 
5%; ** significant at 1%.

Appendix tAble 6.2 (cont.)
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