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V

Life-sciences research, especially in biology and medicine, has undergone dramatic
changes in the last fifteen years. Completion of the sequencing of the first microbe ge-
nome in 1995 was followed by a flurry of activity. Today we have several hundred com-
plete genomes to hand, including that of humans, and many more to follow. Although
genome sequencing has become almost a commodity, the very optimistic initial expecta-
tions of this work, including the belief that much could be learned simply by looking at
the “blueprint” of life, have largely faded into the background.

It has become evident that knowledge about the genomic organization of life forms
must be complemented by understanding of gene-expression patterns and very detailed
information about the protein complement of the organisms, and that it will take many
years before major inroads can be made into a complete understanding of life. This has
led to the development of a variety of “omics” efforts, including genomics, proteomics,
metabolomics, and metabonomics. It is a typical sign of the times that about four years
ago even a journal called “Omics” emerged.

An introduction to the ever-expanding technology of the subject is a major part of this
book, which includes detailed description of the technology used to characterize genomic
organization, gene expression patterns, protein complements, and the post-translational
modification of proteins. The major model organisms and the work done to gain new in-
sights into their biology are another central focus of the book. Several chapters are also
devoted to introducing the bioinformatics tools and analytical strategies which are an in-
tegral part of any large-scale experiment.

As public awareness of relatively recent advances in life-science research increases, in-
tense discussion has arisen on how to deal with this new research field. This discussion,
which involves many groups in society, is also reflected in this book, with several chap-
ters dedicated to the social consequences of research and development which utilizes the
new approaches or the data derived from large-scale experiments. It should be clear that
nobody can just ignore this topic, because it has already had direct and indirect effects on
everyone’s day-to-day life.

The new wave of large-scale research might be of huge benefit to humanity in the fu-
ture, although in most cases we are still years away from this becoming reality. The pro-
mises and dangers of this field must be carefully weighed at each step, and this book tries
to make a contribution by introducing the relevant topics that are being discussed not on-
ly by scientific experts but by Society’s leaders also.
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1.1

Introduction

Genome research enables the establish-
ment of the complete genetic information
of organisms. The first complete genome
sequences established were those of prokar-
yotic and eukaryotic microorganisms, fol-
lowed by those of plants and animals (see,
for example, the TIGR web page at
http://www.tigr.org/). The organisms se-
lected for genome research were mostly
those which were already important in sci-
entific analysis and thus can be regarded as
model organisms. In general, organisms
are defined as model organisms when a
large amount of scientific knowledge has
been accumulated in the past. For this
chapter on genome projects of model or-
ganisms, several experts in genome re-
search have been asked to give an overview
of specific genome projects and to report on
the respective organism from their specific
point of view. The organisms selected in-
clude prokaryotic and eukaryotic microor-
ganisms, and plants and animals.

We have chosen the prokaryotes Escheri-
chia coli, Bacillus subtilis, and Archaeoglobus
fulgidus as representative model organisms.
The E. coli genome project is described by
M. KRÖGER (Giessen, Germany). He gives
an historical outline of the intensive re-
search on microbiology and genetics of this
organism, which cumulated in the E. coli
genome project. Many of the technological
tools currently available have been devel-
oped during the course of the E. coli ge-
nome project. E. coli is without doubt the
best-analyzed microorganism of all. The
knowledge of the complete sequence of
E. coli has confirmed its reputation as the
leading model organism of Gram_ eubacte-
ria.

A. DANCHIN and A. SEKOWSKA (Paris,
France) report on the genome project of the
environmentally and biotechnologically rel-
evant Gram+ eubacterium B. subtilis. The
contribution focuses on the results and
analysis of the sequencing effort and gives
several examples of specific and sometimes
unexpected findings of this project. Special
emphasis is given to genomic data which

1
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4 1 Genome Projects in Model Organisms

support the understanding of general fea-
tures such as translation and specific traits
relevant for living in its general habitat or its
usefulness for industrial processes.

A. fulgidus is the subject of the contribu-
tion by H.-P. KLENK (Feldafing, Germany).
Although this genome project was started
before the genetic properties of the organ-
ism had been extensively studied, its unique
lifestyle as a hyperthermophilic and sulfate-
reducing organism makes it a model for a
large number of environmentally important
microorganisms and species with high bio-
technological potential. The structure and
results of the genome project are described
in the contribution.

The yeast Saccharomyces cerevisiae has
been selected as a representative eukaryotic
microorganism. The yeast project is pre-
sented by H. FELDMANN (Munich, Germa-
ny). S. cerevisiae has a long tradition in bio-
technology and a long-term research history
as a eukaryotic model organism per se. It
was the first eukaryote to be completely se-
quenced and has led the way to sequencing
other eukaryotic genomes. The wealth of
the yeast’s sequence information as useful
reference for plant, animal, or human se-
quence comparisons is outlined in the con-
tribution.

Among the plants, the small crucifer
Arabidopsis thaliana was identified as the
classical model plant, because of simple cul-
tivation and short generation time. Its ge-
nome was originally considered to be the
smallest in the plant kingdom and was
therefore selected for the first plant genome
project, which is described here by L.
ALTSCHMIED (Gatersleben, Germany). The
sequence of A. thaliana helped to identify
that part of the genetic information unique
to plants. In the meantime, other plant ge-
nome sequencing projects were started,
many of which focus on specific problems
of crop cultivation and nutrition.

The roundworm Caenorhabditis elegans
and the fruitfly Drosophila melanogaster have
been selected as animal models, because of
their specific model character for higher an-
imals and also for humans. The genome
project of C. elegans is summarized by D.
JORDING (Bielefeld, Germany). The contri-
bution describes how the worm - despite its
simple appearance - became an interesting
model organism for features such as neuro-
nal growth, apoptosis, or signaling path-
ways. This genome project has also provid-
ed several bioinformatic tools which are
widely used for other genome projects.

The genome project concerning the fruit-
fly D. melanogaster is described by D. BUTT-
GEREIT and R. RENKAWITZ-POHL (Marburg,
Germany). D. melanogaster is currently the
best-analyzed multicellular organism and
can serve as a model system for features
such as the development of limbs, the ner-
vous system, circadian rhythms and even
for complex human diseases. The contribu-
tion gives examples of the genetic homolo-
gy and similarities between Drosophila and
the human, and outlines perspectives for
studying features of human diseases using
the fly as a model.

1.2

Genome Projects of Selected Prokaryotic
Model Organisms

1.2.1

The Gram_ Enterobacterium Escherichia coli

1.2.1.1

The Organism
The development of the most recent field of
molecular genetics is directly connected with
one of the best described model organisms,
the eubacterium Escherichia coli. There is no
textbook in biochemistry, genetics, or micro-
biology which does not contain extensive sec-
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tions describing numerous basic observa-
tions first noted in E. coli cells, or the respec-
tive bacteriophages, or using E. coli enzymes
as a tool. Consequently, several monographs
solely devoted to E. coli have been published.
Although it seems impossible to name or
count the number of scientists involved in
the characterization of E. coli, Tab. 1.1 is an

attempt to name some of the most deserving
people in chronological order.

The scientific career of E. coli (Fig. 1.1)
started in 1885 when the German pediatri-
cian T. Escherich described isolation of the
first strain from the feces of new-born ba-
bies. As late as 1958 this discovery was rec-
ognized internationally by use of his name

Table 1.1. Chronology of the most important primary detection and method applications with E. coli.

1886 “bacterium coli commune” by T. Escherich
1922 Lysogeny and prophages by d’Herelle
1940 Growth kinetics for a bacteriophage by M. Delbrück (Nobel prize 1969)
1943 Statistical interpretation of phage growth curve (game theorie) by S. Luria (Nobel prize 1969)
1947 Konjugation by E. Tatum and J. Lederberg (Nobel prize 1958)

Repair of UV-damage by A. Kelner and R. Dulbecco (Nobel prize for tumor virology)
1954 DNA as the carrier of genetic information, proven by use of radioisotopes by M. Chase and 

A. Hershey (Nobel prize 1969)
1959 Phage immunity as the first example of gene regulation by A. Lwoff (Nobel prize 1965)

Transduction of gal-genes (first isolated gene) by E. and J. Lederberg
Host-controlled modification of phage DNA by G. Bertani and J.J. Weigle

1959 DNA-polymerase I by A. Kornberg (Nobel prize 1959)
Polynucleotide-phosphorylase (RNA synthesis) by M. Grunberg-Manago and S. Ochoa 
(Nobel prize 1959)

1960 Semiconservative duplication of DNA by M. Meselson and F. Stahl
1961 Operon theory and induced fit by F. Jacob and J. Monod (Nobel prize 1965)
1964 Restriction enzymes by W. Arber (Nobel prize 1978)
1965 Physical genetic map with 99 genes by A.L. Taylor and M.S. Thoman

Strain collection by B. Bachmann
1968 DNA-ligase by several groups contemporaneously
1976 DNA-hybrids by P. Lobban and D. Kaiser
1977 Recombinant DNA from E. coli and SV40 by P. Berg (Nobel prize 1980)

Patent on genetic engineering by H. Boyer and S. Cohen
1978 Sequencing techniques using lac operator by W. Gilbert and E. coli polymerase by F. Sanger

(Nobel prize 1980)
1979 Promoter sequence by H. Schaller

Attenuation by C. Yanowsky
General ribosome structure by H.G. Wittmann

1979 Rat insulin expressed in E. coli by H. Goodmann
Synthetic gene expressed by K. Itakura and H. Boyer

1980 Site directed mutagenesis by M. Smith (Nobel prize 1993)
1985 Polymerase chain reaction by K.B. Mullis (Nobel prize 1993)
1988 Restriction map of the complete genome by Y. Kohara and K. Isono
1990 Organism-specific sequence data base by M. Kröger
1995 Total sequence of Haemophilus influenzae using an E. coli comparison
1999 Systematic sequence finished by a Japanese consortium under leadership of H. Mori
2000 Systematic sequence finished by F. Blattner
2000 Three-dimensional structure of ribosome by four groups contemporaneously
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to classify this group of bacterial strains. In
1921 the very first report on virus formation
was published for E. coli. Today we call the
respective observation “lysis by bacterio-
phages”. In 1935 these bacteriophages be-
came the most powerful tool in defining the
characteristics of individual genes. Because
of their small size, they were found to be
ideal tools for statistical calculations per-
formed by the former theoretical physicist
M. Delbrück. His very intensive and suc-
cessful work has attracted many others to
this area of research. In addition, Delbrück’s
extraordinary capability to catalyze the ex-
change of ideas and methods yielded the
legendary Cold Spring Harbor Phage
course. Everybody interested in basic genet-
ics has attended this famous summer
course or at least came to the respective an-
nual phage meeting. This course, which
was an ideal combination of joy and work,
became an ideal means of spreading practi-
cal methods. For many decades it was the
most important exchange forum for results
and ideas, and strains and mutants. Soon,
the so called “phage family” was formed,
which interacted almost like one big labora-
tory; for example, results were communicat-
ed preferentially by means of preprints. Fi-
nally, 15 Nobel prize-winners have their
roots in this summer-school (Tab. 1.1).

The substrain E. coli K12 was first used by
E. Tatum as a prototrophic strain. It was
chosen more or less by chance from the
strain collection of the Stanford Medical
School. Because it was especially easy to
cultivate and because it is, as an inhabitant
of our gut, a nontoxic organism by defini-
tion, the strain became very popular. Be-
cause of the vast knowledge already ac-
quired and because it did not form fimbri-
ae, E. coli K12 was chosen in 1975 at the fa-
mous Asilomar conference on biosafety as
the only organism on which early cloning
experiments were permitted [1]. No wonder
that almost all subsequent basic observa-
tions in the life sciences were obtained ei-
ther with or within E. coli. What started as
the “phage family”, however, dramatically
split into hundreds of individual groups
working in tough competition. As one of
the most important outcomes, sequencing
of E. coli was performed more than once.
Because of the separate efforts, the genome
finished only as number seven [2–4]. The
amount of knowledge acquired, however, is
certainly second to none and the way this
knowledge was acquired is interesting, both
in the history of sequencing methods and
bioinformatics, and because of its influence
on national and individual pride.

Fig. 1.1 Scanning electron micrograph (SEM) 
of Escherichia coli cells. (Image courtesy of
Shirley Owens, Center for Electron Optics,
MSU; found at http://commtechab.msu.edu/
sites/dlc-me/zoo/ zah0700.html#top#top)
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Work on E. coli is not finished with com-
pletion of the DNA sequence; data will be
continuously acquired to fully characterize
the genome in terms of genetic function
and protein structures [5]. This is very im-
portant, because several toxic E. coli strains
are known. Thus research on E. coli has
turned from basic science into applied
medical research. Consequently, the hu-
man toxic strain O157 has been completely
sequenced, again more than once (unpub-
lished).

1.2.1.2

Characterization of the Genome 
and Early Sequencing Efforts
With its history in mind and realizing the
impact of the data, it is obvious that an ever
growing number of colleagues worldwide
worked with or on E. coli. Consequently,
there was an early need for organization of
the data. This led to the first physical genet-
ic map, comprising 99 genes, of any living
organism, published in by Taylor and Tho-
man [6]. This map was improved and was
refined for several decades by Bach-
mann [7] and Berlyn [8]. These researchers
still maintain a very useful collection of
strains and mutants at Yale University. One
thousand and twenty-seven loci had been
mapped by 1983 [7]; these were used as the
basis of the very first sequence database
specific to a single organism [4]. As shown
in Fig. 2 of Kröger and Wahl [4], sequenc-
ing of E. coli started as early as 1967 with
one of the first ever characterized tRNA se-
quences. Immediately after DNA sequenc-
ing had been established numerous labora-
tories started to determine sequences of
their personal interest.

1.2.1.3

Structure of the Genome Project
In 1987 Isono’s group published a very in-
formative and incredibly exact restriction

map of the entire genome [9]. With the help
of K. Rudd it was possible to locate sequenc-
es quite precisely [8, 10]. But only very few
saw any advantage in closing the some-
times very small gaps, and so a worldwide
joint sequencing approach could not be es-
tablished. Two groups, one in Kobe, Ja-
pan [3] and one in Madison, Wisconsin [2]
started systematic sequencing of the ge-
nome in parallel, and another laboratory, at
Harvard University, used E. coli as a target
to develop new sequencing technology. Sev-
eral meetings, organized especially on E.
coli, did not result in a unified systematic
approach, thus many genes have been se-
quenced two or three times. Although spe-
cific databases have been maintained to
bring some order into the increasing chaos,
even this type of tool has been developed
several times in parallel [4, 10]. Whenever a
new contiguous sequence was published,
approximately 75 % had already previously
been submitted to the international data-
bases by other laboratories. The progress of
data acquisition followed a classical e-curve,
as shown in Fig. 2 of Kröger and Wahl [4].
Thus in 1992 it was possible to predict the
completeness of the sequence for 1997
without knowledge of the enormous techni-
cal innovations in between [4].

Both the Japanese consortium and the
group of F. Blattner started early; some peo-
ple say they started too early. They sub-
cloned the DNA first and used manual se-
quencing and older informatic systems. Se-
quencing was performed semi-automatical-
ly, and many students were employed to
read and monitor the X-ray films. When the
first genome sequence of Haemophilus in-
fluenzae appeared in 1995 the science foun-
dations wanted to discontinue support of
E. coli projects, which received their grant
support mainly because of the model char-
acter of the sequencing techniques devel-
oped.
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Three facts and truly international protest
convinced the juries to continue financial
support. First, in contrast with the other
completely sequenced organisms, E. coli is
an autonomously living organism. Second,
when the first complete very small genome
sequence was released, even the longest
contiguous sequence for E. coli was already
longer. Third, the other laboratories could
only finish their sequences because the E.
coli sequences were already publicly avail-
able. Consequently, the two main compet-
ing laboratories were allowed to purchase
several of the sequencing machines already
developed and use the shotgun approach to
complete their efforts. Finally, they finished
almost at the same time. H. Mori and his
colleagues included already published se-
quences from other laboratories in their se-
quence data and sent them to the interna-
tional databases on December 28th, 1996 [3]
and F. Blattner reported an entirely new se-
quence on January 16th, 1997 [2]. They add-
ed the last changes and additions as late as
October, 1998. Very sadly, at the end E. coli
had been sequenced almost three times [4].
Nowadays, however, most people forget
about all the other sources and refer to the
Blattner sequence.

1.2.1.4

Results from the Genome Project
When the sequences were finally finished,
most of the features of the genome were al-
ready known. Consequently, people no
longer celebrate the E. coli sequence as a
major breakthrough. At that time everybody
knew the genome was almost completely
covered with genes, although fewer than
half had been genetically characterized.
Tab. 1.2 illustrates this and shows the
counting differences. Because of this high
density of genes, F. Blattner and coworkers
defined “gray holes” whenever they found a
noncoding region of more than 2 kb [2]. It

was found that the termination of replica-
tion is almost exactly opposite to the origin
of replication. No special differences have
been found for either direction of replica-
tion. Approximately 40 formerly described
genetic features could not be located or sup-
ported by the sequence [4, 8]. On the other
hand, there are several examples of multi-
ple functions encoded by the same gene. It
was found that the multifunctional genes
are mostly involved in gene expression and
used as a general control factor. M. Riley de-
termined the number of gene duplications,
which is also not unexpectedly low when
neglecting the ribosomal operons [10].

Everybody is convinced that the real work
is starting only now. Several strain differ-
ences might be the cause of the deviations
between the different sequences available.
Thus the numbers of genes and nucleotides
differ slightly (Tab. 1.2). Everybody would
like to know the function of each of the
open reading frames [5], but nobody has re-
ceived the grant money to work on this im-
portant problem. Seemingly, other model
organisms are of more public interest; thus
it might well be that research on other or-
ganisms will now help our understanding
of E. coli, in just the same way that E. coli
provided information enabling understand-
ing of them. In contrast with yeast, it is very
hard to produce knock-out mutants. Thus,
we might have the same situation in the
postgenomic era as we had before the ge-
nome was finished. Several laboratories will
continue to work with E. coli, they will con-
stantly characterize one or the other open
reading frame, but there will be no mutual
effort [5]. A simple and highly efficient
method using PCR products to inactivate
chromosomal genes was recently devel-
oped [11]. This method has greatly facilitat-
ed systematic mutagenesis approaches in E.
coli.
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1.2.1.5

Follow-up Research in the Postgenomic Era
Today it seems more attractive to work with
toxic E. coli strains, for example O157, than
with E. coli K12. This strain has recently
been completely sequenced; the data are
available via the internet. Comparison of
toxic and nontoxic strains will certainly help
us to understand the toxic mechanisms. It
was, on the other hand, found to be correct

to use E. coli K12 as the most intensively
used strain for biological safety regula-
tions [1]. No additional features changed
this. This E. coli strain is subject to compre-
hensive transcriptomics and proteomics
studies. For global gene expression profil-
ing different systems like an Affymetrix
GeneChip and several oligonucleotide sets
for the printing of microarrays are available.
These tools have already been extensively

Table 1.2 Some statistical features of the E. coli genome.

Total size 4,639,221 bp1)

According to Regulon4) According to Blattner5)

Transcription units Proven 528
Predicted 2328

Genes Total found 4408 4403
Regulatory 85
Essential 200
Nonessential2) 2363 1897
Unknown3) 1761 2376
tRNA 84 84
rRNA 29 29

Promoters Proven 624
Predicted 4643

Sites 469

Regulatory interactions Found 642
Predicted 275

Terminators Found 96

RBS 98

Gene products Regulatory proteins 85
RNA 115 115
Other peptides 4190 4201

1) Additional 63 bp compared with the original sequence
2) Genes with known or predicted function
3) No other data available other than the existence of an open reading frame with a start sequence and more

than 100 codons
4) Data from http://tula.cifn.unam.mx/Computational_Genomics/regulondb/
5) Data from http://www.genome.wisc.edu
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used by researchers during recent years.
Proteomics studies resulted in a compre-
hensive reference map for the E. coli K-12
proteome (SWISS-2DPAGE, Two-dimen-
sional polyacrylamide gel electrophoresis
database, http://www.expasy.org/ch2d). The
“Encyclopedia of Escherichia coli K-12 Genes
and Metabolism” (EcoCyc) (www.ecocyc.org)
is a very useful and constantly growing
E. coli metabolic pathway database for the
scientific community [12].

Surprisingly, colleagues from mathemat-
ics or informatics have shown the most
interest in the bacterial sequences. They
have performed all kinds of statistical analy-
sis and tried to discover evolutionary roots.
Here another fear of the public is already
formulated – people are afraid of attempts
to reconstruct the first living cell. So there
are at least some attempts to find the mini-
mum set of genes for the most basic needs
of a cell. We have to ask again the very old
question: Do we really want to “play God”?
If so, E. coli could indeed serve as an impor-
tant milestone.

1.2.2

The Gram+ Spore-forming Bacillus subtilis

1.2.2.1

The Organism
Self-taught ideas have a long life – articles
about Bacillus subtilis (Fig. 1.2) almost invar-
iably begin with words such as: “B. subtilis,
a soil bacterium …”, nobody taking the ele-
mentary care to check on what type of ex-
perimental observation this is based. Bacil-
lus subtilis, first identified in 1885, is named
ko so kin in Japanese and laseczka sienna in
Polish, or “hay bacterium”, and this refers
to the real biotope of the organism, the sur-
face of grass or low-lying plants [13]. Inter-
estingly, it required its genome to be se-
quenced to acquire again its right biotope.

Of course, plant leaves fall on the soil sur-
face, and one must naturally find B. subtilis
there, but its normal niche is the surface of
leaves, the phylloplane. Hence, if one wish-
es to use this bacterium in industrial pro-
cesses, to engineer its genome, or simply to
understand the functions coded by its
genes, it is of fundamental importance to
understand where it normally thrives, and
which environmental conditions control its
life-cycle and the corresponding gene ex-
pression. Among other important ancillary
functions, B. subtilis has thus to explore, col-
onize, and exploit local resources, while at
the same time it must maintain itself, deal-
ing with congeners and with other organ-
isms: understanding B. subtilis requires
understanding the general properties of its
normal habitat.

Fig. 1.2 Electron micrograph of a thin section of 
Bacillus subtilis. The dividing cell is surrounded by 
a relatively dense wall (CW), enclosing the cell 
membrane (cm). Within the cell, the nucleoplasm
(n) is distinguishable by its fibrillar structure from
the cytoplasm, densely filled with 70S ribosomes (r).
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1.2.2.2

A Lesson from Genome Analysis: 
The Bacillus subtilis Biotope
The genome of B. subtilis (strain 168), se-
quenced by a team in European and Japa-
nese laboratories, is 4,214,630 bp long
(http://genolist.pasteur.fr/SubtiList/). Of
more than 4100 protein-coding genes, 53 %
are represented once. One quarter of the ge-
nome corresponds to several gene families
which have probably been expanded by
gene duplication. The largest family con-
tains 77 known and putative ATP-binding
cassette (ABC) permeases, indicating that,
despite its large metabolism gene number,
B. subtilis has to extract a variety of com-
pounds from its environment [14]. In gen-
eral, the permeating substrates are un-
changed during permeation. Group-trans-
fer, in which substrates are modified dur-
ing transport, plays an important role in B.
subtilis, however. Its genome codes for a va-
riety of phosphoenolpyruvate-dependent
systems (PTS) which transport carbohy-
drates and regulate general metabolism as a
function of the nature of the supplied car-
bon source. A functionally-related catabo-
lite repression control, mediated by a
unique system (not cyclic AMP), exists in
this organism [15]. Remarkably, apart from
the expected presence of glucose-mediated
regulation, it seems that carbon sources re-
lated to sucrose play a major role, via a very
complicated set of highly regulated path-
ways, indicating that this plant-associated
carbon supply is often encountered by the
bacteria. In the same way, B. subtilis can
grow on many of the carbohydrates synthe-
sized by grass-related plants.

In addition to carbon, oxygen, nitrogen,
hydrogen, sulfur, and phosphorus are the
core atoms of life. Some knowledge about
other metabolism in B. subtilis has accumu-
lated, but significantly less than in its E. coli
counterpart. Knowledge of its genome se-

quence is, however, rapidly changing the
situation, making B. subtilis a model of sim-
ilar general use to E. coli. A frameshift mu-
tation is present in an essential gene for
surfactin synthesis in strain 168 [16], but it
has been found that including a small
amount of a detergent into plates enabled
these bacteria to swarm and glide extreme-
ly efficiently (C.-K. Wun and A. Sekowska,
unpublished observations). The first lesson
of genome text analysis is thus that B. subti-
lis must be tightly associated with the plant
kingdom, with grasses in particular [17].
This should be considered in priority when
devising growth media for this bacterium,
in particular in industrial processes.

Another aspect of the B. subtilis life cycle
consistent with a plant-associated life is that
it can grow over a wide range of different
temperatures, up to 54–55 °C – an interest-
ing feature for large-scale industrial pro-
cesses. This indicates that its biosynthetic
machinery comprises control elements and
molecular chaperones that enable this ver-
satility. Gene duplication might enable ad-
aptation to high temperature, with iso-
zymes having low- and high-temperature
optima. Because the ecological niche of B.
subtilis is linked to the plant kingdom, it is
subjected to rapid alternating drying and
wetting. Accordingly, this organism is very
resistant to osmotic stress, and can grow
well in media containing 1 M NaCl. Also,
the high level of oxygen concentration
reached during daytime are met with pro-
tection systems – B. subtilis seems to have
as many as six catalase genes, both of the
heme-containing type (katA, katB, and katX
in spores) and of the manganese-containing
type (ydbD, PBX phage-associated yjqC, and
cotJC in spores).

The obvious conclusion from these ob-
servations is that the normal B. subtilis
niche is the surface of leaves [18]. This is
consistent with the old observation that
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B. subtilis makes up the major population of
the bacteria of rotting hay. Furthermore,
consistent with the extreme variety of condi-
tions prevailing on plants, B. subtilis is an
endospore-forming bacterium, making
spores highly resistant to the lethal effects
of heat, drying, many chemicals, and radia-
tion.

1.2.2.3

To Lead or to Lag: First Laws of Genomics
Analysis of repeated sequences in the
B. subtilis genome discovered an unexpect-
ed feature: strain 168 does not contain in-
sertion sequences. A strict constraint on the
spatial distribution of repeats longer than
25 bp was found in the genome, in contrast
with the situation in E. coli. Correlation of
the spatial distribution of repeats and the
absence of insertion sequences in the ge-
nome suggests that mechanisms aimed at
their avoidance and/or elimination have
been developed [19]. This observation is par-
ticularly relevant for biotechnological pro-
cesses in which one has multiplied the copy
number of genes to improve production. Al-
though there is generally no predictable link
between the structure and function of bio-
logical objects, the pressure of natural selec-
tion has adapted together gene and gene
products. Biases in features of predictably
unbiased processes is evidence of prior se-
lective pressure. With B. subtilis one ob-
serves a strong bias in the polarity of tran-
scription with respect to replication: 70 % of
the genes are transcribed in the direction of
the replication fork movement [14]. Global
analysis of oligonucleotides in the genome
demonstrated there is a significant bias not
only in the base or codon composition of
one DNA strand relative to the other, but,
quite surprisingly, there is a strong bias at
the level of the amino-acid content of the
proteins. The proteins coded by the leading
strand are valine-rich and those coded by

the lagging strand are threonine and isoleu-
cine-rich. This first law of genomics seems
to extend to many bacterial genomes [20]. It
must result from a strong selection pres-
sure of a yet unknown nature, demonstrat-
ing that, contrary to an opinion frequently
held, genomes are not, on a global scale,
plastic structures. This should be taken into
account when expressing foreign proteins
in bacteria.

Three principal modes of transfer of ge-
netic material – transformation, conjuga-
tion, and transduction – occur naturally in
prokaryotes. In B. subtilis, transformation is
an efficient process (at least in some B. sub-
tilis species such as the strain 168) and
transduction with the appropriate carrier
phages is well understood.

The unique presence in the B. subtilis ge-
nome of local repeats, suggesting Camp-
bell-like integration of foreign DNA, is con-
sistent with strong involvement of recombi-
nation processes in its evolution. Recombi-
nation must, furthermore, be involved in
mutation correction. In B. subtilis, MutS
and MutL homologs occur, presumably for
the purpose of recognizing mismatched
base pairs [21]. No counterpart of MutH ac-
tivity, which would enable the daughter
strand to be distinguished from its parent,
has, however, been identified. It is, there-
fore, not known how the long-patch mis-
match repair system corrects mutations in
the newly synthesized strand. One can spec-
ulate that the nicks caused in the daughter
strands by excision of newly misincorporat-
ed uracil instead of thymine during replica-
tion might provide the appropriate signal.
Ongoing fine studies of the distribution of
nucleotides in the genome might substan-
tiate this hypothesis.

The recently sequenced genome of the
pathogen Listeria monocytogenes has many
features in common with that of the ge-
nome of B. subtilis [22]. Preliminary analysis
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suggests that the B. subtilis genome might
be organized around the genes of core
metabolic pathways, such as that of sulfur
metabolism [23], consistent with a strong
correlation between the organization of the
genome and the architecture of the cell.

1.2.2.4

Translation: Codon Usage and the 
Organization of the Cell’s Cytoplasm
Exploiting the redundancy of the genetic
code, coding sequences show evidence of
highly variable biases of codon usage. The
genes of B. subtilis are split into three class-
es on the basis of their codon usage bias.
One class comprises the bulk of the pro-
teins, another is made up of genes ex-
pressed at a high level during exponential
growth, and a third class, with A + T-rich
codons, corresponds to portions of the ge-
nome that have been horizontally ex-
changed [14].

When mRNA threads are emerging from
DNA they become engaged by the lattice of
ribosomes, and ratchet from one ribosome
to the next, like a thread in a wiredrawing
machine [24]. In this process, nascent pro-
teins are synthesized on each ribosome,
spread throughout the cytoplasm by the lin-
ear diffusion of the mRNA molecule from
ribosome to ribosome. If the environmental
conditions change suddenly, however, the
transcription complex must often break up.
Truncated mRNA is likely to be a danger-
ous molecule because, if translated, it
would produce a truncated protein. Such
protein fragments are often toxic, because
they can disrupt the architecture of multi-
subunit complexes. A process copes with
this kind of accident in B. subtilis. When a
truncated mRNA molecule reaches its end,
the ribosome stops translating, and waits. A
specialized RNA, tmRNA, that is folded and
processed at its 3′ end like a tRNA and
charged with alanine, comes in, inserts its

alanine at the C-terminus of the nascent
polypeptide, then replaces the mRNA with-
in a ribosome, where it is translated as
ASFNQNVALAA. This tail is a protein tag
that is then used to direct the truncated
tagged protein to a proteolytic complex
(ClpA, ClpX), where it is degraded [25].

1.2.2.5

Post-sequencing Functional Genomics: 
Essential Genes and Expression-profiling
Studies
Sequencing a genome is not a goal per se.
Apart from trying to understand how genes
function together it is most important, es-
pecially for industrial processes, to know
how they interact. As a first step it was
interesting to identify the genes essential
for life in rich media. The European–Japa-
nese functional genomics consortium en-
deavored to inactivate all the B. subtilis
genes one by one [26]. In 2004, the outcome
of this work are still the first and only result
in which we can list all the essential genes
in bacteria. In this genome counting over
4100 genes, 271 seem to be essential for
growth in rich medium under laboratory
conditions (i.e. without being challenged by
competition with other organisms or by
changing environmental conditions). Most
of these genes can be placed into a few large
and predicable functional categories, for ex-
ample information processing, cell enve-
lope biosynthesis, shape, division, and en-
ergy management. The remaining genes,
however, fall into categories not expected to
be essential, for example some Embden–
Meyerhof–Parnas pathway genes and genes
involved in purine biosynthesis. This opens
the perspective that these enzymes can have
novel and unexpected functions in the cell.
Interestingly, among the 26 essential genes
that belongs to either “other functions” or
“unknown genes” categories, seven belong
to or carry the signature for (ATP/)GTP-
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binding proteins – several now seem to code
for tRNA modifications [27], but some could
be in charge of coordination of essential
processes listed above, as seems to be true
for eukaryotes. A remarkable outcome of
this project was the discovery that essential
genes are grouped along the leading replica-
tion strands in the genome [28]. This fea-
ture is general and indicates that genes can-
not, at least under strong competitive condi-
tions, be shuffled randomly in the chromo-
some. This has important consequences for
genetic manipulation of organisms of bio-
technological interest.

Beside identification of B. subtilis essen-
tial genes, the European–Japanese project
produced an almost complete representa-
tive collection of mutants of this bacterium.
This collection is freely available to the sci-
entific community, in particular for biotech-
nology-oriented studies. This strategy is a
good example of genome-wide approaches
that would have been unthinkable two
decades ago. The obvious continuation in
this line was the use of transcriptome anal-
ysis (identification of all transcripts on DNA
arrays under a variety of experimental con-
ditions). Several dozen reports appeared in
the literature in those years dealing with
data obtained by this global approach. With
different technical solutions (from commer-
cially available macroarrays with radioactive
labeling through custom-made glass micro-
arrays with fluorescent labeling) they offer
an almost exhaustive point of view at the
level of transcription answering a given
question, assuming particular attention has
been devoted to controlling all upstream ex-
perimental steps (RNA preparation, cDNA
synthesis) and to making use of well-chosen
statistical analyses. Many reports have been
devoted to the study of heat-shock proteins
but not much work was devoted to the
equally important cold-shock proteins of the
bacteria. The two-component system desKR

was recently identified; this regulates ex-
pression of des gene coding for desaturase,
which participates in cold adaptation
through membrane lipid modification. To
discover whether the desKR system is exclu-
sively devoted to des regulation or consti-
tutes a cold-triggered regulatory system of
global relevance, macroarray studies
seemed to be the method of choice [29]. A
major outcome of this study was, it seemed,
that the desKR system controls des gene ex-
pression only. Unexpectedly, this work un-
covered many novel partners involved in
cold shock response, with almost half of
these genes annotated as carrying an un-
known function. The categories of genes af-
fected by the cold-shock response were, as
expected, the cold shock protein genes that
were already known, but also heat-shock
protein genes and genes involved in transla-
tion machinery, amino acid biosynthesis,
nucleoid structure, ABC permeases (for ac-
etoin in particular), purine and pyrimidine
biosynthesis and glycolysis, the citric acid
cycle, and ATP synthesis. Because these last
categories are found in most transcriptome
studies, it remains to be seen whether they
are indeed specific to cold shock. Among
genes of unknown function particularly
interesting in biotechnology one can men-
tion the yplP gene, which codes for a tran-
scriptional regulator that belongs to the
NtrC/NifA family and which, when inacti-
vated, causes a cold-specific late-growth
phenotype. However, the exact role of YplP
protein remains to be understood.

An essential complement to transcrip-
tome studies is exploration of the bacterial
proteome, which gives a detailed look at the
behavior of the final players. Because what
really counts for a cell is the final level of its
mature proteins, and because many post-
transcriptional modifications can alter the
fate of mRNA translation products into ma-
ture proteins, transcriptome analysis alone
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provides only an approximation of what is
going to really happen in the cell. Studying
the proteome expressed under specific con-
ditions can help uncover interesting links
between different parts of metabolism. This
has been explored under conditions impor-
tant for biotechnology, for example the salt-
stress response and iron metabolism [30].
This recent work aiming at establishing the
network of proteins affected by osmotic
stress has shown that B. subtilis cells grow-
ing under high-salinity are subjected to iron
limitation, as indicated by the increase of
expression of several putative iron-uptake
systems (fhuD, fhuB, feuA, ytiY and yfmC)
or iron siderophore bacillibactin synthesis
and modification genes (dhbABCE). The
derepression of the dhb operon seems to be
more a salt-specific effect than a general os-
motic effect, because it is not produced by
addition of iso-osmotic non-ionic osmolites
(sucrose or maltose) to the growth medium.
Some high-salinity growth-defect pheno-
types could, furthermore, be reversed by
supplementation of the medium with ex-
cess iron. This work shows that two distinct
factors important in fermentors – iron lim-
itation and high-salinity stress – hitherto re-
garded as separate growth-limiting factors,
are indeed not so separate.

1.2.2.6

Industrial Processes
Bacillus subtilis is generally recognized as
safe (GRAS). It is much used industrially
both for enzyme production and for food-
supply fermentation. Riboflavin is derived
from genetically modified B. subtilis by use
of fermentation techniques. For some time
high levels of heterologous gene expression
in B. subtilis was difficult to achieve. In con-
trast with Gram-negatives, A + T-rich Gram-
positive bacteria have optimized transcrip-
tion and translation signals; although
B. subtilis has a counterpart of the rpsA

gene, this organism lacks the function of
the corresponding ribosomal S1 protein
which enables recognition of the ribosome-
binding site upstream of the translation
start codons [31]. Traditional techniques
(e.g. random mutagenesis followed by
screening; ad hoc optimization of poorly de-
fined culture media) are important and will
continue to be used in the food industry,
but biotechnology must now include ge-
nomics to target artificial genes that follow
the sequence rules of the genome at a pre-
cise position, adapted to the genome struc-
ture, and to modify intermediary metab-
olism while complying with the adapted
niche of the organism, as revealed by its ge-
nome. As a complement to standard genet-
ic engineering and transgenic technology,
knowing the genome text has opened a
whole new range of possibilities in food-
product development, in particular ena-
bling “humanization” of the content of food
products (adaptation to the human metab-
olism, and even adaptation to sick or
healthy conditions). These techniques pro-
vide an attractive means of producing
healthier food ingredients and products
that are currently not available or are very
expensive. B. subtilis will remain a tool of
choice in this respect.

1.2.2.7

Open Questions
The complete genome sequence of B. subti-
lis contains information that remains
underutilized in the current prediction
methods applied to gene functions, most of
which are based on similarity searches of
individual genes. In particular, it is now
clear that the order of the genes in the chro-
mosome is not random, and that some hot
spots enable gene insertion without much
damage whereas other regions are forbid-
den. For production of small molecules one
must use higher-level information on meta-
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bolic pathways to reconstruct a complete
functional unit from a set of genes. The re-
construction in silico of selected portions of
metabolism using the existing biochemical
knowledge of similar gene products has
been undertaken. Although the core biosyn-
thetic pathways of all twenty amino acids
have been completely reconstructed in B.
subtilis, many satellite or recycling path-
ways, in particular the synthesis of pyrimi-
dines, have not yet been identified in sulfur
and short-carbon-chain acid metabolism.
Finally, there remain some 800 genes of
completely unknown function in the ge-
nome of strain 168, including a few tens of
“orphan” genes that have no counterpart in
any known genome, and many more in the
genome of related species. It remains to be
understood whether they play an important
role for biotechnological processes.

1.2.3

The Archaeon Archaeoglobus fulgidus

1.2.3.1

The Organism
Archaeoglobus fulgidus is a strictly anaerobic,
hyperthermophilic, sulfate-reducing archae-
on. It is the first sulfate-reducing organism
for which the complete genome sequence
has been determined and published [32].
Sulfate-reducing organisms are essential to
the biosphere, because biological sulfate re-
duction is part of the global sulfur cycle.
The ability to grow by sulfate-reduction is
restricted to a few groups of prokaryotes

only. The Archaeoglobales are in two ways
unique within this group:

1. they are members of the Archaea and
therefore unrelated to all other sulfate re-
ducers, which belong to the Bacteria; and

2. the Archaeoglobales are the only hyper-
thermophiles within the sulfate-reducers,
a feature which enables them to occupy ex-
treme environments, for example hydro-
thermal fields and sub-surface oil fields.

The production of iron sulfide as an end
product of high-temperature sulfate reduc-
tion by Archaeoglobus species contributes to
oil-well “souring”, which causes corrosion
of iron and steel in submarine oil- and gas-
processing systems. A. fulgidus is also a
model for hyperthermopilic organisms and
for the Archaea, because it is only the sec-
ond hyperthermophile whose genome has
been completely deciphered (after Methano-
coccus jannaschii), and it is the third species
of Archaea (after M. jannaschii and Methan-
obacterium thermoautotrophicum) whose ge-
nome has been completely sequenced and
published.

A. fulgidus DSM4304 (Fig. 1.3) is the type
strain of the Archaeoglobales [33]. Its glyco-
protein-covered cells are irregular spheres
(diameter 2 µm) with four distinct monopo-
lar flagella. It grows not only organohetero-
trophically, using a variety of carbon and
energy sources, but also lithoautotrophical-
ly on hydrogen, thiosulfate, and carbon
dioxide. Within the range 60–95 °C it grows
best at 83 °C.

Fig. 1.3 Electron-micrograph of A. fulgidus
DSM4303 (strain VC-16), kindly provided by 
K.O. Stetter, University of Regensburg. The bar 
in the lower right corner represents 1 µm.
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Before genome sequencing very little was
known about the genomic organization of
A. fulgidus. The first estimate of its genome
size, obtained by use of pulsed field gel elec-
trophoresis, was published after final as-
sembly of the genome sequences had al-
ready been achieved. Because extra-chromo-
somal elements are absent from A. fulgidus,
it was determined that the genome consists
of only one circular chromosome. Although
data about genetic or physical mapping of
the genome were unknown before the se-
quencing project, a small-scale approach to
physical mapping was performed late in the
project for confirmation of the genome as-
sembly. Sequences of only eleven genes
from A. fulgidus had been published before
the sequencing project started; these cov-
ered less than 0.7 % of the genome.

1.2.3.2

Structure of the Genome Project
The whole-genome random sequencing
procedure was chosen as sequencing strate-
gy for the A. fulgidus genome project. This
procedure had previously been applied to
four microbial genomes sequenced at The
Institute for Genomic Research (TIGR):
Haemophilus influenzae, Mycoplasma geni-
talium, M. jannaschii, and Helicobacter pylo-
ri [34]. Chromosomal DNA for the con-
struction of libraries was prepared from a
culture derived from a single cell isolated by
means of optical tweezers and provided by
K.O. Stetter. Three libraries were used for
sequencing – two plasmid libraries
(1.42 kbp and 2.94 kbp insert size) for mass
sequence production and one large insert ë-
library (16.38 kbp insert size) for the ge-
nome scaffold. The initial random sequenc-
ing phase was performed with these librar-
ies until 6.7-fold sequence coverage was
achieved. At this stage the genome was as-
sembled into 152 contigs separated by se-
quence gaps and five groups of contigs sep-

arated by physical gaps. Sequence gaps
were closed by a combined approach of ed-
iting the ends of sequence traces and by
primer walking on plasmid- and ë-clones
spanning the gaps. Physical gaps were
closed by direct sequencing of PCR-frag-
ments generated by combinatorial PCR re-
actions. Only 0.33 % of the genome (90 re-
gions) was covered by only one single se-
quence after the gap-closure phase. These
regions were confirmed by additional se-
quencing reactions to ensure a minimum
sequence coverage of two for the whole ge-
nome. The final assembly consisted of
29,642 sequencing runs which cover the ge-
nome sequence 6.8-fold.

The A. fulgidus genome project was fi-
nanced by the US Department of Energy
(DOE) within the Microbial Genome Pro-
gram. This program financed several of the
early microbial genome-sequencing pro-
jects performed at a variety of genome cen-
ters, for example M. jannaschii (TIGR), M.
thermoautotrophicum (Genome Therapeu-
tics), Aquifex aeolicus (Recombinant BioCa-
talysis, now DIVERSA), Pyrobaculum aero-
philum (California Institute of Technology),
Pyrococcus furiosus (University of Utah), and
Deinococcus radiodurans (Uniformed Servic-
es University of the Health Sciences). Like
the M. jannaschii project which was started
one year earlier, the A. fulgidus genome was
sequenced and analyzed in a collaboration
between researchers at TIGR and Carl R.
Woese and Gary J. Olsen at the Department
of Microbiology at the University of Illinois,
Champaign-Urbana. The plasmid libraries
were constructed in Urbana, whereas the ë-
library was constructed at TIGR. Sequenc-
ing and assembly was performed at TIGR
using automated ABI sequencers and a TIGR
assembler, respectively. Confirmation of the
assembly by mapping with large-size re-
striction fragments was performed in Urba-
na. Open reading frame (ORF) prediction
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and identification of functions, and the data
mining and interpretation of the genome
content was performed jointly by both teams.

Coding regions in the final genome se-
quence were identified with a combination
of two sets of ORF generated by programs
developed by members of the two teams –
GeneSmith, by H.O. Smith at TIGR and
CRITICA, by G.J. Olsen and J.H. Badger in
Urbana. The two sets of ORF identified by
GeneSmith and CRITICA were merged into
one consensus set containing all members
of both initial sets. The amino acid sequenc-
es derived from the consensus set were
compared with a non-redundant protein
database using BLASTX. ORFs shorter than
30 codons were carefully inspected for data-
base hits and eliminated when there was no
significant database match. The results of
the database comparisons were first in-
spected and categorized by TIGR’s microbi-
al annotation team. This initial annotation
database was then further analyzed and re-
fined by a team of experts for all major bio-
logical role categories.

The sequencing strategy chosen for the A.
fulgidus genome project has some advantag-
es compared with alternative strategies ap-
plied in genome research:
1. Given the relatively large set of automated

sequencers available at TIGR, the whole-
genome random sequencing procedure is
much faster than any strategy that in-
cludes a mapping step before the se-
quencing phase;

2. Within the DOE Microbial Genome Pro-
gram the TIGR strategy and the sequenc-
ing technology used for the M. jannaschii
and A. fulgidus genome projects proved to
be clearly superior in competition with
projects based on multiplex sequencing
(M. thermoautotrophicum and P. furiosus),
by finishing two genomes in less time
than the competing laboratories needed
for one genome each; and

3. The interactive annotation with a team of
experts for the organism and for each bi-
ological category ensured a more sophis-
ticated final annotation than any auto-
mated system could achieve at that time.

1.2.3.3

Results from the Genome Project
Although the initial characterization of the
genome revealed all its basic features, anno-
tation of biological functions for the ORF
will continue to be updated for new func-
tions identified either in A. fulgidus or for
homologous genes characterized in other
organisms. The size of the A. fulgidus ge-
nome was determined to be 2,178,400 bp,
with an average G + C content of 48.5 %.
Three regions with low G + C content
(<39 %) were identified, two of which en-
code enzymes for lipopolysaccharide bio-
synthesis. The two regions with the highest
G + C content (>53 %) contain the riboso-
mal RNA and proteins involved in heme bi-
osynthesis. With the bioinformatics tools
available when genome characterization
was complete, no origin of replication could
be identified. The genome contains only
one set of genes for ribosomal RNA. Other
RNA encoded in A. fulgidus are 46 species of
tRNA, five of them with introns 15–62 bp
long, no significant tRNA clusters, 7S RNA
and RNase P. All together 0.4 % of the ge-
nome is covered by genes for stable RNA.
Three regions with short (<49 bp) non-cod-
ing repeats (42–60 copies) were identified.
All three repeated sequences are similar to
short repeated sequences found in M. jan-
naschii [35]. Nine classes of long, coding re-
peats (>95 % sequence identity) were iden-
tified within the genome, three of them
might represent IS elements, and three oth-
er repeats encode conserved hypothetical
proteins found previously in other ge-
nomes. The consensus set of ORF contains
2436 members with an average length of
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822 bp, similar to M. jannaschii (856 bp),
but shorter than in most bacterial genomes
(average 949 bp). With 1.1 ORF per kb, the
gene density seems to be slightly higher
than in other microbial genomes, although
the fraction of the genome covered by pro-
tein coding genes (92.2 %) is comparable
with that for other genomes. The elevated
number of ORF per kbp might be artificial,
because of a lack of stop codons in high
G + C organisms. Predicted start codons are
76 % ATG, 22 % GTG, and 2 % TTG. No
inteins were identified in the genome. The
isoelectric point of the predicted proteins in
A. fulgidus is rather low (median pI is 6.3);
for other prokaryotes distributions peak
between 5.5 and 10.5. Putative functions
could be assigned to about half of the pre-
dicted ORF (47 %) by significant matches
in database searches. One quarter (26.7 %)
of all ORF are homologous to ORF previ-
ously identified in other genomes (“con-
served hypotheticals”), whereas the remain-
ing quarter (26.2 %) of the ORF in A. fulgid-
us seem to be unique, without any signifi-
cant database match. A. fulgidus contains an
unusually large number of paralogous gene
families: 242 families with 719 members
(30 % of all ORF). This might explain why
the genome is larger than most other ar-
chaeal genomes (average approximately
1.7 Mbp). Interestingly, one third of the
identified families (85 out of 242) have no
single member for which a biological func-
tion could be predicted. The largest families
contain genes assigned to “energy metab-
olism”, “transporters”, and “fatty acid me-
tabolism”.

The genome of A. fulgidus is neither the
first archaeal genome to be sequenced com-
pletely nor is it the first genome of a hyper-
thermophilic organism. The novelties for
both features had already been reported to-
gether with the genome of M. jannas-
chii [35]. A. fulgidus is, however, the first sul-

fate-reducing organism whose genome was
completely deciphered. The next genome of
a sulfate reducer followed almost seven
years later with that of Desulfotalea psychro-
phila, an organism whose optimum growth
temperature is 75 ° lower than that of A. ful-
gidus [36]. Model findings in respect of sul-
fur and sulfate metabolism were not expect-
ed from the genome, because sulfate me-
tabolism had already been heavily studied
in A. fulgidus before the genome project.
The genes for most enzymes involved in
sulfate reduction were already published,
and new information from the genome con-
firmed only that the sulfur oxide reduction
systems in Archaea and Bacteria were very
similar. The single most exciting finding in
the genome of A. fulgidus was identification
of multiple genes for acetyl-CoA synthase
and the presence of 57 â-oxidation en-
zymes. It has been reported that the organ-
ism is incapable of growth on acetate [37],
and no system for â-oxidation has previous-
ly been described in the Archaea. It appears
now that A. fulgidus can gain energy by deg-
radation of a variety of hydrocarbons and
organic acids, because genes for a least five
types of ferredoxin-dependent oxidoreduc-
tases and at least one lipase were also iden-
tified. Interestingly, at about the same time
as the unexpected genes for metabolizing
enzymes were identified, it was also report-
ed that a close relative of A. fulgidus is able
to grow on olive oil (K. O. Stetter, personal
communication), a feature that would re-
quire the presence of the genes just identi-
fied in A. fulgidus. On the other hand, not all
genes necessary for the pathways described
in the organism could be identified. Glu-
cose has been described as a carbon source
for A. fulgidus [38], but neither an uptake-
transporter nor a catabolic pathway for glu-
cose could be identified in the genome.
There is still a chance that the required
genes are hidden in the pool of functionally
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uncharacterized ORFs. Other interesting
findings in respect of the biology of A. ful-
gidus concern sensory functions and regula-
tion of gene expression. A. fulgidus seems to
have complex sensory and regulatory net-
works – a major difference from results re-
ported for M. jannaschii – consistent with its
extensive energy-producing metabolism
and versatile system for carbon utilization.
These networks contain more than 55 pro-
teins with presumed regulatory functions
and several iron-dependent repressor pro-
teins. At least 15 signal-transducing histi-
dine kinases were identified, but only nine
response regulators.

1.2.3.4

Follow-up Research
Almost 30 papers about A. fulgidus were
published between the initial description of
the organism in 1987 and the genome se-
quence ten years later. In the six years since
the genome was finished A. fulgidus was
mentioned in the title or abstract of more
than 165 research articles. Although func-
tional genomics is now a hot topic at many
scientific meetings and discussions, A. ful-
gidus seems to be no prime candidate for
such studies. So far not a single publication
has dealt with proteomics, transcriptome, or
serial mutagenesis in this organism. The re-
cently published papers that refer to the A.
fulgidus genome sequence fall into three al-
most equally represented categories: com-
parative genomics, structure of A. fulgidus
proteins, and characterization of expressed
enzymes. One of the most interesting fol-
low up stories is probably that on the flap
endonucleases. In October 1998 Hosfield et
al. described newly discovered archaeal flap
endonucleases (FEN) from A. fulgidus, M.
jannaschii and P. furiosus with a structure-
specific mechanism for DNA substrate
binding and catalysis resembling human
flap endonuclease [39]. In Spring 1999 Lya-

michev et al. showed how FEN could be
used for polymorphism identification and
quantitative detection of genomic DNA by
invasive cleavage of oligonucleotide pro-
bes [40]. In May 2000, Cooksey et al. de-
scribed an invader assay based on A. fulgid-
us FEN that enables linear signal amplifica-
tion for identification of mutatons [41]. This
procedure could eventually become impor-
tant as a non-PCR based procedure for SNP
detection. The identification of 86 candi-
dates for small non-messenger RNA by
Tang et al. [42] and identification of the un-
usual organization of the putative replica-
tion origin region by Maisnier-Patin et
al. [43] also mark noteworthy progress in
our knowledge about the model organism
A. fulgidus.

1.3

Genome Projects of Selected Eukaryotic
Model Organisms

1.3.1

The Budding Yeast Saccharomyces cerevisiae

1.3.1.1

Yeast as a Model Organism
The budding yeast, Saccharomyces cerevisiae
(Fig. 1.4), can be regarded as one of the
most important fungal organisms used in
biotechnological processes. It owes its
name to its ability to ferment saccharose,
and has served mankind for several thou-
sand years in the making of bread and alco-
holic beverages. The introduction of yeast
as an experimental system dates back to the
1930s and has since attracted increasing at-
tention. Unlike more complex eukaryotes,
yeast cells can be grown on defined media
giving the investigator complete control
over environmental conditions. The ele-
gance of yeast genetics and the ease of ma-
nipulation of yeast have substantially con-
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tributed to the explosive growth in yeast
molecular biology. This success is also a
consequence of the notion that the extent to
which basic biological processes have been
conserved throughout eukaryotic life is re-
markable and makes yeast a unique unicel-
lular model organism in which cell archi-
tecture and fundamental cellular mecha-
nisms can be successfully investigated. No
wonder, then, that yeast had again reached
the forefront in experimental molecular bi-
ology by being the first eukaryotic organism
of which the entire genome sequence be-
came available [44, 45]. The wealth of se-
quence information obtained in the yeast
genome project was found to be extremely
useful as a reference against which se-
quences of human, animal, or plant genes
could be compared.

The first genetic map of S. cerevisiae was
published by Lindegren in 1949 [46]; many
revisions and refinements have appeared
since. At the outset of the sequencing pro-
ject approximately 1200 genes had been
mapped and detailed biochemical knowl-
edge about a similar number of genes en-
coding either RNA or protein products had
accumulated [47]. The existence of 16 chro-
mosomes ranging in size between 250 and
~2500 kb was firmly established when it be-

came feasible to separate all chromosomes
by pulsed-field gel electrophoresis (PFGE).
This also provided definition of “electro-
phoretic karyotypes” of strains by sizing
chromosomes [48]. Not only do laboratory
strains have different karyotypes, because
of chromosome length polymorphisms and
chromosomal rearrangements, but so do
industrial strains. A defined laboratory
strain (αS288C) was therefore chosen for
the yeast sequencing project.

1.3.1.2

The Yeast Genome Sequencing Project
The yeast sequencing project was initiated
in 1989 within the framework of EU bio-
technology programs. It was based on a net-
work approach into which 35 European la-
boratories initially became involved, and
chromosome III – the first eukaryotic chro-
mosome ever to be sequenced – was com-
pleted in 1992. In the following years and
engaging many more laboratories, sequenc-
ing of further complete chromosomes was
tackled by the European network. Soon af-
ter its beginning, laboratories in other parts
of the world joined the project to sequence
other chromosomes or parts thereof, end-
ing up in a coordinated international enter-
prise. Finally, more than 600 scientists in
Europe, North America, and Japan became
involved in this effort. The sequence of the
entire yeast genome was completed in early
1996 and released to public databases in
April 1996.

Although the sequencing of chromosome
III started from a collection of overlapping
plasmid or phage lambda clones, it was ex-
pected that cosmid libraries would subse-
quently have to be used to aid large-scale se-
quencing [49]. Assuming an average insert
length of 35–40 kb, a cosmid library con-
taining 4600 random clones would repre-
sent the yeast genome at approximately
twelve times the genome equivalent. The

Fig. 1.4 Micrograph of the budding yeast Saccha-
romyces cerevisiae during spore formation. The cell
wall, nucleus, vacuole, mitochondria, and spindle
are indicated.
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advantages of cloning DNA segments in cos-
mids were at hand – clones were found to be
stable for many years and the small number
of clones was advantageous in setting up or-
dered yeast cosmid libraries or sorting out
and mapping chromosome-specific subli-
braries. High-resolution physical maps of
the chromosomes to be sequenced were
constructed by application of classical map-
ping methods (fingerprints, cross-hybridza-
tion) or by novel methods developed for this
program, for example site-specific chromo-
some fragmentation [50] or a high-resolu-
tion cross-hybridization matrix, to facilitate
sequencing and assembly of the sequences.

In the European network chromosome-
specific clones were distributed to the col-
laborating laboratories according to a
scheme worked out by the DNA coordina-
tors. Each contracting laboratory was free to
apply sequencing strategies and techniques
of its own provided that the sequences were
entirely determined on both strands and
unambiguous readings were obtained. Two
principle approaches were used to prepare
subclones for sequencing:

1. generation of sublibraries by use of a se-
ries of appropriate restriction enzymes or
from nested deletions of appropriate sub-
fragments made by exonuclease III; and

2. generation of shotgun libraries from
whole cosmids or subcloned fragments
by random shearing of the DNA.

Sequencing by the Sanger technique was ei-
ther performed manually, labeling with
[35S]dATP being the preferred method of
monitoring, or by use of automated devices
(on-line detection with fluorescence label-
ing or direct blotting electrophoresis
system) following a variety of established
procedures. Similar procedures were ap-
plied to the sequencing of the chromo-
somes contributed by the Sanger laboratory
and by laboratories in the USA, Canada, and

Japan. The American laboratories largely
relied on machine-based sequencing.

Because of their repetitive substructure
and the lack of appropriate restriction sites,
the yeast chromosome telomeres were a
particular problem. Conventional cloning
procedures were successful for a few excep-
tions only. Telomeres were usually physi-
cally mapped relative to the terminal-most
cosmid inserts using the chromosome frag-
mentation procedure [50]. The sequences
were then determined from specific plas-
mid clones obtained by “telomere trap clon-
ing”, an elegant strategy developed by Louis
and Borts [51].

Within the European network, all original
sequences were submitted by the collabo-
rating laboratories to the Martinsried Insti-
tute of Protein Sequences (MIPS) who act-
ed as an informatics center. They were kept
in a data library, assembled into progres-
sively growing contigs, and, in collaboration
with the DNA coordinators, the final chro-
mosome sequences were derived. Quality
controls were performed by anonymous
resequencing of selected regions and sus-
pected or difficult zones (total of 15–20 %
per chromosome). Similar procedures were
used for sequence assembly and quality
control in the other laboratories. During re-
cent years further quality controls were car-
ried and resulted in a nearly absolute accu-
racy of the total sequence.

The sequences of the chromosomes were
subjected to analysis by computer algo-
rithms, identifying ORF and other genetic
entities, and monitoring compositional
characteristics of the chromosomes (base
composition, nucleotide pattern frequen-
cies, GC profiles, ORF distribution profiles,
etc.). Because the intron splice site/branch-
point pairs in yeast are highly conserved,
they could be detected by using defined
search patterns. It was finally found that
only 4 % of the yeast genes contain (mostly
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short) introns. Centromere and telomere
regions, and tRNA genes, sRNA genes, or
the retrotransposons, were sought by com-
parison with previously characterized data-
sets or appropriate search programs. All pu-
tative proteins were annotated by using pre-
viously established yeast data and evaluat-
ing searches for similarity to entries in the
databases or protein signatures detected by
using the PROSITE dictionary.

1.3.1.3

Life with Some 6000 Genes
With its 12.8 Mb, the yeast genome is ap-
proximately a factor of 250 smaller than the
human genome. The complete genome se-
quence now defines some 6000 ORFs
which are likely to encode specific proteins
in the yeast cell. A protein-encoding gene is
found every 2 kb in the yeast genome, with
nearly 70 % of the total sequence consisting
of ORF. This leaves only limited space for
the intergenic regions which can be
thought to harbor the major regulatory ele-
ments involved in chromosome mainte-
nance, DNA replication, and transcription.
The genes are usually rather evenly distrib-
uted among the two strands of the single
chromosomes, although arrays longer than
eight genes that are transcriptionally orient-
ed in the same direction can be found even-
tually. With a few exceptions, transcribed
genes on complementing strands are not
overlapping, and no “genes-in-genes” are
observed. Although the intergenic regions
between two consecutive ORF are some-
times extremely short, they are normally
maintained as separate units and not cou-
pled for transcription. In “head-to-head”
gene arrangements the intervals between
the divergently transcribed genes might be
interpreted to mean that their expression is
regulated in a concerted fashion involving
the common promoter region. This, howev-
er, seems not to be true for most genes and

seems to be a principle reserved for a few
cases. The sizes of the ORFs vary between
100 to more than 4000 codons; less than
1 % is estimated to be below 100 codons. In
addition, the yeast genome contains some
120 ribosomal RNA genes in a large tan-
dem array on chromosome XII, 40 genes
encoding small nuclear RNA (sRNA) and
275 tRNA genes (belonging to 43 families)
which are scattered throughout the ge-
nome. Overall, the yeast genome is remark-
ably poor in repeated sequences, except the
transposable elements (Tys) which account
for approximately 2 % of the genome, and,
because of to their genetic plasticity, are the
major source of polymorphisms between
different strains. Finally, the sequences of
non-chromosomal elements, for example
the 6 kb of the 2µ plasmid DNA, the killer
plasmids present in some strains, and the
yeast mitochondrial genome (ca.75 kb),
must be considered.

On completion of the yeast genome se-
quence it became possible for the first time
to define the proteome of a eukaryotic cell.
Detailed information was laid down in in-
ventory databases and most of the proteins
could be classified according to function. It
was seen that almost 40 % of the proteome
consisted of membrane proteins, and that
an estimated 8 to 10 % of nuclear genes en-
code mitochondrial functions. It came as an
initial surprise that no function could be at-
tributed to approximately 40 % of the yeast
genes. However, even with the exponential
growth of entries in protein databases and
the refinement of in silico analyses, this fig-
ure could not be reduced substantially. The
same was observed for all other genomes
that have since been sequenced. As an expla-
nation, we have to envisage that a consider-
able portion of every genome is reserved for
species- or genus-specific functions.

An interesting observation made for the
first time was the occurrence of regional
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variations of base composition with similar
amplitudes along the chromosomes. Analy-
sis of chromosomes III and XI revealed al-
most regular periodicity of the GC content,
with a succession of GC rich and GC poor
segments of ~50 kb each. Another interest-
ing observation was that the compositional
periodicity correlated with local gene den-
sity. Profiles obtained from similar analyses
of chromosomes II and VIII again showed
these phenomena, albeit with less pro-
nounced regularity. Similar compositional
variation has been found along the arms of
other chromosomes, with pericentromeric
and subtelomeric regions being AT-rich,
though spacing between GC-rich peaks is
not always regular. Usually, however, there
is a broad correlation between high GC con-
tent and high gene density.

Comparison of all yeast sequences re-
vealed there is substantial internal genetic
redundancy in the yeast genome, which at
the protein level is approximately 40 %.
Whereas an estimate of sequence similarity
(at both the nucleotide and the amino acid
level) is highly predictive, it is still difficult to
correlate these values with functional redun-
dancy. Interestingly, the same phenomenon
has since been observed in all other ge-
nomes sequenced. Gene duplications in
yeast are of different type. In many instanc-
es, the duplicated sequences are confined to
nearly the entire coding region of these
genes and do not extend into the intergenic
regions. Thus, the corresponding gene prod-
ucts share high similarity in terms of amino
acid sequence, and sometimes are even
identical, and, therefore, might be function-
ally redundant. As suggested by sequence
differences within the promoter regions or
demonstrated experimentally, however, ex-
pression varies. It is possible one gene copy
is highly expressed whereas another is poor-
ly expressed. Turning on or off expression of
a particular copy within a gene family might

depend on the differentiated status of the
cell (for example mating type, sporulation,
etc.). Biochemical studies also revealed that
in particular instances “redundant” proteins
can substitute each other, thus accounting
for the observation that large amounts of
single-gene disruption in yeast do not im-
pair growth or cause “abnormal” pheno-
types. This does not imply, however, that
these “redundant” genes are a priori dis-
pensable. Rather they might have arisen
from the need to help adapt yeast cells to
particular environmental conditions.

Subtelomeric regions in yeast are rich in
duplicated genes which are of functional
importance to carbohydrate metabolism or
cell-wall integrity, but there is also much va-
riety of (single) genes internal to chromo-
somes that seem to have arisen from dupli-
cations. An even more surprising phenom-
enon became apparent when the sequences
of complete chromosomes were compared
with each other. This revealed 55 large chro-
mosome segments (up to 170 kb) in which
homologous genes are arranged in the
same order, with the same relative tran-
scriptional orientations, on two or more
chromosomes [52]. The genome has contin-
ued to evolve since this ancient duplication
occurred – genes have been inserted or de-
leted, and Ty elements and introns have
been lost and gained between two sets of se-
quences. If optimized for maximum cover-
age, up to 40 % of the yeast genome is
found to be duplicated in clusters, not in-
cluding Ty elements and subtelomeric re-
gions. No observed clusters overlap and
intra- and interchromosomal cluster dupli-
cations have similar probabilities.

The availability of the complete yeast ge-
nome sequence not only provided further
insight into genome organization and evo-
lution in yeast but also offered a reference
to search for orthologs in other organisms.
Of particular interest were those genes that
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are homologs of genes that perform differ-
entiated functions in multicellular organ-
isms or that might be of relevance to malig-
nancy. Comparing the catalog of human se-
quences available in the databases with the
yeast ORF reveals that more than 30 % of
yeast genes have homologs among human
genes of known function. Approximately
100 yeast genes are significantly similar to
human disease genes [53], and some of the
latter could even be predicted from compar-
ison with the yeast genes.

1.3.1.4

The Yeast Postgenome Era
It was evident to anyone engaged in the pro-
ject that determination of the entire se-
quence of the yeast genome should only be
regarded as a prerequisite for functional
studies of the many novel genes to be de-
tected. Thus, a European functional analy-
sis network (EUROFAN) was initiated in
1995 and similar activities were started in
the international collaborating laboratories
in 1996. The general goal was to systemati-
cally investigate yeast genes of unknown
function by use of the approaches:
1. improved data analysis by computer (in

silico analysis);
2. systematic gene disruptions and gene

overexpression;
3. analysis of phenotypes under different

growth conditions, for example tempera-
ture, pH, nutrients, stress;

4. systematic transcription analysis by con-
ventional methods; gene expression
under different conditions;

5. in situ cellular localization and movement
of proteins by the use of tagged proteins
(GFP-fusions);

6. analysis of gene expression under differ-
ent conditions by 2D gel-electrophoresis
of proteins; and

7. complementation tests with genes from
other organisms.

In this context, a most compelling approach
is the genome-wide analysis of gene expres-
sion profiles by chip technology. High-den-
sity micro-arrays of all yeast ORF were the
first to be successfully used in studying var-
ious aspects of a transcriptome [54, 55].
Comprehensive and regularly updated in-
formation can be found in the yeast Ge-
nome Database (http://www.yeastgenome.
org).

Now the entire sequence of a laboratory
strain of S. cerevisiae is available, the com-
plete sequences of other yeasts of industrial
or medical importance are within our
reach. Such knowledge would considerably
accelerate the development of productive
strains needed in other areas (e.g. Kluyvero-
myces, Yarrowia) or the search for novel
anti-fungal drugs. It might even be unnec-
essary to finish the entire genome if a yeast
or fungal genome has substantial synteny
with that of S. cerevisiae. A special program
devoted to this problem, analysis of hemias-
comycetes yeast genomes by tag-sequence
studies for the approach of speciation
mechanisms and preparation of tools for
functional genomics, has recently been fi-
nalized by a French consortium [56].

In all, the yeast genome project has dem-
onstrated that an enterprise like this can
successfully be conducted in “small steps”
and by teamwork. Clearly, the wealth of
fresh and biologically relevant information
collected from yeast sequences and from
functional analyses has had an impact on
other large-scale sequencing projects.

1.3.2

The Plant Arabidopsis thaliana

1.3.2.1

The Organism
Arabidopsis thaliana (Fig. 1.5) is a small cru-
ciferous plant of the mustard family first
described by the German physician Johan-
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nes Thal in 1577 in his Flora Book of the
Harz mountains, Germany, and later
named after him. In 1907 A. thaliana was
recognized to be a versatile tool for genetic
studies by Laibach [57] when he was a stu-
dent with Strasburger in Bonn, Germany.
More than 30 years later in 1943 – then Pro-
fessor of Botany in Frankfurt – he published

an influential paper [58] clearly describing
the favorable features making this plant a
true model organism: (1) short generation
time of only two months, (2) high seed
yield, (3) small size, (4) simple cultivation,
(5) self fertilization, but (6) easy crossing
yielding fully fertile hybrids, (7) only five
chromosomes in the haploid genome, and
(8) the possibility of isolating spontaneous
and induced mutants. An attempt by Rédei
in the 1960s to convince funding agencies
to develop Arabidosis as a plant model
system was unsuccessful, mainly because
geneticists at that time had no access to
genes at the molecular level and therefore
no reason to work with a plant irrelevant to
agriculture.

With the development of molecular biol-
ogy two further properties of the A. thaliana
genome made this little weed the superior
choice as an experimental system. Laibach
had already noted in 1907 that A. thaliana
contained only one third of the chromatin
of related Brassica species [57]. Much later it
became clear that this weed has: (1) the
smallest genome of any higher plant [61]
and (2) a small amount of repetitive DNA.
Within the plant kingdom characterized by
its large variation of genome sizes (see, for
example, http://www.rbgkew.org.uk/cval/
database1.html), mainly because of differ-
ent amounts of repetitive DNA, these fea-
tures support efficient map-based cloning
of genes for a detailed elucidation of their
function at the molecular level. A first set of
tools for that purpose became available dur-
ing the 1980s with a comprehensive genetic
map containing 76 phenotypic markers ob-
tained by mutagenesis, RFLP maps, Agro-

Fig. 1.5 The model plant Arabidopsis thaliana. 
(a) Adult plant, approx. height 20 cm [59]; 
(b) flower, approx. height 4 mm [60]; 
(c) chromosome plate showing the five 
chromosomes of Arabidopsis [57].
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bacterium-mediated transformation, and
cosmid and yeast artificial chromosome
(YAC) libraries covering the genome seve-
ralfold with only a few thousand clones.

It was soon realized that projects involv-
ing resources shared by many laboratories
would profit from centralized collection
and distribution of stocks and related infor-
mation. “The Multinational Coordinated
Arabidopsis thaliana Genome Research Pro-
ject” was launched in 1990 and, as a result,
two stock centers in Nottingham, UK, and
Ohio, USA, and the Arabidopsis database at
Boston, USA [62] were created in 1991.
With regard to seed stocks these centers
succeeded an effort already started by Lai-
bach in 1951 [59] and continued by
Röbbelen and Kranz. The new, additional
collections of clones and clone libraries pro-
vided the basis for the genome sequencing
project later on. With increased use of the
internet at that time the database soon be-
came a central tool for data storage and dis-
tribution and has ever since served the
community as a central one-stop shopping
point for information, despite its move to
Stanford and its restructuring to become
“The Arabidopsis Information Resource”
(TAIR; http://www.arabidopsis.org).

In subsequent years many research tools
were improved and new ones were added –
mutant lines based on insertions of T-DNA
and transposable elements were created in
large numbers, random cDNA clones were
sequenced partially, maps became available
for different types of molecular marker
such as RAPD, CAPS, microsatellites,
AFLP, and SNP which were integrated with
each other, recombinant inbred lines were
established to facilitate the mapping pro-
cess, a YAC library with large inserts and
BAC and P1 libraries were constructed,
physical maps based on cosmids, YAC, and
BAC were built, and tools for their display
were developed.

1.3.2.2

Structure of the Genome Project
In August 1996 the stage was prepared for
large-scale genome sequencing. At a meet-
ing in Washington DC representatives of
six research consortia from North America,
Europe, and Japan launched the “Arabidop-
sis Genome Initiative”. They set the goal of
sequencing the complete genome by the
year 2004 and agreed on the strategy, the
distribution of tasks, and guidelines for the
creation and publication of sequence data.
The genome of the ecotype Columbia was
chosen for sequencing, because all large in-
sert libraries had been prepared from this
line and it was one of the most prominent
ecotypes for all kinds of experiment world-
wide besides Landsberg erecta (Ler). Be-
cause Ler is actually a mutant isolated from
an inhomogeneous sample of the Lands-
berg ecotype after X-ray irradiation [63], it
was not suitable to serve as a model ge-
nome. The sequencing strategy rested on
BAC and P1 clones from which DNA can be
isolated more efficiently than from YAC
and which, on average, contain larger in-
serts than cosmids. This strategy was cho-
sen even though most attempts to create
physical maps had been based on cosmid
and YAC clones at that time and that initial
sequencing efforts had employed mostly
cosmids. BAC and P1 clones for sequenc-
ing were chosen via hybridization to YAC
and molecular markers of known and well
separated map positions. Later, information
from BAC end sequences and fingerprint
and hybridization data, created while ge-
nome sequencing was already in progress,
were used to minimize redundant sequenc-
ing caused by clone overlap. This multina-
tional effort has been very fruitful and led to
complete sequences for two of the five
Arabidopsis chromosomes, chromosomes
2 [64] and 4 [65], except for their rDNA re-
peats and the heterochromatic regions
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around their centromers. The genomic se-
quence was completed by the end of the
year 2000, more than three years ahead of
the original timetable. Sequences of the
mitochondrial [66] and the plastid ge-
nome [67] have also been determined, so
complete genetic information was available
for Arabidopsis.

1.3.2.3

Results from the Genome Project
The sequenced chromosomes have yielded
no surprises with regard to their structural
organization. With the exception of one se-
quenced marker, more than one hundred
have been observed in the expected order.
Repetitive elements and repeats of transpos-
able elements are concentrated in the heter-
ochromatic regions around the centromers
where gene density and recombination fre-
quency are below the average (22 genes/
100 kbp, 1 cM/50 - 250 kbp). With a few mi-
nor exceptions these average values do not
vary substantially in other regions of the
chromosomes, which is in sharp contrast
with larger plant genomes [68–70]. In addi-
tion, genomes such as that of maize do con-
tain repetitive elements and transposons
interspersed with genes [71], so Arabidopsis
is certainly not a model for the structure of
large plant genomes.

From the sequences available it has been
calculated that the 120 Mbp gene containing
part of the nuclear genome of Arabidopsis
contains approximately 25,000 genes
(chr. 2: 4037, chr. 4: 3744 annotated
genes; [72]), whereas the mitochondrial and
plastid genomes carry only 57 and 78 genes
on 366,924 and 154,478 bp of DNA, respec-
tively. Most of the organellar proteins must
therefore be encoded in the nucleus and are
targeted to their final destinations via N-ter-
minal transit peptides. It has recently been
estimated that 10 or 14 % of the nuclear

genes encode proteins located in mitochon-
dria or plastids, respectively [73]. Only for a
fraction of the predicted plastid proteins
could homologous cyanobacterial proteins
be identified [64, 65]; even so, lateral gene
transfer from the endosymbiotic organelle
to the nucleus has been assumed to be the
main source of organellar proteins. These
data indicate that either the large evolution-
ary distance between plants and cyanobacte-
ria prevents the recognition of orthologs
and/or many proteins from other sources
in the eukaryotic cell have acquired plastid
transit peptides, as suggested earlier on the
basis of Calvin cycle enzymes [74]. A sub-
stantial number of proteins without predict-
ed transit peptides but with higher homolo-
gy to proteins from cyanobacteria than to
any other organism have also been recog-
nized [64, 65], indicating that plastids, at
least, have contributed a significant part of
the protein complement of other compart-
ments. These data clearly show that plant
cells have become highly integrated genetic
systems during evolution, assembled from
the genetic material of the eukaryotic host
and two endosymbionts [75]. That this
system integration is an ongoing process is
revealed by the many small fragments of
plastid origin in the nuclear genome [76]
and the unexpected discovery of a recent
gene-transfer event from the mitochondrial
to the nuclear genome. Within the geneti-
cally defined centromer of chromosome 2, a
270-kbp fragment 99 % identical with the
mitochondrial genome has been identified
and its location confirmed via PCR across
the junctions with unique nuclear
DNA [64]. For a comprehensive list of refer-
ences on Arabidopsis thaliana readers are re-
ferred to Schmidt [77]. This contribution
cites only articles not listed by Schmidt or
which are of utmost importance to the mat-
ters discussed here.
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1.3.2.4

Follow-up Research in the Postgenome Era
Potential functional assignments can be
made for up to 60 % of the predicted pro-
teins on the basis of sequence comparisons,
identification of functional domains and
motifs, and structural predictions. Interest-
ingly, 65 % of the proteins have no signifi-
cant homology with proteins of the com-
pletely sequenced genomes of bacteria,
yeast, C. elegans, and D. melanogaster [64],
clearly reflecting the large evolutionary dis-
tance of the plant from other kingdoms and
the independent development of multicel-
lularity accompanied by a large increase in
gene number. The discovery of protein
classes and domains specific for plants, e.g.
Ca2+-dependent protein kinases containing
four EF-hand domains [65] or the B3 do-
main of ABI3, VP1, and FUS3 [78], and the
significantly different abundance of several
proteins or protein domains compared with
C. elegans or D. melanogaster, for example
myb-like transcription factors [79], C3HC4
ring finger domains, and P450 en-
zymes [65], further support this notion. Al-
ready the larger number of genes in the
Arabidopsis genome (approx. 25,000) com-
pared with the genomes of C. elegans (ap-
prox. 19,000) and D. melanogaster (approx.
14,000) seems indicative of different ways
of evolving organisms of comparable com-
plexity. Currently, the underlying reason
for this large difference is unclear. It might
simply reflect a larger proportion of dupli-
cated genes, as it does for C. elegans com-
pared with D. melanogaster [80]. The large
number of observed tandem repeats [64, 65]
and the large duplicated segments in chro-
mosomes 2 and 4, 2.5 Mbp in total, and in
chromosomes 4 and 5, a segment contain-
ing 37 genes [65], seem to favor this expla-
nation. But other specific properties of
plants, for example autotrophism, non-mo-
bile life, rigid body structure, continuous

organ development, successive gameto-
phytic and sporophytic generations, and,
compared with animals, different ways of
processing information and responding to
environmental stimuli and a smaller extent
of combinatorial use of proteins, or any
combination of these factors, might also
contribute to their large number of genes.
Functional assignment of proteins is not
currently sufficiently advanced to enable us
to distinguish between all these possibil-
ities.

The data currently available indicate that
the function of many plant genes is differ-
ent from those of animals and fungi.
Besides the basic eukaryotic machinery
which was present in the last common an-
cestor before endosymbiosis with cyanobac-
teria created the plant kingdom, and which
can be delineated by identification of ortho-
logs in eukaryotic genomes [65], all the
plant-specific functions must be elucidated.
Because more than 40 % of all predicted
proteins from the genome of Arabidopsis
have no assigned function and many others
have not been investigated thoroughly, this
will require an enormous effort using dif-
ferent approaches. New techniques from
chip-based expression analysis and geno-
typing to high-throughput proteomics and
protein–ligand interaction studies and me-
tabolite profiling have to be applied in con-
junction with identification of the diversity
present in nature or created via mutagene-
sis, transformation, gene knock-out, etc.
Because multicellularity was established in-
dependently in all kingdoms, it might be
wise to sequence the genome of a unicellu-
lar plant. Its gene content would help us
identify all the proteins required for cell-to-
cell communication and transport of sig-
nals and metabolites. To collect, store, eval-
uate, and access all the relevant data from
these various approaches, many of which
have been performed in parallel and de-
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signed for high-throughput analyses, new
bioinformatic tools must be created. To co-
ordinate such efforts, a first meeting of
“The Multinational Coordinated Arabidopsis
2010 Project” (http://www.arabidopsis.org/
workshop1.html), with the objective of
functional genomics and creation of a virtu-
al plant within the next decade, was held in
January 2000 at the Salk Institute in San
Diego, USA. From just two examples it is
evident that the rapid progress in Arabidop-
sis research will continue in the future. A
centralized facility for chip-based expres-
sion analysis has been set-up already in
Stanford, USA, and a company provides ac-
cess to 39,000 potential single-nucleotide
polymorphisms, which will speed up map-
ping and genotyping substantially. At the
end the question remains the same as in the
beginning – why should all these efforts be
devoted to a model plant irrelevant to agri-
culture? The answer can be given again as a
question – which other plant system would
provide better tools for tackling all the basic
questions of plant development and adapta-
tion than Arabidopsis thaliana?

1.3.3

The Roundworm Caenorhabditis elegans

1.3.3.1

The Organism
The free-living nematode Caenorhabditis ele-
gans (Fig. 1.6) is the first multicellular ani-
mal whose genome has been completely se-
quenced. This worm, although often viewed
as a featureless tube of cells, has been stud-
ied as a model organism for more than 20 -
years. In the 1970s and 1980s, the complete
cell lineage of the worm from fertilized egg
to adult was determined by microscopy [81],
and later the entire nervous system was re-
constructed [82]. It has proved to have sever-
al advantages as an object of biological
study, for example simple growth condi-

tions, rapid generation time with an invari-
ant cell lineage, and well developed genetic
and molecular tools for its manipulation.
Many of the discoveries made with C. ele-
gans are particularly relevant to the study of
higher organisms, because it shares many
of the essential biological features, for ex-
ample neuronal growth, apoptosis, intra-
and intercellular signaling pathways, food
digestion, etc. that are in the focus of inter-
est of, for example, human biology.

A special review by the C. elegans Ge-
nome Consortium [17] gives an interesting
summary of how “the worm was won” and
examines some of the findings from the
near-complete sequence data.

The C. elegans genome was deduced from
a clone-based physical map to be 100 Mb.
This map was initially based on cosmid
clones using a fingerprinting approach. Lat-
er yeast artificial chromosome (YAC) clones
were incorporated to bridge the gaps
between cosmid contigs, and provided
coverage of regions that were not represent-
ed in the cosmid libraries. By 1990, the
physical map consisted of fewer than 20
contigs and was useful for rescue experi-
ments that were able to locate a phenotype
of interest to a few kilobases of DNA [83].
Alignment of the existing genetic and phys-
ical maps into the C. elegans genome map

Fig. 1.6 The freeliving bacteriovorous soil nema-
tode Caenorhabditis elegans which is a member of
the Rhabditidae (found at http://www.nematodes.
org).
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was greatly facilitated by cooperation of the
entire “worm community”. When the phys-
ical map had been nearly completed the ef-
fort to sequence the entire genome became
both feasible and desirable. By that time
this attempt was significantly larger than
any sequencing project before and was
nearly two orders of magnitude more ex-
pensive than the mapping effort.

1.3.3.2

The Structure of the Genome Project
In 1990 a three-year pilot project for se-
quencing 3 Mb of the genome was initiated
as a collaboration between the Genome-Se-
quencing Center in St Louis, USA and the
Sanger Center in Hinxton, UK. Funding
was obtained from the NIH and the UK
MRC. The genome sequencing effort in-
itially focused on the central regions of the
five autosomes which were well represent-
ed in cosmid clones, because most genes
known at that time were contained in these
regions. At the beginning of the project, se-
quencing was still based on standard radio-
isotopic methods, with “walking” primers
and cosmid clones as templates for the se-
quencing reactions. A severe problem of
this primer-directed sequencing approach
on cosmids were, however, multiple prim-
ing events because of repetitive sequences
and efficient preparation of sufficient tem-
plate DNA. To address these problems the
strategy was changed to a more classic shot-
gun sequencing strategy based on cosmid
subclones generally sequenced from uni-
versal priming sites in the subcloning vec-
tors. Further developments in automation
of the sequencing reactions, fluorescent se-
quencing methods, improvements in dye-
terminator chemistry [84], and the genera-
tion of assembly and contig editing pro-
grams, led to the phasing out of the instru-
ment in favor of four-color, single-lane se-
quencing. The finishing phase then used a

more ordered, directed sequencing strategy
as well as the walking approach, to close
specific remaining gaps and resolve ambi-
guities. Hence, the worm project grew into
a collaboration among C. elegans Sequenc-
ing Consortium members and the entire
international community of C. elegans re-
searchers. In addition to the nuclear ge-
nome-sequencing effort other researchers
sequenced its 15-kb mitochondrial genome
and performed extensive cDNA analyses
that facilitated gene identification.

The implementation of high-throughput
devices and semi-automated methods for
DNA purification and sequencing reactions
led to overwhelming success in scaling up
of the sequencing. The first 1 Mb threshold
of C. elegans finished genome sequences
was reached in May 1993. In August 1993,
the total had already increased to over
2 Mb [85], and by December 1994 over
10 Mb of the C. elegans genome had been
completed. Bioinformatics played an in-
creasing role in the genome project. Soft-
ware developments made the processing,
analysis, and editing of thousands of data
files per day a manageable task. Indeed,
many of the software tools developed in the
C. elegans project, for example ACeDB,
PHRED, and PHRAP, have become key
components in the current approach to se-
quencing the human genome.

The 50 Mb mark was passed in August
1996. At this point, it became obvious that
20 % of the genome was not covered by cos-
mid clones, and a closure strategy was im-
plemented. For gaps in the central regions,
either long-range PCR was used, or a fos-
mid library was probed in search of a bridg-
ing clone. For the remaining gaps in the
central regions, and for regions of chromo-
somes contained only in YAC, purified YAC
DNA was used as the starting material for
shotgun sequencing. All of these final re-
gions have been essentially completed with
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the exception of several repetitive elements.
The final genome sequence of the worm is,
therefore, a composite from cosmids, fos-
mids, YAC, and PCR products. The exact
genome size was approximate for a long
time, mainly because of repetitive sequenc-
es that could not be sequenced in their en-
tirety. Telomeres were sequenced from
plasmid clones provided by Wicky et al. [86].
Of twelve chromosome ends, nine have
been linked to the outermost YAC on the
physical map.

1.3.3.3

Results from the Genome Project
Analysis of the approximately 100 Mb of the
total C. elegans genome revealed nearly
20,000 predicted genes, considerably more
than expected before sequencing began [87,
88], with an average density of one predict-
ed gene per 5 kb. Each gene was estimated
to have an average of five introns and 27 %
of the genome residing in exons. The num-
ber of genes is approximately three times
the number found in yeast [89] and approx-
imately one-fifth to one-third the number
predicted for the human genome [17].

Interruption of the coding sequence by
introns and the relatively low gene density
make accurate gene prediction more chal-
lenging than in microbial genomes. Valu-
able bioinformatics tools have been devel-
oped and used to identify putative coding
regions and to provide an initial overview of
gene structure. To refine computer-generat-
ed gene structure predictions, the available
EST and protein similarities and the ge-
nomic sequence data from the related nem-
atode Caenorhabditis briggsae were used for
verification. Although approximately 60 %
of the predicted genes have been confirmed
by EST matches [17, 90], recent analyses
have revealed that many predicted genes
needed corrections in their intron-exon
structures [91].

Similarities to known proteins provide an
initial glimpse into the possible function of
many of the predicted genes. Wilson [17] re-
ported that approximately 42 % of predicted
protein products have cross-phylum match-
es, most of which provide putative function-
al information [92]. Another 34 % of pre-
dicted proteins match other nematode pro-
teins only, a few of which have been func-
tionally characterized. The fraction of genes
with informative similarities is far less than
the 70 % observed for microbial genomes.
This might reflect the smaller proportion of
nematode genes devoted to core cellular
functions [89], the comparative lack of
knowledge of functions involved in build-
ing an animal, and the evolutionary diver-
gence of nematodes from other animals ex-
tensively studied so far at the molecular lev-
el. Interestingly, genes encoding proteins
with cross-phylum matches were more like-
ly to have a matching EST (60 %) than those
without cross-phylum matches (20 %). This
observation suggested that conserved genes
are more likely to be highly expressed, per-
haps reflecting a bias for “house-keeping”
genes among the conserved set. Alternative-
ly, genes lacking confirmatory matches
might be more likely to be false predictions,
although the analyses did not suggest this.

In addition to the protein-coding genes,
the genome contains several hundred genes
for noncoding RNA. 659 widely dispersed
transfer RNA genes have been identified,
and at least 29 tRNA-derived pseudogenes
are present. Forty-four percent of the tRNA
genes were found on the X chromosome,
which represents only 20 % of the total ge-
nome. Several other noncoding RNA genes,
for example those for splicosomal RNA, oc-
cur in dispersed multigene families. Sever-
al RNA genes are located in the introns of
protein coding genes, which might indicate
RNA gene transposition [17]. Other noncod-
ing RNA genes are located in long tandem
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repeat regions; the ribosomal RNA genes
were found solely in such a region at the
end of chromosome I, and the 5S RNA
genes occur in a tandem array on chemo-
mosome V.

Extended regions of the genome code for
neither proteins nor RNA. Among these are
regions that are involved in gene regula-
tion, replication, maintenance, and move-
ment of chromosomes. Furthermore, a sig-
nificant fraction of the C. elegans genome is
repetitive and can be classified as either lo-
cal repeats (e.g. tandem, inverted, and sim-
ple sequence repeats) or dispersed repeats.
Tandem and inverted repeats amount to 2.7
and 3.6 % of the genome, respectively.
These local repeats are distributed non-uni-
formly throughout the genome relative to
genes. Not surprisingly, only a small per-
centage of tandem repeats are found within
the 27 % of the protein coding genes. Con-
versely, the density of inverted repeats is
higher in regions predicted as intergen-
ic [17]. Although local repeat structures are
often unique in the genome, other repeats
are members of families. Some repeat fam-
ilies have a chromosome-specific bias in
representation. Altogether 38 dispersed re-
peat families have been recognized. Most of
these dispersed repeats are associated with
transposition in some form [93], and in-
clude the previously described transposons
of C. elegans. In addition to multiple-copy
repeat families, a significant number of
simple duplications have been observed to
involve segments that range from hundreds
of bases to tens of kilobases. In one in-
stance a segment of 108 kb containing six
genes was duplicated tandemly with only
ten nucleotide differences observed
between the two copies. In another exam-
ple, immediately adjacent to the telomere at
the left end of chromosome IV, an inverted
repeat of 23.5 kb was present, with only
eight differences found between the two

copies. There are many instances of smaller
duplications, often separated by tens of kil-
obases or more that might contain a coding
sequence. This could provide a mechanism
for copy divergence and the subsequent for-
mation of new genes [17].

The GC content is more or less uniform
at 36 % throughout all chromosomes, un-
like human chromosomes that have differ-
ent isochores [94]. There are no localized
centromers, as are found in most other
metazoa. Instead, the extensive highly re-
petitive sequences that are involved in spin-
dle attachment in other organisms might
be represented by some of the many tan-
dem repeats found scattered among the
genes, particularly on the chromosome
arms. Gene density is also uniform across
the chromosomes, although some differ-
ences are apparent, particularly between the
centers of the autosomes, the autosome
arms, and the X chromosome.

More striking differences become evident
on examination of other features. Both in-
verted and tandem repeat sequences are
more frequent on the autosome arms than
in the central regions or on the X chromo-
some. This abundance of repeats on the
arms is probably the reason for difficulties
in cosmid cloning and sequence comple-
tion in these regions. The fraction of genes
with cross-phylum similarities tends to be
smaller on the arms as does the fraction of
genes with EST matches. Local clusters of
genes also seem to be more abundant on
the arms.

1.3.3.4

Follow-up Research in the Postgenome Era
Although sequencing of the C. elegans ge-
nome has essentially been completed, anal-
ysis and annotation will continue and –
hopefully – be facilitated by further informa-
tion and better technologies as they become
available. The recently completed genome
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sequencing of C. briggsae enabled compara-
tive analysis of functional sequences of both
genomes. The genomes are characterized by
striking conservation of structure and func-
tion. Thus, many features could be verified
in general. Although several specific charac-
teristics had to be corrected for C. elegans,
however, for example the number of predict-
ed genes, the noncoding RNA, and repetitive
sequences [95], it is now possible to describe
many interesting features of the C. elegans
genome, on the basis of analysis of the com-
pleted genome sequence.

The observations and findings of the C.
elegans genome project provide a prelimi-
nary glimpse of the biology of metazoan de-
velopment. There is much left to be uncov-
ered and understood in the sequence. Of
primary interest, all of the genes necessary
to build a multicellular organism are now
essentially available, although their exact
boundaries, relationships, and functional
roles have to be elucidated more precisely.
The basis for a better understanding of the
regulation of these genes is also now within
our grasp. Furthermore, many of the dis-
coveries made with C. elegans are relevant to
the study of higher organisms. This extends
beyond fundamental cellular processes
such as transcription, translation, DNA rep-
lication, and cellular metabolism. For these
reasons, and because of its intrinsic practi-
cal advantages, C. elegans has proved to be
an invaluable tool for understanding fea-
tures such as vertebrate neuronal growth
and pathfinding, apoptosis and intra- and
intercellular signaling pathways.

1.3.4

The Fruitfly Drosophila melanogaster

1.3.4.1

The Organism
In 1910, T.H. Morgan started his analysis of
the fruit fly Drosophila melanogaster and

identified the first white-eyed mutant fly
strain [96]. Now, less than 100 years later,
almost the complete genome of the insect
has been sequenced, offering the ultimate
opportunity to elucidate processes ranging
from the development of an organism to its
daily behavior.

Drosophila (Fig. 1.7), a small insect with a
short lifespan and very rapid, well-charac-
terized development is one of the best ana-
lyzed multicellular organisms. During the
last century, more than 1300 genes – most-
ly based on mutant phenotypes – were ge-
netically identified, cloned, and sequenced.
Surprisingly, most were found to have
counterparts in other metazoa including
even humans. Soon it became evident that
not only are the genes conserved among
species, but also the functions of the encod-
ed proteins. Processes like the development
of limbs, the nervous system, the eyes and
the heart, or the presence of circadian
rhythms and innate immunity are highly

Fig. 1.7 The fruit fly Drosophila melanogaster. 
(a) Adult fly. (b) Stage 16 embryo. In dark-brown,
the somatic muscles are visualized by using an 
â3-tubulin-specific antibody; in red-brown, expres-
sion of â1-tubulin in the attachment sites of the
somatic muscles is shown.
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conserved, even to the extent that genes tak-
en from human sources can supplement
the function of genes in the fly [80]. Early in
the 1980s identification of the HOX genes
led to the discovery that the anterior–poste-
rior body patterning genes are conserved
from fly to man [97]. Furthermore, genes
essential for the development and differen-
tiation of muscles like twist, MyoD, and
MEF2 act in most of the organisms ana-
lyzed so far [98]. The most striking example
is the capability of a certain class of genes,
the PAX-6 family, to induce ectopic eye de-
velopment in Drosophila, irrespective of the
animal source from which it was taken [99].
Besides these developmental processes, hu-
man disease networks involved in replica-
tion, repair, translation, metabolism of
drugs and toxins, neural disorders like
Alzheimer’s, and also higher order func-
tions like memory and signal transduction
cascades have also been shown to be highly
conserved [97, 100, 101]. It is quite a sur-
prising conclusion that although simply an
insect, Drosophila is capable of serving as a
model system even for complex human dis-
eases.

The genomic organization of Drosophila
melanogaster has been known for many
years. The fly has four chromosomes, three
large and one small, with an early estimate
of 1.1 ×108 bp. Using polytene chromo-
somes as tools, in 1935 and 1938 Bridges
published maps of such accuracy they are
still used today [96]. Making extensive use
of chromosomal rearrangements he con-
structed cytogenetic maps that assigned
genes to specific sections and even specific
bands. With the development of techniques
such as in-situ hybridization to polytene
chromosomes, genes could be mapped
with a resolution of less than 10 kb. An-
other major advantage of Drosophila is the
presence of randomly shuffled chromo-
somes, the so-called balancers, which en-

able easy monitoring and pursuit of given
mutations on the homologous chromo-
some and guarantee the persistence of such
a mutation at the chromosomal place where
it has initially occurred, by suppression of
meiotic recombination.

1.3.4.2

Structure of the Genome Project
The strategy chosen for sequencing was the
whole-genome-shotgun sequencing (WGS)
technique. For this technique, the whole ge-
nome is broken into small pieces, sub-
cloned into suitable vectors and sequenced.
For the Drosophila genome project, libraries
containing 2 kb, 10 kb, and 130 kb inserts
were chosen as templates. They were se-
quenced from the ends, and assembled by
pairs of reads, called mates, from the ends
of the 2 kb and 16 kb inserts [102]. Assem-
bly of the sequences was facilitated by the
absence of interspersed repetitive elements
like the human ALU-repeat family. The
ends of the large BAC clones were taken to
unequivocally localize the sequences into
large contigs and scaffolds. Three million
reads of ~500 bp were used to assemble the
Drosophila genome. The detailed strategies,
techniques, and algorithms used are de-
scribed in an issue of Science [103] pub-
lished in March 2000. The work was orga-
nized by the Berkeley Drosophila Genome
Project (BDGP) and performed at the
BDGP, the European DGP, the Canadian
DGP and at Celera Genomics under the
auspices of the federally funded Human
Genome Project. The combined DGP pro-
duced all the genomic resources and fin-
ished 29 Mbp of sequences. In total, the
Drosophila genome is ~180 Mbp in size, a
third of which is heterochromatin. From
the ~120 Mbp of euchromatin, 98 % are se-
quenced with an accuracy of at least 99.5 %.
Because of the structure of the hetero-
chromatin, which is mainly built up of re-
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petitive elements, retrotransposons, rRNA
clusters, and some unique sequences, most
of it could not be cloned or propagated in
YAC, in contrast with the C. elegans genome
project [102].

1.3.4.3

Results of the Genome Project
As a major result, the number of genes was
calculated to be ~13,600 using a Drosophila-
optimized version of the program GE-
NIE [100]. Over the last 20 years, 2500 of
these have already been characterized by the
fly community, and their sequences have
been made available continuously during
the ongoing of the fly project. The average
density is one gene in 9 kb, but ranges from
none to nearly 30 genes per 50 kbp, and, in
contrast with C. elegans, gene-rich regions
are not clustered. Regions of high gene den-
sity correlate with G + C-rich sequences.
Computational comparisons with known
vertebrate genes have led to both expected
findings and surprises. So genes encoding
the basic DNA replication machinery are
conserved among eukaryotes; especially, all
the proteins known to be involved in recog-
nition of the replication start point are
present as single-copy genes, and the ORC3
and ORC6 proteins are closely similar to
vertebrate proteins but much different from
those in yeast and, apparently, even more
different from those in the worm. Focusing
on chromosomal proteins, the fly seems to
lack orthologs to most of the mammalian
proteins associated with centromeric DNA,
for example the CENP-C/MIF-2 family. Fur-
thermore, because Drosophila telomeres
lack the simple repeats characteristic of
most eukaryotic telomeres, the known te-
lomerase components are absent. Concern-
ing gene regulation, RNA polymerase sub-
units and co-factors are more closely related
to their mammalian counterparts than to

yeast; for example, the promoter interacting
factors UBF and TIF-IA are present in Dro-
sophila but not in yeast. The overall set of
transcription factors in the fly seems to
comprise approximately 700 members,
about half of which are zinc-finger proteins,
whereas in the worm only one-third of 500
factors belong to this family. Nuclear hor-
mone receptors seem to be more rare, be-
cause only four new members were detect-
ed, bringing the total to 20 compared with
more than 200 in C. elegans. As an example
of metabolic processes, iron pathway com-
ponents were analyzed. A third ferritin
gene has been found that probably encodes
a subunit belonging to cytosolic ferritin, the
predominant type in vertebrates. Two new-
ly discovered transferrins are homologs of
the human melanotransferrin p97, which is
of especial interest, because the iron trans-
porters analyzed so far in the fly are in-
volved in antibiotic response rather than in
iron transport. Otherwise, proteins homolo-
gous to transferrin receptors seem to be ab-
sent from the fly, so the melanotransferrin
homologs might mediate the main insect
pathway for iron uptake (all data taken from
Adams et al. [100]). The sequences and the
data compiled are freely available to the sci-
entific community on servers in several
countries (see: http://www.fruitfly.org). In
addition, large collections of EST (expressed
sequence tags), cDNA libraries, and genom-
ic resources are available, as are data bases
presenting expression patterns of identified
genes or enhancer trap lines, for example
flyview at the University of Münster
(http://pbio07.uni-muenster.de), started by
the group of W. Janning. Furthermore, by
using more advanced transcription profil-
ing approaches in combination with lower
stringency gene prediction programs, ap-
proximately 2000 new genes could be de-
tected, according to a recent report [104].
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1.3.4.4

Follow-up Research in the Postgenome Era
Comparative analysis of the genomes of
Drosophila melanogaster, Caenorhabditis ele-
gans, and Saccharomyces cerevisiae has been
performed [80]. It showed that the core pro-
teome of Drosophila consists of 9453 pro-
teins, which is only twice the number for S.
cerevisiae (4383 proteins). Using stringent
criteria, the fly genome is much closer relat-
ed to the human genome than to that of C.
elegans one. Interestingly, the fly has ortho-
logs to 177 of 289 human disease genes ex-
amined so far and provides an excellent ba-
sis for rapid analysis of some basic process-
es involved in human disease. Further-
more, hitherto unknown counterparts were
found for human genes involved in other
disorders, for example, menin, tau, limb gir-
dle muscular dystrophy type 2B, Friedrich
ataxia, and parkin. Of the cancer genes sur-
veyed, at least 68 % seem to have Drosophi-
la orthologs, and even a p53-like tumor-
suppressor protein was detected. All of
these fly genes are present as single copies
and can be genetically analyzed without un-
certainty about additional functionally re-
dundant copies. Hence, all the powerful
Drosophila tools such as genetic analysis,
exploitation of developmental expression
patterns, loss-of-function, and gain-of-func-
tion phenotypes can be used to elucidate
the function of human genes that are not
yet understood. A very recent discovery, the
function of a new class of regulatory RNA
termed microRNA, has rapidly attracted at-
tention to the non-coding parts of the ge-
nome [105]. Screens for miRNA targets in
Drosophila [106] have already led to identifi-
cation of a large collection of genes and will
certainly be very helpful in elucidating the
role of the miRNA during development.
Furthermore, genome-wide protein–pro-
tein-interaction studies using the yeast two-

hybrid system have been performed [107]
and led to a draft map of about 20,000 inter-
actions between more than 7,000 proteins.
These results must certainly be refined but
clearly emphasize the importance of ge-
nome-wide screening of both proteins and
RNA in combination with elaborated com-
putational methods.

1.4

Conclusions

This book chapter summarizes the genome
projects of selected model organisms with
completed, or almost completed, genomic
sequences. The organisms represent the
major phylogenetic lineages, the eubacteria,
archaea, fungi, plants, and animals, thus
covering unicellular prokaryotes with sin-
gular, circular chromosomes, and uni- and
multicellular eukaryotes with multiple line-
ar chromosomes. Their genome sizes range
from ~2 to ~180 Mbp with estimated gene
numbers ranging from 2000 to 25,000
(Tab. 1.3).

The organization of the genome of each
organism has its own specific and often un-
expected characteristics. In B. subtilis, for
example, a strong bias in the polarity of
transcription of the genes with regard to the
replication fork was observed, whereas in E.
coli and S. cerevisiae the genes are more or
less equally distributed on both strands.
Furthermore, although insertion sequences
are widely distributed in bacteria, none was
found in B. subtilis. In A. thaliana, an unex-
pectedly high percentage of proteins
showed no significant homology with pro-
teins of organisms outside the plant king-
dom, and thus are obviously specific to
plants. Another interesting observation re-
sulting from the genome projects concerns
gene density. In prokaryotic organisms, i.e.
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eubacteria and archaea, genome sizes vary
substantially. Their gene density is, howev-
er, relatively constant at approximately one
gene per kbp. During evolution of eukaryot-
ic organisms, genome sizes grew, but gene
density decreased from one gene in two kbp
in Saccharomyces to one gene in 10 kbp in
Drosophila. This led to the surprising obser-
vation that some bacterial species can have
more genes than lower eukaryotes and that
the number of genes in Drosophila is only
approximately three times higher than the
number in E. coli.

Another interesting question concerns
the general homology of genes or gene
products between model organisms. Com-
parison of protein sequences has shown
that some gene products can be found in a
wide variety of organisms.

Thus, comparative analysis of predicted
protein sequences encoded by the genomes
of C. elegans and S. cerevisiae suggested that
most of the core biological functions are
conducted by orthologous proteins that oc-
cur in comparable numbers in these organ-
isms. Furthermore, comparing the yeast ge-
nome with the catalog of human sequences
available in the databases revealed that a sig-
nificant number of yeast genes have homo-
logs among human genes of unknown
function. Drosophila is of special impor-
tance in this respect, because many human

disease networks have been shown to be
highly conserved in the fruitfly. Hence, the
insect is, in an outstanding manner, ca-
pable of serving as a model system even for
complex human diseases. Because the re-
spective genes in the fly are present as sin-
gle copies, they can be genetically analyzed
much more easily.

Genome research of model organisms
has just begun. At the time when this arti-
cle was written, more than 100 genome se-
quences, mainly from prokaryotes, have
been published and more than 200 ge-
nomes are currently being sequenced
worldwide. The full extent of this broad and
rapidly expanding field of genome research
on model organisms cannot be covered by a
single book chapter. The World-Wide Web,
however, is an ideal platform for making
available the outcome of large genome pro-
jects in an appropriate and timely manner.
Beside several specialized entry points, two
web pages are recommended as an intro-
duction with a broad overview of model-or-
ganism research – the WWW Virtual Li-
brary: Model Organisms (http://ceolas.org/
VL/mo) and the WWW Resources for Mod-
el Organisms (http://genome.cbs.dtu.dk/
gorm/modelorganism.html). Both links are
excellent starting sites for detailed informa-
tion on model-organism research.

Table 1.3 Summary of information on the genomes of model organisms described in this chapter 
(status April 2004).

Organism Genome structure Genome size (kb) Estimated no. of genes/ORF

Escherichia coli 1 chromosome, circular 4600 4400
Bacillus subtilis 1 chromosome, circular 4200 4100
Archaeoglobus fulgidus 1 chromosome, circular 2200 2400
Saccharomyces cerevisiae 16 chromosomes, linear 12,800 6200
Arabidopsis thaliana 5 chromosomes, linear 130,000 25,000
Caenorhabditis elegans 6 chromosomes, linear 97,000 19,000
Drosophila melanogaster 4 chromosomes, linear 180,000 16,000
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Abstract

TThe vast majority of microbial species has
not been cultivated in the laboratory to date
and is, therefore, not easily amenable to
physiological and genomic characteriza-
tion. A novel means of addressing this
problem is the environmental genomic or
metagenomic approach in which whole-
community DNA is extracted from environ-
mental samples, purified from contaminat-
ing substances, and cloned into large DNA-
libraries. These libraries can be screened
for genome fragments of specific lineages
or can be analyzed in large-scale sequenc-
ing approaches to gain insights into
genome structure and gene content of spe-
cific lineages or even of whole microbial
communities. Here we summarize the
methodology and the information gained
so far from analyses of genome fragments
of uncultivated microorganisms, alongside
biotechnological aspects of environmental
genomics.

2.1

Introduction: Why Novel Approaches 
to Study Microbial Genomes?

The analysis of prokaryotic genomes has
proven to be a powerful tool for characteriz-
ing microorganisms. It paves the way for
prediction of physiological pathways and
fuels studies on genome structure, horizon-
tal gene transfer, and gene regulation.
Currently there are more than 160 fully
sequenced prokaryotic genomes with more
than 180 in progress [1]. All the organisms
targeted with these genome projects can be
grown in pure cultures or, for intracellular
symbionts, can be physically separated
from their environment. The approximately
5000 described species [2], however, repre-
sent only a minor fraction of the prokaryot-
ic diversity found in natural environ-
ments [3]. On the basis of amplification of
16S rRNA genes directly from environmen-
tal samples, it has be shown that the actual
microbial diversity is much larger.
Sequence determination of the cloned 16S
rDNA products and reconstruction of phy-
logenetic trees resulted in a large and com-
prehensive dataset [4]. Only half of today’s
defined 52 bacterial phyla have cultivated
representatives, the others are represented
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solely by 16S rDNA sequences from envi-
ronmental surveys [5]. Although, an impres-
sive 112,000 different bacterial rDNA genes
are currently found in the public databas-
es [6], these still reflect only a minor fraction
of the existing diversity. Estimates of the
number of prokaryotic species living on the
planet range between 1.5 and 14 million [7],
with as many as 500,000 living in a single
soil sample [8].

Cultivation techniques traditionally used
in microbiology for isolation of novel spe-
cies have been selective and mostly favored
fast-growing organisms [9, 10]. To over-
come such biases, novel approaches have
recently been developed that are based on
the use of low-nutrition media or dilute
media [11–13] or on the simulation of the
natural environment, abolishing classical
Petri dishes or liquid cultures [14, 15].
Although these novel cultivation approach-
es have proven successful and have led to
the isolation of several novel species even
from phyla that have solely been predicted
in 16S rRNA surveys, they will not lead to a
sufficient analysis of naturally occurring
microorganisms. How can we access the
physiology of microorganisms that cannot
be cultured in the laboratory but that play
potentially important roles in the environ-
ment? Is it possible to study complete natu-
rally occurring microbial communities and
the interaction between different species in
specific environments? How can we com-
prehensively monitor shifts in microbial
communities that occur when environmen-
tal factors are changed? What is the extent
of genomic variation and microheterogen-
eity in one microbial species in its environ-
ment? Can we exploit the huge number of
uncultivated microorganisms for biotechno-
logical applications?

Recent advances in environmental
genomic studies demonstrate that this
novel approach has an enormous potential

to address most of these questions, circum-
venting the need for cultivation of the
organisms under investigation. This
approach can, furthermore, serve as a basis
for functional genomic studies of naturally
occurring microbial communities.

2.2

Environmental Genomics: The Methodology

Inspired by rapid advances in genomic
analysis of cultivated microorganisms,
DeLong and collaborators were the first to
apply genomic approaches to uncultivated
microorganisms by studying marine plank-
tonic and symbiotic crenarchaeota [16–18].
The environmental genomic approach
depends on isolation of DNA directly from
the ecosystem. This DNA is cloned into
Escherichia coli vectors, by procedures quite
similar to those used in genome projects of
cultivated organisms. The major challenge
of the environmental genomic approach is
the purification of the DNA from contami-
nating substances that prevent following
molecular biological methods. This is par-
ticularly true for soils, which contain large
and varying amounts of humic substances
like humic and fulvic acids; these co-purify
with DNA and severely inhibit procedures
used in molecular biology [19]. Humic sub-
stances are difficult to separate from DNA,
and special procedures had to be developed
before DNA from soil samples could be
used for environmental genomic studies, in
particular when high-molecular-weight
DNA was extracted to construct large-insert
libraries [20].

The second challenge is the production of
large DNA libraries, that must be much
more complex than those of single organ-
isms, and identification of genome frag-
ments of distinct organisms therein. If
large-insert libraries are used, this can be



472.2 Environmental Genomics: The Methodology

done by searching for phylogenetic “mark-
er” genes, like those encoding 16S rRNA,
23S rRNA, DNA-polymerase, RNA-polyme-
rase, etc. [18, 21]. The identification of one
of those genes on a large genomic fragment
in the environmental library enables the
association of this fragment and its encod-
ed genes with one specific lineage based on
the marker gene phylogeny. The growing
number of sequenced genomes from culti-
vated species is of great help in the identifi-
cation of suitable marker genes for this pur-

pose. Another approach that has recently
been initiated involves large-scale shotgun
sequencing from environmental libraries
and assembly of the random sequence reads
into partial or even complete genomes.

The approaches used in environmental
genomics are summarized in Fig. 2.1 –
DNA from an environmental sample is iso-
lated and purified from contaminating sub-
stances. Depending on the type of study,
different sizes of DNA-fragments are
cloned. For large fragments, cosmid, fos-

Fig. 2.1 Flow-chart of different techniques used in environmental genomic studies.
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mid, and BAC vectors are used to generate
large insert libraries (>30 kb insert size).
The libraries are screened for genome frag-
ments of uncultivated microorganisms by
PCR or hybridization using primers and
probes specific for phylogenetic marker
genes. Alternatively, random sequences can
be created from the inserts for the identifi-
cation of phylogenetic marker genes in the
large-insert libraries [22]. Either way, the
sequences of the identified genome frag-
ments of specifically targeted organisms
can subsequently be analyzed and annotat-
ed.

Alternatively, small fragments (<10 kb)
are cloned into plasmids and are used for
large-scale shotgun-sequencing approach-
es [23, 24]. This novel approach recently
proved to be a powerful tool, but the major
drawback is the need to assemble the
sequences in contigs and scaffolds. In con-
trast with the analysis of genomes from cul-
tivated species this is a difficult task, not
only because of the enormous number of
different genomes present in the libraries,
but also because of the genomic microheter-
ogeneity that occurs in populations of single
species. Confidence in these sequences will
always be less than in those generated from
larger genomic fragments.

Large and small insert libraries (often
also referred to as “metagenomic” librar-
ies [25]) are also very useful for biotechno-
logical applications. They can be screened
for novel enzymes or drugs in two different
ways. First, activity-based screening in
expression libraries can lead to identifica-
tion of novel gene products. This technique
relies on the expression of the environmen-
tal genes via strong promoters that are locat-
ed in the vector of the surrogate host organ-
ism or via endogenous promoters encoded
on the environmental sequences. Second,
homology-based screening is used; in this
degenerate primers target conserved

regions of the desired enzyme gene for
screening by PCR. After identification,
those genes have to be expressed to prove
their activity. The major drawback of this
method, in contrast with activity-based
screening, is that “only” variants of known
enzymes and not completely novel ones can
be found. Although for many biotechnolog-
ical applications small insert libraries are
often sufficient to search biosynthetic clus-
ters of secondary metabolites, for example,
large insert libraries are needed.

There are, of course, many different pos-
sible applications for the environmental
genomic approach. Some examples are
summarized in the following sections.

2.3

Where it First Started: 
Marine Environmental Genomics

The environmental genomic approach was
first applied to marine ecosystems. Stein et
al. [16] identified a 38.5 kb genomic frag-
ment of an uncultivated mesophilic crenar-
chaeote within a 3552 clones containing
fosmid library (average insert size 40 kb)
from marine plankton. It was the first
genomic information obtained from this
group of Archaea, which had been predict-
ed only in 16S rRNA surveys. The same
technology was used to obtain information
about the uncultivated crenarchaeal symbi-
ont Cenarchaeum symbiosum, which was
discovered in the marine sponge Axinella
mexicana [26]. C. symbiosum DNA-contain-
ing clones were identified in a mixed meta-
genomic library using the 16S rDNA as
marker. The analyzed sequences gave first
insights into the genomic structure and
protein-encoding genes of this organism
and into the genomic microheterogeneity of
this species [18]. A gene encoding a B-fami-
ly DNA polymerase was expressed in E. coli
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and its activity at moderate temperatures
proved adaptation of C. symbiosum to the
mesophilic growth temperatures of its host.
This gave an important hint of the existence
of mesophilic crenarchaeota whose cultivat-
ed relatives are exclusively extreme thermo-
philes [17]. The whole genome of C. symbi-
osum is currently being determined [27].

Environmental genomic studies showed
their full potential for answering ecological
questions when Beja et al. [28] discovered a
new type of rhodopsin, named proteorho-
dopsin, encoded on a 130 kb genomic frag-
ment from an uncultivated marine ã-prote-
obacterium of the SAR86 group. In bio-
chemical characterizations this proteorho-
dopsin exhibited the same light-driven elec-
tron pumping as the bacteriorhodopsin
known from halophilic archaea. These data
and subsequent studies showed that there
is high diversity within the proteorhodop-
sins, including different spectral tunings
which reflect adaptation to different habi-
tats [29]. A local and taxonomic wide distri-
bution of proteorhodopsins further implied
that this novel and so far completely over-
looked type of phototrophy plays an impor-
tant role in the ocean [30].

Beja et al. also constructed two BAC
libraries, comprising 1632 and 4608 clones,
with average insert sizes of 60 kb and 80 kb,
respectively [21]. In these libraries they
identified one genomic fragment of a
planktonic euryarchaeote beside several
bacterial genomic fragments (Roseobacter
group, Bacteroidetes group, SAR11, SAR86,
SAR116) using group-specific 16S rDNA
and 23S rDNA and 16S-ITS-23S operon-
specific primers. The 60 kb sequence of the
marine euryarchaeotic genomic fragment
was determined and contained 5S and 23S
rRNA genes not linked to those of the 16S
rRNA, alongside 38 protein encoding
genes. Identification of crenarchaeal 16S
rRNA gene-containing fosmids generated

from microbial biomass of Antarctic sur-
face water picoplankton opened the pos-
sibility for comparative genomic analyses of
marine group I crenarchaeal genomic frag-
ments [31]. The authors found similarities
but also many differences between genome
structure and gene content in their 16S
rDNA-containing fragments and those
identified in the study of Stein et al. [16] and
from Cenarchaeum symbiosum [18].
Furthermore, the differences between pro-
tein-encoding genes and non-coding
regions on fosmids with identical 16S
rRNA genes indicated the genomic micro-
heterogeneity found in this population.
Within a cosmid library with 200–250 Mbp
of stored DNA from 500-m-deep marine
plankton, Lopez-Garcia et al. identified six
genomic fragments that contained 16S
rRNA genes of group II marine euryarchae-
ota and one fragment with the 16S rDNA of
a marine group I crenarchaeote [32]. The
crenarchaeal fragment was completely
sequenced and analyzed, revealing poten-
tial horizontal gene transfers between eury-
and crenarchaeota and between Archaea
and Bacteria.

Recently a large whole-genome shotgun-
sequencing project of microbial plankton
from the Sargasso Sea has delivered more
than 1.045 Gbp of non-redundant sequence
from this ecosystem [24]. On the basis of
sequence relatedness the authors estimated
that their data were derived from approxi-
mately 1800 different species. Around 25%
of the sequence reads could be assembled
into 333 scaffolds spanning 30.9 Mbp with
at least 3× coverage, of which 21 scaffolds
had over 14× coverage and 9.35 Mbp of
sequence. Most abundant in their data set,
as determined by phylogenetic reconstruc-
tions with multiple phylogenetic markers,
were sequences from species belonging to
the phylum Proteobacteria, followed by
those belonging to the Cyanobacteria and
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other phyla. Altogether they identified 1.2
million genes, including 1164 small sub-
unit rRNA genes and 782 genes for new
photorhodopsin-like photoreceptors, show-
ing the potential of the shotgun sequencing
approach.

2.4

Environmental Genomics of Defined
Communities: Biofilms and Microbial Mats

Biofilms and microbial mats are commu-
nities whose diversity can reach from a sin-
gle species to a multitude of different organ-
isms living together in a single habitat
attached to a surface [33]. They are found in
many habitats, ranging from human skin,
intestinal stems, marine and freshwater
sediments to acidic and thermophilic sur-
faces. Often the microbial species building
the biofilm or mat cannot be cultured separ-
ately. In environmental genomic approach-
es these communities can be studied with-
out laboratory cultivation.

For example, Schmeisser et al. [34] used
different strategies to characterize a drink-
ing water biofilm growing on rubber-coated
valves. Beside an inventory of the 16S rDNA
present in the biofilm they did a snapshot-
sequencing approach of a small insert met-
agenomic library created from mixed DNA
of the species occurring in the biofilm.
From a cosmid library prepared from the
same DNA the complete sequences of four
clones were determined. This study gave
initial insights into species composition and
some genome fragments of this biofilm. No
evidence of a potential health risk of the bio-
film were found at the DNA- and protein
sequence level.

A large-scale shotgun-sequencing ap-
proach on the metagenome of an acid mine
drainage biofilm gave deep insight into the
community structure and metabolisms of

the different species [23]. Producing over
100,000 high-quality sequence reads from a
small insert plasmid library (average insert
size 3.2 kb) enabled the authors to recon-
struct near-complete genomes of Leptospi-
rillum (group II) and Ferroplasma (type II).
In addition, three other genomes were par-
tially recovered. On the basis of this com-
prehensive data set, potential metabolic
pathways of the different species were pre-
dicted and information about their carbon,
nitrogen, and energy metabolism was
obtained. The population structure of the
different species could also be analyzed,
because every sequence read stemmed
from a different individual of the popula-
tion. Analysis of single-nucleotide polymor-
phisms revealed a mosaic genome structure
of the Ferroplasma type II population that
seems to have evolved from three ancestral
strains by homologous recombination.
Altogether, the data gave deep insight into
the genomic potential of the biofilm. The
study also showed that it is possible to
assemble genomes in environmental
genomic approaches, at least if there are
only few species with low heterogeneity on
the population level and if there are relative-
ly similar abundances of the different spe-
cies in the environment.

2.5

Environmental Genomics for Studies 
of Soil Microorganisms

Soils are probably the most diverse ecosys-
tems on the planet, with 12,000–18,000 dif-
ferent dominant species in one sample, as
measured by means of DNA–DNA re-asso-
ciation kinetics [35]. Taking into account
the different species frequencies by using
estimates from animal and plant ecologists,
one soil sample might even harbor up to
500,000 different species if 20,000 common
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ones are estimated [8]. With this large diver-
sity, environmental genomic approaches in
soil might not be suitable for describing the
complete set of genomes occurring in those
habitats, but genome fragments of specific
groups can be targeted. The use of soil sam-
ples is particularly challenging, because
DNA preparations from soils are heavily
contaminated with humic substances that
tend to bind to nucleic acids and need to be
specifically purified before cloning.
Nevertheless, after development of purifica-
tion methods, even for high molecular
weight DNA, environmental genomic
approaches have proved to be useful for the
characterization of soil microorganisms.

Although many procedures have been
established for purification of DNA from
humic substances [36–38], most are only
suitable for the isolation of small DNA frag-
ments. On the basis of the procedure of
Zhou et al. [36], Rondon et al. [39] devel-
oped a method for purifying high-molecu-
lar-weight DNA. They constructed two envi-
ronmental BAC libraries with 27 kb (3600
clones) and 44.5 kb (25,600 clones) average
insert sizes from soil. Screening resulted in
identification of 16S rRNA gene-containing
clones of Proteobacteria, Cytophagales, low
G + C gram positives and Acidobacteria.

Another procedure for removal of humic
acids and recovery of high-molecular-weight
DNA was developed in our laboratory [20].
The key procedure is a two-phase pulse-field
electrophoresis, with the first phase contain-
ing polyvinylpyrrolidone (PVP) and the sec-
ond without PVP. The DNA is purified
from humic substances, that are retarded
by the PVP in the first phase and cleaned
from PVP, that itself inhibits enzymatic
reaction, in the second phase. The proce-
dure enables isolation of highly pure, high-
molecular-weight DNA in large amounts,
by minimizing shearing effects. The result-
ing environmental fosmid libraries were

used to characterize uncultivated Acidobac-
teria and Archaea [20, 22, 40]. Within three
large insert environmental genomic librar-
ies from two different soils, comprising
altogether 75,678 clones with over 3 Gbp of
stored DNA, 22 genomic fragments belong-
ing to species of the phylum Acidobacteria
were identified on the basis of 16S rRNA
genes [40]. Four out of six sequenced frag-
ments were placed within group V, and two
within group III of the Acidobacteria, as
determined by 16S rDNA comparisons.
Sequences of fragments of the different
groups varied in the G + C content of their
protein-encoding regions by more than
10%, which was in good correlation with
their phylogenetic placement. Although
most encoded proteins could be assigned to
“housekeeping” functions, some indicated
special traits, e.g. a putative â-1′,2′-glucan
synthetase, an intracellular polyhydroxybu-
tyrate depolymerase, and an operon with
low but significant similarity to a biosyn-
thetic cluster of Streptomyces lincolnensis.
Furthermore, a cluster of genes was highly
homologous and syntenic to a gene cluster
found in species of the Rhizobiales, imply-
ing a recent horizontal gene transfer
between these bacterial lineages. Together
with a study by Liles et al. [41], who identi-
fied and analyzed a 25-kb acidobacterial
genomic fragment within a metagenomic
soil library, these are the first reports of
genomic information from species of the
novel bacterial phylum Acidobacteria.

The same soil libraries were also charac-
terized in a random end-sequencing
approach to compare their content and to
identify biases introduced by the cell lysis
and cloning procedures [22]. On the basis of
5376 sequence tags of approximately 700 bp
length that cover a total of ca. 4 Mbp, we
showed that mostly bacterial and to a much
lesser extent archaeal and eukaryotic
genome fragments (ca. 1% each) had been
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captured in the libraries. The diversity of
putative protein-encoding genes, as reflect-
ed by their distribution into different COG
clusters, was comparable with that encoded
in complete genomes of cultivated microor-
ganisms (Fig. 2.2). A huge variety of
genomic fragments had been captured in
the libraries, as seen by comparison with
sequences in the public databases and by
the large variation in G + C content. The
study dissected differences in the libraries
which relate to the different ecosystems
analyzed and to biases introduced by differ-
ent DNA preparations. Furthermore, a
range of taxonomic marker genes (other
than 16S rRNA) were identified that ena-
bled assignment of genome fragments to
specific lineages. The complete sequences
of two genome fragments identified as
being affiliated with archaea based on a
gene encoding a CDC48 homolog and a
thermosome subunit, respectively, together
with a 16S rRNA containing fosmid gave
first insights into the genomes of unculti-
vated crenarchaeota from soil [20, 22].

Together these studies demonstrate that
environmental genomic approaches can
also be applied to very diverse microbial
populations such as those found in soil.
Further, not only the most abundant micro-
bial groups, e.g. acidobacteria [40], can be
targeted with this approach, but also groups
of organisms that occur in relatively low
abundance (<5 %), e.g. mesophilic crenar-
chaeota [20, 22].

2.6

Biotechnological Aspects

Environmental genomic libraries can also
serve as a fruitful resource for biotechnolo-
gy. They enable researchers to identify
genes for enzymes with novel properties
without the need to cultivate the organisms.
Soil habitats are of special interest, because
many organisms in soils are capable of nat-
ural-product biosynthesis. These com-
pounds often can be used as antimicrobials,
cancer chemotherapeutics, and for immu-
nomodulating and other pharmaceutical
applications [42]. Wang et al. were the first
to show that it is possible to isolate novel
metabolites from soil DNA recombi-
nants [43]. Using DNA isolated directly
from soil samples by the method of
Yap [44], they constructed and screened
1000 Streptomyces lividans recombinants to
identify 18 clones that produced small
molecules of the terragine/norcardamine
family. Rondon et al. identified clones
expressing DNAse, antibacterial, lipase and
amylase activity [39]. In a cosmid library
constructed from soil DNA, Brady et al. [45]
identified a blue-colored clone that pro-
duced deoxyviolacein and the broad spec-
trum antibiotic violacein. The recombinant
cosmid harbored the whole gene clusters
responsible for the synthesis of these small
molecules. The search for antimicrobial
small molecules was the motivation for
MacNeil et al. [42] to construct a BAC

Fig. 2.2 Distribution of BLASTX similarities
among different COG categories (clusters of
orthogologous genes, A: RNA processing and
modification, B: chromatin structure and
dynamics, etc., see www.NCBI.nlm.nih.gov).
Datasets are from random sequence tags of two
environmental fosmid libraries (RUD001 and
RUD003) made from the same ecosystem but with
different G + C content, compared with the
distribution of predicted ORF from two complete

microbial genomes, B. subtilis (heterotrophic soil
bacterium) and M. jannaschii (autotrophic,
hyperthermophilic archaeon). Note that although
the soil libraries consist of a mixture of genomes
from many different microorganisms, the
distribution into COG is similar to that of genomes
from cultivated microorganisms, demonstrating
that some sort of “average” genome content is
represented in the environmental libraries (details
are given elsewhere [22].
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library from soil DNA. Of the resulting
clones with an average insert size of 37 kb
ranging from 5 to 120 kb, 12,000 were
picked and screened for antimicrobial activ-
ity. Altogether four clones could be identi-
fied, resulting in a hit rate of one antibacte-
rial clone per 60 Mbp of soil DNA. One of
the clones, producing a purple pigment,
was further characterized and shown to pro-
duce indirubine, an antileukemic drug.
Especially for identification of novel bioac-
tive compounds Courtois et al. [46] con-
structed a 5000-clone library in an Esche-
richia coli–Streptomyces lividans shuttle cos-
mid vector using DNA extracted from soil
microorganisms by a Nycodenz density gra-
dient. The resulting library was screened by
PCR to identify potential polyketide syn-
thase gene clusters. Together with activity-
based screening at least 13 bioactive com-
pound-producing clones could be identi-
fied. Many other novel enzymes can be
identified within environmental libraries,
for example those needed for 4-hydroxybu-
tyrate utilization [47], lipases and esteras-
es [48].

2.7

Conclusions and Perspectives

Environmental genomics has proven to be a
powerful tool for studying uncultivated
microorganisms in marine and soil ecosys-
tems and in biofilms. The development of

novel technologies has helped overcome
problems first encountered, mainly that of
obtaining highly pure and sufficient DNA
for constructing the complex libraries.
Although the first studies in environmental
genomics are very convincing, they also
show the limitations of the approach in its
current form – the more complex a micro-
bial population, the less likely is the recov-
ery of whole genomes. Partly-recovered
genomes give interesting insight but do not
tell the whole story. In future studies it
might be interesting to construct biased or
focused libraries in which genome frag-
ments of the organisms of interest will be
enriched before cloning. With falling costs
for sequencing, shotgun approaches and
large-scale sequencing efforts will also be
more widely used. Environmental genomic
studies will serve as a basis for studying
activities of microorganisms in their envi-
ronment by using functional genomic tools.
High-throughput methods based on DNA
arrays have already been applied to environ-
mental questions [49]. Beside identification
and genotyping of bacteria [50, 51], popula-
tion genetics [52], and the detection and
quantification of functional genes in the
environment [53, 54] are the most promis-
ing applications. Together, these approach-
es will lay the ground for studying microbi-
al physiology, species interactions, and net-
works of dependences between organisms
in naturally occurring microbial popula-
tions.
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3.1

Introduction

It is often said that genomics has “revolu-
tionized” plant biology [1]. Genomic tech-
nologies have dramatically enhanced our
ability to characterize the genetic architec-
ture of plant genomes and better under-
stand the relationships between genotype
and phenotype. Within every discipline of
plant biology genomics has enabled parallel
expression analysis of thousands of genes,
characterization of the precise protein com-
position of specific tissues, and identifica-
tion of the genetic basis for specific muta-
tions. The genome of the model plant Ara-

bidopsis thaliana has been almost com-
pletely sequenced providing plant biologists
with a “blueprint” for the assembly and
operation of a plant, and expediting applica-
tion of novel technologies to functional
analysis of plant genetic information.
Several rapid and multiparallel approaches,
broadly known as functional genomics, have
become routine approaches for assigning
functions to new genes. Such methods
enable unprecedented and thorough analy-
sis of the plant cellular components that
determine gene function, specifically tran-
scripts, proteins, and metabolites (Fig. 3.1).
Similarly the phenotypic variations of entire
mutant collections are being analyzed fast-

Handbook of Genome Research. Genomics, Proteomics, Metabolomics, Bioinformatics, Ethical and Legal Issues.
Edited by Christoph W. Sensen
Copyright © 2005 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
ISBN: 3-527-31348-6

3
Applications of Genomics 
in Plant Biology

Fig. 3.1 Relationships among
different levels of cellular func-
tion and corresponding genom-
ics technologies.
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er and more efficiently than ever before by
use of reverse genetic approaches. Different
methods, termed transcriptomics, proteomics,
and metabolomics, have evolved into distinct
strategies within the functional genomics
platform and these approaches have been
fully integrated into field of plant biology
(Fig. 3.1). However, the role of genes with
unknown functions cannot be fully deter-
mined and appreciated by use of a single
genomic technique. Only consolidation of
information collected using different
genomic tools will facilitate the assignment
of functions to the vast numbers of plant
genes that remain uncharacterized. In this
chapter the applications of genomic tech-
niques to plant biology are discussed with a
focus on the impact of genomics on strate-
gies used to investigate development and
function.

3.2

Plant Genomes

3.2.1

Structure, Size, and Diversity

All living organisms have a unique genome
that can be defined as the full (haploid)
complement of genetic information
required to build and to maintain a func-
tional life form. This genetic information,
in the form of DNA, provides the code to
produce the proteins that are involved in
processes such as cellular metabolism, tran-
scription, translation, defense, signaling,
growth, protein fate, and transport. In
plants, as in other eukaryotes, protein-cod-
ing genes have a coding region flanked by
untranslated regions and can be split into
exons and introns. In contrast with the
function of prokaryotic operons, in which
the transcription of multiple genes is often

controlled by a single promoter, each eukar-
yotic gene has its own promoter.

Genome structure can be defined as the
overall organization of genes in an organ-
ism. Although there are exceptions [22]], in
the vast majority of prokaryotes all genes
are contained on a single circular chromo-
some, which is relatively small in size (4.6
megabasepairs [Mb] for E. coli; 4.2 Mb for
Bacillus subtillus) [3]. In plants and other
eukaryotes, nuclear genes are contained on
much larger, linear chromosomes, which
vary greatly in number and size from one
species to another. Fig. 3.2 shows relative
genome sizes in bacteria, yeast, animals
and plants and also illustrates the broad
range of genome size in the animal and
plant kingdoms. In addition, many plants
have elevated ploidy levels in which the
entire diploid genome (originating from
maternal and paternal sources) is present in
multiple copies. It should be noted that a
larger and more complex genome does not
necessarily lead to a more complex organ-
ism. Much of the DNA present in plants
and other organisms with large genomes is
non-coding, repetitive DNA, and the total
number of expressed genes is not as pro-
portionally large as genome size might sug-
gest [4]. For example, in rice 42.2 % of the
430 Mb genome was found to be in precise
20-nucleotide oligomer repeats situated in
intergenic regions between genes [5].

In addition to chromosomes in the plant
cell nucleus, the plastid (chloroplast) and
mitochondrion are organelles that also
carry their own genetic information. It is
important to note that both organelles
require many gene products encoded by
nuclear DNA for them to take form and be
functional. The plastid chromosome is in
the form of a closed circle, typically about
120–160 kb in size, with genes densely
arranged in an order that is highly con-
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served among plants. The mitochondrial
chromosome can be circular or linear with
genes being more widely dispersed than in
the plastid. For example, in the Arabidopsis
mitochondrial genome, coding regions
make up less than 10 % of the total 367 kb
of DNA and encode only 57 identified
genes [6]. The size of the mitochondrial
genome also varies greatly from one plant
species to another. For example, the mito-
chondrial genome is 200 kb in Oenothera
spp. and Brassica spp., whereas it is up to
2600 kb in muskmelon [7]. This is in con-
trast to animal mitochondrial genomes,
which are relatively compact (approx.
16 kb).

According to the endosymbiont hypothe-
sis, the origin of the chloroplast and mito-
chondrion arose when an early protoeukar-
yotic organism engulfed an ancestral cyano-
bacterium and an ancestral α-proteobacteri-
um. The photosynthetic cyanobacterium
evolved into the plastid and the α-proteo-
bacterium became the mitochondrion.
Over the course of time and evolution, most
of the DNA once present in the endosymbi-
onts was transferred to the nuclear genome
of the protoeukaryote [7]. This phenome-
non has been confirmed by evidence from
genome sequencing projects on rice and
Arabidopsis [8].

3.2.2

Chromosome Mapping: Genetic 
and Physical

The location, or locus, of a specific gene
within a genome can be described by using
a genetic and/or physical map. A genetic
linkage map locates a gene in relation to
another gene or, using more current tech-
niques, to a molecular marker on the same
chromosome. Genetic mapping is based on
the concept that greater distances between
two linked genes create a higher probability
that homologous chromatids will cross over
in the region between the genes during
meiosis. This produces a larger proportion
of recombinant progeny compared with
limited segregation of linked genes that are
situated closer together. Recombination fre-
quency can be measured by observing the
co-inheritance of two particular pheno-
types, or a phenotype and a molecular
marker. A molecular marker is a site of het-
erozygosity for some types of neutral DNA
variation which is not associated with any
phenotypic variation. These variations are
caused by differences in the location of
restriction enzyme cleavage sites caused by
single nucleotide changes, or by the pres-
ence of a variable number of short, tandem
repeats. One genetic map unit (m.u.), also

Fig. 3.2 Haploid genome size, in base
pairs, of different organisms. Most eukar-
yotes have haploid genome sizes between
1077 and 101111 base pairs of DNA. Plants
have a full spectrum of haploid genome
sizes compared with other eukaryotes.
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called a centimorgan (cM), is defined as that
distance between genes for which one prod-
uct of meiosis out of 100 is recombinant [9].
In early plant genetic research, genetic map-
ping was conducted by crossing, and/or
self-pollinating, heterozygous plants with a
type of observable phenotype or mutation
that could be followed in the progeny. This
type of classical work provided detailed
genetic maps for species such as Arabi-
dopsis [10], tomato [11], and corn [12], but
there were large gaps in the genomes to
which no measurable phenotypes could be
assigned. High-resolution maps can be
made using molecular markers such as
RFLP (restriction fragment length polymor-
phisms), SSLP (simple-sequence length
polymorphisms), and RAPD (randomly
amplified polymorphic DNA). Dense link-
age maps developed using this approach
continue to facilitate the positional cloning
of important genes, enable the genetic dis-
section of quantitative trait loci, assist in
phylogenetic comparisons between related
species, and provide a critical guide for
assembly of accurate physical maps.

A physical map is generated by directly
examining the physical material of the
genome, that is, its DNA composition.
Genomic DNA is isolated, cleaved, and
assembled into clones that are manageable
in size for examination and manipulation.
Very large fragments of DNA (~1 Mb) can
be cloned into yeast vectors termed YAC
(yeast artificial chomosomes) whereas
smaller fragments can be placed into BAC
(bacterial artificial chromosomes), PAC
(phage P1-based artificial chromosomes),
and TAC (transformation-competent artifi-
cial chromosomes). Still smaller fragments
can be cloned into conventional plasmid
DNA vectors. Although different strategies
can be used to actually create the physical
map, the result is the assembly of cloned
fragments into overlapping groups called

contigs. Ultimately, the aim is to represent
a complete chromosomal segment with an
overlapping set of contigs. Distances
between genes or markers can then be
defined in terms of “base pairs” as opposed
to the more ambiguous “map unit”, which
is used to describe genetic, rather than
physical distances. A physical map can then
be integrated with molecular markers from
a genetic map [9].

The highest resolution physical map is
one in which the entire genome has been
sequenced. By generating cloned fragments
such as those described above, high-
throughput data can be acquired using
automated DNA sequencers capable of
reading multiple sequences, often up to
800 bp with high confidence. Using
sequence-analysis software the data are
screened for overlapping regions, and these
are used to build large contigs representing
an entire chromosome. The sequence data
is then submitted to a database, assigned an
accession number and classified into one of
four phases of sequence quality. The
National Institute for Biotechnology
Information (NCBI; www.ncbi.nlm.nih.
gov) defines these phases as: Phase 0 – sin-
gle/few pass reads of a single clone (not
contigs); Phase 1 – unfinished, might be
unordered, unoriented contigs, with gaps;
Phase 2 – unfinished, ordered, oriented
contigs, with or without gaps; and Phase 3 –
finished, no gaps (with or without annota-
tions). The genome sequencing of several
organisms has been completed to Phase 3.
Currently, the only plant to reach Phase 3
for its entire genome is Arabidopsis thalia-
na [8].

3.2.3

Large-scale Sequencing Projects

In December 2000 it was widely reported
that the first plant to have its entire genome
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sequenced was the crucifer Arabidopsis [8].
The choice of Arabidopsis as the model
plant for this project might have been a sur-
prise to observers outside the world of plant
biology, because it is a weed, not a crop
plant. The advantages of using Arabidopsis
for genome analysis, however, include its
relatively small, diploid nuclear genome, a
capacity for self-pollination, amenability to
out-crossing, a short life cycle, the produc-
tion of a large number of progeny, and the
small physical size of the plant. A wealth of
classical genetic information was also
already available for Arabidopsis. It was pre-
dicted that information gleaned from the
Arabidopsis genome sequence would be
helpful in the development of strategies to
improve traits of agronomic value in impor-
tant crop species [8].

When the nearly completed Arabidopsis
sequence data was organized into contigs
representing all five chromosomes, the next
major task was to identify genes and assign
function to the gene products. This process,
referred to as genome annotation, was per-
formed using a combination of algorithms
optimized with data based on known
Arabidopsis gene structures, expressed
sequence tags (ESTs), and characterized
proteins. Specific programs used to predict
introns enabled identification of continu-
ous open reading frames (ORFs), and gene
prediction software programs were used to
suggest the possible function of each gene
product.

Experiments performed to confirm the
quality of annotation showed that 93 % of
the ESTs matched the predicted ORFs and
less than 1 % of the ESTs matched predict-
ed non-coding regions; thus, most putative
genes were identified. It was concluded that
the 125-Mb genome contains 25,498 genes
encoding proteins from 11,000 families.
The functions of 69 % of the genes were
classified by sequence similarity to proteins

of known function from all organisms. The
functions of only 9 % of the total compli-
ment of genes have been determined
experimentally, however. Approximately
30 % of the predicted gene products, some
of which are homologous to proteins found
in non-plant species, could not be assigned
to a functional category. Predictions based
on signal peptides estimated that about
17 % of the gene products are targeted to
the secretory pathway, 11 % to mitochon-
dria, and 14 % to the chloroplast. The func-
tional category with the highest proportion
of all classified gene products was cellular
metabolism (22.5 %), followed by transcrip-
tion (16.9 %), plant defense (11.3 %),
growth (11.7 %), signaling (10.4 %), protein
fate, intracellular transport, extracellular
transport, and protein synthesis (all <10 %
each) [8].

The availability of a nearly complete
genome sequence for Arabidopsis enables
comparisons to be made between plants
and other organisms with fully sequenced
and annotated genomes. Such comparisons
are advancing our understanding of the
evolution and biological function of plants
and other organisms. Comparisons with
diverse organisms such as bacteria, yeast,
multicellular eukaryotes, and other plants
have been conducted, and the findings are
occasionally predictable and at other times
surprising. For example, 48–60 % of all
genes involved in protein synthesis have
counterparts in other eukaryotic genomes,
reflecting highly conserved gene function.
On the other hand, only 8–23 % of Arabi-
dopsis proteins involved in transcription
have related genes in other eukaryotic
genomes, reflecting more independent evo-
lution. Comparisons of Arabidopsis with
other plant species are likely to provide the
most useful insights toward developing
strategies for crop improvement, which is
one reason several other plant species are
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currently the targets of large-scale sequenc-
ing projects.

Crop plants currently selected for large-
scale genomic sequencing projects include,
soybean, corn, Medicago truncatula, and Ory-
za sativa (rice). Of these, the most progress
has been achieved with the cereal crop rice.
Rice has been cultivated for more than 9000
years and is a major food source for over
50 % of the world population. Rice is con-
sidered a model system for plant biology,
largely because of its compact genome
(430 Mb), relative ease of transformation,
and evolutionary relationships with other
large-genome cereals such as sorghum
(750 Mb), corn (2,500 Mb), barley (5000 Mb),
and wheat (15,000 Mb). In 2002, the entire
rice genome had been sequenced to Phase 2
quality [5, 13] and in June 2003 chromo-
somes 1, 4, and 10 (out of 12) had been
completed to the Phase 3 level [14–16]. On
the basis of the non-overlapping sequences
of the 12 chromosomes at Phase 2, a total of
62,435 genes were predicted within a 366-
Mb genome (International Rice Genome
Sequencing Project – IRGSP 2002; http://
rgp.dna.affrc.go.jp/rgp/Dec18_NEWS). The
groups that have completed chromosomes
1, 4, and 10 have all made strong arguments
supporting the need for Phase 3 quality
sequence for all 12 chromosomes. At a
February 2004 meeting of the IRGSP it was
concluded that the consortium was easily
on target to complete the entire genome to
Phase 3 quality by December 2004
(http://rgp.dna.affrc.go.jp/IRGSP). A four-
year, NSF-funded project to annotate the
entire rice genome and assemble the data
into a user-friendly format was undertaken
in January 2004 by The Institute for
Genomics Research (TIGR) (www.tigr.org).

Comparisons showed there is much syn-
teny (i.e. gene order and orientation) and
gene homology between rice and other
cereal genomes [13]. As expected, synteny

with Arabidopsis is limited because of to
extensive genome reshuffling since the
divergence of the monocot and dicot
plants [15]. At the level of individual genes,
however, the similarities are quite pro-
nounced. Protein-coding genes on chromo-
somes 1, 4, and 10 with significant homo-
logs in Arabidopsis comprise 47, 44, and
67 % of all genes, respectively. A reverse
comparison using draft sequences revealed
that up to 85 % of predicted Arabidopsis
genes have homologs in rice [5, 15]. Data
obtained from these and other large-scale
sequencing projects will undoubtedly create
new strategies for improving agronomic
traits in cultivated crops that cannot be real-
ized by conventional breeding.

3.3

Expressed Sequence Tags

Expressed sequence tag (EST) databases
currently hold the largest amount of nucle-
otide sequences from plant genomes. ESTs
are generated by single-pass sequencing of
random cDNA and provide a quick, cost-
effective method for generating a large
inventory of expressed genes. Because the
complete sequencing of most plant
genomes is difficult, EST sequencing has
emerged as a robust method of rapidly sam-
pling expressed protein-encoding sequenc-
es of many plant species. More than 16.1
million ESTs are available in the European
Molecular Biology Laboratory (EMBL)
sequence database, including over 3.1 mil-
lion from more than 200 representative
plant species [17]. Model plant systems
such as Arabidopsis and crop plants such as
wheat, rice, and soybean are most highly
represented in current EST databases. The
nearly complete Arabidopsis EST collection
has been used to refine the annotations of
the Arabidopsis genome [35], and about
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96 % of all ESTs were mapped back to a
genomic locus, enabling improved annota-
tion of the genome and verification of EST
clusters and sequence quality.

Large EST collections have also been
used for comparative genomic analysis
among and between different plant fami-
lies. EST collections from two members of
the Solanaceae family, potato and tomato,
were found to overlap between 70–80 % of
all cDNAs sequenced [19]. Over 70 % of
tomato EST sequences overlap with
Arabidopsis, a member of the Brassicaceae
family [20]. Comparison of 11,008 ESTs
from the order Asparagales (e.g. onion) to
the vast EST collections from plants of the
order Poales (e.g. wheat, barley, corn, and
rice) revealed inconsistencies in genomic
characteristics across the monocots [21].
Although onion and rice share 78 % mean
nucleotide similarity across coding regions,
there are significant differences between
characteristics such as codon usage, mean
GC content, GC distribution, and relative
GC content at each codon position. This
comparison indicates that plants of the
order Asparagales are more similar to eudi-
cots than to the Poales for the measured
genomic characteristics.

ESTs have been used to compare gene
expression in plants under different envi-
ronmental conditions. Gene expression has
been investigated by comparing two EST
databases from autumn leaves of field-
grown Populus tremuloides (aspen) and
greenhouse-grown plants with young, fully
expanded leaves [22]. Comparison showed
the young-leaf EST database contained
mostly photosynthetically related genes
whereas the autumn leaf library contained
an abundance of senescence-induced met-
allothionnein genes, in addition to cysteine
and aspartic proteases. Plastid protein syn-
thesis was also found to be less than 10 %
of that in young leaves.

EST analysis has also greatly increased
our understanding of the development and
physiology of plant tissues. Phloem tissues
transport nutrients and other biologically
active molecules throughout the plant, yet
the molecular mechanisms involved in
phloem function are poorly understood. A
phloem-specific EST collection has been
constructed using Apium graveolens (celery)
as a model [23]. The main categories of
mRNA found in phloem tissues encoded
proteins involved in phloem structure,
metal homeostasis and distribution, stress
responses, and the degradation or turnover
of proteins. Moreover, several novel
phloem-specific genes were discovered, but
require further characterization.

ESTs have also greatly accelerated the
rate of gene discovery in plant secondary
metabolic pathways. Mentha x piperita
(mint) produces some of the world’s most
valuable and widely used essential oils. The
flavor and scent compounds found in mint
are monoterpenes, which are synthesized
and stored in specialized secretory struc-
tures called peltate glandular trichomes. An
EST collection produced specifically from
these oil gland secretory cells provided a
rich resource of ESTs related directly to
essential oil biosynthesis and transport [24].
Over 25 % of the ESTs sequenced represent
genes directly involved in essential oil
metabolism. Such databases are promising
targets for genetic engineering of natural
product metabolism in plants. Basil
(Ocimum basilicum) produces and stores
volatile oils containing a limited number of
phenylpropanoid compounds within glan-
dular trichomes. EST sequencing of ran-
domly selected glandular trichome cDNAs
revealed a relatively high representation
(i.e. over 25 %) of known phenylpropanoid
biosynthetic genes [25]. Genes related to the
biosynthesis of S-adenosylmethionine, an
important substrate for phenylpropanoid
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metabolism, were also common. EST analy-
sis has thus shown that glandular trichomes
are highly specialized structures involved in
both the biosynthesis and storage of impor-
tant secondary metabolites. EST sequencing
has also been used to further the discovery
of novel genes involved in the characteristic
floral fragrance of rose [26]. The commer-
cial importance of rose petals depends on
compounds involved in their color and
scent. A collection of approximately 2100
sequences from rose petals led to the dis-
covery of several critical genes involved in
the biosynthesis of volatile sesquiterpenes,
the main compounds responsible for the
characteristic floral scent of roses.

3.4

Gene Expression Profiling 
Using DNA Microarrays

There has been unprecedented growth in
publicly available plant EST collections over
the last few years. For this data to be biolog-
ically informative each sequence must be
associated with a precise biological func-
tion. DNA microarray analysis has been
used as a high-throughput method to accel-
erate the characterization of gene functions
and decipher complex gene expression pat-
terns in plant systems. Two types of micro-
arrays are commonly used for expression
profiling in plants – oligonucleotide and
DNA fragment-based microarrays. Oligo-
nucleotide-based microarrays are produced by
using selected sequences from existing EST
databases. Typically, 25-mer to 70-mer oli-
gonucleotides are synthesized from
sequences based on these ESTs and printed
on chemically coated glass slides using a
photolithographic process. The most widely
available and advanced oligonucleotide-
based microarrays are available for
Arabidopsis, and are manufactured by

Affymetrix and by Agilent. Recently, a bar-
ley microarray (or GeneChip) containing
22,000 different oligonucleotides has
become a publicly available new resource
for cereal crop genomics research [27].
DNA fragment-based microarrays are pro-
duced by robotically spotting polymerase
chain reaction (PCR)-derived cDNA on to a
chemically coated glass slide. The technolo-
gy used to produce DNA fragment-based
microarrays is more widely available and
less costly; thus, it remains the method of
choice for non-model plant species. For
either type of microarray, experiments are
performed by isolating mRNA from two dif-
ferent plant or tissue samples; this mRNA
is reverse-transcribed to produce cDNA that
incorporates nucleotides conjugated to two
different fluorescent dyes, each with a
unique excitation and emission spectrum.
The dye-labeled cDNA will hybridize to the
immobilized oligonucleotides or DNA frag-
ments on the microarray slide. The relative
transcript abundance between the two sam-
ples can be determined by measuring the
amount of each label hybridized to each
spot. Thus, the expression data of thou-
sands of genes can be deduced from one
experiment.

Microarray analysis is an important tool
in the deciphering of biotic and abiotic
stress-responses in plants. This approach
was used to identify cold-, drought-, high-
salinity-, and/or absicisic acid (ABA)-indu-
cible genes in rice [28]. By identifying genes
inducible under more than one stress con-
dition, a complex pattern of cross-talk
among signaling pathways was discovered.
Greater cross-talk between signaling path-
ways coupled to drought, ABA, and high-
salinity stresses was observed, whereas less
cross-talk occurred between cold and ABA,
or cold and high-salinity stresses. Compa-
rison with Arabidopsis data showed that 51
out of 73 stress-induced genes have similar
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functional annotations in Arabidopsis, indi-
cating there are both similarities and differ-
ences in stress responses between Arabi-
dopsis and rice.

Microarray analysis has been used to
investigate transcript level changes in
Nicotiana attenuata plants challenged with
the specialist herbivore Manduca sexta, the
results provide insight into the signaling and
the transcriptional basis of plant defense
against herbivores [29]. Simultaneous activa-
tion of salicylic acid-, ethylene-, cytokinin-,
WRKY-, MYB-, and oxylipin signaling path-
ways was observed upon herbivore attack.
Systemic increases in defense responses
were reciprocated by decreases in photosyn-
thetic gene transcript levels, and increases in
protein turnover and carbohydrate metab-
olism gene transcripts. Such widespread
changes in gene expression indicate a major
metabolomic reconfiguration and a high
degree of complexity only detectible using
high-throughput genomic approaches.

Microarrays can also be used to analyze
changes in the transcriptome of transgenic
plants. Several cold-inducible downstream
genes of the Arabidopsis DREB1A-CBF3
transcription factor were identified by
using microarrays [30]. Transgenic plants
overexpressing the transcription factor
were hybridized along with a wild-type
plant to identify differentially expressed
genes. Thirty-eight downstream stress-
related genes were upregulated in the trans-
formed plants along with 20 previously
unreported novel genes. DREB1A-CBF3
was shown to repress the expression of
genes involved in plant growth and develop-
ment, indicating that DREB1A-CBF3 regu-
lates a complex network of genes which
could not be easily identified using tradi-
tional methodologies.

Transcriptional profiling has also been
used to further our understanding of basic
plant cell biology and physiology. Micro-

array analysis has revealed unique charac-
teristics of pollen in Arabidopsis [31]. Pollen
tubes are used a model to study plant cell
growth because of their ability to elongate
without cell division. Little is understood,
however, about the genetic basis of pollen
germination and pollen tube growth.
Comparison of the expression profiles of
hydrated pollen grains and several vegeta-
tive tissues revealed 162 genes most abun-
dantly expressed in pollen that had previ-
ously not been associated with this tissue.
The discovery of such genes provide new
targets to enable understanding of the
genetic basis for pollen development and
function. Microarray analysis can also be
used to identify genes differentially
expressed in specific cell types. By use of
laser-capture microdissection (LCM) tech-
nology, different cell types can be isolated
from plant tissues. Total RNA can be
extracted from isolated cells (typically 1000
to 10,000 cells) and used to reverse tran-
scribe labeled cDNA, which can be hybri-
dized to a microarray. Several genes were
differentially expressed in epidermal cells
or vascular tissues of Zea mays (maize) [32].
Approximately 250 out of 8800 genes were
differentially expressed in both tissues.
This study demonstrates the feasibility of
using LCM and microarray analysis to con-
duct high-resolution global transcriptional
gene expression analysis in plants.

Microarray analysis has also contributed
to our basic understanding of sugar signal
transduction pathways in Arabidopsis [33].
Sugar and nitrogen are important plant
nutrient signals, yet much remains to be
understood about the molecular mecha-
nisms underlying these critical signaling
components. Microarrays were used to
investigate the effects of glucose and inor-
ganic nitrogen on global transcriptional
changes. Glucose was found to regulate a
broad range of genes involved in carbohy-
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drate metabolism, signal transduction,
metabolite transport, and even plant stress-
responses. Several ethylene biosynthetic
and signal transduction genes were
repressed by glucose, indicating possible
cross-talk between the two signaling path-
ways. Glucose was found to interact with
nitrogen in the regulation of gene expres-
sion, indicating that glucose and nitrogen
act both as metabolites and as signaling
molecules.

3.5

Proteomics

The availability of entire genome sequenc-
es, EST databases, and gene expression pro-
files from a growing number of plant spe-
cies provides a solid foundation for the
application of proteomics to the establish-
ment of a strong functional genomics plat-
form in plants. Also termed “protein profil-
ing”, proteomics is the study of the identifi-
cation, function, and regulation of entire
sets of proteins in a tissue, cell, or subcellu-
lar compartment. Such information is cru-
cial to understanding how complex biologi-
cal processes occur at a molecular level and
how they differ in various cell types, stages
of development, or environmental condi-
tions. Many of the genes identified in
genomic and EST databases encode pro-
teins of unknown, hypothetical, or putative
function; thus, an examination of protein
profiles is essential to fully integrate these
data. The definition of proteomics can be
subdivided into two specific categories:
shotgun or functional approaches [34].
Shotgun proteomics involves a qualitative
and/or quantitative survey of all the pro-
teins in a sample. In contrast, functional
proteomics uses the same techniques, but
focuses on one, or a few, proteins involved
in a specific process.

Recent years have seen remarkable
advances in the technologies used to con-
duct proteomics research. The classical tech-
nique involves the use of two-dimensional
gel electrophoresis (2DE) whereby extracted
proteins are separated on polyacrylamide gel
on the basis of their isoelectric charge and
molecular weight. Individual proteins
appear as spots on the gel and can be rough-
ly quantified by measurement of the inten-
sity of the spots. The proteins can be identi-
fied by excising the spot from the gel, digest-
ing the polypeptide into smaller peptide
fragments using specific proteases, for
example trypsin, and sequencing the pep-
tides directly or analyzing them by use of a
mass spectrometer (MS). Although this
method is still useful and widely used it is
limited by sensitivity, resolution, and the
abundance range of the different proteins in
the sample [18, 34]. For example, abundant
proteins dominate the gel whereas less
abundant proteins might not be visible. New
approaches involve both improved separa-
tion methods and advanced detection equip-
ment.

Key developments leading to improved
detection of proteins were time-of-flight
(TOF) MS and relatively nondestructive
methods for converting proteins into vola-
tile ions [18]. Two “soft ionization” meth-
ods, matrix-assisted laser-desorption ioniza-
tion (MALDI) and electrospray ionization
(ESI), have made it possible to analyze large
molecules such as peptides and proteins.
Although MALDI-TOF MS is a relative
high-throughput method compared with
ESI, the latter is more easily coupled to sep-
aration techniques such as liquid chroma-
tography (LC) or high-pressure LC (HPLC)
[18]. This has provided an attractive alterna-
tive to 2DE, because even low-abundance
proteins and insoluble transmembrane pro-
teins can be detected [36, 37]. All MS-based
techniques require a substantial and search-
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able database of predicted proteins, ideally
representing the entire genome. Protein
identification is possible by comparing the
deduced masses of the resolved peptide
fragments with the theoretical masses of
predicted peptides in the database.

Mass spectrometers are restricted in the
number of ions that can be detected at any
point in time. Pre-fractionation of proteins
on the basis of isolation of specific cell types
or subcellular organelles is often necessary
to reduce the complexity of the sample [38].
Another way to fractionate a complex sam-
ple is to introduce a combination of chro-
matographic techniques before MS analy-
sis. This method, referred to as multidi-
mensional protein identification technolo-
gy (MudPIT) [39], has been used to conduct
a shotgun survey of metabolic pathways in
the leaves, roots, and developing seeds of
rice [36]. Extracted proteins were first
digested with a lysine-specific endoprotease
and then with trypsin to generate a complex
mixture of peptides. The peptides were frac-
tionated on a strong cation exchanger that
was positioned immediately upstream of a
reversed-phase column. Peptide fractions
were selectively eluted from the cation-
exchange column using stepwise increases
in salt concentration and then separated on
a reversed-phase column before mass spec-
trometric analysis. Results from the
MudPIT analysis were compared with
those obtained by 2DE–MS. Using
2DE–MS, protein extracts from leaves,
roots, and seeds were found to contain,
respectively, 348, 199, and 152 unique pro-
teins in each fraction. In contrast, MudPIT
was able to identify 867, 1292, and 822
unique proteins in leaves, roots, and seeds,
demonstrating the superior detection effi-
ciency of this technique. A total of 165 pro-
teins were, however, detected in 2DE analy-
sis only, which supports the complemen-
tary nature of the different proteomic tech-

nologies. The proteins were assigned to 16
different functional categories, although
most (33 %) were unknown. The second
most abundant functional category (21 %)
included proteins involved in primary
metabolism, which is in agreement with
the functional distribution of enzymes pre-
dicted from the rice genome project [13]. Of
2528 detected proteins, only 189 were
expressed in all three tissues, with the vast
majority having tissue-specific expression
patterns [36].

Other shotgun studies involved examina-
tion of protein profiles in maize chloro-
plasts during the greening of leaf tissue
after de-etiolation [38] and demonstration of
the high similarity between the profiles of
chloroplast thylakoid lumen proteins of two
different species, Arabidopsis and spin-
ach [40]. On the basis of the proteins identi-
fied strong inferences regarding the signal-
ing motifs required to localize proteins in
chloroplasts could be made. Although in sil-
ico analysis is a valuable tool for predicting
the protein profile of an organelle or subcel-
lular compartment, such approaches are
error-prone and require experimental verifi-
cation [34, 40].

Using Arabidopsis as a model a functional
proteomic approach was used to identify a
membrane binding protein, AnnAt1,
involved in osmotic stress response [41].
Root microsomal fractions were isolated
from plants grown in liquid medium lack-
ing, or supplemented with, salt. The
extracts were run on 2DE gels and protein
spots with greater than twofold changes in
intensity were characterized by MALDI-
TOF MS analysis. One protein, AnnAt1 was
probably translocated from the cytosol to
the membrane on increased salt exposure.
The characterization of AnnAt1 T-DNA
mutants coupled to experiments involving
treatment with ABA, Ca22++, or EGTA sup-
ported the hypothesis that AnnAt1 plays a
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role in ABA-mediated stress response in
plants.

Several other very new technologies are
available for performing proteomic research
[18, 42, 43] and some have not been exten-
sively employed in plant biology studies.
There are new detection methods, proteom-
ic technologies are being developed in an
array format, and there is increasing focus
on protein–protein interactions, post-trans-
lational modification, and elucidation of
three-dimensional protein structure. In
terms of plant science, proteomics is a field
that is in its infancy and when it matures
will certainly provide a wealth of evidence
enabling a better understanding of biologi-
cal systems in general.

3.6

Metabolomics

Metabolites are the products of interrelated
biochemical pathways and changes in meta-
bolic profiles can be regarded as the ulti-
mate response of biological systems to
genetic or environmental changes [44].
Metabolomics is defined as the systematic
survey of all the metabolites present in a
plant tissue, cell, or subcellular compart-
ment under defined conditions, and can be
further subdivided into three categories
based on the type of study being performed.
Targeted metabolomics involves examination
of the effects of a genetic alteration or
change in environmental conditions on par-
ticular metabolites [45]. Sample preparation
is focused on isolating and concentrating
the compound of interest to minimize
detection interference from other compo-
nents in the original extract. Metabolite pro-
filing refers to a qualitative and quantitative
evaluation of metabolite collections, for
example those found in a particular path-
way, tissue, or cellular compartment [46].

Finally, metabolic fingerprinting is a high-
throughput method that focuses on collect-
ing and analyzing data from crude extracts
to classify whole samples rather than separ-
ating individual metabolites [47, 48].

Gas chromatography (GC)–MS or
LC–MS are the tools of choice for generat-
ing high-throughput data for identification
and quantification of small-molecular-
weight metabolites [47]. Capillary electro-
phoresis (CE) is an alternative method
which separates particular types of com-
pound more efficiently and can be coupled
with MS or other types of detectors. Nuclear
magnetic resonance (NMR), infrared (IR),
ultraviolet (UV), and fluorescence spectros-
copy can be used as alternative means of
detection, often in parallel with MS [47].
Time-of-flight MS technology has also been
employed in metabolite analysis and pro-
vides a means of high sample-throughput.
In the end, a combination of methods
enables analysis of a broad range of metab-
olites. The separation and detection strate-
gies used in plant metabolomics have been
reviewed in detail [47, 49].

The generation of reproducible and
meaningful metabolomic data requires
great care in the acquisition, storage, extrac-
tion, and preparation of samples [44]. The
true metabolic state of samples must be
maintained and additional metabolic activ-
ity or chemical modification after collection
must be prevented. Depending on the type
of sample and the analysis performed, this
can be achieved in various ways. The most
common strategies are freezing in liquid
nitrogen, freeze-drying, and heat denatura-
tion to halt enzymatic activity [44].
Metabolomic experiments are typically con-
ducted by comparing experimental plants
possessing an expected metabolic modifica-
tion (i.e. because of introduction of a trans-
gene or exposure to a particular treatment)
to control plants. Statistically significant
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changes in metabolite levels attributable to
perturbations affecting the experimental
plants are identified. Natural variability in
metabolite levels occurs as part of normal
homeostasis in plants; thus, a high number
of replicates is typically necessary to estab-
lish a statistically significant difference
between experimental and control plants,
especially if the differences between metab-
olite levels are subtle [47]. The large data-
sets and multitude of metabolites require
computer-based applications to analyze
complex metabolomic experiments. Ideally,
such systems compile and compare data
from a variety of separation and detection
systems (i.e. GC–MS, LC–MS, and NMR)
and identify alterations in metabolite lev-
els [49]. Ultimately, gene functions can be
predicted or global metabolic profiles asso-
ciated with particular biological responses
can be defined. Although such in silico
systems have not yet been developed, mul-
tivariate data analysis techniques that
reduce the complexity of datasets and
enable more simplified visualization of
metabolomic results are currently available.
These include principle-components analy-
sis (PCA), hierarchical clustering analysis
(HCA), K-means clustering, and self-orga-
nizing maps (SOM) [49].

Considering the natural variability in
transcript, protein, and metabolite levels in
plants of the same genotype, correlations
within complex fluctuating biochemical
networks can be revealed using PCA and
HCA [47, 50]. Metabolic networks were
integrated with gene expression and pro-
tein levels using a novel extraction method
recently developed whereby RNA, proteins
and metabolites were all extracted from a
single sample [50]. Metabolites were first
extracted in organic and aqueous solvents,
after which proteins and RNA were separat-
ed using a buffer/phenol extraction.
Metabolites were analyzed using GC–TOF

MS resulting in the quantification and iden-
tification of 652 compounds. Proteins were
subjected to tryptic digestion, separation
using two-dimensional LC, and detection
by tandem MS. This resulted in the quan-
tification and identification of 297 proteins
under stringent conditions intended to
avoid false positives. The RNA extracted
was successfully used in northern-blot anal-
ysis with isopropyl malate synthase as a test
probe. The overall extraction process was
applied to ten independent replicates from
two Arabidopsis genotypes, Col2 and C24, to
see if different biochemical phenotypes
could be detected and to evaluate general
biochemical patterns. For each genotype, a
subset of the 14 most abundant metabolites
was integrated with a subset of 22 proteins
and the data were subjected to PCA and
HCA. The results of PCA showed that the
two genotypes were completely separated
into distinct clusters, meaning that such
analysis could be used for classification pur-
poses. Application of HCA revealed the
conservation of some biochemical patterns
in both genotypes, including Calvin cycle
enzymes and metabolites such as sucrose
and fructose. The authors suggest that such
datasets coupled to quantitative transcript
analyses could reveal more detailed rela-
tionships among metabolites and assign
their linkage to established functions in bio-
chemical networks [50].

Besides basic research in plant biology,
metabolomics is also being developed to
assess the safety of genetically modified
(GM) foods [51]. One major concern about
the use of GM foods is that the molecular
alterations designed to produce a beneficial
trait could also result in unintentionally
hazardous effects. Because society
demands that producers demonstrate “sub-
stantial equivalence” between transgenic
and non-transgenic crop plants, metabolite
profiling is expected to provide a reliable
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means of detecting differences between
metabolite levels and identifying potential
problems [51].

3.7

Functional Genomics

The ultimate goal of large-scale sequencing
projects is to assign a function to all the
genes identified in a genome. On publica-
tion of the Arabidopsis genome sequence,
less than 10 % of the potential genes had
been functionally characterized. Most genes
were identified on the basis of the similarity
of their amino acid or nucleotide sequence
to other annotated genes in public databas-
es; thus, unknown genes must be classified
as putative until the appropriate physiologi-
cal experiments have been performed to
demonstrate the function of the gene prod-
ucts. In fact, approximately 30 % of possible
Arabidopsis genes could not even be
assigned a putative function because their
sequences were distinct from previously
characterized genes [8]. Genomic approach-
es designed to determine the biological
function of an unknown gene can be classi-
fied into one of two strategies: forward genet-
ics and reverse genetics (Fig. 3.1). Forward
genetics refers to the use of natural or artifi-
cially generated mutants with characteris-
tics distinct from wild-type plants to clone
the gene responsible for the mutant pheno-
type. In contrast, reverse genetics starts
with a specific sequenced gene of unknown
function that is “knocked-out” using direct-
ed mutagenesis to evaluate the resulting
change in phenotype.

3.7.1

Forward Genetics

Although altered phenotypes can occur nat-
urally, mutants can be generated by treating

seeds from wild-type plants with chemicals
such as ethylmethanesulfonate (EMS), or
by physical treatment, for example with ion-
izing radiation (UV, X-rays) [52]. When an
interesting phenotype has been identified,
the gene responsible can be isolated if suffi-
ciently detailed genetic and physical maps
are available for the plant species of inter-
est. Greater map densities increase the
probability that a gene of interest is close to
a molecular marker. The genetic position of
the gene is determined by monitoring the
co-inheritance of known markers and the
phenotype of interest. Markers proximal to
the gene of interest are used to identify seg-
ments of the genome contained within YAC
or BAC libraries. Localization of the gene of
interest between two markers enables isola-
tion of the intervening DNA from a wild-
type plant and insertion of the entire frag-
ment into the mutant line to test for rever-
sion to the wild-type phenotype (i.e. com-
plementation). If complementation is posi-
tive, the genomic fragment can be subdivid-
ed until the specific gene responsible for
the phenotype is identified [53]. This strate-
gy was used to clone the ripening-inhibitor
(rin) gene from tomato which codes for a
transcription factor that regulates the
expression of genes involved in fruit ripen-
ing [54]. The rin mutation arose spontane-
ously during breeding and results in fruit
that do not ripen even when exposed to eth-
ylene. Molecular mapping established
RFLP markers positioned close to the rin
locus on chromosome 5 and facilitated iso-
lation of a 365 kb YAC clone [55]. A library
of subclones derived from this YAC was
screened further to isolate a smaller frag-
ment shown to map close to the rin locus. A
modification of the strategy involved using
the YAC clone as a probe to screen cDNA
libraries from normal and mutant fruit,
which identified cDNA with altered tran-
scripts in the mutant plants. Expression of
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the wild-type form of one isolated gene in
mutant plants led to full complementation
(i.e. normal ripening), confirming the iden-
tity of the gene as Rin [54].

3.7.2

Reverse Genetics

With the availability of EST databases and
large-scale genome sequences, reverse
genetic approaches to assign functions to
uncharacterized genes now predominate
over more traditional forward genetic
approaches. In mice, yeast, and E. coli,
homologous recombination can be used to
mutate, or effectively turn off (i.e. knock-
out), the expression of a specific gene [56].
In flowering plants, homologous recombi-
nation occurs at low frequency and is cur-
rently not a practical means of producing
gene-specific mutants [52]. The moss Phys-
comitrella patens can, however, integrate
DNA efficiently by homologous recombina-
tion [57, 58]. In the future, mosses might
emerge as new model systems in the
advancement of plant functional genomics.
Moreover, investigating the mechanism of
homologous recombination in Physcomi-
trella might lead to a more efficient means
of performing this technique in Arabidopsis
and other model plants.

As illustrated in Fig. 3.3, insertional
mutagenesis is an alternative strategy to
homologous recombination and involves
the random introduction of foreign DNA
fragments into a gene, thereby inactivating
it. A large group of mutagenized plant lines
are created, each carrying one or more ran-
dom insertions in its genome. The
sequence of the inserted DNA is known
and acts as a “tag” so that the gene into
which it has been inserted can be isolated
from a pool of mutagenized plant lines
using PCR [56]. One PCR primer is specific
for the tag and the other is specific for the

gene of interest, enabling amplicons to be
produced only when the tag is inserted into
the targeted gene. For some species public
databases contain DNA-sequence informa-
tion flanking the insertion sites within
mutagenized lines to facilitate this pro-
cess [59]. One such “sequence-indexed T-
DNA insertion-site database” identifies the
precise locations of more than 88,000 inser-
tions covering 21,700 of the ~29,454 pre-
dicted Arabidopsis genes [60]. When a line
in which a desired genetic insertion has
occurred has been identified, seeds can be
obtained and the phenotype of the plants
can be characterized. The phenotype of the
mutant might not be obvious and might
require in-depth analysis such as micro-
scopic examination or molecular and bio-
chemical analyses employing transcript,
protein or metabolite profiling. Frequently
a phenotype will be detected only under
specific environmental conditions [56], or
might not occur if the gene is represented
by more than one copy in the genome.

The two methods most commonly used
for insertional mutagenesis are T-DNA tag-
ging [56] and transposon tagging [59, 61].
The advantages of T-DNA tagging include
the introduction of only one or two inser-
tions per line and the stability of the inserts
through multiple generations. In contrast,
transposon tagging provides a relatively
simple means of generating large popula-
tions of mutants, often with insertions in
multiple members of gene families resid-
ing on the same chromosome, because of
the tendency of transposition events to
occur over relatively short distances from
the donor site [59].

Other technologies are used to create
reduced or loss-of-function mutants to
study the function of a particular gene (or
gene family). These include post-transcrip-
tional gene-silencing (PTGS), which
includes RNA interference (RNAi) [62],
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Fig. 3.3 Insertional mutagenesis is a direct,
reverse-genetic means of determining the function
of an unknown, sequenced gene. A loss-of-function
mutation is created using an insertion element
(A), usually a T-DNA from Agrobacterium tumefaci-
ens or a transposon, and the resulting phenotype
is subsequently characterized. Insertion elements
often include a selectable marker, which is
required to identify transformed plants, and gene
enhancers or gene traps consisting of a minimal
promoter and reporter gene, which can be activat-
ed when inserted near a transcription factor. The
technique makes use of the specificity and sensi-
tivity of PCR to screen for specific insertions in a

large population of mutagenized plant lines (B).
Oligonucleotide primers from the insertional ele-
ment and from the gene of interest (arrowheads)
are used to detect a single insertion event among
the entire genome. The sensitivity of PCR enables
a single insertion to be detected even in large
pools (up to several thousand) of mutagen-treated
plants. Finding a single mutant plant with an inser-
tional mutation in a specific gene begins with
extraction of genomic DNA from pools of mutage-
nized plants. PCR is first performed on superpools
of DNA extracts, and positive pools are further
subdivided until individual plants are identified.

Fig. 3.4 Schematic diagram of TILLING. Seeds
are treated with the mutagen ethylmethanesulfo-
nate (EMS) and the resulting plants are catalogued
and self-pollinated to create an M22 seed bank. Leaf
disks from the initial population are collected and
genomic DNA samples are prepared from each
plant. The genomic DNA samples are arrayed and
pooled to increase screening throughput.
Subsequent screening is performed on smaller

pool sizes until an individual plant can be identi-
fied. At each stage point mutations are detected
using gene-specific primers to amplify the target
locus by PCR. Subsequently, samples are heat
denatured and reannealed to generate heterodu-
plexes between mutant amplicons and their wild-
type counterparts. Heteroduplexes are cleaved
using CEL I endonuclease and visualized by poly-
acrylamide gel electrophoresis.
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antisense RNA expression, co-suppression
with sense RNA, and virus-induced gene
silencing [52]. In contrast with insertional
mutagenesis, one of the major advantages
of RNA-mediated gene silencing is its abil-
ity to knock out entire gene families, even if
they are not closely linked physically.
Disadvantages include the lack of stable,
inheritable phenotype, variable levels of
residual gene activity, and our poor under-
standing of the mechanisms of some gene-
silencing phenomena. In contrast to
“knock-out” strategies, over-expression of a
particular gene might also provide insight
toward the determination of its function.

A new strategy with broad potential in the
development of high-throughput reverse
genetics in plants is TILLING (targeting-
induced local lesions in genomes) [63, 64].
TILLING uses traditional chemical muta-
genesis followed by high-throughput
screening to identify point mutations
(Fig. 3.4). Plants derived from mutagenized
seeds are catalogued and self-pollinated to
create an M22 seed bank. Genomic DNA
samples from each plant are arrayed and
pooled to increase screening throughput.
Subsequent screening is performed on
smaller pool sizes until an individual plant
with a point mutation in a specific gene of
interest is identified. The target locus is
amplified by PCR using gene-specific prim-
ers and the amplicons are heat-denatured
and reannealed to generate heteroduplexes
between mutant and wild-type amplicons.
Heteroduplexes are cleaved using the heter-
oduplex-specific CEL I endonuclease and
visualized by polyacrylamide gel electropho-

resis [63, 64]. Ultimately, the phenotype of a
plant with the desired mutation can be
characterized. TILLING enables functional
genomic studies to be conducted on plant
species that cannot be genetically trans-
formed.

3.8

Concluding Remarks

Considering the vast quantity of bioinfor-
matic data currently available, the pace at
which new information is being generated,
and the steady stream of new technologies
being developed, the future is bright for
plant genomics. The development of
genomic technologies beginning with the
emergence of high-throughput, automated
DNA sequencers have been readily applied
to the plant biology field [65]. New technol-
ogies for integrating genomic, transcrip-
tomic, proteomic, and metabolomic data-
sets and advancing functional genomic
approaches in plants continue to be estab-
lished. Coupled with the nearly complete
sequencing and annotation of the Arabidop-
sis genome, and the availability of genome-
wide knock-out mutants, integrated genom-
ic analyses are creating the realistic pos-
sibility that unequivocal functions will be
assigned to all plant genes in the foresee-
able future [1]. Such developments in rice
are not far behind, and projects in several
other agronomically important plants are in
progress. Genomics initiatives will contin-
ue to provide plant biologists with a wealth
of resources for years to come.
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4.1

Introduction

4.1.1

The Human Genome Project: Where Are We
Now and Where Are We Going?

On April 14, 2003 the International Human
Genome Sequencing Consortium an-
nounced the successful completion of the
Human Genome Project (HGP) more than
two years ahead of schedule. That month
also marked the 50th anniversary of the
publication of Watson and Crick’s Nobel
Prize-winning description of the structure
of DNA [1]. This was a modest two-page
report that ended with the famous under-
statement “It has not escaped our notice
that the specific pairing we have postulated
immediately suggests a possible copying
mechanism for the genetic material”.

The main effort of the Human Genome
Project has been the production of the ref-
erence sequence of the human genome.
Since the first version of the sequence was
completed in June 2000, researchers
worked to convert the “draft” sequence into
a “finished” sequence which has less than
one error per 10,000 bases. The finished
sequence covers about 99 % of the human

genome’s gene-containing regions. The
only remaining gaps involve small regions
that cannot be sequenced with current tech-
nology.

4.1.1.1

What Have We Learned?
An unexpected finding to emerge from the
sequence of the human genome is that we
seem to have far fewer protein-coding
genes than previously suspected – approxi-
mately 30,000, compared with a figure of
approximately 100,000 frequently cited pre-
viously. In 2002 the draft sequence of the
mouse genome was published [2]. We can
learn a lot about ourselves by studying the
mouse – we have approximately the same
number of genes as the mouse and other
mammals, and now know we have only a
few thousand more genes than Arabidopsis,
a roadside weed. This is a humbling discov-
ery [3].

At least 99 % of mouse genes have a cor-
responding gene in humans. The proteins
that are encoded by these genes are often
very similar in mice and humans. It is
therefore likely that differences in gene or
protein structure alone cannot account for
interspecies differences (or indeed the dif-
ferences between individuals of the same
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species). So what does account for the differ-
ences between mice and men?

Non-coding RNA One clue to this puzzle
comes from a closer examination of that
part of the genomes that does not code for
protein. The vast majority of our DNA
(approx. 99 %) lies outside the protein-cod-
ing exons (Fig. 4.1 and Box 4.1). The rate at
which mutations accumulate in this non-
coding DNA is generally much higher that
the mutation rate in exons. This is consis-
tent with the hypothesis that this is really

“junk” DNA. (This is because mutations
that occur in exons are overwhelmingly
likely to have a negative rather than positive
effect on our ability to procreate and are
therefore weeded out by natural selection.)
It has been discovered that the sequence of
a proportion of this “junk” DNA is actually
well conserved between the mouse and
human genomes, however [4]. Because the
evolutionary paths of mice and humans
diverged approximately 75 million years
ago, the fact that these DNA regions have
changed very little implies there have been

Fig. 4.1 The genome in action.
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Darwinian selection pressures acting to
eliminate mutations in these regions. In
other words, this is not junk DNA after all –
it must play an important role.

The conserved nonprotein-coding DNA
is found both within introns and in the
intergenic DNA [5]. It has been suggested
that there are tens of thousands of express-
ed regions of this type and that non-coding
RNA (ncRNA) has a major role in the regu-
lation of the expression of the protein-cod-
ing genes [4, 6–8]. We know almost nothing
about the function of these RNA genes but,
from a human health perspective, it seems
reasonable to assume that if they are
required for the normal development and
functioning of human tissues then we
should expect to find diseases associated
with mutations in these genes. Expect to
see a major effort over the next few years to
characterize these novel genes and to assess
their role in maintaining human health.

4.2

Genetic Influences on Human Health

All diseases have a genetic component. The
term “heritability” is used to define the pro-
portion of the causation of a disease – or
any other characteristic for that matter –

Box 4.1 What we know about the human
genome

The nuclear genome is about 3 billion bp long.
• There are 2 metres of DNA in every

nucleus.
• There are 24 distinct chromosomes

– 22 autosomes (arranged in pairs for a
total of 44).

– X chromosome (2 in females, 1 in
males).

• We have about 30,000 protein-coding
genes

• Only 1.5 % of our DNA is in the exons of
protein-coding genes

• Humans also have tens of thousands of
non-coding RNA genes.
– We have almost no idea of their
function.

• The human genome is similar in structure
and size to the mouse genome.

• The base sequence of any two humans is
about 99.9 % identical.

• The base sequence of chimpanzee DNA is
about 99 % identical with human DNA.

Box 4.2 Examples of single-gene disorders

Autosomal recessive:

• Cystic fibrosis (CF) is quote common in
some populations (1 in 2000 North
European births). Deficiency of a chloride-
transporter protein results in the
accumulation of thick mucus in the lungs;
this leads to repeated pulmonary
infections and eventual pulmonary failure.

• Sickle-cell anemia is a disorder common in
individuals of African heritage.
Heterozygous carriers are more resistant
to malaria but homozygotes have an
abnormal hemoglobin which causes the
red blood cells to lyse, especially under
conditions of reduced oxygen pressure.

Autosomal dominant:

• Huntington disease is a progressive
neurodegenerative disorder which appears
in mid-life and leads to uncontrolled
movements, loss of intellectual capacity,
and emotional disturbance. It is caused by
an abnormal increase in a triplet repeat
sequence on chromosome 4. There is no
effective treatment. Presymptomatic DNA
testing can show who will develop the
disease later in life, or potentially pass it
on to children.

X-linked recessive:

• Duchenne muscular dystrophy is a fairly
common disorder which, like other X-
linked recessive traits, is normally
restricted to males (1 out of 3500 male
births). The presence of an abnormal
muscle protein leads to a gradual loss of
muscle function beginning in infancy.
Respiratory failure and pulmonary
infections usually lead to death before the
age of 20.
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that has a genetic cause. Traditionally, the
study of genetics has been focused on dis-
eases with a heritability close to 1.0. These
are the classical inherited (Mendelian) dis-
eases which are caused by a mutation in a
single gene that can be vertically transmit-
ted from generation to generation. Traits
carried on the autosomes can be dominant
– requiring the inheritance of only one copy
of the mutant gene – or recessive – when a
mutated gene must be inherited from both
parents who themselves are usually unaf-
fected “carriers”(Box 4.2). Most single-gene
defects are rare conditions, but because
there are several thousand known single
gene disorders their combined incidence is
estimated to be approximately 1 in 200
births.

4.3

Genomics and Single-gene Defects

The past 15 years have seen major advances
in our understanding of the precise genetic
defects that lead to a large range of single-
gene (Mendelian) diseases. The genes and
mutations responsible for hundreds of
inherited diseases have been discovered.
The genetic basis of many of the more com-
mon Mendelian traits has now been eluci-
dated – although what is defined as “com-
mon” depends very much on the origin of
the population being studied. There is now
a long list of rare conditions gradually suc-
cumbing to the tools of the genomic age.

4.3.1

The Availability of the Genome Sequence
Has Changed the Way in which Disease
Genes Are Identified

The HGP has provided us with the location
and base sequence of most genes, but not
all. At this stage however, we still do not

know the function of many genes. From the
base sequence alone we are usually able to
predict the amino acid structure of the
resulting protein. By comparing the struc-
ture of a novel protein to the structure of
known proteins, we can often make an edu-
cated guess about the cellular location and
functional role of the new protein. We
might still be ignorant of any role that a par-
ticular gene plays in a disease process, how-
ever.

By examining the complement of mes-
senger RNA (mRNA, Fig. 4.1) produced in
different tissues, we can determine in
which range of tissues each gene is
expressed. This can be done by scanning
tissue-specific cDNA libraries for specific
gene sequences or by using DNA chip tech-
nology to examine thousands of gene
sequences simultaneously [9]. These ap-
proaches have greatly facilitated the linking
of genes to diseases. The basic strategy for
identifying the responsible genetic change
has remained largely unaltered and consists
of the steps:

1. Families segregating the disease must be
identified and clinically characterized.

2. Statistical methods are used to identify a
small region of the genome where the
offending gene is located. Such methods
include:
a. linkage analysis
b. linkage disequilibrium mapping
c. homozygosity mapping for recessive

traits

3. Searching the genes in the candidate
region for disease-causing mutations.

Although the first two steps remain time-
consuming, the third step has been greatly
facilitated by the knowledge gained from
the Human Genome Project. For example,
the gene responsible for Huntington dis-
ease was mapped to the end of chromo-
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some 4 in 1983 [10], but it took a further 10
years to complete the third step [11]. Now
however, when the genetic locus has been
identified, it can take only a matter of weeks
to complete the identification of the gene.

In the pre-genomic era, researchers
would have to painstakingly construct their
own “physical maps” of the candidate
region. This entailed separating and clon-
ing hundreds of individual pieces of DNA
and could take several years of work.
Nowadays the same or better information
can be obtained with a few “mouse clicks”.
As a result, it has been estimated that the
cost of cloning (identifying) a single dis-
ease-associated gene has dropped from sev-
eral million dollars in the early days to
approximately $100,000 today [12].

4.3.1.1

Positional Candidate Gene Approach
We now have a list – although just how
complete is still not clear – of all the genes
located within a candidate region and we
know their “normal” (reference) sequence.
As we gain more insight into the function
of these genes, and in which tissues they
are expressed, we are able to select those
that might plausibly be involved in the dis-
ease process we are studying. Eventually
the gene from an affected person must be
sequenced and compared with the refer-
ence sequence of that gene. If a difference
which would alter protein function is
found, it must be established that every
affected person in the family carries the
same mutation, and that the mutation is
not found in unaffected members of the
family nor in the general population. This
combination of genetic mapping followed
by examination of candidate genes within
the region is known as the “positional can-
didate” method of locating disease genes.

Occasionally we still discover a gene that
has not previously been recognized by anal-

ysis of the human genome sequence. For
instance, a gene responsible for hereditary
sensory and autonomic neuropathy was
recently mapped to a fairly small region
(just over a million base pairs) of chromo-
some 12 which was thought to contain
seven genes. No disease-causing mutation
could be found in any of these genes, how-
ever. Subsequently a novel single-exon
gene, now termed HSN2, was found, hid-
ing within an intron of one of the seven
known genes [13]. The protein encoded by
this gene bears no resemblance to any other
known protein.

4.3.1.2

Direct Analysis of Candidate Genes
The main drawback to the positional candi-
date method is that it still relies on some
type of preliminary genetic mapping using
families that have a particular disease. This
mapping process is very time-consuming
and thus expensive, because it involves col-
lecting data from many family members
and accessing hospital records and other
information sources. As we develop more
information about the human genome, and
as technological advances in sequence-iden-
tification continue, we might be able to
jump past the mapping step altogether in
many cases. We now know the DNA
sequence of most genes. We will gradually
gain an understanding of the functional sig-
nificance of most of these genes. We will
have information about variations in the
DNA sequences of the genes within defined
populations. We will know in which tissues,
and possibly under what circumstances,
these genes are expressed to produce pro-
teins. With this additional information, and
with some knowledge of the underlying
pathophysiology of the disease, it will be
possible to identify the candidate genes
most likely to be involved in a genetic dis-
ease. The DNA of candidate genes from
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affected patients will then be sequenced to
look for evidence of mutations. With further
improvements in DNA sequencing technol-
ogy, including use of gene-chip micro-
arrays, it will be possible to scan hundreds
of candidate genes in a relatively short time.
Thus from a number of candidates, one or
more disease-associated genes will be iden-
tified. Successes using this approach have
already been published [14, 15].

4.3.2

Applications in Human Health

The discovery of the genetic basis of a dis-
ease has several consequences. One that has
immediate application is the provision of
DNA-based diagnosis and risk assessment.

4.3.2.1

Genetic Testing
As soon as a causative mutation has been
discovered it is possible to design a simple
test that can detect the presence of this
mutation in DNA obtained from a blood
sample or from other tissue. The purpose of
genetic testing is usually to identify carriers
of genetic defects that could predispose the
carrier, or the carrier’s children, to an inher-
ited disease. (Less commonly, DNA testing
is used to help make a clinical diagnosis, for
instance in sickle-cell disease, hemochro-
matosis, or cystic fibrosis.) There are many
possible reasons for conducting a genetic
test. For dominant traits it might be to pre-
dict who might be susceptible to a disease
later in life, so that the appropriate interven-
tions can take place to prevent or ameliorate
the condition. Such interventions might
take the form of clinical screening pro-
grams to detect the disease at an early
stage [16], of prophylactic surgery, or of
pharmaceutical intervention [17, 18]. For
recessive traits, carrier screening is con-
ducted to determine if a couple is at risk of

bearing an affected child, or to determine
prenatally the genotype of the fetus. For
conditions in which there is no effective
intervention, for example Huntington dis-
ease, the demand for genetic testing is com-
paratively low.

A major obstacle to implementation of
genetic testing is the occurrence of genetic
heterogeneity. An inherited disease can
often be caused by a mutation in any of sev-
eral different genes (locus heterogeneity)
and usually there will be a large number of
different possible mutations in each gene
(allelic heterogeneity). There are also sever-
al difficult ethical, social, and legal issues
surrounding the subject of genetic test-
ing [19, 20]. Further complications arise if
considering testing large groups of the pop-
ulation (population screening) [21].

Locus Heterogeneity The extreme example
of locus heterogeneity is retinitis pigmento-
sa, which is a progressive eye disease that
leads to loss of vision. The pattern of inher-
itance can be dominant, recessive, or sex-
linked. More that 35 chromosomal regions
have been linked to this disease and 30
genes have already been identified [22].

Locus heterogeneity often results from a
defect in a biochemical pathway that
requires several different proteins to func-
tion properly. Thus a mutation in any one
of several genes has the potential to disrupt
the pathway and produce the same disease
phenotype. For example, the most common
inherited form of cancer, hereditary non
polyposis colon cancer (HNPCC), results
from a defect in one of the DNA-repair
systems within the cell. Several different
proteins are required for this specific repair
mechanism to work correctly. It is known
that HNPCC can result from a mutation in
at least five of these proteins, yet the clinical
features are similar in all families [23, 24],
so the particular gene involved in each fam-
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ily must be identified before testing is pos-
sible.

Allelic Heterogeneity Sickle-cell anemia
was one of the first inherited diseases in
which the molecular basis was discovered, a
mutation in the â subunit of hemoglo-
bin [25] (Box 4.2). It was subsequently
found that a single DNA mutation was
responsible for virtually all cases, and that
detection of this mutation could be used to
identify carriers of the sickle-cell trait.
Sickle-cell disease seems exceptional in this
regard, however, and there will usually be
many different mutations found in each
gene (allelic heterogeneity). In practice, this
means that each family could potentially
have a different mutation and that the pre-
cise mutation in the family must be deter-
mined before DNA-based testing can be
implemented. Sometimes a “founder
effect” can be observed in which several
affected families within a particular region,
or possibly in diverse regions, have the
same mutation by virtue of sharing a com-
mon ancestor [26–28].

4.3.3

Gene Therapy

As soon as scientists realized that a defec-
tive gene could cause a disease, they began
to speculate about the possibility of fixing
the broken gene. About 15 years ago, when
we actually began to identify and sequence
disease-associated genes, predictions were
made that we would see some kind of gene
therapy within several years. This proved to
be wishful thinking. Despite choosing dis-
eases where we had a good understanding
of the underlying pathophysiology and
where we could access the critical cell or tis-
sue, there have been few real advances in
gene therapy of inherited diseases. After a
decade of unsuccessful attempts to cure

one form of severe combined immunodefi-
ciency disease by using gene therapy,
researchers apparently achieved success in
treating another genetic type of the same
disease [29, 30]. Sadly however, within a few
years, two of the ten children treated devel-
oped leukemia-like disease [31]. Inserting
the new gene into the patients’ own
genomes had activated a cancer-causing
gene that was located nearby. This setback
and the earlier death of another patient in a
gene-therapy trial [32] has led to a decline in
gene-therapy research. Thus treatment of
defective genes still lies some indetermin-
able time in the future. More promising
however is the prospect of treating non-
inherited diseases using genetic material as
the therapeutic agent [33, 34].

4.4

Genomics and Polygenic Diseases

The terms “polygenic”, “multifactorial” and
“complex” are used somewhat interchange-
ably to describe diseases that involve chang-
es to more than one gene and that, in most
cases, also involve non-genetic (environ-
mental) factors. Most of the common dis-
eases that afflict the human species can be
so classified. The success of the HGP will
have a much greater impact on the elucida-
tion of the etiology of common multifactori-
al diseases than it will on that of the mono-
genic diseases. Sorting out the genetic fac-
tors involved in common complex disorders
such as schizophrenia, obesity, or diabetes,
remains a challenging proposition. For any
multifactorial disease we are faced with the
need to identify multiple genes, each pos-
sibly having only a small effect on the out-
come. It is the combination of mutations in
several genes – coupled with environmental
factors – that is responsible for the onset of
the disease. Indeed even the term “muta-
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tion” might not be appropriate to describe
the genetic variations involved. Whereas the
mutation in single-gene diseases often has a
profound effect on the function of the
encoded protein and is rare in the general
population, it is likely that the “mutations”
in the polygenic diseases will be found to
result in much more subtle changes in pro-
tein function and to be much more com-
mon. We should, perhaps, use instead the
term “polymorphisms” to describe these
variations in gene structure. The effects of
these polymorphic variants on protein func-
tion will usually be quantitative rather than
qualitative – for example the binding coeffi-
cient of an enzyme–substrate complex or
the affinity of a growth factor for a receptor
might be affected.

Offshoots of the HGP might also begin to
clarify the role which the variable pene-
trance of genetic variants seems to play in
the elusive relationship between genotype
and phenotype in multifactorial diseases.
The penetrance of a genetic variant can be
defined as the proportion of individuals
who carry such a variant for which a change
in phenotype is actually observed. For the
mutations involved in Mendelian traits the
penetrance is usually high, sometimes
approaching 100 %. In complex diseases,
however, the penetrance of any one variant,
in isolation, might be low. It has become
apparent that linkage studies have low
power to map genes with low penetrance,
even for Mendelian traits, and this problem
would be much more serious if attempting
to map genes involved in complex traits by
using linkage analysis.

An alternative method of detecting specif-
ic genetic risk factors is by means of associ-
ation studies. These studies measure the
occurrence of specific genetic variants in
affected patients and in an unaffected con-
trol group. Association studies can be per-
formed in several ways.

4.4.1

Candidate Genes and their Variants

The conceptually simplest approach to con-
ducting association studies (the “direct
approach”) entails testing affected and con-
trol populations for the frequency of a spe-
cific gene variant which is postulated to be
directly involved in the disease process. If
the variant occurs in the patient population
at a significantly higher frequency one can
infer that this particular genetic variant con-
tributes to the onset of the disease. The
opposite may also be true – some variants
might be protective.

The genome sequences from two individ-
uals selected at random from the worldwide
population differ by about 0.1 % (1 variant
per 1000 bases on average) [35]. The most
common type of variation is substitution of
a single base with a different one. It is esti-
mated there are more than 10 million such
variant sites (called single nucleotide poly-
morphisms, SNPs) within the human
genome where the rarer allele (variant)
occurs at a frequency of at least 1 % in the
general population [36, 37]. There will be
very many more alleles that are rarer (less
than 1 % in the population) but because of
their rarity, it is unlikely these will have a
significant role in the etiology of common
diseases. It has, however, been estimated
that out of these ten million SNPs only
about 50,000 are likely to result in altered
protein structure [37]. These are referred to
as cSNPs (coding SNPs) and are found in
only the 1.5 % of the genome that forms the
exons (Fig. 4.1). The vast majority of SNPs
occur in introns or intergenic regions of the
genome where they are, for the most part,
not subject to evolutionary selective pres-
sure. There will still be SNPs that occur in
regulatory regions that do not alter protein
structure but which might have a quantita-
tive effect on protein expression. These
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might occur in the promoter regions of pro-
tein-coding genes or within the ncRNA
genes (Sect. 4.1.1.1).

Direct association studies so far complet-
ed have tended to use only one or a few of
these cSNPs, selected on the basis of the
biological significance of the polymorphic
candidate gene to the disease under investi-
gation (Tab. 4.1). Sometimes regions of the
genome associated with a particular disease
have been discovered not by genotyping a
cSNP directly involved in the disease pro-
cess but by analyzing polymorphic loci
which are in “linkage disequilibrium” with
a nearby disease-causing allele.

4.4.2

Linkage Disequilibrium Mapping

Linkage disequilibrium (LD) can be thought
of as the co-occurrence of specific alleles at
two loci in the genome at a higher frequency
in a population than would be predicted by
random chance [51]. Thus if a particular
SNP allele is found to be associated with a
disease it might not be that this first SNP is
directly involved in the disease process but
that is in linkage disequilibrium with
another allele in a second nearby gene.
Linkage disequilibrium extends to more

than just two adjacent loci. Alleles of several
SNPs that are close together tend to be inher-
ited together in blocks. A linear set of partic-
ular SNPs alleles in one region of a chromo-
some is called a haplotype. It has been found
that most chromosome regions have only a
few common haplotypes (defined as haplo-
types with a frequency of at least 5 % in the
population) rather than the much larger
number which represents the theoretical
number of possible combinations. These
few common haplotypes seem to account for
most of the variation from person to person
in a population [52]. Even though a chromo-
some region might contain many SNPs, if
there is strong linkage disequilibrium in the
region the analysis of only a few “tag” SNPs
provides most of the information on the
genetic variation in that particular region by
enabling the identification of the common
haplotypes. It has also been found that
regions of strong linkage disequilibrium
within the genome are quite long, with half
of such blocks being 44 kbases or larger in
European and Asian populations [52].

4.4.2.1

The Hapmap Project
The International HapMap Project was
organized in 2002 and its objective, as one

Disease Gene References

Alzheimer’s disease APOE 38
Asthma ADAM33 39
Deep vein thrombosis Factor V 40
Hypertriglyceridemia APOAV 41
Inflammatory bowel disease NOD2 42
Myocardial infarction LTA 43
Schizophrenia Neuregulin 1 44
Stroke PDE4D 45
Type 1 diabetes HLA 46

Insulin 47
CTLA4 48

Type 2 diabetes PPARG 49, 50

Table 4.1 Examples of genetic variants
identified for common diseases by use
of association studies.
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might expect, is to develop a haplotype map
of the human genome. The HapMap will
describe the common patterns of genetic
variation in humans by characterizing the
haplotypes within chromosome regions
with sets of strongly associated SNPs. It will
develop the key tag SNPs which will define
these regions and will also note the chromo-
some regions where linkage disequilibrium
is weak.

Chromosome regions in which a group of
patients and a population-matched group of
controls differ in their haplotype frequencies
will identify places to look for candidate dis-
ease-associated genes. To complete a
genome-wide analysis satisfactorily it is esti-
mated that 200,000 to one million SNPs
must be analyzed, which is at least an order
of magnitude less than would be required in
the absence of knowledge from the HapMap
project [53]. Recent evidence obtained from
re-sequencing of more than 100 genes from
23 Africans and 24 people of European
ancestry indicates, however, that the com-
plexity of the haplotype architecture might
have been underestimated and that this
might have important implications for
genome-wide association studies [54].

4.4.3

Whole-genome Resequencing

Another approach to discovering the genet-
ic basis of a common disease is to re-
sequence all the genes – or indeed the entire
genomes – from sets of patients with com-
plex diseases [55]. This powerful method
will have the advantage of identifying rare
variants and commonly occurring polymor-
phisms. The technology to attempt this task
is not yet within our grasp. Current rates of
DNA re-sequencing are too slow to gather
enough data cost-effectively. In addition, the
computing power to analyze and compare
whole genomes in many individuals simul-

taneously has also not yet been developed.
We must not forget, however, that just 20
years ago any thought of sequencing the
entire human genome even once seemed to
be wishful thinking.

The rate at which we have so far uncovered
the genetic basis of common disease is per-
haps disappointing. Although it is clear that
no single approach will identify all the genet-
ic variants that contribute to human disease,
we can be sure our increasing technological
capabilities coupled with enhanced knowl-
edge of genome structure will provide more
rapid advances in the years to come. The
next section discusses what we have learned
so far about two of the most significant
classes of human illness – cancer and cardi-
ovascular disease.

4.5

The Genetic Basis of Cancer

We know what causes cancer – all cancers
are caused by genetic mutations. An accu-
mulation of DNA mutations within a single
cell is required to turn that cell into one that
lacks the normal controls on growth, divi-
sion, and the capacity to invade other tis-
sues. It takes time to accumulate the
required number of genetic changes within
a single cell, which is why cancer is usually
a disease of the aged. Gain-of-function
mutations are needed in proto-oncogenes,
which cause an up-regulation of proteins
whose normal function is to stimulate cell
growth and division. In addition loss-of-
function mutations are required in tumor-
suppressor genes which normally act as
“brakes” on cell division. Often there will
also be mutations occurring in cell-adhe-
sion molecules, genes involved in DNA
repair and maintaining genetic stability,
and mutations that inactivate telomerase
function.
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Although all cancers are caused by muta-
tions, the predisposition to cancer is not
usually inherited as a Mendelian trait.
Instead, the cancer-causing mutations are a
result of somatic events (that is events
occurring in the normal cells of the body as
opposed to the germline cells) such as
spontaneous mutations, action of carcino-
gens, radiation damage, and the action of
some viruses. Although most mutations are
somatic, there are also inherited DNA
mutations that can increase the risk of
developing cancer. The nature of these
inherited variants in the predisposition to
common cancers is described in the next
section. The commonest sites of cancer in
many populations are the lung, colon, and
breast. Because lung cancer is overwhelm-
ingly related to tobacco smoking any inher-
ited genetic factors have been difficult to
study and little is known about them. In
contrast, study of inherited forms of breast
and colorectal cancer has greatly enhanced
our understanding of the disease process.

4.5.1

Breast Cancer

It has long been recognized that a positive
family history of breast cancer is an impor-
tant risk factor for developing the disease.
Highly-penetrant mutations in at least five

genes are known to confer a high risk of
developing breast cancer as an autosomal
dominant trait [56] (Tab. 4.2). The two major
genes are BRCA1 [57] and BRCA2 [58].
Women who have inherited a mutation in
one of these genes are at high risk of devel-
oping breast cancer and ovarian cancer.
(Men rarely develop breast cancer, but are
more likely to do so if they carry a BRCA
mutation.) Inherited cancer genes identi-
fied previously, such as that for the child-
hood eye cancer retinoblastoma [59] or for
the polyposis coli form of colon cancer [60],
have shed considerable light on cases of
cancer in patients who had not inherited
the mutated gene. Geneticists therefore
expected that BRCA would do the same for
the 95 % of breast cancer patients who are
not BRCA carriers, but these hopes were
dashed. By examining the DNA from many
breast tumors it was found that the BRCA1
or BRCA2 genes were rarely mutated in
sporadic (non-inherited) cases [61, 62].
Since then, however, we have learned that
both BRCA genes interact with other genes
and proteins to regulate cell behavior.
Although BRCA gene mutations do not
seem to be directly connected to sporadic
cancers, evidence now suggests that defects
in other parts of the BRCA pathway could
be important in triggering breast cancer
and other cancers. For example the CHEK2

Table 4.2 Highly penetrant breast cancer susceptibility genes.

Gene Function Syndrome References

BRCA1 Transcription, cell-cycle control, DNA-damage repair Familial breast/ 57, 65
ovarian cancer

BRCA2 Transcription, cell-cycle control, DNA-damage repair Familial breast/ 58, 66
ovarian cancer

p53 Transcription, cell-cycle checkpoint (DNA integrity) Li–Fraumeni 67

STL11/LKB1 Serine-threonine kinase Peutz–Jeghers 68

PTEN Phosphatase, tumor-suppressor Cowden 69
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gene encodes a cell-cycle checkpoint kinase
that is involved in the BRCA1-p53 pathway.
It has been reported that in those not carry-
ing a BRCA mutation the CHEK2 1100delC
mutation confers a twofold increased risk of
breast cancer in women and a tenfold
increased risk in men [63] although more
recent studies question the role of CHEK2
mutations in male breast cancer at the pop-
ulation level [64].

Although the BRCA1 and BRCA2 pro-
teins are not similar, they both seem to be
involved in the repair of double-strand DNA
breaks, chromatin remodeling, and the reg-
ulation of gene transcription [70]. More
recently Hughes-Davies and colleagues
have identified a protein (EMSY) that binds
to the BRCA2 protein and, like BRCA2
itself, has functions associated with DNA
repair and transcriptional regulation. They
demonstrated that EMSY is a repressor pro-
tein which binds within the BRCA2 tran-
scriptional activation domain and silences
this function [71]. They further showed that
the EMSY gene was amplified in 13 % of
sporadic breast cancer and 17 % of higher-
grade ovarian cancer but was rarely ampli-
fied in other tumor types. EMSY amplifica-
tion was associated with worse survival,
suggesting that it might be of prognostic
value. The clinical overlap between sporadic
EMSY amplification and familial BRCA2
deletion implies that a BRCA2-dependent
pathway is involved in sporadic breast and
ovarian cancer.

4.5.1.1

Cancer Risk in Carriers of BRCA Mutations
Initial estimates by the Breast Cancer
Linkage Consortium put the risk of develop-
ing breast cancer at up to 85 % by 70 years
of age and the risk of ovarian cancer at
42 % [72]. These estimates were obtained by
studying families with very high rates of
breast and ovarian cancer. Later studies,

which used analysis of carriers unselected
on the basis of family history, identified a
significantly lower risk for breast cancer
(26–60 %), with the risk in BRCA2 carriers
lower than that in BRCA1 carriers [73].
Similar reductions in risk estimates for
ovarian cancer were also reported. A sub-
stantial discussion ensued about which risk
estimates were “correct”. It now seems that
both might be right. In BRCA families with
multiple women affected at young ages
there are probably other genetic risk factors
(modifying genes) co-segregating in the
families. These serve to increases the over-
all risk of breast cancer in these families
above that attributable to BRCA mutations
alone. In the absence of a strong family his-
tory however, the lower risk estimates are
likely to be more useful for risk prediction.

The search for a high-penetrance putative
“BRCA3” locus has not been success-
ful [74]. The search illustrate the difficulties
in identifying genes for a disease with high
population prevalence. It is likely there are
multiple genes still to be identified among
non-BRCA1/2 families, with any one novel
gene accounting only for a small proportion
of such families. Modeling algorithms sug-
gest that several common low-penetrance
genes with multiplicative effects on risk
might account for the residual non-
BRCA1/2 familial aggregation of breast
cancer [75]. The modifying effect of these
gene variants might explain the previously
reported differences between population-
based estimates for BRCA1/2 penetrance
and estimates based on high-risk families.

Nevertheless, only a few percent of all
breast cancers are associated with inherited
mutations in BRCA1 or BRCA2, and only
about 0.1–0.4 % of women in outbred
Western populations are thought to carry
such mutations [76, 77]. There are a few
other genes in which inherited mutations
predispose to breast cancer (Tab. 4.2), but
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these are much rarer still than families with
BRCA mutations. But even if BRCA car-
riers are excluded, family history still seems
a very significant risk factor. This means
that the bulk of genetic variation respon-
sible for breast cancer remains to be
explained.

4.5.2

Colon Cancer

There are two well-characterized inherited
colon cancer syndromes that have made
significant contributions to our under-
standing of colorectal carcinogenesis –
familial adenomatous polyposis (FAP),
linked to mutations in the APC gene, and
hereditary non-polyposis colorectal cancer
(HNPCC), which is caused by mutations in
one of a number of DNA mismatch repair
genes.

4.5.2.1

Familial Adenomatous Polyposis
Familial adenomatous polyposis (also
known as adenomatous polyposis coli) is a
syndrome characterized by the occurrence
of multiple – typically more than one hun-
dred – adenomatous polyps in the distal
region of the large bowel. These adenomas
are pre-malignant neoplasms, one or more
of which invariably progresses into a carci-
noma. The trait is inherited in a dominant
pattern and the average age at diagnosis of
colon cancer is in the forties. The polyposis
phenotype is easily recognized by sigmoi-
doscopy and the penetrance is close to
100 %. An atypical or attenuated phenotype
(AFAP) is characterized by a smaller and
variable number of polyps, later age at diag-
nosis, proximal location in the colon, and
reduced penetrance. The attenuated type is
more difficult to diagnose. The APC gene
was identified in 1991 [78] and encodes a
tumor-suppressor protein. Although famil-

ial adenomatous polyposis accounts for less
than 1 % of all colon tumors, it quickly
became apparent that the APC gene had a
central role to play in carcinogenesis in gen-
eral and in the development of colorectal
carcinoma in particular. Mutations in the
APC gene are found in about 80 % of all
colorectal tumors [79], in about 60 % of ade-
nomatous polyps [80] and are early events
in tumorigenesis [80]. Mutations of APC
are also found in tumors occurring at many
other anatomic sites, for example stom-
ach [81] and breast [82], but generally at a
lower frequency than found in colon
tumors. The APC protein is involved in
cytoskeletal remodeling, cell–cell adhesion
and cell migration [24]. It acts to regulate
levels of â-catenin through the Wnt-signal-
ling pathway [83]. The occurrence of APC
mutations is a key element in one of the
major models for tumorigenesis, the chro-
mosomal instability (CIN) pathway. CIN
tumors account for about 85 % of all colon
cancer and are characterized by abnormal-
ities in chromosome number and structure.
It is believed the APC protein is important
in the function of the mitotic spindle, which
is derived from elements of the cytoskele-
ton. Any derangement of chromosome-
spindle interaction has the potential to lead
to mis-segregation of the chromosomes and
hence to aneuploidy.

4.5.2.2

Hereditary Non-polyposis Colon Cancer
Hereditary non-polyposis colon cancer
(HNPCC) is considerably more common
than FAP but probably accounts for less
than 5 % of colon tumors. It is probably
under-diagnosed, because there is no
pathognomonic feature and diagnosis
depends on having a significant multi-
generation history of colon or other
tumors [23]. Other anatomic sites frequent-
ly involved include the uterine endometri-
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um, stomach, ovary, the renal pelvis, and
ureter [84]. HNPCC is caused by inherited
mutations in one of a number of mismatch
repair (MMR) genes which code for pro-
teins whose function is to repair base-mis-
matches in DNA, especially those occurring
in regions of simple repeats (mono- or di-
nucleotide repeats) [85]. Loss of MMR func-
tion leads to a higher rate of accumulation
of mutations in other genes which then
leads to carcinogenesis. Tumors from
HNPCC patients are characterized by
instability of their DNA in simple repeats.
This is referred to as microsatellite instabil-
ity (MSI). MSI is also observed in about
15 % of sporadic colon tumors. In most of
these cases MMR function is lost because of
epigenetic (not inherited) methylation of
the promoter region of MLH1 which leads
to silencing of the MLH1 gene [86]. In
tumors exhibiting MSI a number of genes
have been identified as key targets for muta-
tion in their microsatellite regions. These
include the transforming growth factor
receptor type 2 (TGFâRII) [87], insulin-like
growth factor II receptor (IGFIIR) [88], the
antiapoptotic gene Bax [89], the cell-cycle
regulator E2F2 [88], and others [24, 90].
Mutations in these genes are involved in the
progression of tumorigenesis initiated by
defects in the mismatch repair pathway.

The microsatellite instability (MSI) path-
way characterizes approximately 15 % of all
colon tumors and is distinct from the chro-
mosomal instability (CIN) pathway which
involves APC mutations and is involved in
most colon cancer.

4.5.2.3

Modifier Genes in Colorectal Cancer
Analysis of cohorts of twins reveals a rela-
tively large effect of heritability for several
forms of cancer (prostate, colorectal, and
breast) suggesting that our current knowl-
edge of cancer genetics is limited [76]. This

effect is probably because of a combination
of low-penetrance tumor susceptibility
genes which are relatively common in the
population and might confer a much high-
er attributable risk in the general popula-
tion than rare mutations in high-pene-
trance cancer-susceptibility genes such as
BRCA1/2, APC, and the HNPCC genes.
The search for these genes is ongoing but
significant progress might not be achieved
until large-scale genome-wide association
studies are conducted as described in
Sect. 4.4. An example of the results achiev-
able can be seen in the combined results of
several studies into the role of variants of
the type 1 TGFâ receptor (TGFBR1). As
indicated in Sect. 4.5.2.2, the TGFâ pathway
has been implicated in the development of
colon cancer. Several studies have demon-
strated a variant of the TGFBR1 gene which
is seen at increased frequency in a variety
cancer patients compared with healthy con-
trols. Combined analysis of 12 studies
shows that carriers of the TGFBR1*6A var-
iant have a 38 % increased risk of breast
cancer, a 41 % increased risk of ovarian can-
cer, and a 20 % increased risk of colorectal
cancer [91, 92].

4.6

Genetics of Cardiovascular Disease

Cardiovascular disease is the leading cause
of morbidity and mortality in most western
countries. In the United States cardiovascu-
lar disease accounts for 39 % of all dea-
ths [93]. Although environmental and life-
style factors are of major importance in the
development of cardiovascular disease
there is also a wealth of evidence in support
of a significant genetic component.
Understanding the basis whereby a muta-
tion in a single gene can cause disease has
appreciably increased our understanding of
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the pathophysiology of the more common
complex cardiovacular diseases.

4.6.1

Monogenic Disorders

4.6.1.1

Hypercholesterolemia
Elevated low-density lipoprotein (LDL) cho-
lesterol is a well-established risk factor for
coronary heart disease. Five monogenic dis-
eases leading to hypercholesterolemia have
been described [94]. The most common
type of familial hypercholesterolemia is
caused by mutation of the LDL receptor
gene (LDLR) [95]. The LDL receptor is locat-
ed on the surface of a number of cell types
and is important in removing LDL from the
circulation. Individuals inheriting one
mutant LDLR gene have total plasma cho-
lesterol in the range of 8.7–10 mmol L–1

(desirable level is <5 mmol L–1) and are at
significantly increased risk of heart disease.
Those homozygous for a mutation (two
mutant copies) can have cholesterol levels
of 17–30 mmol L–1 and usually have severe
atherosclerosis and die in late child-
hood [96].

“Familial ligand-defective apolipoprotein
B-100 disease” is clinically similar to LDLR-
associated familial hypercholesterolemia.
Apolipoprotein B-100 is the major protein
found in LDL and specific mutations in the
apo-B protein prevent LDL from binding to
LDL receptors and thus elevate LDL choles-
terol [97].

4.6.1.2

Hypertension
Hypertension is another major risk factor
in heart disease and stroke. Elevated blood
pressure is highly prevalent in the general
population. Multiple environmental and
genetic factors are involved in the etiology
of hypertension but rare inherited forms of

the disease have been informative. Genetic
studies have identified mutations in eight
genes that cause Mendelian forms of hyper-
tension. Given the diverse physiological
mechanisms for regulating blood pressure
it is surprising that all the genes identified
so far are involved in the renal salt-re-
absorption pathway, including genes for
glucocorticoid metabolism, glucocorticoid
receptors, and renal ion channels [98].

4.6.1.3

Clotting Factors
Genetic factors affecting blood clotting have
been studied and a number of prothrombic
gene polymorphisms have been descri-
bed [99, 100]. The significance of some of
these variants is still under debate, but a
prothrombin variant and a variant of clot-
ting factor V (factor V Leiden) are risk fac-
tors for venous thrombosis. Factor V Leiden
is the most common hereditary blood coag-
ulation disorder in the United States and is
present in 5 % of the Caucasian popula-
tion [101]. Factor V Leiden increases the
risk of venous thrombosis 3–8-fold for het-
erozygous and 30–140-fold for homozygous
individuals [102].

4.6.1.4

Hypertrophic Cardiomyopathy
Hypertrophic cardiomyopathy (HCM) is a
relatively common genetic disease, with a
prevalence of about 1 in 500 [103], and is an
important cause of disability and death in
patients of all ages, especially sudden car-
diac death in young adults. It is inherited as
a Mendelian autosomal dominant trait and
is caused by mutations in any one of eleven
genes, each encoding a protein of the car-
diac sarcomere involved in muscle contrac-
tion. Three genes are the most commonly
affected: myosin heavy chain, cardiac tropo-
nin T and myosin-binding protein C [104].
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4.6.1.5

Familial Dilated Cardiomyopathy
Dilated cardiomyopathy (DCM) is a major
cause of morbidity and mortality and is the
most common cause of congestive heart
failure and reason for heart transplant.
Familial DCM accounts for more than a
third of DCM cases and is clinically and
genetically heterogeneous with a prevalence
of approximately 40 per 100,000 [105, 106].
Autosomal dominant DCM is the most
common form. Numerous genetic loci have
been implicated and it seems that DCM
results from mutations that affect elements
of the cell structure that connect the extra-
cellular matrix to the nucleus through the
sarcolemma, the dystrophin complex, the
cytoskeleton, the contractile apparatus, and
the intermediate filaments [105–107].

4.6.1.6

Familial Arrhythmias
Arrhythmias are a common feature of the
hypertrophic and dilated cardiomyopathies
described in the previous section. Cardiac
arrhythmias are also the primary feature of
another group of heart diseases, however,
including the “ion channelopathies” (pri-
mary electrical disease without underlying
structural pathology) and arrhythmogenic
right ventricular cardiomyopathy (ARVC).

Brugada Syndrome Brugada Syndrome is
now known to be the same condition as
“sudden unexplained death syndrome”
(SUDS). There is a characteristic ECG pat-
tern and the disease is transmitted as an
autosomal dominant trait. So far only one
gene has been identified, the SCN5A gene
that codes for a subunit of the sodium chan-
nel. Only about 20 % of patients have muta-
tions in SCN5A and other genetic loci must
also be involved [106, 108].

Long QT Syndrome Long QT syndrome
(LQTS) is characterized by the appearance
of a long QT interval on the ECG and an
atypical ventricular tachycardia (Torsades
de pointes). The prevalence is about 1 in
5000 and mutations in six ion-channel
genes and a structural protein have been
described [109, 110].

Arrhythmogenic Right Ventricular Cardio-
myopathy Arrhythmogenic right ventricu-
lar cardiomyopathy (ARVC), also called
arrhythmogenic right ventricular dysplasia
(ARVD), involves progressive fatty infiltra-
tion of the wall of the right ventricle and is
associated with increasing severity of
arrhythmia and sudden cardiac death. Eight
chromosomal loci have been implicated with
three genes being identified so far [105, 111].

4.6.2

Multifactorial Cardiovascular Disease

Compared with the number of genes iden-
tified in the monogenic cardiac diseases
described above, few genes underlying the
common forms of cardiovascular disease
have been identified. The preferred ap-
proach to this problem is the association
study in which genotypes in cardiac
patients are compared to those of a group of
matched controls (Sect. 4.4.1). Yamada et
al. [112] typed 112 polymorphisms of 71
candidate genes in 2819 unrelated myocar-
dial infarction (MI) patients and 2242 con-
trols. Genes were selected that were poten-
tially associated with coronary atherosclero-
sis or vasospasm, hypertension, diabetes
mellitus, or hyperlipidemia. They found
significant associations with polymor-
phisms in the connexin 37, plasminogen-
activator inhibitor and stromelysin-1 genes.
They suggest that determination of the gen-
otypes of the three might be used to predict
risk, especially for the stromelysin polymor-
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phism that had an odds ratio of 4.7 in
women.

Topol et al. [113] typed 72 SNPs from 62
candidate genes in 352 patients with famil-
ial premature myocardial infarction and in
418 controls. Candidate genes were chosen
for their acknowledged role in endothelial
cell biology, vascular biology, lipid metab-
olism, and the coagulation cascade.
Variants in three members of the throm-
bospondin protein family could be associat-
ed statistically with premature coronary
artery disease.

In a recent study Tobin et al. [114] studied
58 SNPs in 35 genes previously implicated
in cardiovascular disease. They also deter-
mined 14 six-SNP haplotypes in 16 genes.
Two SNPs, in α-adducin and cholesteryl
ester transfer, were each associated with a
significant protective effect on MI (odds
ratio 0.73 and 0.82). A specific haplotype in
the paraoxonase 1/paraoxonase 2 genes was
also protective (odds ratio 0.52). Two apolip-
oprotein C III haplotypes were associated
with an increased risk of MI (odds ratios of
1.41 and 1.71).

These studies did not use Bonferroni cor-
rections to correct for multiple tests. As
with any association study of this type, firm
conclusions about the significance of the
results must await confirmation from other
researchers using different populations.
Nevertheless, these studies point to the
future. We should expect larger scale stud-
ies, in terms of both numbers of subjects
and numbers of SNPs genotyped. Ultimately
genome-wide association studies will be
conducted using thousands of SNPs arrayed
on DNA chips. These future studies will
identify cSNPs or chromosomal regions in
linkage disequilibrium with genes that are
associated with increased or decreased risk.
Candidate cSNPs must then be tested in
large groups of patients and controls in dif-
ferent populations of different ethnicities.

4.7

Conclusions

Knowledge gained from the human genome
project combined with new genomic and
proteomic technologies has the capacity to
transform the practice of medicine. We will
eventually be able to characterize and treat
diseases on a biological and molecular basis,
rather than by empiricism. The impact on
human health might surpass that of antibio-
tics in reducing morbidity and increasing
life expectancy. It is difficult to predict the
time it will take to fully implement these
benefits (remembering the lesson of gene
therapy), but it will certainly take longer
than it did for antibiotics. Meanwhile, it is
vital to educate the existing cadre of physi-
cians and other health-care workers about
the implications of the new discoveries, so
they might take the best advantage of subse-
quent developments.

It is not unreasonable to imagine that, at
some time in the not too distant future, the
standard practice will be to obtain the
sequence of all of the coding DNA in every
individual’s genome. An individual profile
of all known cSNPs and other coding vari-
ants could possibly substitute for the com-
plete sequence. This information, carried
on a microchip on our health card, will
define each of us in molecular terms with
regard to our disease susceptibilities and
our likely response to drug therapy. As one
might imagine, the social and ethical con-
siderations of such a capability will be the
subject of considerable discussion and the
public as a whole will rightly be wary of a
move in this direction. A development in
this direction is, however, the logical exten-
sion of the human genome project and
other technological advances. Thus we have
an obligation to educate a wider audience
about the science and the implications.

It is to be hoped that the philosophical
discussions will be able to keep pace with
the speed of our scientific discoveries.
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Apichart Vanavichit, Somvong Tragoonrung,
and Theerayut Toojinda

5.1

Introduction

Most genetic traits important to agriculture
or human diseases are manifested as
observable phenotypes. In many instances,
the complexity of the phenotype/genotype
interaction and the general lack of clearly
identifiable gene products render the direct
molecular cloning approach ineffective, so
additional strategies, for example genome
mapping, are more effective means of iden-
tifying the gene(s) in question. In the pre-
genomic era, use of genome-mapping
approaches required probability statistics to
identify the gene positions, followed by
positional cloning to identify the underly-
ing genes. In the post-genomic era, to com-
pletely characterize genes of interest, the
initially mapped region of a trait must to be
narrowed to a size suitable for positional
cloning and data mining. Strategies for
gene identification within the critical
region have to be applied after the sequenc-
ing of a potentially large clone or set of
clones that contains this gene(s). Limited
successes of positional cloning have been
reported for cloning many genes respon-
sible for human diseases, including cystic

fibrosis and muscular dystrophy, and plant
disease-resistance genes [1–3].

5.2

Genome Mapping

Genome mapping is used to identify the
genetic location of mutants, or qualitative
and quantitative trait loci (QTL). Linking
the traits to markers using genetic and fam-
ily information of a recombinant popula-
tion can identify the gene location. Through
mapping we can discover how many loci are
involved, where the loci are positioned in
the genome, and what contribution each
allele might make to the trait. To determine
relationships between marker loci and the
target trait, mapping requires:
• segregating populations (genetic stocks),
• marker data set(s), and
• a phenotypic data set.

5.2.1

Mapping Populations

The crucial requirement for successful
genome mapping in plant science is the
choice of a suitable segregating population.
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Doubled haploids (DH), recombinant inbred
lines (RI), backcrosses (BC), and F2 popula-

tions are the primary types commonly used
for plant-genome mapping. Each of these
populations has unique strengths and weak-
nesses. In plant science the populations are
developed from biparental crosses or back-
crosses between parents that are genetically
different. The resulting F2 population is
developed by selfing the F1 individual. The
BC can be developed further by crossing the
F1 with one of the two parents used in the
initial cross. The DH population is usually
derived by doubling chromosomes of hap-
loid cells obtained from the F1 generation. A
variety of methods have been used to pro-
duce doubled haploids in plants, for example
ovary culture, anther culture, microspore cul-
ture, or chromosome elimination. The RI
populations are produced by random selfing
or sib-mating of individuals of the F2 or BC1

population until they become virtually homo-
zygous lines. Most RI populations have been
developed by a single-seed descent method.

The population type and the number of
progeny determine the resolution of the
linkage map. The map in turn affects the
precision and accuracy of the number, loca-
tion, and effect of gene/QTL (quantitative
trait loci) which can be detected. Because of
their high heterozygosity, F2 and backcross
populations, although easy to develop, can-
not indefinitely supply resources for DNA
studies, and multiple replicated experi-
ments are not possible. The advantage of F2

populations over other population types is
the large amount of genetic information per
progeny when codominant markers are
used. The DH and RI populations, on the
other hand, are renewable and more perma-
nent resources, multiple-replicated experi-
ments for QTL analysis are feasible.
Because RI populations have undergone
additional cycles of recombination during
selfing whereas F1-derived DH populations

have undergone meiosis only once, RI pop-
ulations are expected to support the genera-
tion of higher resolution maps than the DH
populations. The DH, RI, and backcross
populations, however, provide half of the
genetic information per progeny compared
with the F2 populations.

5.2.2

Molecular Markers: 
The Key Mapping Reagents

Two classes of marker can be used to detect
genetic variation – phenotypic and molecular
markers. Phenotypic markers are expres-
sion-dependent. Morphological markers are
phenotypic markers frequently used for
genetic mapping. Phenotypic markers are
not an ideal type of marker for genome map-
ping because of several drawbacks. First,
they are limited in number, distribution, and
the degree to which the loci can be used to
detect polymorphisms. Second, other genes
(epistasis and pleiotropism) frequently mod-
ify the expression of phenotypic markers.
Sequence polymorphisms are especially use-
ful for development of molecular markers,
because they are usually stable, numerous,
and informative, and detection is more
reproducible. Desirable molecular markers
for genome mapping must have additional
useful properties, for example:
• they must be highly abundant and evenly

distributed throughout the genome,
• a highly polymorphic information content

(PIC),
• a high multiplex ratio,
• they must be codominant, and
• they must be neutral.

In addition, methods developed for the
detection of these markers must have:

• low start-up costs,
• robustness and high reproducibility, and
• a guarantee of transfer of the detection

procedure among laboratories.
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Basic causes of polymorphisms in stretches
of DNA are length polymorphisms because
of large insertions, deletions, or rearrange-
ments; single nucleotide polymorphisms;
and effects caused by sequence repeats,
especially during meiosis. Many molecular
markers are now available, each with differ-
ent advantages and disadvantages. Among
these, five commonly used types are RFLP
(restriction fragment length polymor-
phism), RAPD (random amplified polymor-
phic DNA), AFLP (amplified fragment
length polymorphism), SSR (simple
sequence repeat), and SSCP (single strand
conformational polymorphism) markers.

5.2.2.1

RFLP
RFLP, the first molecular markers [4], are
used to detect polymorphisms based on dif-
ferences in restriction fragment lengths.
These differences are caused by mutations
or insertion–deletions, which create or
delete restriction endonuclease recognition
sites. RFLP assays are performed by hybri-
dizing a chemically or radioactively labeled
DNA probe to a Southern blot. RFLP are
usually specific to a single clone-restriction
enzyme combination and most are codom-
inant, highly locus specific, and often mul-
tiallellic. RFLP analyses are, however, tedi-
ous and inefficient, because of the low mul-
tiplex ratio, low genotyping throughput,
high labor intensity, and the requirement
for large amounts of high-quality template
DNA.

5.2.2.2

RAPD
RAPD is a PCR-based technique. A single,
arbitrary oligonucleotide primer (typically
10-mer) is used to amplify genomic frag-
ments flanked by two complementary
primer-binding sites in an inverted orienta-
tion [5]. At low stringency, numbers differ-

ent of PCR products are generated. Poly-
morphisms result from either base changes
that alter the primer binding site, rear-
rangements, or insertion–deletions at or
between oligonucleotide primer binding
sites in the genome. The primary advantag-
es of RAPD are the simplicity of the experi-
mental setup, the low overhead and experi-
ment costs, and the high multiplex ratio.
Polymorphic DNA can be isolated and
cloned as probes for hybridization or
sequencing [6]. The initial cycles of amplifi-
cation probably involve extensive mis-
match, however, and rigorous standardiza-
tion of the reaction conditions is required
for reliable, repeatable results. RAPD do
not, furthermore, have defined locus iden-
tity, so it can be difficult to relate RAPD loci
between different experimental populations
of the same species. RAPD can be used to
identify dominant mutations.

5.2.2.3

AFLP
AFLP assays are based on a combination of
restriction digestion and PCR amplifica-
tion. AFLP are caused by mutations or
insertion–deletions in a restriction site that
create or abolish restriction endonuclease
recognition sites. They are visually domi-
nant, biallelic, and high-throughput. A prin-
cipal drawback of AFLP is their time-con-
suming assay, because the method is based
on DNA sequencing procedures. The issue
of locus identity needs to be established on
a case-by-case basis. An additional draw-
back of AFLP is that they are reported to
cause map expansion and often densely
cluster in centromeric regions of the chro-
mosome in species with large genomes.
Although linkage map expansion is usually
attributed to poor data quality, AFLP tech-
nology can be used for genomic analysis in
any organism without the need for formal
marker development [7–9]. Reproducibility
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and high multiplex ratio make AFLP one of
today’s standard methods for the character-
ization of markers for genome mapping.

5.2.2.4

SSR
SSR or microsatellites are tandemly repeat-
ed mono-, di-, tri-, tetra-, penta, and hexa-
nucleotide motifs. The SSR assay is based
on the PCR amplification of tandem repeats
using unique flanking DNA sequences as
oligonucleotide primers. The polymor-
phism among individuals is because of the
variation in the number of repetitive units.
SSR are codominant and often multiallellic,
which helps to achieve unambiguous iden-
tification of alleles. They are also highly
abundant and randomly dispersed through-
out most genomes. SSR provide an excel-
lent framework for markers with locus iden-
tity. They can be multiplexed to achieve
high throughput. A drawback of SSR tech-
nology is that the development of SSR is
labor intensive and costly. Although SSR
are specific for the species they were devel-
oped for, the method has now replaced tra-
ditional RFLP for generation of many link-
age maps, largely because they are techni-
cally simple and cheap, consume minute
amounts of DNA, and can be delivered with
a rapid turn-around time and high PIC
(polymorphic information content) [2, 10].

5.2.2.5

SSCP
The SSCP assay is based on changes in the
conformation of single-stranded DNA of a
specific sequence containing mutations or
insertion–deletions under non-denaturing
conditions [10–13]. The conformation of the
folded DNA molecule is dependant on
intra-molecular interactions. SSCP is one of
the most sensitive methods for detecting
changes in nucleotide sequences of an
entire fragment much larger than 1000 bp.

SSCP assays are usually performed using
heat-denatured DNA on non-denaturing
sequencing gels. The strength of this meth-
od for genome mapping is its simplicity,
multiallellicity, codominance, and locus
identity [14–16]. The development of mark-
ers is, however, labor-intensive and costly.
SSCP have not yet been automated.

5.2.3

Construction of a Linkage Map

Differences between genetic information in
progenitors can be visualized by using
markers based on morphological, protein,
or DNA data. Many potential DNA markers
suitable for developing high-density linkage
maps have been established for a variety of
organisms [17–19]. To construct the linkage
map, polymorphic markers are scored on
the random segregating populations. The
distances and orders of those markers are
determined on the basis of the frequency of
genetic recombinations occurring in the
population. Because two linked markers
tend to be inherited together from genera-
tion to generation, the distance between
markers can be estimated from the
observed fraction of recombinations. Map
construction basically involves five steps.
First, a single-locus analysis, which is a sta-
tistical approach used to identify the data
quality using a single-locus genetic model.
The ÷2 method is widely used to test the
marker segregation according to its expect-
ed ratio of the randomly segregating popu-
lation. For example, in a BC progeny, each
marker locus will segregate with a 1:1 ratio
for Aa and aa, a 1:1 ratio for AA and aa in
DH and RIL, and a 1:2:1 ratio for AA, Aa,
and aa in the F2 generation. A significant
departure (segregation ratio distortion)
from the expected segregation ratio can be a
sign of a wrong genetic model, low data
quality, or non-random sampling [5]. If the
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segregation ratio of each marker does not
deviate from the expected ratio, the analysis
can proceed to the next step [20]. In the sec-
ond step of the map-construction process a
two-locus analysis is used to test for associ-
ation or non-independence among the
marker alleles located on the same chromo-
some. Linkage is usually established by test-
ing the independence of the two loci in seg-
regating populations. A goodness of fit or a
log likelihood ratio has been used to test for
independence of two loci. Recombination
fraction, lod score (base-10 log likelihood
ratio), and significant P-values are used as
criteria to infer whether each pair of loci
belongs to same linkage group [21, 22].

During the third step, a three-locus anal-
ysis is used to determine the ordering of the
loci or the linear arrangement of markers in
a linkage group. Two methods are used to
find the best locus ordering among the
potential orders in each linkage group, dou-
ble crossing-over and two-locus recombina-
tion fraction. The order of the three loci can
be determined by finding the least-occur-
ring double recombinants. When the dou-
ble recombinant classes are identified, the
order of the loci can be determined. The
two-locus recombination fraction approach
is used to determine the locus order by
comparing the likelihood of the three pos-
sible orders. The order associated with the
highest likelihood values is the most likely
order. The ordering of more than three loci
can be determined using the maximum
likelihood approach [21, 23, 24].

During the fourth step, a map distance is
calculated. In the process of the linkage
map construction, the recombination frac-
tions are mathematically calculated from
data obtained by mapping of the popula-
tion [25]. On the basis of the data obtained,
mapping methods are subsequently used to
convert the recombination fraction into the
map distance. Different kinds of mapping

function have been proposed. Mapping
functions work only for specific conditions.
There is no universal mapping function.
The differences among the commonly used
mapping functions are because of the
assumptions about distribution of cross-
overs on the genome, crossover interfer-
ence, and length of the chromosome seg-
ment. Genes or genetic markers are orga-
nized in a linear fashion on a map, thus
their relative positions on the map can be
quantified additively. If the expected num-
ber of crossovers is one per genome seg-
ment, the map distance between two genes
or genetic markers flanking the segment is
defined as 1 Morgan (M) or 100 centi-
Morgans (cM). The commonly used map-
ping methods are Morgan’s, Haldane’s, and
Kosambi’s. Morgan’s mapping method can
be appropriately applied for a small
genome, which most probably has a small
expected number of multiple-crossovers
compared with a large genome [26]. As the
size of the genome increases, the expected
number of multiple-crossovers becomes
larger and the map distance has to be
adjusted for multiple-crossovers by use of
Haldane’s mapping method, by assuming
that crossovers occur uniformly (randomly)
along the length of the chromosome (in the
absence of crossover interference) [27].
Experimental evidence has been found that
crossover interference exists and crossovers
occur non-randomly in larger genomes.
Therefore, Kosambi’s mapping method was
invented to take into account the crossover
interference. The rationale for Kosambi’s
method is that crossover interference
depends on the size of a genome segment.
The interference is absent when a segment
is sufficiently large and increases as seg-
ment size decreases [28].

The final step in the mapping procedure
is linkage map construction. During recent
decades, many approaches have been devel-
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oped for building a multi-locus model. The
least-squares method was implemented in a
computer package “Joinmap” for genomic
mapping. The EM algorithm uses a set of
procedures for obtaining a maximum likeli-
hood estimate. The Lander–Green algo-
rithm greatly reduces the computational
complexity of obtaining multi-locus recom-
bination fractions from traditional appro-
aches. This method has been widely imple-
mented in computer packages such as
Mapmaker [29], Gmendel [30], and PGRI.
The joint maximum likelihood is a method
to estimate recombination fractions and
crossover interference by simultaneously
using a multiplicative model. This algo-
rithm has been implemented in the com-
puter package “GLIM” which can be used to
apply generalized linear regression. The
simulation approach involves the compari-
son of multilocus likelihoods of the data
using different mapping functions. This
approach can be used to identify a mapping
method which fits the data well. It was
implemented in the computer program
Linkage [31].

Although most linkage maps are based
on population sizes ranging from 100 to 200
individuals, the study of larger progenies
can help enhance map resolution and esti-
mation of map distances [32].

5.3

Positional Cloning

Information about map positions of genes is
used to conduct chromosome walking dur-
ing positional cloning. In the initial step,
flanking markers which are tightly linked to
the target gene must be identified. These
tightly linked markers are then used as
initial points for the development of the
high-resolution map around the target
region, using highly polymorphic content

markers. When the flanking markers are
narrowed down, the next step is to construct
a physical map around the target region.
The candidate region can subsequently be
narrowed down further, sometimes to a
region being covered by a single large insert
clone. After characterization of the genes by
sequencing, functional analysis by comple-
mentation in transformed plants is the most
important piece of evidence for the success-
ful identification and cloning [33].

5.3.1

Successful Positional Cloning

More than 100 inherited disease genes in
humans have been isolated (http://
genome.nhgri.nih.gov/clone/). Significant
progress in positional cloning in plants was
achieved, however, mostly because of the
development of high-density maps and
large insert libraries in major crops such as
rice [19], Arabidopsis [34], tomato [35], and
barley [36]. Two classic examples of gene
identification and location were the cloning
of the Pto gene in tomato [2] and the Xa21
gene in rice [3]. These genes are responsible
for resistance against bacterial pathogens.
Arabidopsis has become a model plant for
map-based cloning, because of the simplic-
ity of identification of mutations, compre-
hensive genetic and physical maps, and the
ease of gene transformation. Examples of
disease-resistance genes from Arabidopsis
that have been cloned include the RPM1
gene against P. syringae [37], RPS2 against a
different strain of P. syringae [38], RPP13
against downy mildew fungus [39], Mlo,
against broad-spectrum fungal attack in
barley [40], and I2 against fusarium wilt in
tomato [41]. Other disease-resistance genes
that have been identified are Tm2a against
TMV in tomato [42], Asc against alternaria
stem cancer in tomato [43], Pi-b against rice
blast [44], Pi-ta2 also against rice blast [44],
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and Rar-1 against powdery mildew in bar-
ley [45, 46]. Successful positional cloning
has been achieved for the gene responsible
for the resistance to beet cyst nematode,
Hs1pro-1, [47]. The Br gene responsible for
resistance to bruchid, the grain weevil that
destroys mungbean seeds, was cloned by
Kaga and Ishimoto [48].

Attempts to clone the plant genes respon-
sible for resistance to the stress of abiotic
factors such as cold, drought, flooding, etc.,
have faced more challenges, because of
their complex interaction with several
genetic and non-genetic factors. This is par-
ticularly true for genes related to phytohor-
mone activity. Many Arabidopsis mutants
with defects in signal-transduction path-
ways have been used for map-based clon-
ing. Successful gene isolation by map-
based cloning was reported for genes

responsible for insensitivity to abscisic acid,
ABI1 [49], ABI2 [50], ABI3 [51], and ABI4
[52], elongation-regulating hormone, auxin,
AXR1 & 2 [53], senescence-promoting ethy-
lene, ETR [54], EIN2, and CTR1 [55], gibbe-
rellic acid, GAI [56] and GA1 [57]. Positional
cloning has been successfully used to iso-
late genes involved in development that are
important to agriculture, for example d1,
dwarfism in rice [58], and a MADBOX gene
controlling fruit dehiscence (jointless) in
tomato [59].

5.3.2

Defining the Critical Region

The identification and isolation of genes by
positional cloning strategies can be concep-
tually divided into a series of steps. The
starting point is collection of families or

Fig. 5.1 Genetic and physical approaches to refining the critical region.

BSA = Bulk Segregant Analysis; NL = New Isogenic Line; RIL = RecombinantInbred Line;
BC = Back Cross, YAC = Yeast Artificial Chromosome, BAC = Bacterial Artificial Chromosome;
PAC = P1 Artificial Chromosome; STS = Sequence Tagged Site; STC = Sequence-Tagged-Connector;
FPC = FingerprintContig; EST = Expression Sequence Tag; M = Flanking Marker
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germplasms with defects or special traits of
interest. After the critical region is identi-
fied by flanking markers, usually spanning
tens of million base pairs, more refinement
is achieved by using additional genetic
markers that map in the vicinity. The extent
to which the map region can be determined
by genetic means depends on the size of the
population and the number and informa-
tiveness of the genetic markers in the
region. In the ideal case the defective genes
were caused by cytological abnormalities,
which immediately establishes the critical
region containing the defective genes. Of
critical importance for phenotyping screen-
ing limits is the number of progeny that can
be evaluated in the study.

Genetic mapping can be narrowed down
to 1–3 cM in optimum examples of human
diseases or as tightly as 0 cM in plants [42,
60]. The corresponding physical size, how-
ever, can vary widely, because of genome
size and regional and sex-specific differenc-
es in recombination rates. In humans, 1 cM
typically corresponds to approximately
1–3 Mb. In plants, the physical-to-genetic
distance per 1 cM varies with genome size
(e.g. 100 kb in Arabidopsis, 250 kb in rice,
1000 kb in maize). In recombination hot
spots the physical-to-genetic distance can be
particularly small and such regions have
frequently been associated with gene rich-
ness. Choices of strategies for positional
cloning, as illustrated in Fig. 5.1, depend on
the tools available for particular organisms.

5.3.3

Refining the Critical Region: 
Genetic Approaches

Flanking markers identified in the prelimi-
nary map normally are too far to reach the
target QTL by most large-DNA insert-clon-
ing technologies. The generation of more

polymorphic markers within a specific
region can be achieved by genetic or physi-
cal means. Recombination events near the
target gene at a resolution of 0.1 cM can
help facilitate gene identification.

Positional cloning is laborious and costly
for organisms for which high-resolution
maps are not available. An ideal method
would be to directly isolate region-specific
markers at high density to identify overlap-
ping genomic clones covering the genes of
interest without generating a genetic map
or performing a chromosome walking pro-
cedure. Chromosome landing and pooled
progeny techniques are based on the iden-
tity of their chromosomal region of inter-
est [61]. In bulk segregant analysis (BSA)
pooled progenies are based on their pheno-
typic identity. BSA has been successfully
used to isolate markers surrounding the
major loci [43]. BSA has the same advantage
as chromosome landing, because there is
no requirement for the construction of a
high-density map. Combined with high-
multiplex ratio markers such as AFLP, SSR,
and RAPD, BSA and chromosome landing
can reduce the number of DNA samples
necessary to score thousands of mark-
ers [62]. Genetically directed representa-
tional difference analysis (GDRDA) uses
phenotypic pooling, combined with a sub-
tractive method, to specifically isolate mark-
ers from a locus of interest [20]. This meth-
od was often insufficient to locate specific
markers in a specific region. RFLP subtrac-
tion has been used to isolate large numbers
of randomly located RFLP spanning the
mouse genome [63] and Volvox carteri [64].
Three RFLP markers linked to recA at 0 cM
have been isolated by Corrette-Bennett et
al. [64], but it is not clear if their methodol-
ogy can be applied to plant or animal
genomes in which repetitive sequences and
retrotransposons are abundant.
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5.3.4

Refining the Critical Region: 
Physical Approaches

The decision to start the physical mapping
process depends on the mapping tools
available for a particular organism. In
humans, typically a 1–3 Mb interval can be
reached by using YAC physical mapping. In
other instances, when the physical map is
not well refined, the critical region must be
narrowed down to as small a distance as
possible, using the wealth of polymorphic
markers in the particular region. Typically,
mapping the closest genetic markers is
used to initiate clone isolation (e.g. YAC,

BAC, or PAC). If necessary, new markers
can be generated from the ends of the clone
which can then be used to screen the next
adjacent overlapping clones, a strategy
called “chromosome walking”. Additional
markers such as STS and EST, which were
identified in the critical region, can be used
to assist clone isolation. In an ideal case,
such as that illustrated in Fig. 5.2, the entire
critical genomic interval between the flank-
ing markers can be isolated in YAC or BAC
clones. Fine mapping with such specific
markers can significantly narrow the criti-
cal region, and gene isolation can be
achieved with less effort than physical map-
ping.

Fig. 5.2 Refinement of the critical
region by physical mapping and
sequencing.
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5.3.5

Cloning Large Genomic Inserts

Cloning large genomic fragments facilitates
access to genes known by map position,
physical mapping, and large-scale genome
sequencing. The two most powerful cloning
vectors are yeast artificial chromosomes
(YAC) and bacterial artificial chromosomes
(BAC). The development of YAC enables
cloning of DNA inserts of more than
500 kb [65]. However, cloning in YAC nor-
mally generates a large amount of chimer-
ism and rearrangements, which limits the
usability of this method in physical map-
ping and map-based cloning [39, 65–67]. On
the other hand, BAC, which utilize the E.
coli single-copy fertility plasmid (F plasmid)
can maintain up to 350 kb inserts with little
or no rearrangement or chimerism [68–71].
An alternative to cloning in BAC, the PAC
system is an artificial chromosome vector
developed on the basis of bacteriophage
P1 [66]. Both BAC and PAC, as compared
with YAC, have much higher cloning effi-
ciencies, improved fidelity, and are easier to
handle. Because of its high stability and
ease of use, the BAC cloning system has
emerged as the vector of choice for the con-
struction of large insert libraries such
human [72], bovine [47], Arabidopsis [73],
rice [74], and sorghum [75]. To add even
more capabilities to the BAC system, the T-
DNA locus and origin of replication from
Agrobacterium tumefaciens were engineered
into a binary bacterial artificial chromo-
some (BIBAC) vector to make it an ideal
plant transformation vector with the capac-
ity of replicating in both E. coli and A. tume-
faciens [27]. The original vectors have subse-
quently been modified to improve the trans-
formation efficiency by electroporation,
cloning features, and selection specific-
ity [76]. Rice and wheat genomic libraries
were recently constructed using the

improved BIBAC vector [76]. Using the
improved BIBAC vector, a gene causing fil-
amentous flower was isolated [77]. The
entire 150-kb human genomic fragment
was transferred into tobacco plants [78].
Recently, an additional P-lox site has been
inserted into the pBACwich vector to enable
site-specific recombination when using par-
ticle bombardment for plant transforma-
tion [79]. The cre-lox system was successful-
ly used to mediate recombination between
Arabidopsis and Nicotiana tabacum chromo-
somal regions [80]. Such improvements can
now be used, with the help of positional
cloning, to understand the function of
genes.

5.3.6

Radiation Hybrid Map

A radiation hybrid map (RH map) can be
constructed on the basis of radiation-
induced breakage between loci. The map
distance between markers, estimated by the
frequency of chromosome breakage, is pro-
portional to the physical distance between
the markers. The map resolution is,
depending on the amount of radiation used,
on average between 100–1000 kb. Unlike
physical maps, RH mapping is more ran-
dom, because chromosome breakage does
not depend on the frequency of restriction
enzymes or a cloning bias. Nonetheless,
monomorphic markers such as EST and
STS can be assigned to a RH map. With the
high resolution achieved by RH mapping
and the high density markers, RH mapping
is a very powerful tool for positional clon-
ing. Positional cloning of hyperekplexia, a
human autosomal dominant neurological
disorder was achieved within 6 weeks after
the critical region was identified and unre-
lated candidate genes were eliminated
using RH mapping [5]. RH mapping is
extremely useful in any chromosomal
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region where recombination is suppressed.
Publicly available RH mapping panels have
been maintained at Genethon (http://www.
genethon.fr/genethon_en.html), the White-
head Institute (http://www.genome.wi.mit.
edu/), and Stanford University (http://shgc-
www.stanford.edu/ Mapping/rh).

5.3.7

Identification of Genes 
Within the Refined Critical Region

The most challenging step in positional
cloning is identification of genes in the crit-
ical region. There are strategies for the
identification of genes in large genomic
clones such as YAC, BAC, or PAC clones.
Ideally the trait is cosegregated with the
marker or an EST derived from high-reso-
lution mapping. When the critical region
cannot be narrowed down further and no
other known marker is available, small
DNA fragments from a YAC or BAC clones
containing the gene can be used to hybri-
dize in the orthologous region in such
systems as the human/mouse/rat system,
Arabidopsis–tomato–Brassica, or the rice/
maize/wheat system. Detection of cross-
hybridization reveals conserved sequences
between these species and, therefore, genes
or EST identified in such a syntenic region
are likely to have biological function. The
presence of CpG islands nearby often
marks the 5′ ends of genes and can be sub-
sequently used for gene isolation. CpG
islands, exon trapping, and direct cDNA
selection are complementary approaches
that can be used to identify exons in
genomic sequences.

5.3.7.1

Gene Detection by CpG Island
Its unusual G + C-rich DNA first distin-
guished CpG islands from other genomic
sequences [38]. More than 60% of human

genes contain CpG islands, both in promot-
ers and at least a part of one exon [81].

5.3.7.2

Exon Trapping
The presence of consensus sequences at
“splice junctions” enables isolation of adja-
cent exons by “exon amplification” or “exon
trapping” [82]. Occasionally the entire inter-
nal exon can be captured [83]. In a similar
fashion, several genes causing human dis-
eases have been isolated by trapping their
terminal exons using the poly-A tail sig-
nal [84].

5.3.7.3

Direct cDNA Selection
The candidate genomic clones can be used
either templates to screen cDNA libraries
constructed from the target tissues or sub-
tractive hybridization. Using a method
called “direct cDNA selection”, the target
genomic clones are fixed on an affinity
matrix to capture cDNA by homology-based
hybridization. The success of the method
relies on the source and quality of the
cDNA that are about to be captured. The
genes can only be captured if they are
expressed in the tissue from which mRNA
or cDNA libraries were isolated. Some
genes with low levels of expression or
which are absent in the target tissue might
be difficult or impossible to isolate by direct
cDNA selection.

5.4

Comparative Mapping 
and Positional Cloning

Comparative mapping combines genetic
information accumulated from related spe-
cies. Usually, linkage maps of each species
have been constructed with various kinds of
molecular marker and used independently
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for particular genetic purposes. Com-
parisons among maps of related species,
using low copy-number sequences as a
probe to hybridize with genomic DNA, indi-
cated the substantially conserved orders of
the DNA sequences among their genomes.
This is well documented in the grass family,
which diverged ~60 million years ago
[85–87]. The mammals including human
and mouse evolved from a common progen-
itor ~70 million years ago and are also docu-
mented as showing conserved orders of
DNA sequences [88]. The existence of con-
served gene orders (colinearity) and contents
in related species indicates that new genes
are rarely created within evolutionary time
frames of at least ten million years. Most
new genes probably arise from gene duplica-
tion and/or gene modification of currently
existing genes [89]. Colinearity can therefore
enable gene prediction across families and
the extrapolation of mapping data from one
organism to another. Candidate genes can
thus also be easily isolated and predicted
from species for which well established link-
age maps are not available.

5.4.1

Synteny, Colinearity, and Positional Cloning

Rice (430 Mb), maize (3500 Mb), and wheat
(16,000 Mb) separated 50–60 million years
ago [90]. Only genes which are extensively
conservative can be found in orthologous
regions which diverged several million
years ago [58]. Comparative maps have been
constructed between rice and maize [85],
between oat and maize [91], among rice
strains, between wheat and maize based on
a common set of cDNA [92], and between
rice and barley [72, 93]. Being phylogenet-
ically 60 million years apart, members of
the grass family still share extensive synten-
ies in a number of regions. Therefore, the
idea that the map position of one species

can be used to identify and compare orthol-
ogous alleles across species is feasible for
grasses [94, 95].

Comparative mapping in cereals, includ-
ing rice, foxtail millet, sugar cane, sor-
ghum, maize, Triticeae and oats, revealed
substantial colinearity when RFLP and EST
markers were used. Rice chromosomal seg-
ments reconstructed in the context of its rel-
ative genome are termed rice linkage seg-
ments (RLS) [96]. Among dicots, Arabidop-
sis and Brassica species, tomato, and soy-
bean, were co-linear (also called macro-syn-
theny) to a lesser extent than cereals. The
synteny between monocots and dicots was
limited.

In positional cloning experiments, micro-
colinearity can be extremely useful for clon-
ing genes from species with large genomes,
such as wheat and maize, using informa-
tion from small genome species like rice
based on their synteny. When a 6.5 cM
region in barley’s chromosome 1 contain-
ing the barley rust resistance gene Rpg1 was
compared with the 2.5 cM syntenic region
in rice chromosome 6, the order of RFLP
markers was conserved [72]. In the case of
the Adh1 locus, composition and arrange-
ment of genomic DNA fragments were
compared between maize YAC and sor-
ghum BAC clones, containing the ortholo-
gous loci [3, 58]. Because of a 75 kb stretch
of highly repetitive elements in maize, chro-
mosome walking to the Adh1 gene was
made possible by cross-referencing to the
sorghum BAC. In a similar case, synteny
was reported in the sh2-a1 homologous
regions among maize, sorghum, and rice,
where the distance between the two genes
was 140 kb in maize but only 19 kb in rice
and sorghum [97]. These studies reveal that
small rearrangements, including frequent
insertions of transposons or retrotranspo-
sons can occur without significant rear-
rangement of the orthologous region [89].
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Another striking demonstration of col-
inearity in the grass family is the gene
which causes dwarfism. The so-called
“green revolution” genes were found in
wheat (Rht, reduced height), maize (d8,
dwarf), and rice (d, dwarf). Sequence com-
parison revealed that the Rht and maize d8
genes were orthologs of the Arabidopsis
GAI, which is the gibberellin-insensitive
mutant [98]. Comparative mapping between
wheat and rice using RFLP markers linked
to Rht-D1b and between rice and maize
using RFLP markers linked to D8 clearly
showed colinearity among wheat chromo-
some D4, rice chromosome 3, and the
maize chromosome 1. Additionally, one of
the spontaneous rice dwarf mutants, d1,
was isolated by positional cloning and was
found to be an ortholog or the alpha subunit
of G-protein, which is related to the GAI
mutant found in Arabidopsis [60]. The d1
mutant, however, was mapped to chromo-
some 5. Because at least 54 dwarf mutants
have been identified in rice, at least one
might actually be located in the synthenic
region of chromosome 3. Although compar-
ative mapping is a powerful tool for finding
genes in large syntenic regions, extensive
gene or segmental duplication in the refer-
ence genome can obstruct such comparison
and lead to the false assignment of a synten-
ic region.

5.4.2

Bridging Model Organisms

Genomes of model organisms have played
a critical role in the positional cloning of
human diseases. Humans and mice are the
most extensively mapped mammals. The
map location of more than 3000 genes and
syntenic regions has been identified and
displayed at http://www3.ncbi.nlm.nih.
gov/Homology/. These maps are also
linked to the MGD (Mouse Genome

Database) and OMIM (Online Mendelian
Inheritance in Man; http://www3.ncbi.
nlm.nih.gov/omim), a catalog of human
genes and genetic disorders. To integrate
maps of the two different species, type I
markers such as EST have been the most
useful tool for anchoring loci during com-
parative mapping [99].

The complete genomic sequence and
annotated set of genes for budding yeast
(http://www.stanford.edu/Saccharomyces)
has opened another possibility for the cross-
referencing of human genes [100]. Several
human disease genes have been cloned in
this way, examples include MDR1, the mul-
tidrug-resistance gene in humans, which
encodes a protein required for the phero-
mone factor involved in yeast mating [101].
The human neurofibromatosis type 1 gene
can complement the function of defective
IRA in yeast [102]. Tremendous conserva-
tion of genes still exists between the human
and the fly [103].

Completion of the whole genome
sequence of Arabidopsis and rice opens an
opportunity to compare more closely two
genomes that diverged approximately 200
million years ago. Alignment between
189.5 Mb of rice and Arabidopsis revealed
4–22 rice orthologs covering 3.2 cM [104].
One Arabidopsis contig aligned with two dis-
tinct rice physical regions, showing these
are actually duplicated. The concept of
using genome-cross referencing can be
illustrated for genes controlling flowering
time. In Arabidopsis the genes for flowering
time have been cloned and completely char-
acterized. In cereals, photoperiod sensitivity
can be related to genes for flowering time in
Arabidopsis. The barley Ppd-H1 plays a
major role in regulating flowering time in
barley [105]. Located on chromosome 2H,
the barley flowering gene was homologous
with the wheat Ppd gene series in the wheat
and barley RFLP map. The barley Ppd-H1,
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the homolog of the wheat Ppd genes [106],
was located on barley chromosome 2H or in
the vicinity of the junction between the
RLS7 and RLS4a [87] flanked by two cDNA
at the distal end of rice chromosome 7 [107]
where the rice Hd2 was identified [108].
Analysis of the Arabidopsis genomic
sequence did not identify any region equiv-
alent to Hd2 and Ppd-H1 regions of rice and
barley. The cDNA sequence was used to
search for homologs in the Arabidopsis
genome, but failed to provide candidate
genes. This has led to the conclusion that
significant colinearity exists among species
and has been maintained over a long evolu-
tionary time.

5.4.3

Predicting Candidate Genes 
in the Critical Region

The most direct approach to gene identifica-
tion in a genomic region involves analysis
of DNA sequences. Such a high-quality
sequence will soon be available for human,
C. elegans, and Arabidopsis [109], among oth-
ers. Taking the human genome project as
an example, the availability of the compre-
hensive high-resolution map and physical
map that assembles EST, STC, STS, and
STR into large genomic contigs enables
human disease genes to be assigned pre-
cisely and rapidly to the critical region.
When genomic sequences are available
genes can be predicted more accurately
using modern computational tools includ-
ing GenScan, GeneMarkHMM, Xgrail, and
Glimmer, as illustrated in Fig. 5.3. All the
genes identified by homology or by predic-
tion in the critical region can become candi-
dates. It is essential to understand how
those candidate genes function. To prove
that one of those candidate genes is the
responsible gene, it must be demonstrated
that the mutation in the gene is genetically

associated with the phenotype. At this stage
the availability of single nucleotide poly-
morphisms (SNP) will substantially im-
prove the rate of mutation discovery in the
candidate genes. Ultimate proof of the can-
didate gene requires evidence of a comple-
mentation test, however.

5.4.4

EST: Key to Gene Identification 
in the Critical Region

As sequence-based markers, EST play a cru-
cial role in both gene-based physical map
construction and candidate gene identifica-
tion. In recent years, EST production on a
massive scale has been conducted at the
Institute for Genomic Research, TIGR
(http://www.tigr.org/), and over 100,000
EST have been released by TIGR and others
to be maintained in the “dbEST” database
(http://www.ncbi.nlm.nih.gov/dbEST/) at
NCBI. Among the largest publicly available
EST collections, more than 500,000 EST
have been produced at Washington Uni-
versity in St Louis, supported by Merck and
Company (http://genome.wustl.edu/est/
esthmpg.html). Because the current EST
are only 97 % accurate and short, unedited,
single-pass reads, they are clustered into
“tentative consensus sequences” at TIGR
(http://www.tigr.org/) or “uniquegene clus-
ters” at NCBI (http://www.ncbi.nlm.nih.
gov/UniGene/).

EST have been also produced from organ-
isms other than the human. One of the larg-
est collections is the 300,000 mouse EST
funded by the Howard Hughes Medical
Institute (http://genome.wustl.edu/est/
mouse_esthmpg.html). Other model organ-
isms are C. elegans (http://ddbj.nig.ac.jp/
htmls/c-elegans/html/), Arabidopsis thalia-
na (http://genome-www.stanford.edu/
Arabidopsis/), rice (http://ww.staff.or.jp/),
and Drosophila melanogaster (http://fly2.
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Fig. 5.3 A genome browser facilitates positional cloning (http://dna.kps.ku.ac.th).
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berkeley.edu/). These homologous or
orthologous resources are curated at
“HomoloGene” at NCBI (http://www.ncbi.
nim.nih.gov/HomoloGene/).

Identification of EST on physical and RH
maps of a critical region can aid immediate
identification of candidate genes and sim-
plify the positional cloning of particular
genes by leaping across taxonomic boundar-
ies, because of the conserved protein
sequences.

5.4.5

Linkage Disequilibrium Mapping

Genetic variation within coding sequences
is highly conserved and can rarely be detect-
ed by length polymorphism. Polymorph-
isms corresponding to differences at a sin-
gle nucleotide level, which are caused either
by deletion, insertion, or substitution, are
biallelic in diploids, occurring frequently
and uniformly in most genomes at roughly
one in every 500–1000 bp. Because genom-
ic and EST sequences have increased at an
exponential rate in the past few years, SNP
discovery in coding regions is projected for
at least 100,000 markers with the aim of
identifying and cataloging all human genes
and creating more or less complete human
SNP maps. Because SNP residing within
coding regions are rare, these mutations
might correspond to defects that are asso-
ciated with polymorphism at the protein
level, diseases, or other phenotypes. To
prove that SNP are associated with a partic-
ular disease, haplotype analysis of SNP in
the candidate genes must be conducted
among affected and unaffected individuals
from the same family. In this case, the sam-
ple size must be large enough to reveal sta-
tistical differences between the affected and
unaffected pools and show a linkage dis-
equilibrium. Positional cloning can be more
effective and less time-consuming if SNP

are used not only to refine the critical
region but also to confirm the position of
the real candidate genes.

5.5

Genetic Mapping 
in the Post-genomics Era

Genome projects can dramatically simplify
the long, tedious process of positional clon-
ing. Physical mapping can also be tedious
and costly. For most genome projects, BAC-
end sequences or sequence tag connectors
(STC) from a 10–20 X BAC library can sub-
stantially simplify physical map construc-
tion. “End walking” can be performed in sil-
ico, initiated by several rounds of BLAST
searching of the sequences of flanking
markers or the next BAC end sequences
against the respective BAC-end sequence
database until the critical region completely
overlaps with a BAC contig. In addition, a
BAC fingerprint database, in which contigs
are being assembled, can be used to con-
firm and anchor the genetic map by using
well-mapped molecular information, as
illustrated in Fig. 5.4.

Although there have been several suc-
cesses in map-based cloning in many spe-
cies, cloning QTL has remained a formid-
able task for their small allelic difference
and large environmental effects. Genomic
tools are available to make genome map-
ping more efficient. Abundant molecular
markers can be developed from available
genomic sequence, enabling first-pass
genome mapping to be done quickly. Fine-
scale mapping can be developed to narrow
down QTL regions to as small as 50 kb.

Recent advances in oligonucleotide array
technologies have added new opportunities
to genotype several thousand of genes in a
single array or GeneChip [110]. By hybridiz-
ing labeled total genomic DNA to the
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GeneChip, allelic variants like indels and
SNP that differentially hybridize to the
array features can be detected. This
approach is useful in LD mapping, dissect-
ing QTL, and in assessing species popula-
tion structure in yeast [111] and, recently, in
Arabidopsis [112]. In Arabidopsis the ATH1
GeneChip, comprising 8000 genes and
103,860 features with unique positions in
the genome, detected nearly 4000 polymor-
phisms between Columbia and Lansberg
erecta [113]. About 700 polymorphisms
were used as informative markers to con-
struct a linkage map in a RIL population.
The map had very high resolution of
0.5 cM. Those gene-specific markers in
conjunction with expression and metabolic
profiling can be used to dissect QTLs in
Arabidopsis. This suggests that LD mapping
in Arabidopsis is now feasible by gene-array
genotyping. The creation of an LD map
using GeneChip array is, however, very
expensive compared with the more conven-
tional ways. The GeneChip was used to
locate the ERECTA locus to within a 12 cM
interval using bulk segregant analysis of 15
Columbia or Landberg F2s [112]. Another
application was the identification and map-
ping of mutant genes in a population treat-
ed with a mutagen.

5.5.1

eQTL

Traditional genome mapping and map-
based cloning have been very successfully
used for dissecting simple Mendelian traits.
They have been much less successful for
positional cloning of QTL, however. Inter-
play of many loci and environmental factors
affect the phenotypic variation and weaken
the statistical association between allelic
variation and phenotypic variability. Ad-
vances in new genomic tools, for example
transcriptomics, proteomics, and metabo-
lomics, make it possible to monitor several
thousand genes, proteins, and metabolites
on the genomic scale simultaneously. By
combining expression data with the QTL,
identification of genes underlying the QTL
might be possible without fine scale map-
ping.

Using PQL or “protein quantity loci” was
one of the first attempts to link the variabil-
ity of protein density induced by drought
and the drought QTL in maize [113].
Protein profiling using two-dimensional gel
electrophoresis from 140 RIL generated 200
quantified proteins, 35 were induced by
stress and genotypic effects were observed
for 10 proteins. Several PQL coincided with

Fig. 5.4 In silico physical
mapping by bridging
sequence tag connectors.
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QTL for drought and ABA responses. These
were narrowed down to small regions
apparently involved in regulating the gene
expression of a large number of other genes
throughout the genome when combined
with the phenotypic data.

By measuring the relative abundance of
mRNA produced by many genes simultane-
ously, new technologies such as microar-
rays have been used to shed light on regula-
tion of gene transcription. cDNA microar-
rays have been the prominent method for
gene expression analysis in rice [114], bar-
ley [115], poplar [116], and strawberry [117].
Several reports recently shown that a signif-
icant portion of gene expression levels are
under genetic control in different organ-
isms. Determination of gene expression lev-
els by exploiting segregating populations is
termed “eQTL”. Compared with “PQL”,
eQTL can lead to higher throughput and
genome coverage. Schadt et al. [118] used a
mouse gene oligonucleotide microarray to
monitor the gene expression levels of
23,574 genes in liver tissues from 111 F2
mice constructed from two standard inbred
strains. They found hotspot regions in
genomic DNA that are involved in regulat-
ing the expression of many other genes.
Increasing numbers of genetic factors
underlying QTL identified so far were non-
coding. Nucleotide variation in the promot-

er or upstream sequence might be respon-
sible for eQTL. If this is so, searching only
for coding sequences in the candidate
genes might fail to identify the causal fac-
tors responsible for genetic variation in the
QTL. Interpreting noncoding regulatory
variants poses special problems. Noncoding
regulatory sequences might be involved in
splicing variation. For example, sequence
variation at a splice junction in the waxy
locus was responsible for a QTL responsible
for variation of the amylose content of
rice [119].

By combining physical maps and global
transcription data, genome transcription
maps can be constructed for Drosophila.
Advances in microarray technology, prote-
omics, and single-nucleotide polymor-
phism genotyping have made it attractive to
correlate these molecular data with eQTL.
Gene-expression levels can also be used to
identify objectively the most promising can-
didate genes for complex traits. Because the
number of candidate genes that physically
reside in linked regions is often large, it
seems appropriate to restrict attention to
those genes in which the expression levels
also map to the region and show genetic
correlation with the phenotypes. Studies
that combine gene product data with genet-
ic marker data are the new frontier in dis-
secting the genetic basis of QTL.
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6.1

Introduction

DNA sequencing technology is a major
component of the genomics discovery pipe-
line. The technology is rooted in the late
1960s and early 1970s when efforts were
made to sequence RNA. Nucleotide se-
quences of 5S-ribosomal RNA from Escheri-
chia coli [1], 16S- and 23S-ribosomal RNA
[2], and R17 bacteriophage RNA coding for
coat protein [3] are some early examples of
RNA sequencing. A few years later Sanger
reported on the sequencing of bacterio-
phage f1 DNA by primed synthesis with
DNA polymerase [4, 5]. At the same time
Gilbert and Maxam [6] reported the DNA
nucleotide sequence of the lac operator.

This pioneering work led to the plus/mi-
nus method reported by Sanger and Coul-
son [7] which determined nucleotide se-
quence on the basis of two approaches:

1. a “minus” system in which four separate
samples of partially double-stranded DNA
fragments (containing a “full length” tem-
plate “–” strand and random chain exten-
sion of an oligonucleotide primer for the

“+” strand) were further incubated with
DNA polymerase in the presence of only
three deoxyribonucleoside triphosphates
such that synthesis proceeded as far as it
could until the polymerase needed to in-
corporate the missing nucleotide of the
particular sample; and

2. a “plus” system in which the four separ-
ate samples of partially double-stranded
DNA fragments were further incubated
in the presence of only one of the four tri-
phosphates and then subjected to exonu-
clease activity which degraded the single-
stranded overhang of the “-” strand and
any double-stranded DNA from its 3′ end
until it stopped at a residue correspond-
ing to the one triphosphate present.

The DNA fragments for both approaches
were then subjected to gel electrophoresis
for length (and thus sequence) determina-
tion. One limitation of the plus/minus
method was that incomplete representation
of all possible starting lengths within the in-
itial population of the partially double-
stranded DNA fragments, perhaps because
of the sequence context dependency of the
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polymerase kinetics, would result in miss-
ing products. Another limitation of the
plus/minus method was its inability to pro-
vide accurate sequence assessment of mul-
tiple runs of a given base type.

In 1977 Sanger reported the use of modi-
fied nucleoside triphosphates (containing
dideoxyribose sugar) in combination with
natural deoxyribonucleotides to terminate
chain elongation, thus overcoming the limi-
tations of the plus/minus method. In that
same year Maxam and Gilbert [8] disclosed
a method for sequencing DNA that utilized
chemical cleavage of DNA preferentially at
guanines, at adenines, at cytosines and thy-
mines equally, and at cytosines alone. These
two methods accelerated manual sequenc-
ing based on electrophoretic separation of
DNA fragments labeled with radioactive
markers and subsequent detection via auto-
radiography.

The first reports of automation of DNA
sequencing occurred in the mid-1980s, be-
cause of novel techniques to fluorescently
label DNA [9–15]. This automation, in con-
junction with the commencement of the
human genome initiative [16], spurred the
explosion in genomics research that is in ex-
istence today. DNA sequencing technology
is now only one tool, albeit a very important
and dynamic one, in the genomics toolbox,
along with other tools such as DNA array
and lab-on-a-chip technologies and auto-
mated protein analysis.

This chapter illustrates the multi-discipli-
nary nature of DNA sequencing technology
in that its organization is delineated into
chemistry, biology, instrumentation, and
software components. It is intended to pro-
vide an exhaustive reference structure to en-
able further in-depth investigation of each
of these components, and the reader is in-
vited to take advantage of the reference list
to capture the full essence of sequencing
technologies.

6.2

Overview of Sanger Dideoxy Sequencing

DNA sequencing is the determination of
the nucleotide sequence of a specific deoxy-
ribonucleic acid (DNA) molecule. Knowing
the sequence of a DNA molecule is pivotal
for making predictions about its function
and facilitating manipulation of the mole-
cule. Originally, DNA was sequenced using
one of two methods. Maxam and Gilbert [8]
devised a method that chemically cleaved
DNA selectively between specific bases.
Sanger et al. [17] developed an enzymatic
method based on the use of chain-terminat-
ing dideoxynucleotides.

The Sanger dideoxy method is now by far
the most widely used technique for se-
quencing DNA. Informative texts by Alphey
[18] and Ansorge et al. [19] review many
variations made to this sequencing tech-
nique, but the principle remains the same.
The method depends on the synthesis of a
new strand of DNA starting from a specific
priming site and ending with the incorpora-
tion of a chain-terminating nucleotide.

Specifically, a DNA polymerase extends
an oligonucleotide primer annealed to a
unique location on a DNA template by in-
corporating deoxynucleotides complemen-
tary to the template. Synthesis of the new
DNA strand continues until the reaction is
randomly terminated by inclusion of a dide-
oxynucleotide. These nucleotide analogs are
incapable of supporting further chain elon-
gation because the ribose moiety of the in-
corporated dideoxynucleotide lacks the 3′-
hydroxyl necessary for forming a phospho-
diester bond with the next incoming deoxy-
nucleotide. This results in a population of
truncated sequencing fragments of differ-
ent length.

Typically, the identity of the chain-termi-
nating nucleotide at each position is speci-
fied by running four separate base-specific
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reactions, each of which contains a differ-
ent dideoxynucleotide (ddATP, ddCTP,
ddGTP, or ddTTP). The four such fragment
sets are loaded in adjacent lanes of a poly-
acrylamide gel and separated by electropho-
resis according to fragment size (Fig. 6.1).
Remarkably, DNA fragments differing in
length by just one nucleotide can be re-
solved. If a radioactive label is introduced
into the sequencing reaction products, au-
toradiographic imaging of the DNA band
pattern in the gel can be used to deduce the
DNA sequence [17, 20]. If the reaction prod-
ucts are labeled with an appropriate fluores-
cent dye, an automated DNA sequencing
system is used for real-time detection of
DNA fragments as they move through a
portion of the electrophoresis gel irradiated
by a laser. The fluorescence emission is col-
lected by a detector and the resulting signal

produces a band or trace pattern which cor-
relates to a DNA sequence.

6.3

Fluorescence Dye Chemistry

The original methods of DNA sequenc-
ing [8, 17] were implemented through the
use of radioactive labels. High sensitivity
and ease of labeling initially made radioac-
tive methods popular in thousands of biolo-
gy laboratories around the world that prac-
ticed manual radioactive DNA sequencing.
The dangers associated with radioactivity
such as health hazards and waste-disposal
regulations, along with the lack of automa-
tion, however, paved the way for the emer-
gence of alternative non-radioactive la-
bels [22]. Most prominent among the sensi-
tive, non-radioactive detection techniques
are chemiluminescence and fluorescence.
Despite excellent sensitivity, chemilumi-
nescence methodology is not viable for
DNA sequencing because of its indirect
detection limitation. Fluorescent detection
[23], on the other hand, employs direct de-
tection methodology that is simple, sensi-
tive, and easy to automate. Fluorescence
methods and fluorescent dye labels have set
a new standard in today’s DNA sequencing
community.

Several methods have been developed for
sequencing DNA by using fluorescent la-
bels [9, 10, 12, 13]. Commercial instru-
ments employ one or more of the following
methods for automated sequencing:
• four distinct dye-labeled primers with

non-fluorescent terminators per DNA
sample;

• one dye labeled primer with non-fluores-
cent terminators per DNA sample; and

• one non-fluorescent primer with four dis-
tinct fluorescent terminators per DNA
sample (Sect. 6.4).

Fig. 6.1 DNA sequencing electrophoresis. The
DNA fragments are prepared to terminate at one
of four base types (A, G, C, T). A-type fragments of
different length are loaded in the “A” loading well
at the top of the gel, and so forth for the G-, C-,
and T-type fragments. Over time the shorter
fragments in each lane migrate farther down the
gel (toward the positive electrode). The DNA
sequence is determined by noting the particular
lane in which each succeeding band is spatially
located in the vertical dimension. (Taken from Ref.
[21].)
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This section provides a brief summary of
important aspects of the advancement of
the chemistry of fluorescent dyes for DNA
sequencing.

6.3.1

Fluorophore Characteristics

Fluorescence is the emission of light from
electronically excited fluorophores. An elec-
tron of the fluorophore is energized into an
excited orbital by absorption of a photon
where it is paired with a second electron
that is in the ground-state orbital [23]. The
excited orbital is one of several vibrational
energy levels associated with one or more
electronic energy states. The fluorophore is
usually excited into a higher vibrational lev-
el of either the first or second electronic en-
ergy state. In a very fast process known as
internal conversion the excited molecule
first relaxes to the lowest vibrational level of
the first electronic energy state. This is fol-
lowed by relaxation to a higher excited vibra-
tional ground-state level with emission of a
photon. Because of the multiplicity of vibra-
tional levels and electronic levels, the spec-
tra of both absorption and emission are
polychromatic and are usually mirror imag-
es of each other.

Both the absorption and emission spectra
of the fluorophore depend on its chemical
structure and the environment (solvent, pH,
temperature, etc.) of the fluorophore. The
spectral wavelength of fluorescence emis-
sion is generally independent of the excita-
tion wavelength of the absorbed photons.
Because of the rapid initial non-radiative de-
cay associated with internal conversion and
the final decay to higher vibrational levels of
the ground state, however, the energy of the
emitted photon is less than that of the ab-
sorbed photon. This shifts the fluorescence
spectra to longer wavelengths relative to the

absorption spectra and is known as the
Stokes Shift [24].

6.3.2

Commercial Dye Fluorophores

The physiological response of the human
eye qualitatively defines the visible wave-
length region (in nanometers or nm) of the
electromagnetic spectrum. Wavelengths
shorter than, but adjacent to, that of the vis-
ible region, are denoted ultraviolet. Wave-
lengths longer than, but adjacent to, that of
the visible region, are denoted near-infra-
red. The commercialized fluorescent labels
currently in use in automated DNA se-
quencing are either visible dyes (450–650 nm
absorption and fluorescence range) or near-
infrared dyes (650–860 nm absorption and
fluorescence range).

The first commercialized near-infrared
dyes introduced for automated DNA se-
quencing were IRDye 41 and IRDye 40
[25–26], (Fig. 6.2). These dyes are from the
heptamethine carbocyanine dye family and
nominally absorb and fluoresce near 800 nm.
IRDye41 was attached to a DNA primer via
a stable thiourea linkage formed by conju-
gating the dye to an amino linker located at
the 5′ end of the primer. A phosphorami-
dite version (IRDye800, Fig. 6.3) [28] en-
ables direct labeling of DNA primers using
an automated DNA synthesizer. For dye-la-
beled terminator chemistry, the IRDye 800
is attached to bases which are linked to a tri-
phosphate through an acyclo bridge (Fig.
6.4). The incorporation of this substrate ter-
minates DNA chain elongation in a manner
similar to that achieved by using dideoxynu-
cleotides (Sect. 6.4). Dye properties for IR-
Dye 40, IRDye 41 and IRDye800 are listed
in Tab. 6.1.

Commercialized near-infrared dyes that
absorb and fluoresce around 650–700 nm
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are from the pentamethine carbocyanine
dye family. They include IRDye700 [28],
Cy5 [30–32] and Cy5.5 [33]. Dye properties
for IRDye700, Cy5, and Cy5.5 are listed in
Tab. 6.1 and the structures are shown in
Fig. 6.5.

Figure 6.6 shows two fluorescein dye de-
rivatives (FAM, JOE) and two rhodamine
dye derivatives (TAMRA ROX) first used for
four visible dye primer-based DNA se-
quencing. Fluorescein dye has also been
used in single dye sequencers (ALF DNA
Sequencer, Amersham Biosciences). Fig-
ure 6.7 shows two rhodamine dyes (R110,
R6G) which are combined with TAMRA
and ROX for use in four visible color dye
terminator-based DNA sequencing. Dye
properties for FAM, JOE, TAMRA, ROX,
R110, and R6G are listed in Tab. 6.1.

To furnish more even and narrower peak
heights than the rhodamine dye termina-
tors and to reduce spectral overlap among
the dyes, a family of dichlororhodamine
(dRhodamine) dyes has been designed [34].
These dyes (dR110, dR6G, dTAMRA,
dROX) are distinguished from R110, R6G,

TAMRA, and ROX by addition of two chlo-
rides to the phenyl ring of the rhodamine
[35]. Figure 6.8 shows the 4,7-dichloro-sub-
stituted R110 (dR110). Dye properties for
dR110, dR6G, dTAMRA, and dROX are list-
ed in Tab. 6.1.

Fig. 6.2 Structures of IRDye41 and IRDye40. Both
dyes are members of the polymethine carbocyanine
dye family which is characterized by two hetero-
aromatic residues connected by a conjugation
bridge of polyethylene units. The length of the
conjugating bridge affects the absorbance and

fluorescence maxima [29]. IRDye41 and IRDye40
are heptamethine carbocyanine dyes which contain
seven carbons in their conjugating bridge. The
isothiocyanate (NCS) reactive functionality is used
to couple the dye to a primary amine which results
in a thiourea linkage.

Fig. 6.3 Structure of IRDye800 phosphoramidite.
The amidite functionality is used to couple the dye
to the 5′-OH of the 5′ terminus nucleotide of an
oligonucleotide via automated DNA synthesis.
Further information is given in the legend to
Fig. 6.2.
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Fig. 6.4 Structure of IRDye800-acyclo-ATP. The dye is linked to an adenine
base, which in turn is linked to a triphosphate. There is no ribose sugar.
IRDye800-acyclo-CTP, IRDye800-acyclo-GTP, and IRDye800-acyclo-UTP are
similarly synthesized with their respective base type. All four molecules are
suitable substrates for chain elongation by DNA polymerase, but on
incorporation into the growing DNA strand, they terminate synthesis.

Table 6.1 Dye absorption and emission properties (aqueous environment) for several commercial dyes
available for DNA sequencing. Absorption and emission maxima are approximate and might be depen-
dent on solvent, solvent properties (e.g. pH) and the biomolecule to which they are attached. NA = infor-
mation not available.

Dye Absorption max. (nm) Emission max. (nm) Dye family

FAM 490–495 515–520 Fluorescein
R110 500–505 525–530 Rhodamine 110
dR110 NA* 530–535 Rhodamine 110
JOE 520–525 550–555 Dichlorodimethylfluorescein
R6G 525–530 555–560 Rhodamine 6G
dR6G NA 560–565 Rhodamine 6G
TAMRA 550–555 580–585 Tetramethylrhodamine
dTAMRA NA 590–595 Tetramethylrhodamine
ROX 580–585 605–610 X-Rhodamine
dROX NA 615–620 X-Rhodamine
Cy5 650–655 665–670 Pentamethine carbocyanine
Cy5.5 670–675 690–695 Pentamethine carbocyanine
IRDye700 685–690 710–715 Pentamethine carbocyanine
IRDye40 765–770 785–790 Heptamethine carbocyanine
IRDye41 795–800 820–825 Heptamethine carbocyanine
IRDye800 795–800 820–825 Heptamethine carbocyanine

* Information not available
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Fig. 6.5 Structures of IRD700 (phosphoramidite
functionality), Cy5 (succinimidyl ester functionality),
and Cy5.5 (bis-succinimidyl ester functionality). 
All three dyes are members of the pentamethine
carbocyanine dye family which is characterized 
by five carbons in the conjugating bridge 
(Fig. 6.2 legend).

Fig. 6.6 Structures of the dyes FAM, JOE, TAMRA, and ROX. FAM and JOE are
members of the fluorescein family whereas TAMRA and ROX are members of
the rhodamine family. All four dyes must be purified from isomers that contain
alternate sites for the reactive functionality which ultimately couples the dye to
DNA. Shown are the 5-isomer for FAM and the 6-isomer for JOE, TAMRA, and
ROX.
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6.3.3

Energy Transfer

When using four-color discrimination the
spectral overlap of fluorescence emission of
the four fluorophores reduces the signal-to-
noise ratio and therefore results in less ac-
curate and shorter read lengths. Also, be-
cause the absorption spectra and molar ab-
sorptivity of the dyes are not equivalent, the
use of a single excitation source for all four
dyes compromises sequencing results, be-
cause of widely varying fluorescence signal
strength.

One method for improving the properties
of the dyes makes use of resonance energy

transfer, an important process that occurs
in the excited state of a fluorophore [36]. En-
ergy transfer can occur between two mole-
cules if the emission spectrum of an ab-
sorbing fluorophore (donor) overlaps the
absorption spectrum of a nearby acceptor
fluorophore. The donor and acceptor mole-
cules are coupled by a dipole–dipole interac-
tion [23]. In addition to spectral overlap, the
rate of energy transfer depends on the dis-
tance between donor and acceptor and fol-
lows an inverse relationship to the 6th pow-
er of that distance.

An approach that involves energy transfer
in labeled primer chemistry uses the oligo-
nucleotide backbone to separate the donor

Fig. 6.7 Structures of the R110 and R6G dyes. Both dyes are members of the
rhodamine family. Shown are the 5-isomers.

Fig. 6.8 Structure of dichoro-R110 dye linked to a nucleotide base.
See text for the effects of adding the two chlorides to R110 (shown
in Fig. 6.7). Similar dichloro modifications have been made to dyes
TAMRA, ROX, and R6G (shown in Figs. 6.6 and 6.7).
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and acceptor dyes [37–44]. Another approach
uses tethered donor and acceptor dyes for ei-
ther labeled primers [35] or labeled termina-
tors [34]. These tethered dyes use fluorescein
as a donor dye and one of the four dRhoda-
mine dyes (Sect. 6.3.2) as an acceptor dye,
and are linked through 4-aminomethyl ben-
zoic acid. The structure of a tethered fluores-
cein/dR110 is shown in Fig. 6.9.

6.3.4

Fluorescence Lifetime

A fluorophore emits lights as it relaxes
from an excited energy state to a ground en-
ergy state; such relaxation occurs after the
molecule has spent a certain amount of
time in the excited state (Sect. 6.3.1). The
average time spent in the excited state is

known as the fluorescence lifetime of the
molecule [23] and it is statistically the same
for all molecules having the same structure
and exposed to the same environmental
conditions. A common characteristic (al-
though not necessarily assumable) is that
statistical relaxation of a fluorophore fol-
lows an exponential decay profile when ex-
amined over several excitation/relaxation
cycles. In this circumstance the fluores-
cence lifetime is specified as the exponen-
tial time constant where 63 % of the relaxa-
tions occur more quickly than this lifetime
average and 37 % occur more slowly.

The lifetime of common visible and near-
infrared fluorophores ranges from 0.5–4 ns
and depends on their chemical structure.
The ability to discriminate among fluoro-
phores is affected by the ratio of their life-

Fig. 6.9 Structure of dichloro-R110 linked to 4′-aminomethyl-
fluorescein [34, 35]. This dual dye configuration enables
fluorescence resonant energy transfer from fluorescein
(donor) to R110 (acceptor) and is a member of a commercially
available family of dyes trademarked as BigDyes (PE
Biosystems). Other BigDyes are synthesized with dTAMRA,
dROX, and dR6G as acceptors, all of which contain the
dichloro modification.
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times and the number of photons available
to produce the composite lifetime profile
histogram [45, 46].

The use of energy transfer to enable com-
mon excitation of several dyes has been suc-
cessfully commercialized (Sect. 6.3.3). As
researchers examine alternative approaches
for facilitating common excitation and in-
creasing the number of available dye choic-
es, the exploitation of fluorescence lifetime
discrimination for DNA sequencing shows
promising potential, because the lifetime of
a fluorophore is independent of concentra-
tion and multiple dyes having overlapping
spectral emission can be distinguished
[47–54]. Methods for “on-the-fly” lifetime
measurements of labeled DNA fragments
have been described for capillary electro-
phoresis [55, 56] and slab gel electrophore-
sis [57]. Besides enabling common excita-
tion, fluorescence lifetime discrimination
also enables the use of common spectral de-
tection optics. Both spectral and lifetime
discrimination can be combined in a single
design to take advantage of the strengths of
each approach [57, 58].

6.4

Biochemistry of DNA Sequencing

The efficient completion of large DNA se-
quencing projects is now a reality, mainly
because of the development of fluorescence-
based dideoxynucleotide sequencing chem-
istries coupled with instrumentation for real
time detection of dye-labeled DNA frag-
ments during gel electrophoresis (Sect. 6.5).
The commercially available automated se-
quencers (Sect. 6.5; Tabs. 6.2 and 6.3) can
be divided into two groups on the basis of
the number of fluorescent dyes used in a se-
quencing reaction.

The first type uses the one-dye/four-lane
approach in which the identity of the chain-

terminating nucleotide at each position is
determined by running four separate reac-
tions each of which contains the same fluo-
rescent dye but a different dideoxynucleo-
tide (ddATP, ddTTP, ddGTP, ddCTP). The
four completed sequencing reactions are
loaded in separate lanes of a slab gel (Sect.
6.2, Fig. 6.1), and the automated sequencer
must then be able to align the raw data from
all four lanes precisely enough to determine
the correct base sequence (Sect. 6.6.2).

The second type employs the four-dye/
one-lane approach in which a single com-
bined reaction is performed using a fluores-
cent label specific for each of the four dide-
oxynucleotides. The combined sequencing
reaction can be analyzed in a single gel lane
or capillary or microfluidic channel (Sect.
6.5.4), and the automated sequencer must
first correct for the different mobility of the
four dye-labeled DNA fragment sets before
calling bases [59].

6.4.1

Sequencing Applications and Strategies

DNA sequencing is a fundamental tech-
nique in genome analysis and it has major
applications which fall into two general
classes: (1) de novo sequencing of unknown
DNA, and (2) resequencing segments of
DNA for which the sequence is already
known. In both classes the DNA to be se-
quenced is first cloned into a viral or plas-
mid vector, or is part of an amplified PCR
fragment (Sect. 6.4.2).

The approach used to sequence unknown
DNA is termed the sequencing strategy and
it should provide the correct consensus se-
quence on both strands of the target DNA
using a minimal number of sequencing reac-
tions with minimum overlap (Sect. 6.4.1.1).
Large-scale sequencing projects make use
of one or more sequencing strategies to
completely characterize the entire genome
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of an organism [60–63], including archaea
[64] and the human genome [65, 66]. On the
other hand, many laboratories employ
methods of resequencing to characterize
the variability of smaller, known DNA seg-
ments to find mutations or verify recombi-
nant DNA constructs (Sect. 6.4.1.2).

6.4.1.1

New Sequence Determination
The selection of a sequencing strategy usu-
ally depends on the size of the target DNA.
For example, random shotgun sequencing
is currently the method used in most large-
scale DNA sequencing projects [62, 67]. In
shotgun sequencing a large segment of tar-
get DNA (e.g. a medium-sized BAC clone of
100–120 kilobases) is randomly fragmented
by physical shearing or enzymatic digestion
into fragment sizes in the range 1 to 5 kilo-
bases. These smaller fragments are then
subcloned into bacteriophage M13 or plas-
mid vectors (Sects. 6.4.2.1 and 6.4.2.2). The
cloned inserts are sequenced from “univer-
sal” primer binding sites in the flanking
vector DNA, and the resulting sequence in-
formation compiled by computer into con-
tiguous sequences (i.e. “contigs”) to reas-
semble the original large target DNA.

This method rapidly generates 95 % of
the desired sequence, but becomes less effi-
cient as each subsequent random subclone
is more likely to yield sequence information
already obtained. Typically, each base in the
target DNA sequence is read an average of
four to six times during this “working
draft” phase of the shotgun-sequencing
project. Gaps or unresolved regions will
still remain, however, and can be filled in
by directed approaches during the “finish-
ing” phase of the sequencing project [60,
63, 68, 69].

An adaptation of shotgun sequencing,
called whole-genome shotgun assembly
(WGSA or WGA), avoids the step of “map-

ping” the BAC clones by using advanced as-
sembly software to connect the sequences
of random clones from the entire genome,
rather than from the smaller BAC clones.
In WGSA, DNA sequence reads from clone
libraries of 2 kilobase pairs (kbp), 10 kbp,
and 50 kbp are assembled on to a scaffold-
like structure to generate a contiguous se-
quence [66, 70].

Advantages of shotgun sequencing in-
clude no requirement for prior knowledge
of the insert sequence and no limitation on
the size of the starting target DNA. Addi-
tionally, a high degree of parallel processing
and automation can be implemented dur-
ing the initial random phase, with only one
or two oligonucleotide sequencing primers
required.

Primer walking is a fully directed se-
quencing strategy. It provides an efficient
way to obtain new sequence information
and is a good choice for the primary se-
quencing of small regions (1 to 3 kilobases)
of genomic or cDNA clones or as a secon-
dary approach to achieve closure and re-
solve local ambiguities after an initial shot-
gun-sequencing phase. Other approaches,
for example the enzymatic nested deletion
method [71] or transposon insertion [72],
have also been used for small-scale de-novo
sequencing.

The primer-directed method is initiated
by sequencing the target DNA from one
end using a vector-specific standard prim-
er [73]. A new walking primer is designed
using the most distant, reliable sequence
data obtained from the first sequencing re-
action with the standard primer. This walk-
ing primer is then used to sequence the
next unknown section of the DNA tem-
plate. Although, in theory, this primer walk-
ing process can be repeated many times to
sequence extensive tracts of DNA, its use is
generally limited to smaller projects be-
cause the successive rounds of sequence
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analysis, primer design, and primer synthe-
sis are too expensive and time-consum-
ing [19].

The major benefits of primer walking are
that no subcloning is required, the location
and direction of each sequencing run is
known, and the degree of redundancy need-
ed to obtain the final sequence is mini-
mized. Moreover, read lengths greater than
1000 bases have been reported [74–83] thus
reducing the number of walking primers
needed to finish a sequencing project.

6.4.1.2

Confirmatory Sequencing
The major purpose of DNA sequencing in
many laboratories is to resequence small re-
gions of interest (< 1 kb) using cloned DNA
or a PCR product as the template. Rese-
quencing is useful for applications such as
confirming plasmid constructs, screening
the products of site-directed mutagenesis
experiments, or comparing sequences of
wild-type and mutant variants associated
with genetic disease [84–90]. Because the
target region has often been characterized,
it is possible to design a primer so that the
sequence of interest is within 100 to 150
bases of the sequencing primer. This will
provide optimum resolution in the raw se-
quence data generated by the automated
DNA sequencer, and thus the highest base-
calling accuracy that can be obtained
(Sect. 6.6).

6.4.2

DNA Template Preparation

In the first step of a Sanger dideoxy se-
quencing reaction, the primer is annealed
to a single-stranded DNA template (Sect.
6.2). DNA in this form can be purified di-
rectly from viruses such as bacteriophage
M13 which have single-stranded genomes.
On the other hand, double-stranded DNA

such as a plasmid vector containing the tar-
get insert must first be converted to the sin-
gle-stranded form, either by alkali or heat
denaturation, before sequencing [19, 91].

The material presented in this section is
intended to serve only as a general guide for
preparing DNA templates. Specific proce-
dures and applications can be found in sev-
eral molecular biology manuals [19, 92–96].

6.4.2.1

Single-stranded DNA Template
Several variants of the bacteriophage M13
were constructed for the purpose of gener-
ating DNA template for dideoxy sequenc-
ing [97]. The DNA to be sequenced is
cloned into the double-stranded replicative
form of the phage, transformed into E. coli,
and harvested in large quantity from the
culture medium in the form of phage parti-
cles containing single-stranded DNA [98].
The purified DNA is ideal for sequencing,
because it is single-stranded so that no com-
plementary strand exists to compete with
the sequencing primer during the anneal-
ing step. Moreover, a universal sequencing
primer hybridizes to a complementary por-
tion of the phage DNA immediately adja-
cent to the multiple cloning site. M13 is still
used extensively for high-throughput se-
quencing applications [67].

6.4.2.2

Double-stranded DNA Template
Many methods have been developed for iso-
lation and purification of plasmid DNA
from bacteria [92]. Generally, the process
involves five steps: (1) insert foreign (target)
DNA into the plasmid vector, (2) transform
a suitable bacterial strain with the recombi-
nant plasmid, (3) grow the bacterial culture,
(4) harvest and lyse bacteria, and (5) purify
the plasmid DNA.

For sequencing applications, double-
stranded plasmid DNA containing the tar-
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get sequence must be of high purity. Con-
taminating salt, RNA, protein, DNAses,
and polysaccharides from the host bacteria
can inhibit dideoxy sequencing reactions
and produce a low signal, high background,
or spurious bands. Plasmid DNA purified
through a cesium chloride gradient is suit-
able for sequencing if residual salt is re-
moved from the DNA by ethanol precipita-
tion. Commercial plasmid purification kits
using anion-exchange resins or silica gel
membrane technology are available from
Qiagen (Valencia, CA, USA) or Promega
Corp. (Madison, WI, USA) These kits are
easy to use and provide high-quality DNA.

6.4.2.3

Vectors for Large-insert DNA
Cloning vectors capable of replicating large
DNA inserts, such as cosmids (DNA inserts
with 35 to 45 kb), P1-derived artificial chro-
mosomes (PAC; DNA inserts from 100 to
150 kb), and bacterial artificial chromo-
somes (BAC; DNA inserts with up to
300 kb), have been developed for use in ge-
nome mapping and large-scale DNA se-
quencing projects [99–101]. These large-in-
sert clones can be used to construct sub-
clone libraries and are then sequenced by
the shotgun approach [96] (Sect. 6.4.1.1).

It is also important to sequence directly
on these large DNA clones [102, 103]. Se-
quence information from the ends of large-
insert clones is used in the initial mapping
phase of a sequencing project by detecting
clones with overlapping sequence. Also,
closing gaps and low-quality regions in the
“draft” sequence of a large-insert clone can
be accomplished more efficiently by se-
quencing directly off of the cosmid or BAC
clone. This process eliminates the need to
find the specific subclone sequence or to
generate a new subclone library covering
the gap.

6.4.2.4

PCR Products
The polymerase chain reaction (PCR) en-
ables a region of DNA located between two
distinct priming sites to be amplified [104].
The product of this in vitro nucleic acid am-
plification is termed the PCR product. If
equal amounts of the two primers are used,
the PCR product will be a linear double-
stranded DNA molecule typically less than
3 kb in size which can serve as template for
DNA sequencing [94, 105].

The PCR reaction mix contains signifi-
cant amounts of reagents such as primers,
nucleotides, enzymes, and even unwanted
amplified products which must be com-
pletely removed from the PCR product be-
fore it can be successfully sequenced. Thus,
the PCR product should be checked on an
agarose gel to verify the presence of a single
band of the expected size. The PCR product
is the purified using a commercial PCR
purification kit (e.g. Promega Corp. Wizard
DNA Clean-Up System) or by PEG precipi-
tation [95]. Alternatively, PCR products can
be purified by use of agarose gel [93].

6.4.3

Enzymatic Reactions

6.4.3.1

DNA Polymerases
In the original Sanger dideoxy sequencing
procedure the Klenow fragment of E. coli
DNA polymerase I was used for primer ex-
tension/termination reactions. The quality
of the DNA sequence obtained with the
Sanger method was significantly improved
by the development of a modified T7 DNA
polymerase (Sequenase v2.0, United States
Biochemical, Cleveland, OH, USA and
Amersham Biosciences, Piscataway, NJ,
USA) which has enhanced processivity and
a striking uniformity of termination pat-
terns, particularly when manganese ions
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are used as a cofactor [106–108]. Both the
Klenow fragment and modified T7 DNA
polymerase catalyze the synthesis of DNA
sequencing fragments in a single pass as
the enzyme moves along the template DNA.
These enzymes are, however, thermolabile,
and thus cannot be used in cycle-sequenc-
ing procedures which produce an amplifica-
tion of signal by repeatedly re-using small
amounts of the template DNA [109, 110].
Modified T7 DNA polymerase is effective
for sequencing difficult regions with re-
peats that cause premature “stops” in cycle-
sequencing reactions [95].

Cycle-sequencing methods that utilize the
thermostable Thermus aquaticus (Taq) DNA
polymerase have been developed [109–111].
The use of a thermostable DNA polymerase
enables repeated rounds of high temperature
DNA synthesis involving thermal denatura-
tion of the double-stranded template DNA,
primer annealing, and extension/termina-
tion of the reaction products. For each cycle,
the amount of product DNA will be roughly
equivalent to the amount of primed tem-
plate. A significant benefit of cycle sequenc-
ing is, therefore, that only small amounts of
DNA template are required, because the
number of sequencing reaction products (i.e.
“the signal”) is linearly amplified during the
20–40 cycles of synthesis. For example,
20–30 ng of a small PCR product or 2–3 µg of
a large BAC clone provide sufficient template
DNA to complete a cycle-sequencing reac-
tion. Performing the cycle-sequencing reac-
tions at elevated temperatures also minimiz-
es sequencing artifacts due to secondary
structure in the template DNA.

Originally, the main disadvantage of cycle
sequencing was the poor performance of the
native Taq DNA polymerase, which tends to
incorporate dideoxynucleotides unevenly
compared with deoxynucleotides. As a result,
sequencing patterns generated with these
enzymes were not uniform (i.e. variable peak

heights or band intensities) [112] which re-
duced the base calling accuracy in automated
DNA sequencers (Sect. 6.6). However, genet-
ically modified thermostable polymerases
with a high affinity for dideoxynucleotides
were introduced to alleviate this prob-
lem [113, 114]. These enzymes, Thermo Se-
quenase from Amersham Biosciences and
AmpliTaq FS from Applera/Applied Bio-
systems (Foster City CA, USA), incorporate
dideoxynucleotides at rates similar to deoxy-
nucleotides resulting in uniform peak
heights and, therefore, longer, more accu-
rate, sequence-read lengths. The reduced
discrimination against dideoxynucleotides
that has been engineered into ThermoSe-
quenase and AmpliTaq FS has also resulted
in the greater acceptance of fluorescent dye-
labeled terminators (Sect. 6.3.2) as substrates
in the enzymatic sequencing reaction [113].

6.4.3.2

Labeling Strategy
Automated DNA sequencing uses fluores-
cent dyes (Sect. 6.3) for detection of electro-
phoretically resolved DNA fragments. Three
methods are used for labeling DNA se-
quencing reaction products:

1. dye-labeled primer sequencing [9, 10] in
which the fluorescent dye is attached to
the 5′ end of the oligonucleotide primer;

2. dye-labeled terminator sequencing [12,
115] in which the fluorophores are at-
tached to the dideoxynucleotides or a
non-nucleotide terminator [116]; and

3. internal labeling [73, 117, 118] in which a
dye-labeled deoxynucleotide is incorpo-
rated during the synthesis of a new DNA
strand.

Each labeling method has advantages and
disadvantages.

Dye-labeled primer sequencing has bene-
fited from the engineered DNA polymerases
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which do not discriminate between deoxynu-
cleotides and dideoxynucleotides (Sect.
6.4.3.1). The sequencing electropherograms
generated using these enzymes with dye-
primers have very even peak heights which
makes the base-calling easy and reliable. Sig-
nal uniformity also enables heterozygote de-
tection to be based on peak heights and the
presence of two bases at the same posi-
tion [86]. One disadvantage of the dye-prim-
er method is a greater likelihood of increased
background level (e.g. spurious bands), be-
cause nucleotide chains which terminate
prematurely will add to the level of false ter-
minations. Also, the four dye/one lane ap-
proach for automated sequencing (Sect. 6.4)
requires four separate extension reactions
and four dye-labeled primers per template.

The main advantages of dye-terminator
sequencing are convenience, because only a
single extension reaction is required per
template, and the synthesis of a dye-labeled
primer is not necessary. In fact, custom un-
labeled primers with preferred hybridiza-
tion sites can be used with dye-terminators
and false terminations (i.e. DNA fragments
terminated with a deoxynucleotide rather
than a dideoxynucleotide) are not observed,
because these products are unlabeled. Fi-
nally, sequencing with dye-terminators pro-
vides a way to read through most compres-
sions. Presumably the large fluorophore at
the 3′ end of the DNA fragment modifies or
eliminates the in-gel secondary structure
that causes compressions [95]. The major
disadvantage of dye-terminators is that the
pattern of termination varies among DNA
polymerases and is less uniform than for
dye-labeled primers.

6.4.3.3

The Template–Primer–Polymerase Complex
An important factor in the relative success
of a sequencing reaction is the number of
template–primer–polymerase complexes

formed during the course of a sequencing
reaction. The formation of this complex is
necessary to produce dye-labeled extension
products. A significant number of prob-
lems associated with DNA-sequencing reac-
tions can be traced to one or more of these
key elements.

For example, the ability of an oligonu-
cleotide primer to bind to the template and
interact with the DNA polymerase is a ma-
jor factor in the overall signal strength of
the reaction. Primers should be designed
with no inverted repeats or homopolymeric
regions, a base composition of approxi-
mately 50 % GC, no primer dimer forma-
tion, and one or more G or C residues at the
3′ end of primer. These factors affect the
stability of the primer–template interaction
and thus determine the number of prim-
er–template complexes available to the
DNA polymerase under a given set of con-
ditions. For cycle sequencing with thermo-
stable polymerases it is important to design
the primer with an annealing temperature
of at least 50 °C. Lower annealing tempera-
tures tend to produce higher background
and stops in cycle sequencing.

The amount of DNA template used in the
dideoxy sequence reaction needs to be with-
in an appropriate range. If the amount of
template is too small, few complexes will
form and the overall signal level will be too
low for automatic base-calling. Additionally,
larger amounts of a lower quality template
(e.g. salt contaminant carried over from
DNA preparation) might inhibit the DNA
polymerase resulting in lower signal levels.

The most common factors which limit se-
quence read length and base-calling accura-
cy in automated DNA sequencers are im-
pure DNA template, incorrect primer or
template concentrations, suboptimum
primer selection and annealing, and poor
removal of unincorporated dye-labeled did-
eoxynucleotides.
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6.4.3.4

Simultaneous Bi-directional Sequencing
Simultaneous bi-directional sequencing
(SBS), also termed “doublex” sequencing
[117, 119], is a sequencing method in which
both strands of duplex DNA (plasmid or
PCR product) are sequenced simultaneously
by combining a forward and reverse primer
(each labeled with a different fluorescent
dye) in the same sequencing reaction. An
automated DNA sequencing system with
dual lasers, such as the LI-COR Model 4300
(Lincoln, NE, USA) or the European Molec-
ular Biology Laboratory (EMBL, Heidelberg,
Germany) two-dye DNA sequencer, can be
used for simultaneous detection and analy-
sis of both the forward and reverse sequenc-
es of a bi-directional reaction [19, 80].

The benefits of the SBS method are three-
fold. First, SBS doubles the amount of se-
quence information from a single sequenc-
ing reaction. Second, because a confirming
sequence can be generated in the same re-
action, it is easier to resolve ambiguities in
one strand using the sequence of the com-
plementary strand. Third, time and reagent
consumption are halved by combining the
forward and reverse sequencing reactions.

6.5

Fluorescence DNA Sequencing 
Instrumentation

6.5.1

Introduction

In principle, there are only three components
of a fluorescence detection system: (1) the ex-
citation energy source; (2) the fluorescent
sample; and (3) the fluorescence emission en-
ergy detector. In practice, all of these compo-
nents are sophisticated subsystems whose de-
signs are coordinated to deliver maximum in-
formation throughput with optimized signal

versus noise discrimination (to achieve high
accuracy and data quality). A brief discussion
of these components is provided here to give
an overview of the factors involved in proper
instrument design for DNA sequencing. For
a detailed description of general fluores-
cence-based instrumentation, a comprehen-
sive textbook, for example that by Lakow-
icz [23], should be consulted. For a review of
near-infrared fluorescence instrumentation
refer to Middendorf et al. [120].

6.5.1.1

Excitation Energy Sources
Laser-based excitation has usually been used
for fluorescence-based DNA sequencing in-
strumentation, although Millipore intro-
duced a DNA sequencer based on a white
light source in 1991 [121] (no longer commer-
cially available). The most common lasers
used in today’s commercial DNA sequencing
instrumentation are the blue/ green argon
ion laser (488 nm and 514 nm excitation
wavelengths) as in early designs from the
mid-1980s [9–15] and far red or near infrared
laser semiconductor diodes (650 nm,
680 nm, and 780 nm excitation wavelengths)
[122, 123]. The red helium– neon laser
(HeNe, 633 nm), the green frequency-dou-
bled solid-state neodymium:yttrium–alumi-
num–garnet laser (Nd:YAG, 532 nm), and
the green second harmonic generation laser
(SHG, 532 nm, 473 nm) are also used as exci-
tation sources for two-dimensional fluores-
cence scanners [124] and a green laser
(532 nm) also is used in a commercial capil-
lary DNA sequencer (Tab. 6.3, MegaBACE).
It is necessary to combine proper geometric
optics and spectral filtering to generate a
highly focused excitation source with the
proper wavelength necessary for compatibil-
ity with the fluorescent sample [13, 15, 120,
122, 125–129]. The sample configuration (e.g.
slab gels or capillaries) dictates additional
mechanical/optical design criteria.
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6.5.1.2

Fluorescence Samples
Dye properties such as absorption wave-
length spectrum, molar absorptivity, fluo-
rescence emission wavelength spectrum,
fluorescence quantum yield, solubility,
stability (e.g. temperature or light), and en-
vironmental effects (e.g. pH, quenching,
temperature, solvent type) must all be con-
sidered when designing a fluorescence
system. A particular dye property critical to
DNA sequencing performance is its electro-
phoretic mobility [33, 130–132]. For visible
fluorescence (blue or green excitation), flu-
orophores in the fluorescein and rhoda-
mine families are most commonly used.
For far red or near infrared fluorescence the
most common dyes are from the polyme-
thine carbocyanine family [28–30, 120, 122,
133, 134]. Energy transfer between acceptor
and donor dyes has been successfully im-
plemented as a strategy to manipulate com-
patibility between fluorophore properties
and excitation sources and to provide more
even peak heights with greater color separa-
tion and therefore improved base call-
ing [34, 35, 37–42, 44, 135]. (A more de-
tailed discussion of fluorescent dye chemis-
try is given in Sect. 6.6.3.)

6.5.1.3

Fluorescence Detection
Three types of detector have been used in
fluorescence DNA sequencing instrumen-
tation:

1. photomultiplier tubes (PMT) [9, 10, 12,
13, 15, 125, 127–129, 136];

2. charge-coupled detectors (CCD) [137–139];
and

3. photodiode detectors (PD), including sili-
con-avalanche photodiodes (APD) [120,
122, 123].

As for the excitation subsystem, it is neces-
sary to combine proper geometric optics,

spectral filtering, and appropriate mechani-
cal design to provide high-sensitivity detec-
tion in the proper wavelength range asso-
ciated with the fluorescent sample.

6.5.1.4

Overview of Fluorescence Instrumentation
Related to DNA Sequencing
DNA samples for Sanger-based sequencing
purposes [17] (Sects. 6.2 and 6.4) are pre-
pared in such a way that they have three
major attributes:

1. the 5′ end of every DNA fragment within
a sample begins with the same priming
sequence;

2. each DNA fragment is labeled with a flu-
orescent dye (or dye-pair if energy-trans-
fer is used) either at or near the 5′ end or
attached to the 3′ terminal dideoxynucleo-
tide;

3. DNA fragments of different length, but
having their 3′ terminus ending in a par-
ticular base type (A, C, T, or G) are pack-
aged into the same signal channel (e.g.
they have the same type of fluorescence
label with one label type for each base
type or they are physically isolated from
fragments terminated at the other base
types such that a geometric channel can
be used to distinguish base types).

The process of DNA sequencing performs
three functions:

1. maintaining the DNA samples in single-
stranded form via a combination of de-
naturants in the gel and high tempera-
ture (45–70 °C);

2. separation of the DNA fragments on the
basis of their size with single base sizing
resolution; and

3. identification of those fragments via fluo-
rescence optics at a “finish line” location
where adequate separation among frag-
ments has occurred.
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To accomplish sizing a sieving gel matrix is
prepared and loaded either between two
parallel glass plates (slab gels) or into a glass
capillary or microfluidic channel. Slab-gel
matrices are usually cross-linked polyacryla-
mide (4–6 %) whereas capillary gel matrices
are non-crosslinked (for example linear
polyacrylamide) [140–143]. The gel thick-
ness for slab-gel sandwiches is 0.1–0.4 mm.
The gel diameter for capillary gels ranges
from 50–80 µm.

Both slab and capillary gels accomplish
sizing (after the sample has been loaded
into the gel) via a potential gradient applied
across the ends of the gel. The potential gra-
dient drives the negatively charged DNA
molecules through the sieving matrix with
the length of the DNA molecules determin-
ing their relative mobility. Each end of the
gel is inserted into a running buffer that
also contains an electrode that enables the
potential gradient across the gel. This volt-
age gradient may range from 30–80 V cm–1

for a slab gel and from 50–250 V cm–1 for a
capillary gel.

For slab gels it is important to provide a
method for keeping samples separated in
geometric lanes. This is accomplished by
one of several methods:

1. a “comb” with multiple teeth is inserted
at one end of the slab gel sandwich before
polymerization of the gel matrix. After
polymerization of the gel matrix the comb
is removed and leaves open wells within
the gel into which the DNA samples are
loaded via a pipette tip;

2. subsequent to gel polymerization, a
“sharkstooth” comb is inserted into the
end of the slab gel; the sample is loaded
while the comb remains in place and the
teeth of the comb thus separate one sam-
ple from another;

3. the sample is loaded into one of several
wells permanently fabricated in the top

edge of one of the glass plates which then
provides geometric isolation among sam-
ples [144]; or

4. the sample is first applied to a thin long
membrane which is then inserted into an
air gap located between the two glass
plates at one end of the sandwich (where
the gel matrix has been excluded) [145].

For capillary gels or microfluidic channel
gels the individual capillaries/channels en-
able isolation of the samples. To load sam-
ples into gel capillaries, the loading end of
the capillary is first submerged in a micro-
well containing the sample and the sample
is loaded electrokinetically into the capil-
lary. After a brief period of loading this end
of the capillary is then submerged into run-
ning buffer. Loading samples into micro-
fluidic channels involves moving samples
from a “loading” microfluidic channel to a
“separating” microfluidic channel (details
are given in Sect. 6.5.4.3).

Detection at the “finish line” is accom-
plished by exciting the various electrophore-
sis channels either en masse [11, 14,
146–151] or one-by-one, by sequential scan-
ning or use of discrete sources, with one or
more laser sources [9, 12, 13, 15, 122, 123,
127–129, 152]. An optical microscope or in-
dividual detectors monitor any emitted fluo-
rescence radiation from the sample . The
finish line is usually located toward one end
of the glass-enclosed gel. For capillary elec-
trophoresis it is necessary to remove the
polyimide coating of the capillary at the de-
tection zone. One embodiment of capillary
electrophoresis (Tab. 6.3, Model 3700) uses
a sheath-flow detection scheme which mon-
itors the sample after it leaves the capil-
lary [146, 147, 153].
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6.5.2

Information Throughput

High information throughput is mandatory
for addressing the accelerating demand for
DNA sequencing. For the purpose of
understanding the impact of all the factors
affecting throughput, one can model infor-
mation throughput using the following for-
mula (reproduced, with kind permission
from Kluwer Academic Publishers, from
Ref. [120], page 22, formula 1):

Ti = n × d × i/t (1)

where Ti is the information throughput, n
the number of sample channels, d the in-
formation data per sample, i the informa-
tion independence, and t the time per sam-
ple.

6.5.2.1

Sample Channels (n)
Different strategies for increasing the num-
ber of signal channels include geometric,
spectral, temporal, and intensity discrimi-
nation. In almost all approaches to DNA se-
quencing each base type is assigned to a
particular signal channel, thus requiring
four signal channels per sample. Although
it is theoretically necessary to have only two
signal channels per DNA sample, use of re-
dundant channel information reduces er-
rors [128, 154, 155].

The number of geometric channels is re-
lated to the number of lanes on a slab gel or
the number of capillaries in a capillary-
based DNA sequencer. At the time of this
review the maximum numbers of geomet-
ric channels commercially available are 96
lanes for the slab gel configuration and 384
lanes for capillary gel configuration (Tabs.
6.2 and 6.3), although efforts continue to
extend the number of capillaries. Scherer et
al. [156] report on a rotary capillary array

system designed to analyze over 1000 se-
quencing separations in parallel.

Spectral discrimination using fluorescent
dyes with different wavelength properties is
ubiquitous among commercial DNA se-
quencers and the number of dyes used usu-
ally ranges from two to four, although five
dyes are sometimes used [157]. There are
two commercialized approaches to spectral
discrimination:

1. four dyes per single sample based on the
early work of Smith et al. [9] and Prober et
al. [12]; and

2. one dye for all four bases of each sample,
but using different dyes for different
samples [120, 123, 158] that are loaded
into the same geometric lanes.

The latter approach is based on the multi-
plex DNA sequencing technique developed
by Church and Kieffer-Higgins [159] which
had its roots in the genomic sequencing ap-
proach of Church and Gilbert [160]. Subse-
quent to Church’s work there were early re-
ports of developing the technique by use of
fluorescence [117, 119, 161, 162]. Energy
transfer among acceptor and donor dyes is
another approach in spectral discrimination
design [35, 37, 38, 42].

Temporal discrimination based on fluo-
rescence lifetime has been investigated in
the research community [47–57], although
DNA sequencers using this type of discrim-
ination are not yet commercially available.

The use of intensity discrimination for
DNA sequencing has also been limited to
the research community [128, 163–170].

6.5.2.2

Information per Channel (d)
The emphasis on increasing the informa-
tion per channel has been manifested in ef-
forts to increase base read length [74–83]
and the use of confidence values to assess
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the quality of each base call [171–174]. Both
of these efforts are discussed in detail in
Sects. 6.6.2 and 6.6.3. For a first order ap-
proximation, the base read length is related
to the square root of the separation distance
from the loading well to the detection loca-
tion.

6.5.2.3

Information Independence (I)
This attribute relates to sequence alignment
strategies [175] and approaches to reducing
systematic base-calling errors that affect se-
quence alignment. For example, in shotgun
DNA sequencing, the depth of sequence
coverage affects the amount of “draft” ver-
sus “finished” sequence, because of statisti-
cal gaps between contiguous alignments
(contigs) [176]. Judicious choices of clones
by use of tiling [177] and finishing [69] strat-
egies affects the cost/output ratio.

Another example of optimizing informa-
tion dependence/independence ratios in-
volves primer walking, in which newly syn-
thesized primers based on information
from a previous DNA sequencing run are
used to extend the read through a clone
[178]. Too much overlap between successive
“walks” through the clone increases the
overall cost per base sequenced.

Reduction of systematic errors in base
calling is achieved by incorporating inde-
pendent biochemical procedures such as
choice of polymerase, choice of DNA
strand, choice of dye chemistry (e.g. labeled
primers or labeled terminators) and choice
of signal channel (e.g. four dyes/sample or
four geometric lanes/sample) [63].

6.5.2.4

Time per Sample (t)
Efforts to minimize the amount of time to
obtain DNA sequence data involve three
components: (1) sample preparation, (2)
electrophoresis run times, and (3) post-run

sample information processing and analy-
sis. Robotics and cycle-sequencing methods
have greatly reduced the time (and cost) of
sample preparation. The use of high voltage
gradients (Sect. 6.5.1.4) in combination
with either ultrathin slab gels [126,
179–182] or capillary electrophoresis has
significantly reduced run times, but at the
expense of read length [183, 184]. Efforts to
increase read length for capillary DNA se-
quencing have also been successful [78, 79,
82]. Extending the read length is significant
in reducing the time and cost of achieving
highly accurate and large contiguous re-
gions of a DNA sequence.

6.5.3

Instrument Design Issues

Proper design of fluorescence instrumenta-
tion for DNA sequencing involves compre-
hensive analysis of both signal and noise
components. Middendorf et al. [120] de-
scribe the design of the LI-COR Model 4200
DNA sequencer, the principles of which
can be extrapolated to the design of other
sequencers also, because the report illus-
trates the relationship among the three
above-mentioned components of a fluores-
cence detection system (Sects. 6.5.1.2–
6.5.1.4). Middendorf et al. [120] also de-
scribe the formulaic relationship among
fluorescence excitation, dye properties, and
fluorescence emission; the formulaic rela-
tionship between fluorescence emission
and detector signal; and the formulaic com-
ponents of system noise (shot noise, ther-
mal noise) in the LI-COR Model 4200 DNA
sequencer.

For a 0.4 mm thick gel and a 4.5 mm well
width, the sensitivity of the LI-COR 4200
DNA sequencer is about 15 amol [185]. For
thinner gels (0.2 cm) and narrower wells
(2.25 mm), the sensitivity is about 5–10 amol
(unpublished results). This compares with
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sensitivity of 50–100 amol, 150–200 amol,
250–400 amol, and 250–800 amol for FAM,
HEX, TAMRA, and ROX dyes, respectively
in slab gel electrophoresis [137].

6.5.4

Forms of Commercial Electrophoresis used
for Fluorescence DNA Sequencing

Three commercially available forms of elec-
trophoresis are currently used for DNA se-
quencing–slab gels, capillary gels, and mi-
crofluidic grooved channel gels (the com-
mercial products are compared in Tabs. 6.2
and 6.3). All three forms use on-line detec-
tion in a “finish line” format which pro-
vides spatial information relating to the
geometric channel dimension and tempo-

ral information relating to the bands within
each channel. This temporal information is
significantly different than that derived
from spatially scanning a two-dimensional
gel after stopping the electrophoresis run.

6.5.4.1

Slab Gels
Commercial slab gel electrophoresis sys-
tems (Tab. 6.2) include the Applera/Ap-
plied Biosystems Model 377 (discontinued
by manufacturer, but still in use); LI-COR
Models 4300S and 4300L (replaced discon-
tinued Models 4200S and 4200L, respective-
ly); Amersham Biosciences Models ALFex-
press II and SEQ4X4; the Bayer Diagnostics
OpenGene DNA Sequencing System (for-
merly Visible Genetics Models Micro-Gene

Table 6.2 Comparison of the slab gel automated fluorescence DNA sequencers/analyzers currently available
commercially. Read length (in bases) is for accuracies ranging from 98–99 %, depending on manufacturer. All
product names are trademarked under their respective manufacturers. Data were extracted from the Internet
home pages of each manufacturer (where more descriptive detail can be found) and from Boguslavsky [186].

Model Company Source Detec- # dyes # lanes Gel length Read Run time
tion (cm) length

377 PE Biosystems Ar Laser CCD 4–5 18, 36, 36, 48 550, 650, 3, 9, 11 h
64, 96 (WTR) 750

4300S LI-COR Laser diodes APD 2 32, 48, 15, 31 400, 700 3, 6 h
64, 96 (WTR) 

4300L LI-COR Laser diodes APD 2 32, 48, 15, 31, 56 400, 700, 3, 6, 10 h
64, 96 (WTR) 1000

ALFexpress Amersham PB HeNe Laser PD 1 40 NA NA NA

SEQ4X4 Amersham PB Laser diodes PD 1 16 14 300 40 min

Clipper Visible Genetics Laser diodes PD 2 16 14 400 40 min

Tower Visible Genetics Laser diodes PD 2 16 28 800 4 h

DSQ2000L Shimadzu Ar Laser PMT 1 10 samples 610 mm 1200 NA

DSQ600L Shimadzu Ar Laser PMT 1 10 samples 260 mm 350 3 h

DSQ1000 Shimadzu Ar Laser NA 1 10 samples NA 1000 17–20 h

DSQ500 Shimadzu Ar Laser NA 1 10 samples NA 350 2–3 h

BaseStation MJ Research Ar Laser PMT 4 96 NA 500 2 h

NucleoScan Nucleotech Solid State NA 1 48 32 300 1 h

WTR = well-to-read distance. NA = information not available
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Clipper and Long-Read Tower); Shimadzu
Models DSQ-2000L and DSQ-600L; the MJ
Research Model BaseStation; and the Nu-
cleoTech Model NucleoScan2000. There is
significant variation among these systems
with regard to the number of spectral chan-
nels (dyes), geometric channels (lanes), in-
formation per sample (read length, which
depends on gel length), and time per read
(run time).

6.5.4.2

Capillary Gels
Commercial capillary gel electrophoresis
systems (Tab. 6.3) include Applera/Applied
Biosystems Models 310, 3100-Avant, 3100,
3700 (discontinued but still in use), 3730,
and 3730xl; Amersham Biosciences Models
MegaBACE 500, MegaBACE 1000 and
MegaBACE 4000; Beckman Coulter Models
CEQ8000 and CEQ8800 (replaced discon-
tinued Model CEQ2000); the SpectruMedix
Aurora DNA Sequencers (24, 48, 96, or 192
capillaries; also known as Model SCE9610);
and the Shimadzu Biotech RISA-384 [187].
Excellent descriptions of capillary array
electrophoresis technology are given by
Bashkin et al. [188, 189], Dovichi [153],
Marsh et al. [190], Pang et al. [139], Behr et
al. [191], and Dolnik [192], and references
cited therein. Sample purification is impor-
tant to achieving high performance in capil-
lary DNA sequencing [193, 194].

6.5.4.3

Micro-Grooved Channel Gel Electrophoresis
Instead of using capillaries for DNA separa-
tion (with associated electrokinetic loading
from microwell plates), grooved channels
can be etched in substrates by use of photo-
lithography technology similar to that em-
ployed by the semiconductor industry [143,
195–203]. In the January 2000 issue of Elec-
trophoresis is a paper symposium on mini-
aturization and includes several reviews of

microdevice electrophoresis, including
Becker and Gärtner [204], McDonald et al.
[205], Dolnik et al. [206], and Carrilho [207].

Loading of the sample into the grooved
separation channel is significantly different
from that of capillary electrophoresis. A
“cross-T” interface (or variations using off-
sets in the junction) between a sample-load-
ing channel and the separation channel en-
ables a sample plug to be injected into the
separation channel without creating the
bias toward loading only shorter fragments
commonly associated with the electrokinet-
ic loading of capillary electrophoresis. The
sample can be loaded into the loading chan-
nel using electroosmotic pumping or by
electrophoresis using electrodes that con-
nect to the two ends of the loading channel.
Hybrid devices combining microfabricated
“T” injectors with capillary separations have
also been investigated in an attempt to ex-
tend read length [208, 209].

There is also potential for extending the
lifetime of grooved channels compared with
that of capillaries, because of the possibility
of using high temperatures in connection
with various solvents to refurbish the chan-
nels. (Using high temperatures with capil-
laries would damage the polyimide coating
used to strengthen the capillary and reduce
breakage on bending). The micro-grooved
plate is more conducive for interfacing with
low volume, upstream reagent processes
that require significantly smaller quantities
of reagent, and thus reduce cost.

At the time of this review one commer-
cially available DNA sequencer uses micro-
grooved channel plates, the Network Bio-
systems BioMEMS-768 (available from Shi-
madzu; Tab. 6.3). Collaboration between
Agilent Technologies (Palo Alto, CA, USA)
and Caliper Technologies (Mountain View,
CA, USA) has resulted in a commercial
product (Agilent 2100 Bioanalyzer) that
uses this micro-grooved technology for sep-
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aration of larger DNA fragments but not for
DNA sequencing. Other academic and in-
dustrial investigation of this technology for
DNA sequencing is in progress. Industrial
efforts include reports by Agilent and Cali-
per [210], CuraGen [211], and PE Bio-
systems (Foster City, CA, USA) [212, 213].

6.5.5

Non-electrophoresis Methods 
for Fluorescence DNA Sequencing

Several techniques for sequencing short
fragments of DNA without use of electro-
phoresis have been reported in the litera-
ture. The emphasis of several of these lies in
the importance of detecting single nucleo-
tide polymorphisms (SNP) for diagnostic
applications. The efforts usually involve
monitoring the extension or removal of the
3′ base, one base at a time.

Technology based on the removal of bases
from the 3′ end has been developed by
Brenner and colleagues at Lynx Therapeu-
tics [214–219]. This method involves repeat-
ed cycles of ligation and cleavage of labeled
probes at the 3′ terminus of target DNA. A
similar method has been report by Jones
[220].

Several groups have investigated the
method of single-base extension for DNA
sequencing in which the extended base type
is determined, one at a time, by fluores-
cence. Macevicz [221] uses repeated cycles
of ligation whereas others have used rever-
sible terminators of polymerase extension
in which the terminators are labeled with a
distinct, yet removable, tag for each of the
four base types [222, 223]. The use of photo-
cleavable fluorescent nucleotides as rever-
sible terminators whereby the photocleav-
able linker is attached to nucleotide base
has also been incorporated into a parallel
DNA-sequencing chip system [224].

Another ligase method involves the hy-

bridization and subsequent ligation of short
labeled extension oligonucleotides to a
DNA template at a position adjacent to the
3′ (or 5′) end of previously hybridized oligo-
nucleotides [225]. In this sequencing meth-
od, the labeled ligation product is formed
wherein the position and type of label incor-
porated into the labeled ligation product
provides information concerning the nucle-
otide residue in the DNA template with
which it is base-paired.

A clever version of DNA sequencing by
single-base extension (called pyrosequenc-
ing), that has been commercialized, in-
volves the use of pyrophosphate detec-
tion [226–234]. Pyrosequencing involves
measurement of the absolute amount of
natural nucleotide incorporation by detect-
ing the amount of pyrophosphate released
on incorporation. The process utilizes a
four-enzyme mixture, including DNA poly-
merase. The released pyrophosphate is con-
verted to adenosine triphosphate (ATP) by
ATP sulfurylase, which is then sensed by
luciferase to generate light. Apyrase is used
to remove unreacted nucleotides.

A non-enzyme-based technique that has
shown utility for resequencing applications
is sequencing by hybridization [235–238].
This technique involves hybridizing a li-
brary of short oligonucleotides to a DNA
template and mathematically transforming
the hybridization pattern into a sequence
based on the individual sequences of the ol-
igonucleotides from the library that actually
hybridize.

6.5.6

Non-fluorescence Methods 
for DNA Sequencing

Several non-fluorescence techniques for se-
quencing DNA have been investigated, in-
cluding matrix-assisted-laser-desorption/
ionization–time-of-flight (MALDI–TOF)
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mass spectrometry [239–243]. The use of
stable non-radioactive isotopes for labeling
and detecting bases has been investigated
for DNA sequencing by mass spectrome-
try [244, 245].

6.6

DNA Sequence Analysis

6.6.1

Introduction

The fundamental objective of data analysis
is to determine in an automated fashion the
DNA sequence from the fluorescence sig-
nals in gel electrophoresis generated by the
DNA sequence fragments. The perfor-
mance metrics of the data analysis software
are read length, accuracy, and confidence
values of the resulting sequence. This is
challenging, because of the variation of
quality among multiple electrophoresis
samples and runs [246].

One approach to automated sequence
analysis that depends on minimum varia-
tion from one electrophoresis run to an-
other requires adherence to rigid biological
and electrophoresis procedures. This ap-
proach enables the implementation of an
inflexible model that is relatively intolerant
to data variations. If, however, the data
characteristics lie outside the pre-defined
specifications, the automated analysis per-
formance might be significantly compro-
mised.

Another approach that requires consider-
ably less adherence to such rigid proce-
dures is adaptive automation. The algo-
rithms dynamically adjust to optimally fit
the data in order to be highly tolerant to the
wide variability in data quality [247, 248]. In
addition to evaluating local sequence prop-
erties such as amplitude, peak time, peak
width, and peak fluorescence spectra, it is

important to understand the interdepen-
dence of these properties among neighbor-
ing peaks [114, 249–251]. The best results
from automated sequence analysis (long
reads, high accuracy, and robust quality) are
obtained using a combination of prudent la-
boratory quality-control measures and
adaptive automation analysis.

During analysis the data generated by the
fluorescence signal of the automated DNA
sequencer are subjected to multiple pro-
cesses. With each intelligent data reduction
performed by the analysis software the data
are further mathematically transformed
such that the sequence information can be
more readily and more accurately obtained.
Major software deliverables of the analysis
software include: lane detection and track-
ing, trace generation, base calling, and qual-
ity value generation.

6.6.2

Lane Detection and Tracking

Lane detection and tracking is the process
of identifying the lane boundaries of DNA
sequencing fragments throughout a com-
plete gel image. This process is done auto-
matically, but most analysis software pack-
ages make provision for optional visual ver-
ification and editing (retracking). Lane
tracking is required for slab gel-based se-
quencers but is not required for capillary-
based sequencers (Sect. 6.5.4.2).

Lane tracking is a critical step in the se-
quence-determination process, because its
performance can directly affect the accuracy
of the base calls for an entire sample or
even a multi-sample gel run. Lane tracking
is challenging when there is a wide range of
sequence-image configurations of different
quality [252]. Characteristics of these differ-
ent sequence image configurations include
comb sizes and types, sample loading for-
mats, gel sizes, sequence chemistries, and
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gel matrices. The lane tracking algorithm
should also be able to deal effectively with
image distortions such as non-uniform lane
widths, lane drift, overlapping signals
between lanes, variable background noise
and signal intensities, a large signal dynam-
ic range, and gel or image streaks/blobs.

For the lane tracker to effectively handle a
wide range of DNA sequence-loading op-
tions, a minimum set of a priori loading in-
formation is specified by the user for a giv-
en gel. This information includes comb type
(rectangular or shark) and tooth size (well-
to-well distance), number of samples, and
sample-loading format.

After initial computation of the lane
boundaries, the image analysis software
can, at the user’s discretion, display these

computed boundaries graphically for man-
ual verification or retracking. The algorithm
might also perform a quality assessment of
its initial lane-finding performance. If the
measure of the quality of its results is low
(because of invalid sample-loading informa-
tion, sample-loading errors, or a poor qual-
ity image) it alerts the user while graphical-
ly displaying its suggested lane boundaries.

Under normal slab gel electrophoresis
conditions the true lane tracks might con-
tain positional variation throughout an elec-
trophoresis run. Such variation is different
from one run to another. The adaptive algo-
rithm responds to these (challenging) varia-
tions in a manner analogous to that of a hu-
man. Adaptive processing of stochastic im-
ages includes dynamic noise filtering, dy-

Fig. 6.10 Lane-finder results from the LI-COR Model 4200 DNA Sequencer.
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namic background subtraction, and pattern
recognition. Artificial-intelligence tech-
niques for band-feature detection and lane-
center determination are also used, includ-
ing neural network techniques [253].

The lane-detection process is initiated by
reception of the image file and the a priori
load configuration. The image data are fil-
tered to remove high-frequency random
noise and the background image “surface”
is characterized according to its topology.
Next, band features are detected by pattern
recognition algorithms and the locations of
the band centers are determined. By use of
iterative optimization the band centers are
then partitioned and linked together in as-
sociated lane groups. The lane tracker is de-
signed to make adjustments dynamically
for lane drift but is restrained in making ex-
cessive adjustments. The resulting output
of the lane tracker is a multiple set of lane
track locations from the beginning to the
end of the gel image (Fig. 6.10).

6.6.3

Trace Generation and Base Calling

After creating the lane-track information
(for slab gels only; not necessary for capil-
lary gels), trace data are generated for each
lane and the sequential base locations, or
base calls, are determined. The objective in
base calling is to extend the reading of the
banding pattern as far as possible with the
highest accuracy, in an environment of var-
iable gel or image quality [254].

The accuracy of the base-caller software is
mostly affected by the quality of the se-
quencing reactions [114, 249] and the gel
electrophoresis conditions [180, 255–257].
Some of the challenges to accurate base
calling include non-uniformity in band-to-
band spacing, variable band spreading,
non-uniform band mobility, and overlap-
ping (poorly resolved) peaks. Additional po-

tential sources of error include weak or var-
iable signal strengths, ghost bands, variable
band morphologies (often because of load-
ing-well distortions and/or salt gradients
between the sample and the running buf-
fer), and undesired excess signal artifacts.

For slab gels, the base caller initially
transforms data within each of the two-di-
mensional (2D) image lane tracks into one-
dimensional (1D) lane trace profiles. This
step is not performed for capillary gels, be-
cause the initial data are already formatted
as a 1D trace. The 2D image data format as-
sociated with slab gels contains additional
information, however, that can be utilized
to improve the base calling accuracy. For ex-
ample, on reducing the dimensionality of
the signal, the signal-to-noise ratio is en-
hanced in that summing pixel data across
the lane width increases the signal linearly
but the noise increases only according to
the square root of the number of pixels. In
addition, pattern recognition of the full two-
dimensional nature of DNA bands assists
in analyzing overlapping bands. Care must,
however, be taken in the 2D to 1D transfor-
mation process such that no signal infor-
mation is lost or that distortions are not in-
troduced when creating the 1D trace data.

A primary intra-lane image distortion
that requires correction before dimension
reduction is band tilt (as a result of thermal
effects, non-uniform salt concentrations, or
well-loading errors) [258]. The computer al-
gorithm dynamically calculates how much
band tilt is present in each lane and produc-
es undistorted lane trace profiles. The re-
sulting lane traces are also dynamically cor-
rected relative to background signal levels.

A composite sequence trace is then creat-
ed by overlaying each of the four associated
base profiles (A, T, G, and C) [259]. For the
purpose of displaying the composite trace,
each base profile is uniquely colored (e.g.
red = T, green = A, blue = C, black = G) for
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visual identification. An idealized compos-
ite trace would consist of evenly spaced,
non-overlapping peaks, each corresponding
to the labeled fragments that terminate at a
particular base in the sequence strand [171].
The non-ideal trace requires further pro-
cessing, however, for example mobility cor-
rection and deconvolution.

Mobility correction is performed on the
traces to compensate for mobility inequal-
ities among lanes, because of thermal gra-
dients in the gel [252, 258]. It can also result
from errors in gel preparation and loading.
To eliminate the mobility shift effect it is
necessary for the software algorithm to dy-
namically examine the band signals
throughout the gel. Also, for loading all four
base types from one sample into a single
lane it is necessary to correct for mobility
shifts because of the use of different dye la-
bels for each base type [33, 130–132].

The next processing step is mathematical
enhancement of the resolution of the band

signals by deconvolution [174, 260, 261].
Resolution has been shown to be the factor
limiting increasing read lengths and it de-
grades as a function of electrophoresis run
time [77, 183, 184, 262–275]. Mathematical-
ly, resolution is represented by the ratio of
band spacing to band spreading. The result
of deconvolution is to enhance the data in
such a way as to increase this resolution ra-
tio. Deconvolution techniques should not
alter band positional information but
should reduce band broadening, improve
resolution, and reduce signal overlap, as
shown in Fig. 6.11 [81].

The final stage in the analysis is identifi-
cation of the individual bases by intelligent
and adaptive processing of the transformed
traces. These adaptive techniques character-
ize band signal intensities, spacing, and
spreading. The performance of the LI-COR
base caller on genomic DNA data is shown
in Fig. 6.12.

Fig. 6.11 Resolution enhancement by deconvolution: (a) non-deconvoluted trace
(b) deconvoluted trace. Both traces represent the section of the pGEM sequence
from base 1000 to 1040 as collected on a LI-COR Model 4200 DNA Sequencer
using 66 cm gel procedures (56 cm well-to-read distance, 0.2 mm gel thickness,
100 bases h–1 run speed). For the region displayed 10 errors were made by the 
LI-COR base caller (all deletions) when analyzing the upper, non-deconvoluted
trace whereas no errors resulted when analyzing the lower, deconvoluted trace.



1576.6 DNA Sequence Analysis

6.6.4

Quality/Confidence Values

High-throughput sequencing established
the need for reliable quality-control meas-
ures for the sequence base calls [87, 89, 171,
172, 254, 276] where an estimate of the
probability of error is given for each base
call. This estimate is a function of selected
measures of data quality and enables auto-
mation in performing sequence assem-
blies, quality control, and benchmarking.
Assembly software programs such as
PHRAP [172], CONSED [277] or CAP3
[278] use these base-specific quality values
to improve the accuracy of assembly by
weighting the base calls according to their
quality values when generating a consensus
sequence [173].

To begin a calibration procedure, a pool
of measurable sequence data characteristics
or properties that correlation strongly with

the performance of the base caller is identi-
fied. The properties enabling discrimina-
tion between correct and incorrect base
calls are then selected from the pool. Effec-
tive data quality properties include signal-
to-noise ratio, resolution, and band-to-band
spacing.

When the most effective base-quality
properties have been determined, a correla-
tion function (quality predictor) is built.
The quality predictor receives as input a set
of these quality properties for each base call.
The predictor’s output is generated by cor-
relating the quality properties with a pre-
dicted accuracy (or probability of error)
based on past performance under similar
conditions.

Proper calibration of the quality predictor
requires the formation of a large database
containing several million redundant base
calls and a known consensus sequence as-
sociated with those base calls. (It is impor-

Fig. 6.12 Dependence on base position of the accuracy of the LI-COR Model 4200
DNA Sequencer base caller. The accuracy represents data from 2200 samples of a
>2.2 million base-pair project where the average read length was greater than 1000
base pairs and the average accuracy over all reads was 99.65 %. (Data courtesy of
Drs P. Brottier, H. Crespeau, and P. Wincker, Genoscope National Sequencing
Center, EVRY Cedex, France.)
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tant that the redundancy is based on diverse
sequence conditions.) A set of quality char-
acteristics is then determined for each base
call as is identification of its correctness.
Using the established database of base calls
(and knowledge of both correct and incor-
rect calls), a correlation between the accura-
cy and the quality properties is statistically
defined. This correlation (or quality predic-
tor) is then stored in the form of a lookup ta-
ble for further access during subsequent
base calling [172]. As an example of the
need for the large database, it can be shown
that to make a prediction for an accuracy of

1 error out of 10,000 base calls, it is neces-
sary to typify several tens of thousands of
base calls with a similar set of quality char-
acteristics.

Results from the LI-COR Model 4200
base caller quality predictor on genomic
data are shown in Figs 6.13 and 6.14, in
which the quality values are defined as ten
times the logarithm (base 10) of the esti-
mated error probability for that base call.
Quality values, often referred to as PHRED
values [171, 172] of 20 and 30 correspond to
predicted error rates of one in one hundred
and one in one thousand, respectively.

Fig. 6.13 Comparison of predicted and actual
quality using the LI-COR Model 4200 DNA
Sequencer base caller. Predicted quality values
based on 1,518,306 actual base calls were binned
into five-score bins. The actual quality values were
determined by how many actual errors (based on

the consensus sequence) there were for each
predictive quality bin, divided by the total number
of base calls in that predictive quality bin. (Data
courtesy of Drs P. Brottier, H. Crespeau, and P.
Wincker, Genoscope National Sequencing Center,
EVRY Cedex, France.)
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6.7

DNA Sequencing Approaches to Achieving
the $1000 Genome

6.7.1

Introduction

A major change in the technology platform
used for DNA sequencing must be imple-
mented to significantly enhance through-
put while reducing costs. Examples of cur-
rent levels of throughput for a single capil-
lary instrument based on Sanger technolo-
gy include the Applera/Applied Biosystems
Model 3730xl at approximately 1.9 mega-
bases per day (equivalent to 22 bases s–1;
from http:// docs.appliedbiosystems.com/
pebiodocs/ 00113233.pdf) and the Amers-
ham Biosciences Model MegaBACE 4000 at
approximately 2.6 raw megabases per day
(equivalent to 30 bases s–1; from http://

www1.amershambiosciences.com/aptrix/
upp00919.nsf/(FileDownload)?OpenAgent&
docid = 9B930E7451F83B40C1256C2B
00085189&file = 63004308RevAB.pdf). Mi-
crofluidic DNA sequencing instrumenta-
tion based on Sanger technology, for exam-
ple the BioMEMS-768 to be commercial-
ized by Network Biosystems, promises
throughputs of approximately five raw meg-
abases per day (equivalent to 58 bases s–1;
from www.genomems.com/sequencer.asp).
A summary of daily production from cur-
rently available high-throughput sequenc-
ing instrumentation is given in Tab. 6.3.
Current costs per mammalian genome, in-
cluding sample preparation, DNA sequence
acquisition, and sequence assembly range
from $10M to $50M (http://grants.nih.
gov/grants/guide/rfa-files/RFA-HG-04-002.
html), or approximately 0.5–2 cents per
high-accuracy “finished” base.

Fig. 6.14 Dependence of quality values on base position for LI-COR and PHRED
base callers. These quality values reflect the actual error rates in the aligned parts of
sequences in data set TitanGV2 (data courtesy of Drs P. Brottier, H. Crespeau, and
P. Wincker, Genoscope National Sequencing Center, EVRY Cedex, France). The
graph illustrates that PHRED and LI-COR base callers perform substantially the
same for the first 700 bases. After 700 bases, the LI-COR base caller makes fewer
errors than PHRED, resulting in a higher quality score.
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The ability to sequence a human genome
accurately in one day would require at least
a throughput of 175,000 bases s–1 (assum-
ing a minimum of fivefold redundancy to
achieve 99.99 % accuracy). This is more
than a 3000-fold improvement in through-
put compared with current approaches. A
$1000 5× genome would necessitate cost re-
duction of at least four orders of magnitude.
Certainly physical limitations such as those
considered by the semiconductor industry
as it increases the number of transistors per
chip [279, 280] need to be taken into consid-
eration as resources are appropriated for the
extremely challenging endeavor of increas-
ing DNA sequencing throughput by several
orders of magnitude. These assessments in-
clude the trade-off between accuracy and in-
formation rates as imposed by thermody-
namics and modeled using information
(communication) theory [281, 282] and the
relationship among Heisenberg’s Uncer-
tainty Principle, Abbe’s Diffraction Limit,
and thermal diffusion [283]. Economic is-
sues associated with all components of the
DNA sequencing business infrastructure,
including shifts in reagent and instrumen-
tation commercialization and contract se-
quencing factories, also need to be ad-
dressed, given the challenge to reduce costs
to less than 0.00001cents per raw base in a
manner profitable to all enterprises in the
sequencing value chain. The practical Bibli-
cal advice given by Jesus in Luke 14:28ff
with regard to first assessing the costs –
“For which one of you, when he wants to build
a tower, does not first sit down and calculate
the cost to see if he has enough to complete it?
Otherwise, when he has laid a foundation and
is not able to finish, all who observe it begin to
ridicule him, saying, This man began to build
and was not able to finish.” – becomes as rel-
evant as Pierce’s perspective that “from the
point of view of information theory, the most
interesting relation between physics and infor-

mation theory lies in the evaluation of the un-
avoidable limitations imposed by the laws of
physics on our ability to communicate”
(Ref. [281], page 198) and that “communica-
tion theory can be valuable in telling us what
can’t be accomplished as well as in suggesting
what can be” (ibid, page 179).

Single-molecule detection (SMD) tech-
nologies [284–286] might provide a new lev-
el of performance if the potential to signifi-
cantly simplify sample preparation, reduce
reagent consumption, and miniaturize the
sequencing engine is successfully fulfilled.
The sources of error at the single-molecule
level are considerably different from those
of the traditional Sanger approach, because
the detection of every molecule is impor-
tant. For example, photobleaching, fluoro-
phore blinking [287], and “dead-on-arrival”
fluorophores become relevant considera-
tions when using fluorescence SMD. Diffu-
sion can also be a major source of error, re-
gardless of whether or not the detection
mechanism involves fluorescence. If the er-
rors associated with SMD sequencing are
stochastic, the amount of over-sampling re-
quired to compensate for such errors might
hopefully be reduced to a level that nullifies
any requirements of potential ergodic
equivalence between the individual sam-
pling approach of SMD sequencing and the
ensemble sampling approach of Sanger se-
quencing. In other words, over-sampling in
Sanger sequencing results from both the
use of multiple sequence runs and the mul-
tiple molecules within an ensemble (band)
that comprises a single Sanger-based data
point. SMD sequencing, by its very nature,
can only use multiple sequence runs to pro-
vide over-sampling for error reduction. If
the current level of over-sampling associat-
ed with the multiple molecules within an
ensemble comprising a single Sanger se-
quencing data point is necessary to gener-
ate the desired level of accuracy, then a
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smaller amount of molecules in that en-
semble would not suffice to represent the
true statistical behavior and the accuracy
would be degraded. If this were so then, by
definition, ergodic equivalence would re-
quire the same amount of sampling
between the two approaches (Sanger or
SMD) to achieve the same level of accuracy,
thus negating the main advantage prom-
ised by SMD sequencing because of the ex-
cessive need for multiple sequence runs.
The hope is that the over-sampling current-
ly associated with Sanger sequencing is
“overkill” and, therefore, that SMD will im-
part more information than that provided
by the ensemble average [288].

Four biochemistry strategies have been
reported in the scientific literature for DNA
sequencing using SMD: (1) DNA degrada-
tion, (2) DNA synthesis, (3) DNA hybridiza-
tion, and (4) nanopore filtering. The first
three strategies usually involve fluores-
cence detection, whereas the nanopore-fil-
tering strategy is predicated on the detec-
tion of natural, unlabeled bases. The first
approaches to DNA sequencing using SMD
were based on the DNA degradation strate-
gy whereby individual bases were removed
from a DNA fragment and their base type
was identified one-by-one. Efforts using
this approach continue to be reported
(Sect. 6.7.2). SMD methods using the DNA
synthesis strategy usually involve using a
polymerase to add one nucleotide at a time
to a DNA fragment hybridized to a template
strand, and then identifying the incorporat-
ed base one-by-one. Several variants of this
approach have been reported (Sect. 6.7.3).
Hybridization methods utilize a library of
oligonucleotide probes spatially positioned
at unique locations on a target DNA frag-
ment so that their positions are assayed at
the single-molecule level (Sect. 6.7.4).
Nanopore filtering involves identifying one-
by-one each base of a DNA fragment as that

fragment passes through a nanopore (Sect.
6.7.5). Additional information (not included
in the references to this chapter) about
these methods can be found in the patent
literature and the trade magazine literature
by using internet search engines. Corporate
websites describing technology not yet ap-
pearing in the refereed literature are identi-
fied in the text where appropriate.

6.7.2

DNA Degradation Strategy

Early attempts at rapid sequencing of 40 kil-
obase or larger fragments of DNA at a rate
of 100 to 1000 bases per second have been
explored by Los Alamos National Laborato-
ry (LLNL) [289–291]. Their approach in-
volved the concept of fluorescently labeling
every base of a newly synthesized DNA
strand using four types of dye for each of
the four base types and then attaching the
DNA strand to a solid support which is
moved into a flowing sample stream, cleav-
ing the labeled 3′ bases one by one with an
exonuclease, and finally detecting the
cleaved base by using fluorescence detec-
tion. More recent progress in demonstrat-
ing the feasibility of the LLNL concept was
reported in 2003; in this work one of the
four base types was labeled and detected af-
ter exonuclease cleavage [292]. The seminal
effort of the LLNL group set the foundation
for investigating single-molecule detection
(SMD) as a technology platform for appre-
ciably increasing DNA-sequencing through-
put while substantially reducing the cost.

Related research efforts coordinated by
the German Ministry of Education and Re-
search (BMBF) and the Swedish National
Board for Industrial and Technical Develop-
ment (NUTEK) were initially reported in
1997 [293] with a comprehensive follow-up
collectively reported in 2001 in a special is-
sue of the Journal of Biotechnology (Vol-
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ume 86, Issue 3) and included an editorial
and nine articles describing aspects of the
sample preparation, biochemistry, micro-
fabrication, and detection of this multi-la-
boratory endeavor [294–303]. Brakmann
and Löbermann describe the step of label-
ing of the target DNA [304] and the step of
exonucleolytic degradation of the target
DNA [305] in their investigations of SMD
sequencing via degradation. A review of the
two enzymatic tasks (polymerase and exon-
uclease activity) has also been written by
Brakmann [306]. Further investigations into
the synthesis of fluorescently labeled nucle-
otides and the polymerase-mediated fluo-
rescent replacement of bases in a DNA
molecule have been conducted by Gnothis
SA, a Swiss commercial enterprise [307,
308].

Ulmer [309] developed a method for DNA
sequencing involving the use of an exonu-
clease to cleave from a single DNA strand
the next available single nucleotide on the
strand and then detecting the cleaved nucle-
otide by transporting it into a fluorescence-
enhancing matrix such that the natural fluo-
rescence spectrum of the four nucleotides is
exploited to determine the base sequence.
To detect the natural fluorescence it was
necessary to cool the nucleotides to cryogen-
ic temperatures.

The use of fluorescence polarization to
discriminate among the four base types
cleaved by an exonuclease instead of the
spectral discrimination associated with four
different dyes has been investigated by Yan
and Myrick [310] as another approach to
SMD sequencing via DNA degradation.

6.7.3

DNA Synthesis Strategy

Several groups have investigated DNA se-
quencing via DNA synthesis with a variety
of biochemical and optical methods to en-

hance signal-to-background ratios, includ-
ing reagent cycling, polymerase residence
time discrimination, electronic charge dis-
crimination, fluorescence energy transfer,
quenching, photobleaching, evanescent
wave excitation, and zero-mode cavity wave-
guides and a variety of fluorescence label-
ing motifs, including labeling of the nucleo-
tide base, sugar, or phosphate and labeling
of the polymerase.

One of the more common methods of the
DNA synthesis strategy is to use reversible
terminators of DNA synthesis in combina-
tion with a step-wise sequencing process in-
volving repeated cycles of interrogation
(see, for example, www.solexa.com and
www.genovoxx.de). This method involves
incorporation into a growing DNA strand of
a single fluorescently-labeled nucleotide
which then blocks the polymerase from
adding another base, either because of a ter-
minating moiety at the 3′ position of the
newly incorporated nucleotide (e.g. Solexa)
or because of steric hindrance between the
polymerase and the fluorescent label (e.g.
Genovoxx). The incorporated nucleotide is
identified on the basis of its fluorescence
spectrum and then the fluorescent label or
3′ block is removed. If the fluorescent dye
remains on the growing strand it must be
photo-deactivated before the next cycle.

A related technology amplifies an individ-
ual DNA molecule into one of several se-
quence-specific colonies, with each colony
localized in a unique spatial position within
a thin acrylamide gel attached to a micro-
scope slide [311]. Each stepwise cycle of in-
corporation of a base-labeled nucleotide in-
cludes fluorescence removal via either a re-
ducing agent acting on a disulfide linkage
between the fluorophore and the nucleotide
base or the use of near-UV light to break a
photocleaveable linker (see also Refs. [224]
and [312]). Even though the fluorescent la-
bel is conjugated to the base, it still blocks
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the polymerase from adding more than one
nucleotide for a sufficient amount of cycle
time to assay which base type was incorpo-
rated. In a similar fashion researchers at
454 Corporation (www.454.com) start with
an individual DNA molecule which is then
PCR-amplified within one of 300,000 mi-
crowells containing as little as 39.5 picoliter
(pL) and arranged in a honeycomb array
[313]. Sequencing is performed within each
well using the pyrosequencing technology
(Sect. 6.5.5) with read lengths up to 100 bas-
es [314].

In 2003, the Quake lab at Caltech pub-
lished results reporting the first actual de-
termination of sequence fingerprints up to
five base pairs in length of individual DNA
strands with single-base resolution [315].
DNA templates were anchored on to a
quartz slide then combined with a primer
and polymerase, with sequencing per-
formed by means of cyclic, stepwise intro-
duction of base-labeled nucleotides com-
bining evanescent excitation, fluorescence
energy transfer, and photobleaching. Heli-
cos BioSciences (www.helicosbio.com) has
started to commercialize the Quake tech-
nology.

Approaches not based on the stepwise
cycling of reversible terminators require
detection approaches that discriminate
between excess unincorporated labeled nu-
cleotides and the individual nucleotide that
has just been incorporated into the growing
DNA strand by the polymerase. An effort at
Cornell that used zero-mode cavity wave-
guides to reduce the detection volume and
fluorescence correlation spectroscopy
(FCS) for temporal discrimination demon-
strated the observation of single molecule
DNA polymerase activity at high (micromo-
lar) concentrations of labeled nucleotides
with successful background discrimination
[316]. This work is being commercialized by
Nanofluidics (www.nanofluidics.com). Vi-

sigen Biotechnologies (www.visigenbio.
com) is investigating the use of fluores-
cence energy transfer between a labeled en-
gineered polymerase and the incoming la-
beled nucleotide for discriminating against
bulk labeled nucleotides. Mobious Genom-
ics (www.mobious.com) is investigating the
use of surface plasmon resonance to detect
polymerase conformation changes as a
function of the particular type of nucleotide
incorporated. This approach does not in-
volve fluorescence labeling.

6.7.4

DNA Hybridization Strategy

Approaches that use the DNA hybridization
strategy either move single DNA fragments
that contain multiple labeled probes past a
detector (US Genomics) or stretch out DNA
on a substrate and use two-dimensional de-
tection of either labeled probes hybridized
to the DNA or immobilized fragments of
the DNA after they have been subjected to
restriction endonucleases (OpGen). The US
Genomics (www.usgenomics.com) technol-
ogy involves the nanofabrication of either
narrow slits [317, 318] or a series of posts
[319] to geometrically untangle a linear
string of mostly single-stranded DNA to en-
able detection of labeled probes hybridized
to the DNA. The temporal distribution of
the fluorescence signal generated as the
DNA fragment moves past the detector is
translated to spatial information. The tech-
nology is currently used for detecting sin-
gle-base mutations but might have poten-
tial for DNA sequencing. Related technolo-
gy for periodically transporting DNA mole-
cules through a glass nanopipette
(fabricated to have an inner radius of
~50 nm by use of a laser-based pipette pull-
er) used single molecule fluorescence de-
tection to determine the number of mole-
cules delivered per voltage pulse [320].
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The approach of OpGen (www.opgen.
com) in which DNA is stretched into an un-
tangled form for spatially-resolved detection
of restriction fragments lends itself well to
DNA mapping [321–325] with the hope that
the analysis of “DNA molecules bound to
chemically modified surfaces” … “can be
used as a viable platform to ascertain the se-
quences of short nucleotide strings and ulti-
mately, complete genomes” (taken from ab-
stract of a University Wisconsin–Madison
analytical seminar, September 24, 2003).

6.7.5

Nanopore Filtering Strategy

In 1996 seminal work on the use of lipid bi-
layer membrane channel as nanopores
through which single-stranded DNA mole-
cules could be translocated was report-
ed [326]. This has led to a large number of
efforts to assess the feasibility of using

nanopores for single-molecule DNA se-
quencing, many of which have received
federal funding (see, for example, http://
crisp.cit.nih.gov) but so far with no pub-
lished results. Critical to the success of this
strategy is the ability to resolve the differ-
ences between individual bases within the
channel [327, 328]. Other challenges in-
clude clogging at the opening of the pore as
a result of DNA secondary structure such as
hairpin loops, bidirectional movement of
the DNA within the pore owing to thermal
diffusion, and the formation of robust
nanopores, including the possibility of sol-
id-state nanopores, rather than the α-hemo-
lysin channels most commonly studied
[329–336]. The challenges of using nano-
pores for DNA sequencing have been re-
viewed by Slater et al. (Ref. [337], p. 3883).
Detection approaches within the nanopore
have generally been limited to ionic current
measurements.
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7.1

Introduction

The concept of the proteome has been with
us for approximately 10 years and has made
a dramatic impact on how biological
research is conducted. Capabilities and
influence continue to grow, having had an
impact on areas of biological inquiry from
agriculture to zoology [1]. As with any rapid-
ly advancing discipline, it becomes difficult
to apply a rigorous and widely accepted def-
inition. A “historical” definition of prote-
ome parallels the definition of the genome.
That is, proteome refers to the full set of
proteins expressed in a given organism.
Early stages of the discipline thus focused
on sequencing the proteome as a logical
progression from genomics. It quickly
became apparent that such a definition of
the word proteome was dangerously mis-
leading because it suggested that a sequenc-
ing or mapping effort is, indeed, an essen-
tial activity within proteomics. In recent
years there have been fewer attempts to
deliver a wholesale catalogue of all proteins
in a given organism. It is illustrative to fol-
low the yearly, cumulative citation of the
words “proteome” and “proteomics” in the
scientific literature (Fig. 7.1). Although it is

a stretch to suggest that the word “prote-
ome” is falling out of favor, it is clear that
the term does not convey the same research-
level utility as the word “proteomics”. This
latter term is more functional, because it
refers to the processes, methods and instru-
mentation used to study aspects of the pro-
teome. At the risk of over-interpreting this
trend in citation, it suggests we are still very
much in the definition and “tool-building”
phase of proteomics (interestingly, one sees
the inverse with the terms genome and
genomics). Quite simply, the proteome is a
more complex and extensive congregation
of biomolecules than the genome, and its
complete mapping by singular initiatives is
well beyond current capabilities.

Developing a functional definition of
proteomics, reflecting current capabilities, is
thus a more useful an undertaking. It can
be defined as the spatio-temporal harvest-
ing, identification, and quantitation of all
proteins in a given sample, to study a spe-
cific biochemical process. Proteomics con-
siders the flux in all protein chemical prop-
erties postulated to be critical to this process
(for example, post-translational modifica-
tions). The last five years of effort has led to
the refinement of our expectations – we see
greater utility in targeting proteomics to
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182 7 Proteomics and Mass Spectrometry for the Biological Researcher

deliver unbiased data for defined biochemi-
cal problems at the expense of wholesale
cataloging efforts. In this context we can
better understand its relationship to genom-
ics. Genomics enables proteomic initiatives,
by provision of the raw sequence. Prote-
omics returns insight on how the organism
utilizes this sequence at the protein level.
This utilization can be as simple as confirm-
ing that gene products detected at the level
of mRNA are present as translated proteins,
and as complex as mapping the multiplicity
of phosphorylation events induced by extra-
cellular stimuli. The literature of the last
few years has reflected this refinement. We
continue to see discovery-style applica-
tions [2], but increasingly proteomics meth-
ods are used to reveal novel proteins in a
functional context. For example, proteins
associated with known tumor suppressors
help expand our understanding of tran-
scriptional regulators [3–5]. Functionally-
directed proteomics projects have ranged
from “small scale” studies from the per-
spective of the number of proteins discov-
ered, to large-scale methods such as the
yeast interactome [6, 7]. Differential expres-
sion studies have been used to monitor and
compare up/down regulation of proteins in
diseased and “normal” states [8], in response

to stimuli [9] and therapeutic treatment [10],
for example. In addition to phosphoryla-
tion, focused studies involve the elucidation
of specific protein structural features such
as glycosylation [11, 12]. A wide range of
bioconjugation strategies and chemistries
have also emerged; these have been
designed to improve our ability to identify,
quantitate, and characterize [13]. Steady
improvement of the instrumentation for
purification and analysis continue to
expand the range of applications for high-
throughput discovery initiatives. Of particu-
lar note is the search for disease-related pro-
teins in biological fluids [14, 15]; this has
led to a shift in the high-throughput appli-
cation of proteomics away from drug-target
discovery and toward biomarker discovery.

Three fundamental issues must be con-
sidered before conducting a proteomics
analysis of biological samples – sample
complexity, the capacity of the analytical
system, and the quality of available databas-
es. If a fundamental goal in proteomics is to
identify all proteins in a given sample, a
defining technological challenge in prote-
omics is the absence of amplification. Many
proteins are present at a level of no more
than a few copies per cell and unless cloned
and over-expressed they cannot be signifi-

Fig. 7.1 A literature 
survey of the use of the
terms “proteome” and
“proteomics”.
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1837.1 Introduction

cantly amplified in their native environ-
ment. Because many other proteins are
present at extremely high levels the dynam-
ic range of protein expression in a given cel-
lular system is wide – approximately nine
orders of magnitude [16]. Tab. 7.1 provides
a numerical description of this issue [17].
Whereas the low end of the scale stresses
the need for sensitive detection systems,
the high end creates problems relating to
the capacity of common enrichment
systems. Both conventional detection and

enrichment systems have finite dynamic
ranges of 3–4 orders of magnitude [18], well
below that required (Fig. 7.2). In other
words, the highly expressed protein prohib-
its the application of sensitive enrichment
methods like microscale chromatography
and capillary electrophoresis [19]. This
means substantial preprocessing of the sam-
ple is required to shrink the dynamic range
presented by the sample to a degree man-
ageable with the combined enrichment and
detection system [20, 21]. Thus the essential

Table 7.1 Avogadro’s Challenge, adapted from Ref. [17]. The minimum number of cells required to provide
sufficient protein for visualization by 2D gel electrophoresis and analysis by mass spectrometry. Assuming
that no losses occur during protein harvesting and separation, for 109 cells and 1000 protein copies, 1.6 pmol
protein is present. For 25, 50, and 100 kDa proteins this translates into 4, 8, and 16 ng, respectively. A
challenge for proteomics will be to minimize protein losses during purification and separation and to reduce
the dynamic range of protein expression presented by a given cell or organism. With permission from Wiley-
VCH Verlag.

Number Protein Total Moles of Avogadro’s challenge Visualization
of cells copies/ number protein

ng for ng for ng for 
detection limits

cell of proteins
25 kDa 50 kDa 100 kDa
protein protein protein

1.0×109 106 1×1015 1600 pmol 41,528.000 83,056.000 116,112.000 Coomassie blue
1.0×109 105 1×1014 160 pmol 4152.000 8304.000 16,608.000 Coomassie blue
1.0×109 104 1×1013 16 pmol 415.000 830.000 1660.000 Silver staining
1.0×109 103 1×1012 1.6 pmol 41.000 82.000 164.000 Silver staining
1.0×109 102 1×1011 160 fmol 4.000 8.000 16.000 Silver staining
1.0×109 10 1 ×1010 16 fmol 0.400 0.800 1.600 Radio
1.00×108 106 1×1014 160 pmol 4152.000 8304.000 16,608.000 Coomassie blue
1.00×108 105 1×1013 16 pmol 415.000 830.000 1660.000 Silver staining
1.00×108 104 1×1012 1.6 pmol 41.000 82.000 164.000 Silver staining
1.00×108 103 1×1011 160 fmol 4.000 8.000 16.000 Silver staining
1.00×108 102 1×1010 16 fmol 0.400 0.800 1.600 Radio
1.00×108 10 1 ×109 1.6 fmol 0.040 0.080 0.160 Radio
1.00×107 106 1×1013 16 pmol 415.000 830.000 1660.000 Silver staining
1.00×107 105 1×1012 1.6 pmol 41.000 82.000 164.000 Silver staining
1.00×107 104 1×1011 160 fmol 4.000 8.000 16.000 Silver staining
1.00×107 103 1×1010 16 fmol 0.400 0.800 1.600 Radio
1.00×107 102 1×109 1.6 fmol 0.040 0.080 0.160 Radio
1.00×107 10 1 ×108 0.2 fmol 0.004 0.008 0.016 Radio
1.00×106 106 1×1012 1.6 pmol 41.000 82.000 164.000 Silver staining
1.00×106 105 1×1011 160 fmol 4.000 8.000 16.000 Silver staining
1.00×106 104 1×1010 16 fmol 0.400 0.800 1.600 Radio
1.00×106 103 1×109 1.6 fmol 0.040 0.080 0.160 Radio
1.00×106 102 1×108 0.2 fmol 0.004 0.008 0.016 Radio
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184 7 Proteomics and Mass Spectrometry for the Biological Researcher

effort in proteomics involves reduction of
sample complexity before analysis. The
third major issue is database quality.
Identification of proteins relies very heavily
on comparing analytical datasets to lists of
protein or DNA sequences. These databases
range from high quality annotated genomes
(e.g. E. coli and yeast) to those which are
complex and of comparatively low quality
(e.g. human) [22, 23]. Many interesting
organisms have no sequence databases.
Analytical approaches must be selected with
this in mind, as we shall see.

A single chapter is insufficient to portray
the full range of research in proteomics and
its applications. We will focus on protein
identification strategies, presented in a man-
ner that guides the researcher through the
many decision-making steps required to con-
duct fruitful analyses (i.e. maximizing the
number of proteins identified in a given sam-
ple). The wide variety of analytical options for
conducting proteomics will be presented in
the context of sample complexity. The con-
cepts presented in this chapter form the basis
for creation of a dynamic web tool for manag-
ing the multitude of decisions required when
conducting such analyses [24].

7.2

Defining the Sample for Proteomics

All biological samples presented for analysis
are both highly heterogeneous and composi-
tionally unstable – proteins are both chemi-
cally processed and degraded. Proteomic
analysis should endeavor to reflect this het-
erogeneity and instability. The samples pre-
sented for proteomic analysis are extremely
diverse, which has led to the use of numer-
ous approaches for sample preparation.

Ideally, proteomics should be capable of
sampling the heterogeneity present in a bio-
logical sample, because heterogeneity is
functionally important in biology. For
example, understanding the sub-cellular
localization of a protein, and how it chang-
es in response to a stimulus, is a key exer-
cise in the determination of protein func-
tion [25]. As with any analytical discipline,
the sampling strategy is ultimately dictated
by the limits of detection and speed of the
analytical methodology used. In this regard,
modern proteomics has not yet reached a
stage where heterogeneity profiling can be
performed routinely. Current mass spec-
trometry systems used for proteome profil-
ing require approximately 106–107 cells per
analysis to provide sufficient protein for
identification purposes (Tab. 7.1). Any het-
erogeneity within this sample will be aver-
aged away. Nevertheless, certain guiding
principles can be followed at the sample
selection and definition stage to help create
informative data sets.

7.2.1

Minimize Cellular Heterogeneity, 
Avoid Mixed Cell Populations

An important goal in proteomics is the abil-
ity to type disease tissues at the molecular
level. This is particularly crucial in cancers,
where the exact type and stage of a tumor

Fig. 7.2 Relationship between the lower limit of
detection for a given protein or peptide and the
overall capacity of the analytical system. In conven-
tional proteomics limits of detection for any given
analyte increase as the overall mass of the sample
increases.
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strongly affects the treatment selected. A
recent study on tissue proteomics from 85
patients with brain cancer involved the
careful collection of tumor tissue only [26].
The sampling strategy and subsequent
proteomic analysis in this case was suffi-
cient to delineate a set of tumors with a bio-
logically distinct subset of astrocytomas of a
particularly aggressive nature. The prote-
omics results matched nicely with standard
histology. In this instance tumor heteroge-
neity was sufficiently marked to be revealed
by the proteomic analysis. The study also
shows the value in conducting large num-
bers of sample analyses to improve the
quality of the correlations between cancer
type and molecular fingerprint.

In many instances biopsies are cleaner
than surgical resections, thus although
sample volumes are lower the samples are
conceptually ideal for proteomics. This is
illustrated in a recent proteomic analysis
conducted on breast biopsies [27]. The
authors collected multiple core biopsies of
breast lesions, added protease inhibitors to
prevent degradation of the sample by
endogenous enzymes, and froze them
immediately. The biopsies were typed by a
pathologist by visual assessment of hetero-
geneity and subsampled for proteomics

analysis. This was performed to ensure the
absence of normal epithelial breast tissue in
the samples. Although the limited sample
size forced the authors to focus on higher-
expression proteins, they confirmed the
presence of key proteins previously linked
to breast carcinoma and discriminated
between carcinomas and fibroadenomas.
Although the differences could be deter-
mined by conventional histology (Fig. 7.3),
this work involved a rigorous and logical
sampling strategy that can be applied in
other situations when histological differ-
ences are not visible. A particularly promis-
ing approach to selective sampling of spe-
cific cell types from heterogeneous tissue
samples is laser-capture microdissection
(LCM), which is already being applied to
proteomics [28].

7.2.2

Use Isolated Cell Types and/or Cell Cultures

Tissue samples are not truly homogenous
even when presented as careful selections
guided by histology and LCM. Such sam-
ples would typically contain asynchronous
cells with additional variation depending
upon their unique microenvironment. This
level of heterogeneity will, at the very least,

Fibroadenoma Ductal infiltrating carcinomaFig. 7.3 Histological
images of representative
fibroadenoma and ductal
infiltrating carcinoma
samples. Each image
shows a section of core
biopsy. No normal
epithelial breast tissue was
present in specimens
subjected to proteomic
analysis [27]. With
permission from Elsevier.
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affect the expression level of many proteins.
Cultured cell lines are useful alternatives,
because the variability can be controlled to a
greater extent. The benefits of cell lines can
be illustrated by a proteomic study conduct-
ed on human T cells [29]. In this work, the
authors carefully cultured and stimulated
CD4+ lymphocytes, and then selectively
polarized fractions of the culture toward T1
helper and T2 helper cells using the
required interleukins. A functional assess-
ment of polarization was made before con-
ducting a proteomic comparison of expres-
sion levels between the differentially stimu-
lated fractions. This level of control over
growth conditions and stimulation promot-
ed informative comparisons and helped
identify differentially expressed proteins
with a minimum of analytical variance. In
general, cell and tissue cultures are excel-
lent entry-points into proteomics experi-
ments, because sufficiently large samples
can be prepared under controlled conditions.
One caution is that evolution and adaptation
of the line through numerous passages can
alter the significance of the findings. Whole
cell proteomics have been particularly suc-
cessful in the analysis of lower complexity
organisms such as bacteria and yeast
[30–32]. Cultures of these organisms can be
prepared in high abundance, with greater
ease and compositional homogeneity. The
small size of their proteomes make whole-
cell proteomic initiatives feasible – for
example recent studies suggest that approx-
imately 5000 proteins are expressed at any
given time in S. cerevisiae [33, 34].

7.2.3

Minimize Intracellular Heterogeneity

Virtually all tissue and whole-cell proteom-
ics experiments of the types described above
reflect higher expression-level proteins in
the sample. None of the analytical tech-

niques used in proteomics have the dynam-
ic range required for detection of the lower
range of protein concentration nor do they
offer empirical evidence of protein localiza-
tion. Substantial recent activity in proteom-
ics profiling has focused on the analysis of
subcellular fractions, in an effort to mini-
mize the dynamic range problem and
recover some measure of location specific-
ity. Not surprisingly, integral membrane
and membrane-associated proteins have
been studied extensively, because of their
significance in cell signaling and their high
value as drug targets [35, 36]. Organellar
proteomics of mitochondria [37, 38], the
nucleolus [39, 40], and the phagosome [41,
42] are examples of some recent initiatives
that have led to new knowledge. A key com-
ponent of all these projects was the imple-
mentation of fractionation procedures spe-
cific for the targeted organelle [17]. Some of
the work on the analysis of the plasma
membrane has revealed proteins normally
associated with the mitochondria, thus rais-
ing the question of the validity of the associ-
ation. Prefractionation procedures are not
always perfect but elegant examples of sub-
tractive techniques such those as described
in the work on the proteomics of the nucle-
ar membrane [35] suggest ways around cur-
rent difficulties. The proteomic analysis of
lipid rafts, or membrane microdomains, is
more controversial because of the lack of
consensus on an enrichment procedure [43].
In general, a proper proteomics strategy
involves a validation step, in which the pro-
teins identified in the discovery phase are
localized more precisely, for example by
immunostaining and microscopy.

7.2.4

Minimize Dynamic Range

Sub-cellular fractionation helps to mini-
mize the complexity of the sample intended

07_181_210  25.04.2005 11:02 Uhr  Seite 186



1877.3 New Developments – Clinical Proteomics

for proteomic identification and has the
additional benefit of reducing the dynamic
range of protein concentration. Conventio-
nal chromatographic or electrophoretic
methods of protein prefractionation have
been used to reduce the dynamic range fur-
ther and, whether this is applied to the pro-
teins themselves or their enzymatic digests,
results clearly show that prefractionation
minimizes the dynamic range in each frac-
tion presented for analysis [44]. Because
these separation methods are based on bulk
properties such as hydrophobicity, charge
and size they tend not to discriminate
between high-concentration and low-con-
centration proteins. Thus, the dynamic
range within fractions is usually, but not
always, compressed. For example, low-
abundance proteins with retention proper-
ties similar to those of serum albumin will
occur in a fraction with a wide dynamic
range. For this reason multidimensional
separation techniques such as 2D gel elec-
trophoresis and hyphenation of different
types of chromatography pervade modern
proteomics. An extra dimension of separa-
tion can further reduce the dynamic range
issue.

The problem is significant for unstruc-
tured biological fluids such as serum.
Recent efforts have focused on extraction of
the main, high abundance proteins by
affinity chromatography (for albumin, anti-
trypsin, hemopexin, etc.) thus enriching the
remaining solution for lower-abundance
proteins [45–47]. This minimizes the down-
stream sample handling required to identi-
fy the proteins. Affinity-based procedures
are also used for selective targeting of pro-
teins within complex samples. Protein
chips or arrays based on selective recogni-
tion of predetermined proteins are useful fr
quantitation from such samples [48]. These
can be regarded as high-throughput vari-
ants of the ubiquitous immunoassay.

Immunoprecipitation of a given protein
and its associated proteins is another
means of circumventing the dynamic range
issue and conveying functional relevance at
the same time. Large-scale interaction
maps have been assembled by using this
sample handling procedure [6, 49, 50].
More targeted efforts show that the meth-
ods are reasonably reproducible but interla-
boratory variance is still an issue, as are
nonspecific associations [7].

7.2.5

Maximize Concentration/Minimize Handling

Detection systems used in proteomics are
“concentration-dependent” rather than
mass-dependent. Sample fractionation
techniques should therefore preserve – or
better – increase the concentration of the
recovered proteins. A final step before iden-
tification is usually a preconcentration step,
often based on chromatography or electro-
phoresis. In short, all the considerations
discussed here indicate that substantial
sample processing is required to deliver
high identification power. Proteins are
notoriously unstable in solution outside
their biological environment and thus mul-
tistep processes tend to compound prob-
lems with sample loss as a result of dena-
turing, precipitation and adsorption.

7.3

New Developments – Clinical Proteomics

There are new developments in proteomics
that directly affect the sampling strategy
problem and serve to highlight the techni-
cal challenges in the field. Researchers are
investigating the feasibility of direct sam-
pling of tissue using mass spectrometry, so-
called “imaging mass spectrometry” [51].
The current state of the art supports the
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mapping of hundreds of peptides and pro-
teins from spot sizes of approximately
50 µm, with the potential of low-micron
spatial resolution [52]. Not all of the proteins
and peptides present in the spot are repre-
sented in the resulting data sets – there is a
bias toward soluble, low-molecular-weight
protein – but the data suggest that the spec-
tral patterns generated correlate well with
histological categorization. Key challenges
that lie ahead include improving the resolu-
tion and minimizing this bias in detection
but for now the mass spectral patterns gen-
erated seem to provide imaging capability.

The concept of proteomic patterns has
also appeared in large-scale biomarker dis-
covery projects. Biomarkers are molecular
“signposts” that are tracked in a clinical
environment to predict disease onset, pro-
gression, and response to treatment [53]. In
the discovery of such biomarkers, large
numbers of clinical samples (e.g. tissue,
serum, urine) require profiling for their
protein content using the tools of proteom-
ics. Numerous groups have applied the con-
cept of spectral patterns of clinical protein
samples as surrogates for rigorous composi-
tional analysis [15, 54]. The approach has
generated intense interest in the clinical sci-
ences, although the concept of patterns
rather than protein(s) has some inherent
weaknesses [53].

Both of these new applications emphasize
that sample processing in modern proteom-
ics is very labor intensive and that simplifi-
cations designed to increase throughput
come at the expense of detectable protein
dynamic range and identity. In an attempt
to overcome the averaging effect in the anal-
ysis of large samples, others have turned to
single-cell proteomics. Although the stan-
dard tools of proteomics (e.g. mass spec-
trometers) currently lack the detection lim-
its needed to identify the proteins in sam-
ples this small, multidimensional capillary

electrophoresis with laser-induced fluores-
cence detection shows promise for finger-
printing the protein complement of single
cells [55, 56].

7.4

Mass Spectrometry – 
The Essential Proteomic Technology

When the sample has been defined along
the lines described above, it requires match-
ing with the appropriate analytical methods
for protein identification. Before discussing
the range of options available we must
introduce the engine of modern discovery
proteomics – mass spectrometry. Mass
spectrometry is a technique used to deter-
mine the mass-to-charge ratio (m/z) of gas-
phase ions on the basis of their behavior in
a mass analyzer.

The revolution in mass spectrometry as it
affects biology arose from the development
of two combined sample-introduction/ion-
ization methods. One of the key hurdles to
overcome was the volatilization of large,
labile biomolecules. Until the late 1980s
there were no reliable sample-introduction
methods for proteins and peptides. At this
time two new methods for simultaneous
volatilization and ionization appeared –
matrix-assisted laser desorption/ionization
(MALDI) [57] and electrospray ionization
(ESI) [58]. MALDI is a pulsed-ionization
technique in which proteins or peptides are
dissolved and mixed with an energy-absorb-
ing organic compound. The resulting solu-
tion is spotted on to a conductive target and
dried, leaving a deposit of sample cocrystal-
lized with the energy-absorbing matrix
(Fig. 7.4). Conventional MALDI experi-
ments use pulsed UV lasers, most com-
monly the simple nitrogen laser, which
emits at 337 nm for approximately 3 ns per
pulse. In a process still not completely
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understood, irradiation of the cocrystallized
deposit leads to an ablative event in which
the entrained sample molecules are carried
into the gas phase and ionized, the latter
probably by gas-phase proton transfer from
the excited state of the matrix to the protein
or peptide [59]. An energy transfer “bottle-
neck” exists such that the labile sample
molecules are generally not dissociated in a
conventional MALDI experiment. Because
MALDI is a pulsed ion generation tech-
nique, it is most often configured with a
mass spectrometer designed to detect ion
pulses, namely a time-of-flight (TOF) mass
spectrometer. MALDI–TOF has emerged
as the workhorse instrument for protein
and peptide detection, with a theoretically
unlimited MW detection range with cur-
rent limits of detection down to sub-amol
(10–18 mol) [60]. The method has only mod-
est tolerance of common buffers and solu-
tion components found in biological sam-
ples and thus requires some form of “clean-
up” before analysis. Peptide and protein
ions that are generated by this technique
are usually singly charged by adduction
with a proton, although very large proteins
can acquire a small charge-state distribu-
tion.

Electrospray ionization is a continuous
ion-generation technique, as opposed to the
pulsed nature of MALDI. In this process,

gaseous ionized molecules are emitted
from a conductive solution sprayed through
a strong electric field (Fig. 7.5). Again, as
with MALDI, the mechanism for ion gener-
ation is still incompletely understood,
although key processes include the produc-
tion of charged droplets, coulombic explo-
sion of desolvating droplets, and redox
chemistry [61]. Solvated ions are generated
by the technique and are sampled by the
mass spectrometer. Given that a continu-
ous stream of solvated ions is produced,
scanning-type mass spectrometers are a
natural fit. Quadrupole instruments were
the earliest successful designs for peptide
and protein detection. These instruments
have a limited m/z range (<3000) but the
large charge-state distributions generated
by the electrospray process enables analysis
of high-molecular-weight proteins even
with such a platform. It is not uncommon
for a protein with a molecular weight of
50,000 to carry 10–50 protons, thus bring-
ing its m/z at least partially within the
detectable range of the quadrupole instru-
ment. The electrospray process is even
more sensitive to contaminants than the
MALDI technique, and thus a common
instrumental configuration involves liquid
chromatography (LC) interfaced with an
electrospray mass spectrometer. As will be
shown in later sections, these classical

Fig. 7.4 Schematic diagram of the MALDI process. A solid sample of organic
matrix material and soluble biological sample is cast from solution on to a plate
and irradiated with a pulsed laser beam to generate an ablation plume of ions
that is sampled by the mass spectrometer.
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“blends” of ionization technique and mass
spectrometer have been substantially re-
worked, leading to a diverse collection of
hyphenated tools for protein analysis best
described in relation to the intended appli-
cations.

Mass spectrometry would be of relatively
minor importance in protein analysis were
it only applied to the detection of intact pro-
teins in a mixture. Gel electrophoresis can
be used to measure the molecular weight of
proteins, although not with the same accu-
racy. It is more tolerant of impurities, usu-
ally has lower limits of detection, and can be
interfaced with immunoaffinity procedures
for characterization and validation. Mass
spectrometry is, however, best viewed as a
detection system for direct identification of
proteins, and is most efficiently utilized

when merged with protein separation tech-
nologies such as gel electrophoresis (one
can consider MS to be conceptually like a
protein gel stain, albeit with far greater ana-
lytical power). The identification arises as a
result of compositional analysis of the pro-
tein (Fig. 7.6). The breakthrough that led to
the application of mass spectrometry to pro-
tein discovery centers on shifting a protein
to the left of the graph. This has been
achieved by a combination of sample process-
ing, instrument design, and the generation of
sequence databases.

7.4.1

Sample Processing

The insufficiency of protein moleclar
weight is circumvented by controlled degra-
dation of the protein into lower molecular
weight peptide fragments. These fragments
are then analyzed by mass spectrometry.
Controlling the mechanism of degradation
is very important, to limit the number of
peptide masses and to “add” structural
information. The most common proteomic
process for the generation of peptides is
enzymatic hydrolysis with the endoprotease
trypsin. Trypsin is highly specific for cleav-
age C-terminal to lysine and arginine, thus
all peptides generated through tryptic diges-
tion can be expected to contain a C-terminal
lysine or arginine (except for the C-termi-
nus of the protein). This extra composition-
al information is useful in the downstream
identification process. In tryptic digestion,
K and R-terminated peptides also support

Fig. 7.5 Schematic diagram of the
electrospray process. Solvated ions
are emitted from ever-shrinking
droplets, and sampled by the mass
spectrometer.

Fig. 7.6 Generalized plot of compositional
information as a function of molecular weight.
Compositional information diminishes rapidly with
increasing molecular weight of the molecule being
analyzed. A fundamental limit exists where the
number of possible combinations of elements
prevents identification based on molecular weight
determination.
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sensitive mass spectrometric detection, by
providing readily protonated basic resi-
dues [62]. Other enzymes can be used, and
chemical dissociation processes; common
options are listed in Tab. 7.2. When fully
dissociated, the association between pep-
tides and the protein of origin is lost. In
other words, MS analysis of the peptides
does not determine whether peptides arise
from the same protein or from a mixture of
proteins. To preserve this association and
maximize compositional information, com-
plete isolation of the protein must be
achieved before digestion and analysis.

7.4.2

Instrumentation

The peptides generated as described above
are assessed by mass spectrometry to deter-
mine molecular weight. Accurate mass
measurement of peptides requires suffi-
cient resolution to separate the isotopic
envelope within a peptide and to discrimi-
nate peptides from each other. The isotopic
content of peptides is fairly straightforward
to predict, thus selection of the monoiso-
topic peak (i.e. all common isotopes) can be
quickly ascertained. This process is some-
what more challenging for electrospray-
generated mass spectra than for MALDI

spectra, because the multiple charging of
peptides leads to m/z values that compress
the isotopic envelope and increase the need
for high resolution (Fig. 7.7). The mixture
of peptides that results from a protein
digest can lead to peptides with almost
equivalent molecular weights, with the
probability of this occurrence increasing if
digests of protein mixtures are analyzed
directly. In these situations a higher resolu-
tion instrument might be needed or the
peptide mixture must be prefractionated by
chromatography to minimize the possibil-
ity of peak overlap. Some popular mass
spectrometers used in peptide analysis are
listed in Tab. 7.3.

One of the key strengths of modern mass
spectrometry is the ability to select ions with
specific m/z values and fragment these ions
in a compositionally informative manner.
We usually describe tandem mass spec-
trometers as “tandem in space” and “tan-
dem in time” (Fig. 7.8). Tandem-in-space
instruments are serial mass analyzers – for
example the triple quadrupole. Ions are
selected for dissociation in one mass analyz-
er, fragmented, and the fragmentation prod-
ucts mass analyzed in a separate analyzer.
The mass analyzers need not be of the same
type, and many different hybrids have been
designed for different purposes. For exam-
ple, the triple quadrupole is an ideal instru-
ment for high-sensitivity monitoring of
known compounds (e.g., drugs in biological
fluids) whereas the quadrupole time-of-
flight is more appropriate for identifying
and characterizing unknown compounds.

In tandem-in-time mass spectrometers,
typically ion-trapping instruments, ion
selection and dissociation are conducted in
the same mass analyzer. All ions but those
of a specific m/z are ejected from the trap
and thereafter the selected ions are dissoci-
ated. The resulting fragments remain
trapped until scanned out of the analyzer to

Table 7.2 List of protein-degradation methods
commonly used in proteomics.

Hydrolysis option Specificity

Trypsin C-terminal to K/R
Lys-C C-terminal to K
Arg-C C-terminal to R
Asp-N C-terminal to D
CNBr C-terminal to M
Glu-C C-terminal to D/E
Chymotrypsin C-terminal to F/Y/W/L
Pepsin C-terminal to F/L
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generate the tandem mass spectrum. In
both types of tandem instrument ion frag-
mentation is achieved by a collisionally
induced dissociation (CID) mechanism. In
CID the ions selected for fragmentation are
energized by inelastic collisions with neu-
tral gas molecules. Multiple collisions lead
to sufficient energy deposition and uni-
molecular ion dissociation processes lead 

to the fragmentation patterns observed.
Fragmentation of the peptides produces
informative MS–MS spectra containing
sequence and compositional information,
although these are not always readily inter-
pretable. Current automated sequencing
algorithms return error-prone partial
sequence information, frequently requiring
manual oversight for validation purposes.

Fig. 7.7 Expanded region of the electrospray-generated spectrum of a peptide
standard (renin substrate, monoisotopic mass of 1758.9 u) showing isotopic
resolution for the doubly and triply charged ions.

Table 7.3 The mass spectrometers commonly used in proteomics experiments and
their figures of merit. Note that resolution and mass accuracy values are not the
maximum attainable but rather operating values commonly used during standard
proteomics experiments.

Mass spectrometer Resolution Mass accuracy Stages 
(m/ÄÄm) (ppm) of MS

Ion trap 5000 150 <12
Reflectron time-of-flight (TOF) 15,000 20 1
Triple quadrupole 2000 150 2
Fourier transform ion cyclotron resonance 100,000 1 <12
Quadrupole TOF 15,000 10 2
TOF–TOF 10,000 50 2
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The sensibly named “ion trap” mass spec-
trometer remains the workhorse instrument
for proteomics, partly because of its lower
cost and low limits of detection. Configured
for electrospray ionization, bench-top ion
traps interface readily with chromatograph-
ic equipment for peptide enrichment. A
chromatographically separated peptide can
be detected and sequenced in under 3 s with
such an instrument, equivalent to a sequenc-
ing rate of up to 1200 peptides h–1. This is
rarely achieved in practice because the pep-
tides arising from protein digestion cannot
be perfectly separated chromatographically
[63]. Nevertheless, this is a remarkable
improvement in peptide sequencing technol-
ogy compared with the Edman-based
sequencing instrumentation previously used
(~1 peptide day–1).

7.4.3

MS Bioinformatics/Sequence Databases

The information content of a peptide mass
spectrum is increased if the list of possible
proteins is constrained. Intuitively, there is
a greater chance of identifying a molecule
from an accurate mass measurement if all
the possible molecules are known and ran-
dom compositions are not permitted. Even
though the proteome is large, the list of pro-

teins that occur in nature represents but a
small sub-set of all theoretically possible
protein sequences. The first successful
application of mass spectrometry to protein
identification involved comparison of mass
lists of peptides from a protein digest with
computer-generated digests of all known
proteins in existing databases [64–66]. This
is referred to as a peptide mass fingerprint, in
which the bioinformatics exercise involves
identifying a theoretical protein digest that
provides a best-fit with the dataset. Clearly
the specificity of the chosen enzyme or
reagent for protein hydrolysis plays a large
role in constraining the size and scope of
the searching exercise. Intensity data are
not used in these fingerprint analyses.

In the MOWSE-based approach – the
initial algorithm behind the popular Mascot
database searching tools – once a list of pep-
tide masses is generated, each measured
value is weighted according to its frequency
of occurrence within the database [67]. A
score is assigned to each protein in the data-
base based on the number of matched pep-
tides. In this basic method the absolute
value of the scores has little meaning. It is
the separation of the score from that of ran-
dom hits that bears significance. This has
led to couching the score in probabilistic
terms, by generating probability-based val-

Fig. 7.8 Tandem-in-space (top) and tandem-in-time (bottom) mass
spectrometers for obtaining product ion spectra. For tandem-in-space, ion
selection is segregated from ion dissociation whereas for tandem-in-time, all
functions are performed in the same volume element, separated by time.
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ues indicating the likelihood of a determina-
tion arising as a result of a random event
[68]. By assigning probability to a hit, the
user can determine the confidence level that
should be applied. There are numerous var-
iants of this approach, but all such finger-
printing methods share the following strin-
gent requirements to ensure a high success
rate:

High database quality (complete protein
list, low error rate, full knowledge of post-
translational modifications). Most databas-
es are populated with translated genomic
data of different levels of maintenance and
quality. Because these are in a constant state
of improvement, the score reflects the qual-
ity of the database as much as it reflects the
quality of the dataset. It is not surprising
that the peptide mass fingerprinting
approach is best suited to bacterial studies
in which the genome is small and com-
plete [69]. Identification success rates
approach 100%. Searches based on human
databases, however, deliver significantly
lower success rates.

High mass-measurement accuracy and
sequence coverage for the protein digest.

There is a strong correlation between mass
accuracy and the ability to determine an
identity with high confidence [70]. Fig. 7.9
indicates the importance of mass accuracy
in this context, thus instruments with the
ability to generate <20 ppm levels are
strongly recommended.

Isolated protein. The presence of two or
more proteins will lead to a list of peptides
with association to the protein of origin
erased. Although it is possible to search for
the best x proteins in the database to
explain the data, the success rate of the
search drops. Proteins should be well separ-
ated before such experiments to improve
the success of the search.

The peptide mass fingerprinting ap-
proach is biased against small proteins, and
although correction factors can be applied
to avoid overweighting large proteins there
is still a minimum requirement for the
length of the mass list (approximately five
peptides or more). Many small proteins will
not, on digestion, produce a list of this size.

Tandem MS data sets are richer in that
peptide sequence can be empirically deter-
mined. Manual or computer-assisted inter-

Fig. 7.9 The number of tryptic peptides of nominal mass 1000 present in the
Genpept database release 98 (12/96), which contains ~210,000 entries. To
facilitate assessment of the discriminating power of mass accuracy, the num-
ber of peptides was counted in mass windows of four different widths. One
missed tryptic cleavage was allowed (from Ref. [70]). With permission from
American Chemical Society.
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pretation of product-ion spectra from tan-
dem MS experiments conducted on pep-
tides provides short sections of sequence
that can be used in a conventional Blast
search [71]. This rather laborious de-novo
procedure still remains the most reliable
approach for identifying new proteins, par-
ticularly when forced to interrogate incom-
pletely annotated genomic databases
and/or EST collections. It is also necessary
when mutations, alternative splicing, and
post-translational modifications are en-
countered. New tools are emerging to assist
in the de-novo sequencing of peptides (e.g.
Lutefisk, Sherenga), but the inherent ambi-
guities and low signal-to-noise ratios of typ-
ical product-ion spectra will hamper the
complete success of such ventures.

When databases are of sufficient quality,
a correlation approach not unlike peptide
mass fingerprinting can be applied [71].
Uninterpreted product ion spectra are com-
pared with expected product ion spectra for
peptides generated from all the database
entries. The size and complexity of such a
set of peptides depends on the constraints
supplied by the user, and includes as a par-
tial list the number of missed cleavage
points, post-translational modifications,
and fragment types. Comparisons can be at
the level of simple matching of mass lists
(MS-Tag), or more complex numerical
cross-correlation of filtered empirical data
sets with theoretical spectra that preserve
some measure of intensity information
(SeQuest). Whatever the method, the data-
base-searching strategy is better than the de
novo approach from the standpoint of
speed, but it must be used cautiously. The
appropriateness of the selected database
must be carefully evaluated, as well as the
quality of the product-ion spectra. The
methods are designed to return a hit
regardless of accuracy, thus the top-ranked
peptide does not imply identity. Validation

of the result by manual inspection of the
data or an independent experiment is
always advisable. Other peptides from the
same protein will usually be present, and
their product-ion spectra might help con-
firm identity. Search tools such as Mascot
can assemble all such data into a combined
probability-based score for enhanced iden-
tification power [68].

The concept of identity is used rather
loosely in MS-driven sequencing. Given
that determinations might be based on as
little as a single peptide from a protein,
identity is achieved at a basic level only. A
single peptide is usually insufficient to dis-
criminate between isoforms, splice variants
and variable states of post-translational
modification. Such identifications are best
viewed as entry points into additional exper-
imentation that might include further
sequencing efforts and/or biochemical
experimentation (generating antibodies for
Western blots, for example).

7.5

Sample-driven Proteomics Processes

The growing array of instruments and
hyphenated analytical techniques in prote-
omics poses difficulties for the uninitiated
to decide on an appropriate course of action
when embarking on a protein-discovery
project. The following sections are designed
to offer brief descriptions of the key discov-
ery approaches, in a manner that helps the
prospective user successfully undertake a
proteomics project. Fig. 7.10 outlines the
popular approaches and attempts to quanti-
tate both the complexity of the sample for
which the methods are appropriate, and the
effort involved. Naturally, treatment such as
this is somewhat subjective and based on
personal experience, and so is best regarded
as a guide. Each description is accompanied
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by a discussion of strengths, weaknesses,
applications, and new developments.

7.5.1

Direct MS Analysis of a Protein Digest

Direct processing of a protein preparation
with an enzyme such as trypsin or Lys-C
generates a pool of peptides that can be
sampled directly for MALDI–TOF analysis,
without fractionation of the digest. This pro-
cess is the simplest and quickest of all prot-
eomics experiments and, with the exception
of the digestion step, analysis can be com-
pleted in minutes. It delivers a peptide mass
fingerprint that can be very quickly
searched against available databases. The
principle weakness relates to its inability to
process mixtures of proteins. As mentioned
above, the database-searching routine works
best when all detected peptides arise from

the same protein. The MS spectrum arising
from a digest of mixed proteins will also
suffer from peak suppression and thus the
resulting spectrum does not reflect all the
peptides present in the sample. In general
the method is very sensitive to spectral
intensity (Fig. 7.11) thus any procedure for
enriching the protein and/or its digest usu-
ally improves the score.

The classical use of this approach is in the
analysis of gel-separated proteins, principal-
ly by 2D gel electrophoresis. The gel-isolat-
ed proteins are fixed/precipitated before
excision from the rest of the gel. An in-gel
digestion procedure is used to dissociate
the protein and at this stage the peptides
can be readily extracted for mass analy-
sis [72–74]. This procedure is quite success-
ful – the gel matrix provides the opportunity
to wash and treat the protein without sam-
ple loss and the gel electrophoresis step pro-

Fig. 7.10 Relative quantitation of the costs associated with key proteomics
methodology and the return evaluated in the number of proteins identified.
The cost in arbitrary units reflects reagents, consumables, and analysis time.
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vides protein enrichment suitable for effi-
cient enzymatic processing. The process
can be applied to gel spots visualized by
numerous methods, including Coomassie,
silver, and sypro-ruby stains. The silver
staining method must be conducted very
carefully to obtain good results. An MS-
friendly version has been developed [75];
nevertheless overexposure of the protein to
the stain can generate an intractable spot.
Most service labs continue to recommend
avoiding silver staining altogether. The 2D
gel electrophoresis step with subsequent
spot processing before MS analysis is labor

intensive. Robotic systems for imaging,
spot picking, digesting and MALDI spot-
ting have been developed to lighten the
load. Frequently, there is expectation that a
visualized gel spot will lead to a detectable
protein digest. While this is usually true
with the universal protein stains, it is not
true for specifically labeled proteins. Gels
visualized by autoradiography or Western
blotting can reflect lower limits of detection
that this basic MS method simply cannot
achieve.

As indicated in Fig. 7.9, high measure-
ment accuracy increases the information

Fig. 7.11 Peptide mass map, with associated database search results, arising from in-gel
digestion of bovine serum albumin (BSA) at two load levels, 2.5 pmol (A) and 0.5 pmol (B).
BSA was reduced pre-gel and modified by residual acrylamide in the gel. Dashed arrows
mark the internal calibrants (doped at 20 fmol in each analysis).
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content of mass determinations. Although
MALDI–TOF instruments are limited to
~20 ppm, obtaining peptide mass finger-
prints by using some hybrid instruments
enables tolerances as tight as 2 ppm [76].
This high mass-measurement accuracy
occasionally enables unambiguous identifi-
cation from a single peptide [77]. This, in
turn, implies that protein identities from
digests of more complex protein mixtures
can be accommodated. In general, the excel-
lent S/N ratio achievable with modern FT-
ICR also improves the sequence coverage
obtained from digests [78, 79]. Tryptic diges-
tion of proteins in solution can now be
achieved rapidly, at concentrations below
conventional solution digests. Reactor-
based digestion in the presence of acceler-
ants (acetonitrile, methanol) has enabled
complete digestion in seconds of proteins at
low nanomolar concentrations [80]. The in-
gel tryptic digestion procedure has also
been accelerated to approximately 30 min
[74].

7.5.2

Direct MS–MS Analysis of a Digest

In this mode, peptides are mass selected
from a sample digest in the first stage of a
tandem mass spectrometer. The most com-
mon form of analysis involves electrospray-
ing the digest at low flow-rates (sub-microli-
ter min–1), the so-called static nanospray
experiment. One or two microliters of sam-
ple can usually sustain a 15–30-min experi-
ment and at a 3-s cycle time per product for
ion acquisition, a large number of peptides
can be sequenced in such an experiment.
Samples can be preconcentrated before
analysis to maximize S/N, but the tech-
nique does not fractionate the digest. This is
an excellent method for confirming protein
identities obtained by MALDI–TOF acquisi-
tion, although it requires a separate instru-

ment and method. The MALDI–TOF
experiment rarely uses the entire digest,
thus sufficient sample is almost always
available for such an experiment.

Because protein identification is possible
on the basis of a single quality product-ion
spectrum, such an analysis can process a
digest from an unfractionated mixture of
proteins. As a general tool for the biological
researcher, MS–MS analyses such as these
are useful for extensive sequencing of an
isolated protein. It remains one of the best
methods for discovering post-translational
modifications, for two reasons. The MS–MS
mode generates sequence information and
thus supports the identification of modified
amino acids from the product ion spec-
trum. Continuously infusing the digest in
the nanospray experiment results in suffi-
cient time to scan all detected peptides for
certain modifications. In recent work by
Mann et al. a hybrid quad-TOF instrument
in product-ion scan mode was used to
detect all phosphotyrosine-containing pep-
tides [81] (Fig. 7.12). This particular experi-
ment takes several minutes to complete,
thus requiring the continuous infusion
mode. Such modifications are usually low
abundance and not straightforward to
detect from a simple MS scan, therefore the
combination of high sensitivity nanospray
with long integration times is an excellent
method for these analyses.

Recent developments in tandem mass
spectrometry have improved our ability to
extract useful sequence information from
MS–MS experiments and streamline the
analytical effort. The MALDI process can
now be successfully implemented on
MS–MS machines [82–84]. Therefore, one
can generate product ion spectra from pep-
tides selected after an initial peptide mass
fingerprinting experiment. Typical electro-
spray-based tandem mass spectrometers
select peptide ions for sequencing on the
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basis of intensity, and while this generates
the best quality MS–MS data, it might
ignore lower-intensity peptide ions that
would have a high information content.
MALDI MS–MS enables greater operator
control of the list of peptides chosen for
sequencing, by enabling a database search
with the peptide masses before ion selec-
tion. MALDI can now be successfully
implemented on ion traps, quad-TOF
instruments and TOF–TOF instruments,
although the sequence data are not always
of high quality. MALDI generates singly
charged peptides and these tend not to frag-
ment as efficiently and informatively as
doubly charged ions produced by electro-
spray [85]. Labeling chemistries have been
developed to improve the quality of MALDI
MS–MS data, which should prove valu-
able [86].

Chemical noise can frequently hide the
peptide ion signal, thus preventing the crit-
ical first step in peptide sequencing, i.e.
peptide selection. Electrospray-based direct
MS–MS experiments have recently been
adapted in some instruments to enhance
the signal of multiply-charged ions [86].
Because the chemical noise tends to be
largely singly charged in nature, peptide ion
signals can be enhanced by suppressing
singly-charged ion signals. This results in
improved capability to select ions for
MS–MS, thus maximizing the sequence
information extracted from a single nano-
spray experiment.

7.5.3

LC–MS–MS of a Protein Digest

Combining the tandem MS experiment
with chromatographic separation of protein
digests provides the opportunity to achieve
the lowest limits-of-detection and efficiently
use the available sequencing capacity of the
chosen mass spectrometer. The most com-

Fig. 7.12 Analysis of a mixture of four proteins –
single-strand DNA binding protein (E. coli),
human transferrin, His-tagged RrmA (E. coli), and
human MAP-kinase 2. (A) Nanoelectrospray
quadrupole-TOF mass spectrum of the unseparat-
ed peptide mixture. Arrows indicate the position of
the expected triply and quadruply charged phos-
phopeptide signals. The insert shows an expanded
view of the quadruply charged phosphopeptide at
m/z 556.7 (marked by an arrow). (B) Precursor ion
scan for 216.1 (± 0.3 Da). This spectrum is com-
parable with that from a similar experiment on a
well-tuned triple-quadrupole mass spectrometer.
Apart from the phosphotyrosine-containing
peptides (marked with arrows), signals corres-
ponding to peptides giving rise to interfering a-
and b-type fragment ions are observed. Thus, no
substantial claim regarding the presence of
phosphopeptides in this mixture can be made. (C)
Precursor ion scan for m/z 216.04 (± 0.02 Da). All
signals that are observed correspond to the triply
and quadruply charged phosphopeptide derived
from the MAPK in its doubly (stars) or singly
(circles) phosphorylated state [81]. With
permission from John Wiley & Sons.
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mon configuration involves small-bore
reversed phase LC columns with electro-
spray-based ion-trap or quad-TOF mass
spectrometers. To a first approximation,
peak concentration scales with the inverse
of column diameter. Columns with i.d. as
low as 30 µm are being used, although
75 µm is more common. Such systems
require flow rates in the sub-µL min–1 range
and a nanospray configuration. This combi-
nation is not the most rugged of systems
and currently requires considerable opera-
tor intervention. The key benefits of these
combinations include enrichment and the
ability to sequence hundreds of peptides per
run, translating into a capacity for low hun-
dreds of protein identifications per
LC–MS–MS experiment. Licklider et al.
have used the approach to identify proteins
from an outer membrane preparation from
Pseudomonas aeruginosa [87]. A single
LC–MS–MS run was able to identify more
than one hundred proteins. Such capability
minimizes the need for exhaustive protein
separation before analysis – the key
strength of the approach. It achieves a sub-
stantial increase in identification power
over the direct MS–MS approach by provid-
ing the mass spectrometer additional time
for sequencing. These experiments are con-
ducted in a data-dependent fashion; a sur-
vey MS scan is first used to identify a pep-
tide ion m/z and this is followed by an
MS–MS experiment on this ion. By concen-
trating a given peptide in a band several sec-
onds wide and separating it from others, the
instrument has sufficient time to generate a
quality MS–MS spectrum. Thus the effi-
ciency of the chromatography used is deter-
mined by the MS–MS requirements of the
mass spectrometer. Coeluting peptides can
be sequenced only if the chromatographic
bandwidth is sufficiently broad to enable for
more than one sequencing event per cycle.
Ultrahigh resolution separation techniques

with bandwidths in the low to sub-second
timeframe currently cannot be supported
by MS–MS instrumentation.

The range of applications of such a
system is quite enormous, although they
center principally on protein identifica-
tion [88]. Such analyses are not exhaustive
and, because of the finite sequencing capac-
ity mentioned above, additional runs of a
given sample should be performed. New
developments in this area center on max-
imizing the peak capacity of LC–MS–MS
systems and improving their ruggedness.
Ultra-long chromatographic gradients and
long columns for highest separation effi-
ciency have recently been applied, for exam-
ple to the analysis of D. radiodurans [89, 90].
Runs as long as five hours achieve peak
capacities greater than 1000 at flow rates
that support very sensitive detection. New
monolithic columns have been developed
that can achieve high efficiency separations
at flow rates higher than with conventional
columns; this should lead to shorter analy-
sis times [91]. Better quality low-flow
pumps have been developed to support
reproducible chromatography; this has led
to the concept of using predicted chromato-
graphic retention times as an aid in the
determination of peptide sequence [92].
With the advent of MALDI MS–MS,
systems are being developed that couple
microLC with MALDI spotters [93].
Because MS–MS can be implemented with-
out the time constraints of electrospray
LC–MS–MS, the hyphenated technique of
LC-MALDI MS–MS should prove quite use-
ful. In general, attention to high-perfor-
mance LC–MS–MS system development
for peptide separation and analysis affords
the best option for improving the dynamic
range of analysis. Recent work by Smith et
al. suggests that FT-ICR-based systems can
deliver up to six orders of magnitude [89,
90].
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7.5.4

Multidimensional LC–MS–MS of a Digest
(Top-down vs Bottom-up Proteomics)

Two dimensional gel electrophoresis pro-
vides the opportunity to separate large
numbers of proteins, and their intercala-
tion within the gel matrix enables sample
treatment and cleanup before protein
extraction. Gel-based approaches for bio-
molecule separation are but a subset of the
available fractionation techniques that can
be used to process protein samples before
to mass spectrometric analysis. A range of
chromatographic methods have been
applied both to intact protein separation
and to separation of protein digests.
Compared with gel electrophoresis these
methods enable more selective retention
behavior and ease of automation. Protein
separation by chromatographic means can
be achieved by size exclusion, hydrophobic
retention, ion exchange, and a variety of
affinity-based procedures. These are but a
few approaches that share with gel electro-
phoresis the means to separate mixtures of
proteins for the purpose of preparing sim-
plified samples for subsequent MS analy-
sis. As with gel methods, column separa-
tion supports clean-up, enrichment, and
maximum dynamic range in the analysis.
Additional dimensions of separation have
been applied at the protein and/or peptide
level; this has led to a variety of multidi-
mensional systems. Typically, protein-
based separations (e.g. SEC) would be con-
sidered for the first dimension followed by
protein digestion and subsequent reversed-
phase separation of peptides for the second
dimension (this latter dimension is the
LC–MS–MS discussed above).

The approach has been extended to
include multidimensional systems for the
separation of wholesale digests of complex
protein mixtures. This “shotgun proteom-

ics” involves predigestion of unseparated
protein mixtures followed by two dimen-
sions of peptide chromatography, usually
strong cation-exchange followed by reverse-
phase [94]. The benefits of this approach
over conventional gel-to-MALDI methods
are several: fully automated systems can be
assembled for analysis of complex protein
mixtures; more informative sequence data
are generated, and limits of detection are
usually lower. The key weakness of the
approach is the scrambling of the proteins
during digestion. This results in loss of
information relating to protein characteris-
tics such as intact molecular weight, iso-
electric point and relative quantitation –
data provided by 2D gel protein separation.
Digestion of protein mixtures disallows the
assumption that any two peptides arise
from the same protein, requiring a prob-
ability-based assessment of common ori-
gin. Dispensing with protein separation
makes it difficult to “drill-down” and obtain
additional protein-specific data (e.g. greater
sequence coverage, analysis of post-transla-
tional modifications), thus these multidi-
mensional systems are best viewed as tools
for discovery. Relative quantitation can be
achieved by use of the method, but specific
isotopic labeling steps to generate internal
standards are required to overcome the low
quantitative power of the mass spectrome-
ter.

A brief survey of some of the applications
of multidimensional LC–MS–MS suggests
the power of the general approach. The
MudPIT (MUltiDimensional Protein
Identification Technology) method devel-
oped by Yates et al. has been applied to full
proteomic analysis of S. cerevisiae lysate,
divided into three crude fractions [95]. An
integrated strong cation-exchange and C18-
based reversed phase column was used as a
front-end to an ion trap mass spectrometer.
Fifteen fractions from the SCX column
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were processed through the reversed-phase
portion and all three fractions were pro-
cessed similarly (Fig. 7.13). Overall, these
analyses led to the detection of 5540 unique
peptides in approximately 105 h of data-col-
lection time, corresponding to 1484 unique
proteins or nearly 15 identifications per
hour (not including data analysis time).
From a strict efficiency perspective, the rate
of identification is not significantly different
from the conventional gel-to-MALDI ap-
proach. It does, however, impart less com-
positional bias than the gel approach and

limits of detection are lower. The system
was operated at or near maximum sample
complexity and under these conditions
could be used to detect proteins present in
low fmol amounts. This translates into a
within-sample dynamic range of four
orders of magnitude, or the potential to
detect proteins at levels as low as 100 cop-
ies/cell.

The greater ease with which multidimen-
sional LC–MS–MS can be implemented
using modern systems suggests these chro-
matographic approaches can be viewed as
an extension of the MS detector – they do
not preclude the incorporation of upstream
protein-separation methods. For example,
Wienkoop et al. have shown that anion-
exchange prefractionation of proteins iso-
lated from Arabidopsis thaliana followed by
a shortened version of MudPIT led to iden-
tification of significantly more proteins
(>1000) than a conventional MudPIT
approach (~300) [96]. This method has the
benefit of extending the dynamic range of
the overall analysis by preventing high-
abundance protein such as RUBISCO from
appearing in all peptide fractions and pre-
serving some measure of protein-specific
information (i.e. detection of protein iso-
forms). This general concept underpins
“pathway proteomics”, in which interacting
proteins are affinity purified by immobiliza-
tion of a tagged bait protein plus all of its
associated binding partners. All peptides
arising from the digestion of the affinity-
purified complex are assumed to originate
from the complex thus implying a first-
order assumption of functional relevance.
Graumann et al. have rigorously evaluated
the performance of MudPIT in conjunction
with a revised tandem affinity purification
procedure [7]. The general procedure
involves isolating the bait protein via two
independent affinity tags as a means of
minimizing the isolation of nonspecifically

Fig. 7.13 Number of peptide identifications from
each cycle of a 15-cycle MudPIT analysis of a
heavily washed insoluble fraction from S. cerevi-
siae. (A) shows the total number of peptide
identifications in each cycle. These peptide
identifications are not necessarily unique, because
a large number of peptides are identified several
times during a typical MudPIT analysis. The total
number of peptides identified in this sample was
5738. (B) shows the total number of new unique
peptide identifications from each part of the cycle.
The total number of unique peptides identified in
this sample was 2114 [95]. With permission from
American Chemical Society.
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bound proteins. In this example the
authors constructed bait proteins contain-
ing myc-epitopes separated from nine histi-
dines by PreScission protease cleavage
sites. Isolation of the bait and associated
proteins could be achieved via pulldown
assays using immobilized anti-myc anti-
body. The cleanup of the pulldown is
achieved by proteolytic cleavage of the com-
plex from the immobilized antibody, then
identification based on nickel chelation to
histidine. A MudPIT approach was applied
to tryptic digests of the isolated complexes
and the authors found the method to be
both reproducible and capable of validating
previously known interactions in addition
to identifying new ones. As shown in
Fig. 7.14, complete coverage of all known
physical interactors is not achieved by this

approach, and thus the method is best
viewed as an iterative one in which newly
discovered interactors are used as the next
bait protein [97].

There has been a return of late to the
analysis of intact proteins by use of multidi-
mensional column-based systems.
Conceptually similar to 2D gel electropho-
resis in this regard, these systems present
intact protein to the mass spectrometer for
analysis [98]. Digestion and analysis of pro-
tein fractions remain an option with this
system but, most importantly, it enables
high resolution and accurate measurement
of protein molecular weight. These data are
useful in profiling protein heterogeneity,
and the methods are essential for capitaliz-
ing on newer procedures in “top-down”
proteomics. MudPIT and its variants are

Fig. 7.14 Comparing yeast pathway proteomics experiments, using data-
sets from Graumann et al. [7] (grey) and Ho et al. [6] (black). The open
reading frames listed were used as baits in both studies. Bars represent
the percentage of previously known interacting partners (as reported in the
MIPS, CYGD, GRID,and YPD databases) that were recovered in each
immunoprecipitate experiment. Empty bars represent the percentage of
gene products reported as interactors only by large-scale mass spectro-
metric analysis, whereas hatched bars represent interactions established
or verified by other methods. Figure 7 from Ref. [7]. With permission from
The American Society for Biochemistry and Molecular Biology.
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increasingly referred to as “bottom-up”
proteomics in which the first step of the
analysis involves digestion of protein mix-
tures. In top-down, protein-specific infor-
mation is generated first by analysis of the
intact protein, followed by dissociation of
the protein [99]. Gel-to-MALDI can be con-
sidered the earliest form of top-down. Novel
methods for gas-phase dissociation of pro-
tein ions such as electron-capture dissocia-
tion and in-source decay hold some promise
for dispensing with a digestion step and
achieving completely MS-driven identifica-
tion [100, 101].

7.6

Conclusions

Proteomics methods and technology are
developing at a rapid pace, with each new
innovation providing a new benchmark in
detection limit, speed, and reliability. The
drive to implement these approaches in a

fashion usable by the non-expert in analyti-
cal sciences continues. An increasing num-
ber of mass spectrometers and associated
systems are finding their way into conven-
tional molecular biology laboratories,
implying that some headway is being made.
Many proteomics researchers are now turn-
ing their attention to issues of data quality
and validation [7, 102]. Quantitating the
value of the data generated is a serious
issue, because proteomic data is error
prone. Current and emerging databases
need to reflect this quality issue to avoid the
possibility of spurious biochemical infer-
ences. This is a natural progression of the
field that finds its parallel in genomics.
Finally, proteomics researchers are pushing
the technology beyond simple identifica-
tion. Methods for protein quantitation and
characterization of the myriad of post-trans-
lational modifications are also under devel-
opment, with the sheer enormity of the pro-
tein world suggesting room for many new
approaches.
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8.1

Introduction

The human genome contains 3 ×109 bases
with ~30,000 genes. Alternative splicing of
exons results in perhaps 100,000 different
proteins, which undergo post-translational
modification to generate an unknown num-
ber of products. This set of proteins is
called the proteome [1]. Unlike the genome,
which is essentially static and identical in
each cell of an organism, the proteome var-
ies from cell-to-cell and changes in re-
sponse to the environment and during de-
velopment and disease.

Two-dimensional electrophoresis, fol-
lowed by mass-spectrometric analysis of
isolated proteins, has been the workhorse
tool for proteomics research [2]. The protein
extract is first separated by isoelectric focus-
ing, which is performed in either strip or
tube format. The isoelectric focusing gel is
then placed at the top of an SDS/PAGE gel
and proteins are separated on the basis of
size. The proteins are detected by a staining
procedure that creates a two-dimensional
set of spots. The location of each spot is de-
termined by the protein’s mass and iso-
electric point. The intensity of each spot is

related to the amount of the protein present
in the cell extract. Those proteins with inter-
esting expression patterns are cut from the
gel, digested by a protease, and identified by
mass spectrometry and database searching.

More recently, methods have been devel-
oped on the basis of digestion of the protein
homogenate with a protease then liquid-
chromatographic separation and mass-
spectrometric identification of the peptide
fragments. This automated method is par-
ticularly useful both for surveying protein
expression in a sample, as in MudPIT ex-
periments, and in determining changes in
protein expression between two states of
the organism, as in ICAT experiments [3,
4]. Neither approach is particularly useful in
determining either the absolute amount of
a protein in a sample or any post-transla-
tional modification of the expressed pro-
teins, although efforts are in progress to de-
termine such information. In most experi-
ments proteins are extracted from the lysate
generated from several million cells and
perhaps 1000 different proteins are identi-
fied.

Proteomic research differs from genomic
research in one important way. DNA re-
search benefits greatly from PCR technolo-
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gy, which enables amplification of specific
genomic regions so that a few copies of
interesting mRNA or genomic DNA can be
amplified to levels that are easily handled.
Protein research does not have an analo-
gous tool. As a result, protein research re-
quires the use of extremely high sensitivity
analytical tools to monitor proteins ex-
pressed at low levels.

8.2

Capillary Electrophoresis

Capillary array electrophoresis has proven
to be a powerful tool for DNA analysis [5].
Automated instruments have been com-
mercialized and used to sequence the hu-
man genome. We believe capillary electro-
phoresis can also play a useful role in prote-
ome analysis.

8.2.1

Instrumentation

Capillaries are typically 10 to 50 µm inner
diameter, 150 µm outer diameter, and
35 cm long. The outside of the capillary is
coated with a thin layer of polymer, usually
polyimide, which gives the capillaries great
strength and flexibility. The total volume of
the capillary is usually less than 1 µL and
sample volume is typically a few nanoliters.

Instrumentation for capillary electropho-
resis is very simple. It consists of an injector
to introduce sample into the capillary, the
capillary, a detector, and a high-voltage pow-
er supply to drive the separation. A comput-
er controls injection and automatically
records data. Because of the high voltage
employed for separation, the operator must
be protected with a safety interlock system.

8.2.2

Injection

Analyte is usually held in a disposable mi-
crocentrifuge tube. Injection is performed
by dipping the capillary into the sample. In
electrokinetic injection, a high voltage elec-
trode is also placed in contact with the sam-
ple, and an electric field is applied to the
sample for a few seconds, drawing the pro-
tein into the capillary. Electrokinetic injec-
tion is biased; the amount of sample inject-
ed is proportional to the sample’s velocity
during electrophoresis [6]. More of the fast-
er moving analytes are injected than of the
slower moving components.

Alternatively, sample can be injected hy-
drodynamically by applying pressure to the
sample or vacuum to the distal end of the
capillary. Hydrodynamic injection is un-
biased; the amount injected is independent
of the physical properties of the analyte. Ir-
respective of which injection method is
used, the sample volume should be less
than ~0.1 % of the capillary volume to pre-
serve separation efficiency.

Conventionally, a few nanoliters of sam-
ple is injected on to the capillary. Fortunate-
ly, stacking methods developed for capillary
electrophoresis enable injection of larger
volumes of sample without overloading the
separation [7, 8].

8.2.3

Electroosmosis

Electroosmosis is particularly important
when separations are performed in uncoat-
ed capillaries. Residual silanol groups on
the capillary surface take a negative charge
at neutral or basic pH. These silanol groups
are fixed and do not move on application of
an electric field to the capillary. Electrical
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neutrality requires that cationic counter
ions be present in a diffuse cloud very near
the capillary wall. These cations migrate in
an electric field toward the negative elec-
trode. The cations draw solvent with them,
transporting bulk fluid to the negative elec-
trode. This bulk flow is called electroosmo-
sis. Unlike pressure-driven flow in chroma-
tography, electroosmotic flow velocity is
uniform across the capillary lumen, which
minimizes peak broadening so that the sep-
aration efficiency is much higher than in
liquid chromatography.

During analysis, electrophoresis and
electroosmosis occur simultaneously. The
overall mobility of an ion is the sum of the
electrophoretic and electroosmotic mobil-
ities. Electroosmosis is usually stronger
than electrophoresis, and all components of
a sample will migrate through the capillary
to the detector, with cations migrating first,
neutrals second, and anions last.

Electroosmosis can be reduced to negli-
gible levels by coating the capillary. Neutral
coating can be chemically bound to the wall
by use of either silane or Grignard reac-
tions [9]. Dynamic coating relies on the
physical adsorption of, usually, a polymer
by the capillary wall; dynamic coatings are
not as robust as chemical coatings but can
be regenerated as needed by successive
treatment with the coating reagent.

8.2.4

Separation

Specific separation methods for proteins are
discussed in Sect. 8.3. Here we present gen-
eral information on capillary electrophore-
sis separations. The capillary is filled with a
separation buffer, the nature of which deter-
mines the separation mechanism. The buf-
fer is usually a few millimolar in concentra-
tion, although low-ionic-strength zwitter-

ionic buffers can be used at higher concen-
tration; it is important not to employ a high
ionic strength buffer, which suffer from ex-
cessive Joule heating.

When the sample has been injected into
the capillary, the sample vial is replaced
with a buffer-filled vial, and an electric field
is used to separate the components within
the sample. The narrow diameter of the
capillary minimizes the temperature rise
associated with the electric field. As a result,
very high potentials can be applied across
the capillary without degradation of the sep-
aration as a result of heating. Potentials up
to 30,000 V and electric fields exceeding
450 V cm–1 are routinely employed. The use
of high fields results in rapid and efficient
separations.

Unlike slab gels, on which proteins are
visualized after a fixed run time, capillary
electrophoresis is a finish-line technique –
the proteins are detected after traversing a
fixed distance. The time necessary for a pro-
tein to migrate through the capillary is giv-
en by:

t =

where L is the length of the capillary, l is the
distance from the injection end of the capil-
lary to the detector, µep is the electrophoret-
ic mobility of the analyte, µeof is the electro-
osmotic mobility of the buffer, and V is the
applied potential [10]. The separation time
is inversely proportional to the applied po-
tential. For post-column detectors, l = L and
the separation time is proportional to the
length of the capillary squared. Separation
time decreases dramatically as capillary
length is shortened. Typical protein separa-
tions are completed in less than 15 min,
and separations as fast as 60 s have been
demonstrated.

IL

(µeof + µep)V
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8.2.5

Detection

UV absorbance, laser-induced fluorescence,
and mass spectrometry are used for protein
detection. UV absorbance measurements
use the capillary itself as the detection cu-
vette. Unfortunately, the relatively short op-
tical pathlength across the capillary tends to
result in poor sensitivity in absorbance
measurements, which must be performed
with relatively high-concentration samples.

Mass spectrometry is usually better suited
to analysis of peptides rather than proteins;
sensitivity and mass resolution fall for the
higher-molecular-weight species. Electro-
spray ionization is a common interface
between capillary electrophoresis and mass
spectrometry [11]. Electrospray mass spec-
trometry has been used with impressive re-
sults for detection of peptides separated by
isoelectric focusing. Unfortunately, electro-
spray is incompatible with capillary separa-
tions based on a surfactant. The surfactant
disrupts electrospray ionization and the sur-
factant ions tend to contaminate the detec-
tor.

Fluorescence detection from native pro-
teins requires the use of expensive and tem-
peramental lasers that operate in the ultravi-
olet portion of the spectrum. Instead, pro-
teins are usually labeled with a fluorescent
reagent that might be excited with lower
cost lasers that operate in the visible or near
infrared. We find that classic fluorescent re-
agents, for example fluorescein isothiocya-
nate, are not convenient for protein labeling
in capillary electrophoresis. Unreacted re-
agent and fluorescent impurities generate
an intense background signal that can satu-
rate the fluorescence detector and obscure
the signal from labeled proteins. Instead,
we prefer the use of fluorogenic reagents
[12, 13]. These reagents are nonfluorescent

themselves but produce a highly fluores-
cent product on reaction with a primary
amine, such as the å-amine of lysine resi-
dues. Because the reagents are nonfluores-
cent until they react with the amine, the
background signal from unreacted reagent
does not interfere in the measurement. In
particular, we employ the reagent 3-(2-fu-
royl)quinoline-2-carboxaldehyde (FQ) for
protein labeling. Reaction products are ex-
cited efficiently in the blue portion of the
spectrum. In the work discussed in this
chapter we employed either an air-cooled
argon ion laser or a solid-state, diode
pumped laser, both of which operate at
488 nm with 5–10 mW power. Fluorescence
is detected with either a photomultiplier
tube or a single-photon counting-avalanche
photodiode.

There is a subtle point concerning label-
ing chemistry. Lysine is a common amino
acid and there usually are several lysine res-
idues in each protein. The labeling reaction
seldom goes to completion and a complex a
mixture of reaction products is formed. A
single protein with n primary amines can
produce 2n–1 possible fluorescent prod-
ucts [14]. For example, ovalbumin has 20 ly-
sine residues and a blocked N-terminus, so
1,048,575 different products can be generat-
ed on reaction with a labeling reagent.
These products have different mobilities
and result in a broad and complex electro-
phoresis pattern. Much effort has been de-
voted to developing reaction procedures
and buffer systems that minimize the ef-
fects of multiple labeling. As we show be-
low, the use of an appropriate separation
buffer eliminates the effects of multiple la-
beling in SDS/gel and free solution electro-
phoresis. Capillary isoelectric focusing re-
mains incompatible with fluorescence la-
beling technology, however [15].
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8.3

Capillary Electrophoresis for Protein Analysis

Three types of electrophoresis are used for
protein analysis. Two – isoelectric focusing
and SDS/gel electrophoresis – are similar
to classic protein electrophoresis tech-
niques. The third is unique to capillary elec-
trophoresis and is based on migration in a
simple buffer.

8.3.1

Capillary Isoelectric Focusing

Stellan Hjerten performed the first work on
capillary isoelectric focusing [16]. The sam-
ple was mixed with ampholytes and used to
fill the capillary. A high electric field was
applied, focusing the proteins at their iso-
electric point and rapidly generating a high-
resolution electropherogram [17]. Typically,
the column was coated to minimize electro-
osmosis and reduce protein adsorption so
that a stationary isoelectric focusing profile
is formed in the capillary. When the separa-
tion is complete, the proteins must be de-
tected. Although the proteins can be visual-
ized with an imaging detector [18], it is
much more common to mobilize the pro-
teins so that they flow through a detector at
one end of the capillary. The isoelectric fo-
cusing pattern is recorded as the proteins
pass through the detector.

Protein mobilization can be performed in
several ways. If an uncoated capillary is
used for the separation, residual electroos-
mosis will force the proteins to migrate past
the detector. Coated capillaries are, howev-
er, frequently used to improve the resolu-
tion of the separation and these capillaries
have negligible electroosmosis. In this case,
several methods can be used to drive the
contents of the capillary through the detec-
tor.

Electrokinetic mobilization of proteins
can be performed by addition of a neutral
salt such as sodium chloride to either the
cathode or anode buffer to drive proteins
from the capillary to the detector [19]. This
salt migrates into the capillary under the in-
fluence of an electric field, driving the fo-
cused proteins to the opposite end of the
capillary.

Alternatively, one end of the capillary can
be pressurized to drive the contents
through the detector. The pressure must be
very low to avoid peak broadening due to
formation of a parabolic flow profile. The
pressure can be introduced most simply by
lowering the detector end of the capillary
relative to the injection end to form a si-
phon which draws the contents of the capil-
lary through the detector.

UV absorbance and mass spectrometry
are used as detection techniques for iso-
electric focusing. Mass spectrometry is par-
ticularly important, because it can enable
extremely high-accuracy molecular mass
determination for proteins. The resulting
data resemble two-dimensional gels with
much higher mass resolution than can be
produced by SDS/PAGE [10]. Unfortunate-
ly, Fourier-transform mass spectrometers
and electrospray ionization are required for
analysis of the high-molecular-weight pro-
teins. This technology is expensive and not
routinely available.

Fluorescence detection is not useful for
labeled proteins; multiple labeling produc-
es a complex mixture of reaction products
that results in a complex electrophero-
gram [15].

8.3.2

SDS/Capillary Sieving Electrophoresis

SDS/PAGE is a commonly used slab elec-
trophoresis method for separation of pro-
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teins on the basis of their size. Unfortunate-
ly, the crosslinked polyacrylamide used in
slab-gels is not appropriate for capillary-
based separations. The capillary containing
the crosslinked polymer must be discarded
after each run, which is expensive. Instead,
non-crosslinked polymers are usually em-
ployed for size-based separation of proteins.
These materials have relatively low viscosity
and can be pumped into the capillary after
each run in an automated system. Because
neither polyacrylamide nor a gel is used for
the separation, the term PAGE is not appro-
priate to describe this separation. Instead,
IUPAC has recommended the term capil-
lary sieving electrophoresis (CSE) to de-
scribe all separations based on migration
through a polymer or other sieving matrix.

Several different polymers have been
used to separate proteins in capillary electro-
phoresis [20]. Polyacrylamide is not particu-
larly useful. It has low shelf life and must be
produced on demand. Unfortunately, the

free redial polymerization is not highly re-
producible, which is undesirable when
comparing separations of samples with
standards.

Instead, we have found that several poly-
mers, including poly(ethylene oxide), pullu-
lan, and dextran, can be used for size-based
protein separations. As an example, Fig. 8.1
depicts the CSE separation of proteins ex-
tracted from the adrenal gland cell line, AtT
20. Quite a few peaks are resolved in this
separation. To aid identification of these
proteins we performed a detergent fraction-
ation. Figure 8.1 also shows traces generat-
ed from the cytosolic, membrane, nuclear,
and cytoskeleton fraction of proteins from
this cell line. It is important to note that the
membrane-fraction generates several com-
ponents, which suggests that capillary elec-
trophoresis, with appropriate buffers, can
be used to characterize this important class
of proteins. Finally, the separation is rea-
sonably fast – complete in 15 min.

Fig. 8.1 CSE separation of proteins from the AtT20 cell line. Proteins were
labeled with the fluorogenic reagent FQ and detected by laser-induced
fluorescence.
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8.3.3

Free Solution Electrophoresis

Capillary free solution electrophoresis does
not have an analog in slab electrophoresis.
A capillary is filled with a millimolar buffer
and proteins are separated on the basis of
their mobility in the buffer.

To reduce interaction of the proteins with
the capillary wall, a modest amount of an-
ionic surfactant is often added to the separ-
ation buffer. This buffer tends to ion-pair
with cationic amino acid residues that would
otherwise interact with silanol groups on
the capillary wall. This interaction would
lead to adsorption of the protein by the cap-
illary, which leads to band broadening and
reduced resolution. More importantly, the
surfactant reduces the effects of multiple la-
beling to negligible levels [12]. Surfactants
also interact with the hydrophobic portions
of the protein, again reducing interaction
with the capillary walls. Surfactant concen-
trations above and below the critical micelle

concentration (CMC) have been used. If the
surfactant concentration is above the CMC
proteins can partition into the micelle and
the separation is called micellar electroki-
netic capillary chromatography (MECC). Al-
though the separation mechanism is com-
plex, free solution electrophoresis in the
presence of a surfactant will be based, in
part, on the hydrophobicity of the protein.

A micellar separation of a protein homog-
enate from the AtT20 cell line is depicted in
Fig. 8.2. As in CSE, the free solution separa-
tion resolves several of the components of
this mixture. We are curious about the
identity of these components, and whether
the analysis generates a representative sam-
ple of the cellular components and the sep-
aration was studied further. Figure 8.2 also
shows free-solution separations of the cyto-
solic, membrane, nuclear, and cytoskeleton
fractions isolated from the protein by deter-
gent fractionation. The separation of the cy-
tosolic protein contains several sharp peaks
indicative of high efficiency, Fig. 8.3. The

Fig. 8.2 MECC separation of proteins from the AtT20 cell line. Proteins
were labeled with the fluorogenic reagent FQ and detected with laser-
induced fluorescence.
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insert shows several peaks in greater detail;
the first peak produces 1.2 million theoreti-
cal plates, or 3 million plates per meter. We
believe that this is the highest efficiency
separation ever reported for a protein ho-
mogenate.

8.4

Single-cell Analysis

Capillary electrophoresis with laser-induced
fluorescence detection is an extraordinarily
sensitive analytical technique. We have ob-
tained subpicomolar concentration detec-
tion limits for proteins; only a few zepto-
moles of protein are used for the analysis.
This extraordinary sensitivity provides op-
portunities to perform proteome analysis of
single somatic cells [21]. These cells are typ-
ically ~10 µm in diameter and 0.5 pL in vol-
ume. Assuming the cell is 10 % protein by
weight, it contains 500 ng protein. The aver-
age molecular weight of the protein is ~30
kDa and the cell contains approximately 2

femtomole protein. A typical cell may ex-
press ~10,000 proteins; the average protein
would be present as 100,000 copies or 200
zeptomoles. Of course, proteins are not ex-
pressed uniformly. Structural proteins
would constitute most of the mass of pro-
teins. The vast majority of proteins would be
expressed at relatively low copy number.
Nevertheless, capillary electrophoresis with
laser-induced fluorescence should detect a
large number of proteins from a single cell.
We have published electropherograms from
single cells from a number of different
sources, including a colon cancer cell line, a
C. elegans zygote, an osteoprecursor cell line,
and a breast cancer cell line [21–26].

Figure 8.4 depicts results from CSE anal-
ysis of the proteins in a single AtT20 adren-
al gland cell. In this experiment, the cell
was injected into a 30 µm i.d., 50 cm long
fused-silica capillary. The capillary had been
coated with polyacrylamide to reduce elec-
troosmosis and filled with a 50 mMM Tris,
50 mMM CHES, 5 mMM SDS, and 2.5 % dex-
tran (513 kDa) buffer, pH 8.7. The cell was

Fig. 8.3 MECC separation of the cytosolic protein fraction from
AtT20 cells.
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lysed by contact with SDS within the separ-
ation medium. The freed proteins were flu-
orescently labeled with FQ, separated by
CSE at 15 kV, and detected by laser-induced
fluorescence in a sheath-flow cuvette detec-
tor. Approximately 25 components are re-
solved in this electropherogram; resolution
was similar to that produced by convention-
al SDS/PAGE analysis of the cell extract
from several million cells. A slightly longer
capillary was used in this experiment com-
pared with that used to study sub-cellular
fractions, and the separation required
slightly longer time to complete.

8.5

Two-dimensional Separations

Capillary electrophoresis versions of iso-
electric focusing, SDS/PAGE, and free so-

lution electrophoresis have been demon-
strated for protein analysis. While these
techniques produce quite impressive separ-
ation power, they are one-dimensional anal-
yses, and their ability to separate complex
mixtures is limited. Jorgenson demonstrat-
ed comprehensive two-dimensional analy-
sis by combining capillary size-exclusion
chromatography with free solution electro-
phoresis for analysis of peptides [27].

We are modifying Jorgenson’s technolo-
gy for two-dimensional capillary electropho-
resis of proteins [28]. In our method a pro-
tein mixture is injected into the first capil-
lary in which components are separated by
capillary sieving electrophoresis [29]. As
components migrate from the first capil-
lary, successive fractions are transferred to
a second column, where co-migrating com-
ponents are separated by free solution elec-
trophoresis. Our technology differs from

Fig. 8.4 CSE separation of the protein from a single AtT20 cell. 
The single cell was aspirated into the separation capillary, lysed
during contact with the SDS-containing buffer, labeled with the
fluorogenic reagent FQ, separated by CSE, and detected by laser-
induced fluorescence. The molecular weight scale was determined
from analysis of standard proteins.
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Jorgen-son’s in an important way. In
Jorgenson’s publications, high-perfor-
mance liquid chromatography is employed
in the first dimension. Because pressure re-
leased slowly, analyte flows continually
from the first dimension capillary, even
during the second dimension separation. In
contrast, we reduce the voltage across the
first capillary to zero during the second di-
mension separation. In this way, analytes
are stationary in the first capillary during
the second dimension separation, which
greatly simplifies the comprehensive analy-
sis of the components in the mixture. This
procedure of transfer and analysis is repeat-
ed to build a two-dimensional electrophero-
gram as a raster image from successive sep-
arations of the first capillary’s fractions.

Figure 8.5 depicts the two-dimensional
separation of proteins obtained from a ho-
mogenate of Deinococcus radiodurans. This
prokaryote is the most radiation-hardy or-
ganism known and has potential applica-
tion in the bioremediation of nuclear waste
sites. In this figure successive CSE fractions
are transferred to the MECC capillary for
further separation. The data are presented
in the form of a landscape in which signal

height is proportional to fluorescence inten-
sity. A sea of peaks is observed, correspond-
ing to the complex proteome of this prokar-
yote.

This analysis used fluorescently labeled
proteins and laser-induced fluorescence de-
tection. The detector produces signal-to-
noise ratios greater than 104, which means
that both major and minor components can
be quantified in the same electropherogram.
Furthermore, extremely small amounts of
protein are required for the analysis; atto-
moles of protein were used to generate the
data of Fig. 8.5. In this separation, roughly
50 fractions were transferred from the CSE
capillary to the MECC capillary, and rela-
tively long separation was used in the sec-
ond dimension to resolve overlapping com-
ponents.

Figure 8.6 shows the two-dimensional
separation of proteins from a human
esophageal cell line derived from a patient
with the precancerous condition Barrett’s
esophagus. This separation differs from the
previous example. Here, approximately 250
fractions are transferred from the CSE cap-
illary and a very fast MECC separation, 20 s,
is used in the second dimension.

Fig. 8.5 Two-dimensional capillary electrophoresis separation
of a protein homogenate prepared from the bacterium
Deinococcus radiodurans. Proteins were separated by CSE in the
first dimension and MECC in the second. Roughly 50 fractions
were transferred to the second dimension capillary.
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8.6

Conclusions

Capillary electrophoresis enables rapid and
sensitive separation of proteins, often pro-
ducing resolution similar to that produced
by conventional slab-gel based electropho-
resis methods. Unlike conventional meth-
ods, capillary electrophoresis is easily auto-
mated for analysis of large numbers of sam-
ples without requiring operator attention.

Protein identification is a challenge. The
amount of protein in a single cell is orders
of magnitude smaller than that which can
be detected by mass spectrometry. Instead,
we rely on spiking of the sample with iden-
tified proteins isolated from an electropho-
resis gel. Co-migration during capillary
electrophoresis is taken as evidence of the
identity of the peak [30].

Two-dimensional separations are being
developed by coupling two capillaries; the
second capillary is used to separate frac-
tions that migrate from the first capillary.
This separation method will produce separ-

ations that are similar to those of IEF-
SDS/PAGE in a fully automated system.
Furthermore, when combined with laser-
induced fluorescence detection the separa-
tion will provide orders of magnitude high-
er sensitivity and dynamic range than cur-
rent IEF-SDS/PAGE analysis.

When coupled with laser-induced fluo-
rescence detection, capillary electrophoresis
is a very powerful analytical tool for the
study of minute samples, including single
human cancer cells. The cell-to-cell varia-
tion in protein expression will be of interest
in cancer prognosis, in developmental biol-
ogy, and in gene expression studies.
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9.1

Introduction

DNA microarrays (also known as DNA
chips or gene chips) are a powerful new tool
for the study of gene expression and genet-
ic variation. With the availability of increas-
ing numbers of completely sequenced ge-
nomes, it is now possible to make DNA
microarrays, on which all the genes of an
organism are represented, enabling simul-
taneous assessment of the expression of all
these genes. This technology has lead bio-
medical research into a new era of “discov-
ery research” that is complementing the
type of “hypothesis-driven research” that
has marked the phenomenal success of mo-
lecular biology in the past four decades [1].

Pioneering studies of the chemistry of
nucleic acids some four decades ago [2]
showed that mRNA could be measured by
hybridization to total bacteriophage DNA
fixed on nitrocellulose filters by Coulombic
forces. The characteristics of hybridization
of RNA–DNA and DNA–DNA were estab-
lished by extensive experimentation both in
liquid and on solid supports (typically nitro-

cellulose membranes). The advent of re-
striction enzymes enabled the electropho-
retic separation of DNA fragments and lo-
calization of mRNA to specific regions –
Southern blots [3]. The concept of DNA
chips arose from the coincidence of a num-
ber of technologies, including rapid oligo-
nucleotide synthesis and genome sequenc-
ing, understanding of the enzymology of
DNA synthesis, and the availability of such
enzymes, robotic methods of arraying, re-
finement of DNA chemistry for creating
fluorescent hybridization probes, and the
availability of completely sequenced ge-
nomes. Thus these developments com-
bined with the evolution of nucleic acid hy-
bridization methods led to the realization
that individual genes arranged separately
and in order on a solid substrate could be
used to monitor all the genes of an organ-
ism.

Essentially two techniques are used for
production of DNA chips. The first employs
direct spatially ordered synthesis of oligo-
nucleotides on a solid support (silica) by a
process called photolithography. This tech-
nology, patented by Affymetrix, is reminis-
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cent of the technology used in the electronic
industry for the fabrication of semiconduc-
tors. The density of features displayed on
their GeneChips can now exceed 500,000 on
an area ~1.28 cm2. The other technology
uses post-synthesis arraying of oligonucleo-
tides or DNA on solid supports, generally
optically flat glass slides, using either con-
tact printing or ink-jet spotting. There are
numerous variations in the details of both
techniques but the methods based on post-
synthesis arraying are clearly the most ac-
cessible to the smaller research lab. Al-
though initial experiments used arrayed
cDNA and genomic DNA clones on nitro-
cellulose or nylon supports and detection
using 32P or 33P-labeled probes, the recent
technological improvements mentioned
above and the accessibility of precise array-
ing robots have made glass microscope
slides increasingly popular substrates. For
those familiar with conventional hybridiza-
tion literature, the term “probe” was used
for the species of nucleic acid that carried
the detection system (usually radioactivity)
present in the solution phase. For the sake
of uniformity, this conventional terminolo-
gy will be used throughout this chapter.

The main applications of DNA chips and
microarrays are in gene expression profil-
ing [4–8], mutation analysis [9, 10], detec-
tion of single-nucleotide polymorphisms
(SNP) [11], pharmacogenomics [12], valida-
tion of drug targets, identification of tagged
biological strains, and monitoring of micro-
bial flora in soil and wastewater. Its poten-
tial does not need to be emphasized but this
technology is not an end in itself, it is, first
and foremost, a quantitative high-through-
put method of screening using genetic ma-
terial as a target.

Researchers face many hurdles in the
custom fabrication and use of microarrays.

The costs of microarrays are still high, the
technology for their fabrication is precise,
and the conditions for their use and analy-
sis are numerous and demanding. Several
cost-effective strategies can, however, be
used by either large core facilities or aca-
demic centers to make high quality micro-
arrays available to researchers at reasonable
cost.

In many cases, fabrication of microarrays
requires a source of available cloned cDNA
or expressed sequenced tags (EST) for an
organism. These are typically available from
central clone repositories or commercial
sources (a list of clone providers is given in
Tab. 9.1). Plasmid DNA can be arrayed di-
rectly, but most frequently cloned DNA in-
serts are amplified by PCR using common
oligonucleotide primers immediately flank-
ing the multiple cloning cassette [13, 15]. In
this way, although the initial cost of acquir-
ing the clones might be high, the cost of ol-
igonucleotides is low. An alternative strate-
gy is to identify coding regions within ge-
nomic DNA, open reading frames (ORF), or
exons and to amplify the selected DNA frag-
ments using PCR and specific oligonucleo-
tide primers. The advantage of this strategy
is that for any sequenced genome all identi-
fied coding or potentially coding sequences
can be arrayed. This also avoids a problem
inherent to EST-based strategies whereby
some transcripts may be extremely rare and
absent from cloned libraries. All gene cop-
ies are present equally in genomic DNA.
The use of a specific primer pair to amplify
a selected gene segment also prevents the
undesirable amplification of low-complexity
sequence stretches (repeated sequences and
poly(A) tails) from the 3′ untranslated re-
gions (3′UTR) of cloned cDNA, which will
invariably contribute to cross-hybridization
of spots on the microarray [16, 17].
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Table 9.1 List of suppliers*.

Manufacturers of high-throughput DNA synthesis instrumentation

Applied Biosystems www.appliedbiosystems.com
BioAutomation Corporation www.bioautomation.com
Gene Machines www.genemachines.com
Polygen www.polygen.com

Manufacturers of liquid handlers

Beckman–Coulter www.beckmancoulter.com
Packard Bioscience www.packardbiochip.com
Qiagen www.qiagen.com
Tecan www.tecan.com
Tomtec www.tomtec.com
Zymark www.zymark.com

Providers of oligonucleotides, clone sets or oligonucleotide sets

BD Biosciences www.bd.com
I.M.A.G.E. www.image.com
Incyte Genomics www.incyte.com
Integrated DNA Technologies (IDT) www.idtdna.com
Invitrogen www.invitrogen.com
Genset Oligos www.genset.com
MWG Biotech www.mwg-biotech.com
Operon Technologies www.operon.com
Pierce www.piercenet.com
Proligo www.proligo.com
Qiagen www.qiagen.com
Research Genetics www.resgen.com
Sigma Genosys www.genosys.com
Stratagene www.stratagene.com
Tm Bioscience Corporation www.tmbioscience.com

Manufacturers of arraying robots

Amersham Biosciences www.amershambiosciences.com
BioGenex www.biogenex.com
BioRad www.bio-rad.com
BioRobotics www.biorobotics.com
Cartesian Technologies www.cartesiantech.com
Gene Machines www.genemachines.com
GeneScan www.genescan.com
Genetic Microsystems www.geneticmicro.com
Genetix www.genetix.com
Genomic Solutions www.genomicsolutions.com
GeSiM www.gesim.com
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Hitachi Genetic Systems www.miraibio.com
Intelligent Automation Systems www.ias.com
Perkin Elmer Life Sciences www.perkinelmer.com/lifesciences
TeleChem International (Quill pins) www.arrayit.com
V&P Scientific www.vp-scientific.com

Suppliers of glass and other substrates for microarrays

Amersham Biosciences www.amershambiosciences.com
Apogent www.nuncbrand.com
Corning www.corning.com/cmt
Erie Scientific Company www.eriesci.com
Exiqon www.exiqon.com
Full Moon BioSystems www.fullmoonbiosystems.com
NoAb Diagnostics www.noabdiagnostics.com
Quantifoil www.quantifoil.com
Schleicher and Schuell www.s-and-s.com
Schott Nexterion www.schott.com/nexterion
Sigma–Aldrich www.sigma-aldrich.com
SurModics www.surmodics.com
TeleChem International www.arrayit.com

Providers of premade or custom microarrays

Affymetrix www.affymetrix.com
Agilent Technologies www.agilent.com
Amersham Biosciences www.amershambiosciences.com
BD Biosciences www.bd.com
Corning Life Sciences www.corning.com
Genmed Biotechnologies www.genmed.com
Genomic Solutions www.genomicsolutions.com
Incyte Genomics www.incyte.com
MetriGenix www.metrigenix.com
Operon www.operon.com
Perkin Elmer Life Sciences www.perkinelmer.com/lifesciences
Spectral Genomics www.spectralgenomics.com
Xeotron www.xeotron.com

Suppliers of high-throughput automated slide-handling systems

Advalytix AG www.advalytics.com
Amersham Biosciences www.amershambiosciences.com
Gene Machines www.genemachines.com
Genomics Solutions www.genomicsolutions.com
Perkin Elmer Life Sciences www.perkinelmer.com/lifesciences
Thermo Hybaid www.thermohybaid.com
Ventana www.ventanadiscovery.com
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Suppliers of microarray scanners and data analysis packages

Affymetrix www.affymetrix.com
Agilent Technologies www.agilent.com
Alpha Innotech www.alphainnotech.com
Applied Precision www.appliedprecision.com
Axon Instruments www.axon.com
BioDiscovery www.biodiscovery.com
BioGenex www.biogenex.com
BioRad www.bio-rad.com
GeneFocus www.genefocus.com
Genetic Microsystems www.geneticmicro.com
Genomics Solutions www.genomicsolutions.com
Hitachi Genetic Systems www.miraibio.com
Imaging Research www.imagingresearch.com
Incyte Genomics www.incyte.com
Informax www.informaxinc.com
Iobion Informatics www.iobion.com
Lynx Therapeutics www.lynxgen.com
Media Cybernetics www.mediacy.com
Molecular Dynamics www.mdyn.com
Molecularware www.molecularware.com
NetGenics www.netgenics.com
OmniViz www.omniviz.com
Perkin Elmer Life Sciences www.perkinelmer.com/lifesciences
Research Genetics www.resgen.com
Rosetta Biosoftware www.rosettabio.com
Silicon Genetics www.sigenetics.com
Spectral Genomics www.spectralgenomics.com
Spotfire www.spotfire.com
Stanford University rana.lbl.gov
The Institute for Genomic Research www.tigr.org/tdb/microarray
Thermo Hybaid www.thermohybaid.com
Vysis www.vysis.com

Procedures for microarrays

MicroArray Lab at BRI www.bri.nrc.ca/microarraylab
National Human Genome Research Institute www.nhgri.nih.gov/DIR/LCG/15K/HTML/protocol.html
Stanford University www.cmgm.stanford.edu/pbrown
TeleChem International www.arrayit.com
The Institute for Genomic Research www.tigr.org/tdb/microarray
University of Toronto www.oci.utoronto.ca/services/microarray

* Please note that this list of suppliers is far from complete but should 
provide the reader with a few options enabling familiarization with 
some of the tools available
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In another strategy for microarray pro-
duction, one or more unmodified or amino-
modified oligonucleotide sequences of
60–80 nucleotides representative of each
coding region can be arrayed directly on to
glass slides. The immediate disadvantage of
this strategy is the higher cost of oligonu-
cleotide synthesis. The growth of large-scale
genomics efforts including microarrays has
fortunately driven the cost of oligonucleo-
tides down in recent years. One advantage,
however, of oligonucleotide arrays over am-
plicon arrays is that the target sequences are
short and can be more easily selected to
minimize cross-hybridization to multiple
probe sequences.

The implementation of microarray tech-
nology also requires the installation of high-
throughput, high-precision instrumenta-
tion to carry out the numerous tasks in-
volved in the production of the microarrays,
and a comprehensive bioinformatics plat-
form to support the design, clone tracking,
data collection, and analysis aspects of mi-
croarrays. In this chapter, we will not ad-
dress the issues related to analysis of micro-
array data. We will describe instead the
practical implementation of a microarray fa-
cility (www.bri.nrc.ca/microarraylab) using
as an example the fabrication of Candida al-
bicans cDNA microarrays.

9.2

The Database

Candida albicans is an opportunistic human
fungal pathogen causing systemic and very
often fatal infections in immuno-compro-
mised individuals. The application of mi-
croarray technology is a powerful new tool
in the study of the mechanism of pathogen-
esis, and we were particularly interested in
the molecular events involved in the dimor-
phic transition from yeast to hyphae when

Candida albicans is exposed to changes in me-
dium composition or environmental condi-
tions (see reviews by Whiteway [18], Berman
and Sudbery [19], Cowen et al. [20], Nantel et
al. [21], and Enjalbert et al. [22]). The genome
of Candida albicans (strain SC5314) contains
approximately 20 million bases organized in
eight pairs of chromosomes. The latest as-
sembly of the genome, originally sequenced
by Ron Davis (www. sequence.stanford.edu/-
group/candida, see acknowledgement in Ref-
erences), has now been reduced to a mere
266 contigs and 6354 genes (http://genome-
www.stanford.edu/fungi/Candida/ and Nan-
tel et al., personal communication, www.can-
dida.bri.nrc.ca). Open reading frames (ORF)
were originally identified using an automated
genome annotation system called MAGPIE
(multipurpose automated genome project in-
vestigation environment) [23], but many oth-
er programs can now be used to do this. Es-
sentially, software tools scan for any of the
three termination codons or STOP codons
(TAA, TAG, and TGA) in all six possible read-
ing frames and then read the sequence back-
wards until they reach an in-frame “ATG” in-
itiation codon. These open-reading frames,
which represent potential coding regions,
were automatically searched against Gen-
Bank to identify DNA and/or protein similar-
ities.

One of the challenges of chip fabrication
is data handling. For this we developed an
integrated bioinformatics platform (www.
bri.nrc.ca/bridna) and a set of tools to per-
form primer design, assessment of ampli-
con quality, tracking of the position of PCR
products on the chips, and links to data
analysis packages (Fig. 9.1). The first step in
our fabrication process was to select those
ORFs greater than 250 base pairs (>80 ami-
no acids) and to identify short unique prim-
er sequences (20 nucleotides) within each
ORF. For C. albicans only 46 % of the origi-
nal 14,400 ORFs identified were greater
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than 250 base pairs. The primer identifica-
tion tool takes into account the length of the
primer, its location around the initiation
and termination codons, and melting tem-
perature (Tm) while considering potential
secondary binding sites, hairpin formation,
and primer dimerization energies [14]. The
most important aspect of primer design
was to limit the length of the amplicons to
250–800 base pairs to minimize potential
homologies between each individual ampli-
con and the bulk of the genes in the organ-
ism, and to reduce the variance in the num-
ber of molecules when arraying equal
masses of DNA. Sequence motifs are
present and abundant among gene families
and often result in labeled cDNA hybridiz-
ing non-specifically to other targets on the
microarray thus biasing expression levels
and profiles [16].

Hughes and coworkers [24] have per-
formed a quite systematic assessment of
the relationship between the length of the
target sequence and the specificity/sensitiv-
ity of hybridization under different experi-
mental conditions. Using in-situ synthe-
sized oligonucleotide arrays they concluded
that regions exhibiting perfect homology
over more than 40 nucleotides in the target
sequences immobilized on the microarray
lead to significant cross-hybridization of la-
beled cDNA probes under classical hybrid-
ization conditions [24]. We have applied
their conclusion to our fabrication process
to increase the quality and reliability of our
microarrays. We ran BLAST searches for
each candidate amplicon to the entire ORF
database to eliminate or minimize the
number of hits showing perfect matches
greater than 40 bases. When an amplicon
was rejected, a new amplicon was designed
for that gene once again to reduce the
amount of homology to other ORF. It is
sometimes impossible to find regions that
will discriminate between highly conserved
gene family members, even with oligonu-
cleotide arrays. This rational chip design
(RCD) strategy in our hands has significant-
ly increased the value of the experimental
data obtained with our arrays (Hervé
Hogues, manuscript in preparation).

For ORF longer than 1 kb the primer
closest to the START codon was positioned
within ~800 base pairs of the STOP codon
before applying the rules of RCD, thus fa-
voring the 3′ end of the gene. The rationale
was that cDNA tend to be over-represented
in 3′ sequences as a consequence of using
oligo(dT) priming at the 3′ end of mRNA
during the probe amplification process.
When appropriate amplicons were chosen
to represent each ORF, primers closest to
the START codon within each ORF were
classified as Forward primers and primers
closest to the STOP codon were classified as

Fig. 9.1 Flowchart demonstrating the pivotal
position of an integrated bioinformatics database
in tracking sequence information from a genome
all the way to microarrays and linking expression-
profiling data back to individual genes
(www.bri.nrc.ca/bridna).
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Reverse primers. The production database
was designed to assign batches of 96 For-
ward primers directly to 96-well plates for
oligonucleotide synthesis. The Reverse
primers corresponding to the same 96 ORF
were assigned to a second 96-well plate such
that the Forward/Reverse primer pairs
would superimpose well for well for every
ORF. This was to facilitate the automation
of all the subsequent liquid handling steps
in the production process.

In addition to ORF identification and
PCR primer design, the microarray produc-
tion database automatically redesigns prim-
ers in the case of PCR failures or weak
bands. It systematically assigns and tracks
the origin of oligonucleotides and/or ampli-
con products from 96-well plates to 384-well
plates all the way to their position on the mi-
croarrays and generates a key (XY coordi-
nates for every spot) of the genes based on
the spotting method used by the arrayer
(number of pins, size of the array, number
of samples, etc.). One key component in any
tracking scheme is the use of bar-coding.
The large number of samples involved in
any genomic/microarray project makes this
procedure absolutely essential and simpli-
fies the quality-control procedures.

9.3

High-throughput DNA Synthesis

Accessibility to high-quality oligonucleotides
at a reasonable cost is an important consider-
ation for a microarray fabrication facility. A
preferred approach is to use synthetic oligo-
nucleotides to amplify ORF directly from ge-
nomic DNA. This latter approach, however,
necessitates the synthesis of thousands of ol-
igonucleotides per genome, creating a de-
mand for a large number of oligonucleotides.

There are also situations in which one
might prefer to use oligonucleotides directly

immobilized on the microarray in prefer-
ence to amplicons. For example, when devel-
oping diagnostic microarrays for a large
number of pathogens it is much easier, fast-
er, and safer to design oligonucleotides from
available genomic sequences than to obtain
the various organisms, culture them to pre-
pare genomic DNA under appropriate bio-
safety conditions, and prepare the desired
amplicons (a list of providers of oligonucleo-
tide sets is given in Tab. 9.1). Another situa-
tion is when creating microarrays intended
to distinguish hybridization events between
very closely related genes or organisms.
Specificity is then of utmost importance to
discriminate subtle polymorphisms.

9.3.1

Scale and Cost of Synthesis

The current technology of oligonucleotide
synthesis, based on automated synthesizers
using solid-phase phosphoramidite chemis-
try [25], offers a reasonable solution for the
preparation of large numbers of oligonu-
cleotides at a reasonable cost. The scale of
synthesis is not a problem, inasmuch as
current oligonucleotide synthesis technolo-
gy generally prepares far more material
than is normally required for PCR amplifi-
cations. As an example, a 5-nmol-scale syn-
thesis, small by modern standards, produc-
es enough material for 200 PCR reactions,
given the usual quantity of 25 pmol per re-
action. Even smaller scale could be envis-
aged if automated mechanical and fluidic
devices were capable of efficiently deliver-
ing very small volumes of reagents and ex-
cluding oxygen and moisture from the syn-
thesis process.

A 5-nmol synthesis scale is also adequate
for many applications using immobilized
oligonucleotide microarrays, unless large
production runs are envisaged. Spotting
concentration for amino-linked oligonu-
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cleotides is in the range 10–25 nmol mL–1

(SurModics/Motorola), so a 5-nmol synthe-
sis would provide 200–300 µL sample,
enough to print several hundred slides.

Reagent costs alone for oligonucleotides
produced on modern high-throughput DNA
synthesizers currently lie in the range of
US $0.05–0.10 per base. This translates
into a cost per oligonucleotide of between
US $1.00–2.00 (for 20 bases). By way of an
example, the oligonucleotide cost for a mi-
croarray covering a full bacterial genome
(~3000 ORF, ~6000 oligonucleotides) would
be between US $7000 and $14,000, assum-
ing a 15 % failure rate in the PCR.

9.3.2

Operational Constraints

The operation of a high-throughput DNA
synthesizer capable of producing >500 oli-
gonucleotides per day involves handling
significant quantities of flammable, corro-
sive, highly reactive, and carcinogenic ma-
terials. These chemicals are hazardous and
should be handled by a trained chemist.
Several of the reagents are also of limited
stability once installed on the synthesizer; a
chemist must pay careful attention to their
age and condition to maintain the highest
quality while simultaneously keeping costs
under control.

An important advantage lies with those
synthesizers which accept the use of uni-
versal synthesis support (controlled-pore
glass, CPG). Conventional DNA synthesiz-
ers use membranes or CPG columns bear-
ing one of the four bases A, C, G, or T. This
is fine for low numbers of syntheses but
would be intolerable in a 96-well plate for-
mat. The time saved and the avoidance of
possible errors fully justifies the use of the
universal supports, in which the first base
is added automatically by the synthesizer as
opposed to being present on the solid phase.

One commercially available high-
throughput oligonucleotide synthesizer is
the LCDR/MerMade (BioAutomation Cor-
poration, www.bioautomation.com, a list of
high-throughput DNA synthesizers cur-
rently commercially available is available in
Tab. 9.1). The MerMade is a Liquid Chemi-
cal Dispensing Robot that was adapted to
perform all the operations of DNA synthe-
sis using classical phosphoramidite chem-
istry [25] in a fully automated fashion. The
MerMade is equipped with a motorized XY
table within a closed argon chamber provid-
ing the inert atmosphere necessary for syn-
thesis. The XY table can hold up to two fil-
ter plates (96-well format) in which a uni-
versal control pore glass (CPG) support is
loaded to enable solid-phase synthesis of
the oligonucleotides. The instrument is
equipped with computer-controlled valves
to deliver the reagents from the bottles to
the injection heads. The newer generations
of instruments can be set to operate on any
scale of synthesis with minimum adjust-
ment. The setup time for synthesis is rou-
tinely about 1 h and, depending on the syn-
thesis procedure, the MerMade will synthe-
size 192 oligonucleotides (two 96-well
plates of 20mers) in as little as 8 h without
operator intervention. The yield of fully de-
protected oligonucleotides is > 80 % for
20mer products. Oligonucleotide products
up to 70 bases can be routinely obtained by
making minor adjustments to the synthesis
procedures.

Our microarray facility has operated two
LCDR/MerMade synthesizers with good
success since March 2000. Using these
synthesizers, one operator can produce up
to 700 oligonucleotides per day with a suc-
cess rate better than 98 %, determined by
electrospray mass spectrometry. The instru-
ments have no major flaws and provide a
good level of user serviceability, conven-
ience, and performance. As alluded to
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above, the economics of high-throughput
in-house DNA synthesis compared with
out-sourcing to commercial oligonucleotide
providers are becoming more difficult to
justify.

9.3.3

Quality-control Issues

Quality control of oligonucleotides has al-
ways been a difficult problem. Polyacryla-
mide gel electrophoresis (PAGE) is inexpen-
sive and adequate for small numbers of syn-
theses, but far too labor-intensive for daily
productions of hundreds of oligonucleo-
tides. High-performance liquid chromatog-
raphy (HPLC) techniques suffer from a
throughput problem. To achieve the
throughput the entire procedure would
have to be completed in less than 2 min per
oligo, which is virtually impossible with ion-
exchange chromatography. On the positive
side, HPLC still remains the most suitable
method for resolution and purification of
n – 1 failure sequences. A similar through-
put problem also affects capillary electro-
phoresis (CE) methods, although equilibra-
tion is more rapid in CE and automatic sam-
pling could possibly fulfill the requirement.
Many core facilities and commercial provid-
ers of oligonucleotides are now using mass
spectrometry (MALDI–TOF) to determine
the purity and assess the quantity of their ol-
igonucleotides; unfortunately, this method
requires a desalting step, because the salt
ions and the abundance of impurities affect
the efficacy of electrospray ionization. We
have recently tested a coupled LC–MS
system (Agilent 1100 Series LC–MSD) and
have come to realize that because of the or-
thogonal spray geometry of the instrument,
there is no need to desalt the MerMade-syn-
thesized products before MS. Furthermore,
we have been able to conduct analyses in
less than 1 min per sample thus comfort-

ably achieving the desired throughput of
700 samples per day with minimum opera-
tor intervention. The products can be sam-
pled directly from 96-well plates and the in-
strument has precision better than 1 Dal-
ton. Oligonucleotide standards are run in
parallel for the purpose of quantitation. We
realize, however, that the last three QC
methods (HPLC, CE, and MS) require im-
portant infrastructure investments. Here
again, the economics of out-sourcing to
commercial providers require careful con-
sideration.

9.4

Amplicon Generation

Plates (96-wells) containing Forward and
Reverse PCR primers have been used to set
up PCR reactions using Biomek2000
and/or Biomek F/X workstations (Beck-
man–Coulter; other manufacturers of liq-
uid handlers are listed in Tab. 9.1). Candida
albicans ORFs were amplified directly from
100 ng genomic DNA and the amplicons
were purified on 96-well ArrayIt SuperFilter
plates (TeleChem/ArrayIt) and/or Multi-
Screen FB plates (Millipore) to eliminate
unincorporated triphosphates, salts, and
primers. This purification step, although
not absolutely necessary [26], significantly
improves the subsequent binding of the
amplified DNA to the glass slides. After
purification, the products were analyzed by
agarose gel electrophoresis.

We have developed BandCheck, a unique
bioinformatics tool, to assess the quality of
PCR products after agarose gel electropho-
resis. It creates a virtual band pattern pre-
dicted from the database and this is super-
imposed on a digitized TIFF image of the
actual gel. The tool enables annotation of 96
PCR amplifications in less than 5 min
(Fig. 9.2). The tool compensates for anoma-
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lous migrations and uses any molecular
weight standards as a reference. PCR am-
plifications were scored and an overall suc-
cess rate of ~85 % was obtained for Candida

genomic PCR. New oligonucleotide prim-
ers were automatically redesigned and syn-
thesized to cover the 15 % PCR failures or
weak bands.

Fig. 9.2 BandCheck, the gel annotation tool of our
microarray production database, was developed to
assess the quality of PCR products after agarose
gel electrophoresis. A TIFF image of the gel is
uploaded into the database, the expected band
pattern is superimposed on to the gel, and
markers are positioned over designated bands in
the marker lanes for calibration. Clicking the virtual

objects superimposed on the PCR bands on the
gel defines these products as either good, weak,
wrong, or absent. These annotations are trans-
ferred back to the database and tracked all the way
to the spotting on the microarrays or redirect a
failed PCR for synthesis of a new pair of gene-
specific primers.
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Each genomic DNA amplicon was quanti-
fied by O.D.260nm and yielded an average of
4 µg DNA per 100 µL PCR reaction. Ampli-
fied DNA were lyophilized in 96-well V-bot-
tom plates and reconstituted in spotting buf-
fer at a concentration such that >90 % of all
the products were between 0.1–0.2 µg µL–1.
Product from four 96-well plates was then
transferred to 384-well V-bottom plates for
spotting. With such yields, a single PCR
amplification would be sufficient to print a
few thousand slides.

9.5

Microarraying

Many microarraying robots are now avail-
able on the market. Contact printing via a
variety of pins (solid pins, split pins, pin and
ring system, glass or quartz tubes) and non-
contact ink-jet devices (crystal activated pie-
zoelectric or syringe pump and solenoid
valve tips) are among the most popular tech-
nology used for applying small volumes of
target molecules on the surface of the glass
substrate in an ordered fashion. One con-
tact-printing instrument was developed in a
collaboration between engineers at the Uni-
versity of Toronto and biologists at the On-
tario Cancer Institute and is available as the
SDDC-2, now known as the ChipWriterPro
(Engineering Services, now BioRad; www.
esit.com, www.biorad.com; other manufac-
turers of arraying robots are listed in
Tab. 9.1). This particular arrayer is equipp-
ed with a print head capable of holding up
to 48 pins (TeleChem/ArrayIt, quill pins)
and the surface platen enables simultane-
ous printing of up to 75 slides. Integrated
inside the spotting chamber are a circulat-
ing and sonicating waterbath, and a vacuum
station to clean the pins between samplings.
The chamber is under a slight positive pres-
sure of HEPA-filtered air to minimize dust

and particulate matter. It is also tempera-
ture- and humidity-controlled to optimize
spot morphology and minimize sample
evaporation in the 96-well or 384-well
source plates and on the slides. The pins en-
able delivery of sub-nanoliter volumes of so-
lution at densities exceeding 2500 spots
cm–2. This translates into ~30,000 spots on
25 ×75 mm2 microscope slides. Spotting
buffer and slide surface chemistry are key
aspects of successful printing and later hy-
bridization of microarrays. We have found
that 50 % DMSO (occasionally with 0.05 %
SDS for smoother spot morphology) con-
tributes to some denaturation of the DNA
thus increasing the number of single-
stranded molecules available for hybridiza-
tion [13]. DNA solutions stored in DMSO
buffer are, moreover, less prone to evapora-
tion, because of the intrinsic hygroscopic
properties of this solvent. Although there
are now many vendors of derivatized glass
and other substrates for microarrays (Tab.
9.1), we opted for the CMT-GAPS slides
(Corning) for our cDNA microarrays. These
aminopropyltrimethoxysilane-coated glass
slides in concert with a DMSO spotting buf-
fer have been the most consistent in our
hands giving more uniform spot morpholo-
gy, better signal intensity and lower back-
ground.

9.6

Probing and Scanning Microarrays

A typical transcription profiling microarray
experiment is designed to compare a test
condition and an experimental condition.
To illustrate a classical example, total or
mRNA is extracted and purified from bio-
logical samples, and cDNA are synthesized
in vitro using reverse transcriptase to incor-
porate a specific fluorescently labeled nucle-
otide analogue [27] corresponding to the
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test condition (e.g. Cyanine3) and another
for the experimental condition (e.g. Cya-
nine5). The use of multi-color fluorescent
labels enables simultaneous analysis of two
or more biological samples or states in a
single experiment. After the reverse tran-
scriptase reaction, fluorescently labeled
cDNA are purified to eliminate unincorpo-
rated fluorescent dye and left to hybridize
with the surface of the microarray in a vol-
ume rarely exceeding 100 µL. Cover slips
or, especially, sealable contraptions are
used to prevent dehydration of the probe
and the entire arrangement is placed in a
humid chamber for the duration of the hy-
bridization. When hybridization is com-
plete, unreacted probe is washed from the
surface of the glass slide and the hybridized
probe molecules are visualized by fluores-
cence scanning. Detailed procedures for
probe preparation and clean-up, prehybrid-
ization, hybridization, and washes have
been given by Nelson and Denny [28] and
Hegde et al. [13].

Commercial kits for indirect labeling of
cDNA using aminoallyl derivatives of nucle-
otides (Stratagene) or tyramide signal am-
plification (TSA) (Perkin–Elmer Life Scienc-
es [29]) and chemical labeling (Amersham
Biosciences, Kreatech, Panvera) have provid-
ed solutions to obtaining probes with higher
specific activity and thus more sensitive de-
tection of low-abundance mRNA. Linear am-
plification of mRNA based on the Eberwine
method is also very efficient, because re-
searchers are constantly reducing the num-
ber of cells in their starting biological materi-
al (Refs. [30] and [31] and Arcturus).

CCD cameras and confocal scanning de-
vices from different instrument companies
are currently being used for microarray
scanning (Tab. 9.1). Light emitted by the ex-
cited fluorophores on the surface of the
slide is converted into an electrical signal by
a photomultiplier tube and captured by a

detector. Confocal scanning devices such as
the ScanArray from Perkin–Elmer Life Sci-
ences (www.perkinelmer.com; other manu-
facturers of scanning instruments are listed
in Tab. 9.1) are capable of scanning at 5-µm
resolution. All these instruments enable
quantitation of fluorescent emissions from
the different spots on the microarray. Irre-
spective of the scanning instrument used,
four settings should be adjusted to control
signal intensity and enable the detection of
low-intensity spots: focus, scanning speed,
laser power, and sensitivity of the photo-
multiplier tube (PMT). For each spot in the
microarray corresponding to a different
gene or coding region the quantitation soft-
ware automatically compares and identifies
the induced and repressed genes between
the control and experimental conditions.
Linking the data obtained from microarray
scans to gene IDs is probably the most cru-
cial aspect of the bioinformatics platform
we have developed. Data collection, normal-
ization and analysis are topics of their own
and are beyond the scope of this chapter.
Complete discussions and review articles
are available elsewhere [13, 32, 33].

9.7

Conclusion

Microarrays have had a significant impact
on the way genome research is organized
and performed. The wider impact of this
technology is limited by the cost of the com-
mercial microarrays currently available and
the relatively few species for which arrays
are available. We show here that it is a fea-
sible and cost-effective for even small labor-
atories to set up and produce high-quality
custom microarrays in-house for their fa-
vorite genome. The keys to this flexibility
are the ability to synthesize or have access
to large numbers of high-quality oligonu-



236 3 Nuclear Things

cleotides at reasonable cost and to have an
integrated informatics platform to track
samples throughout the quality-control
steps.
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10.1

Introduction

The completion of the Human Genome
Project with the release of “… >98 % of the
gene-containing part of the human se-
quence finished to 99.99 % accuracy … “ in
April 2003 [1] poses the challenge of putting
this newfound information to work, to de-
fine how these sequences function. Al-
though the traditional approach to biological
questions has been to survey a relatively
small number of genes at a time, it has long
been recognized that genes act in concert
with other genes, and often in separate di-
mensions of time and space. These molecu-
lar interactions are therefore best studied
within the framework of the entire genome.
The logistical challenges of this global ap-
proach are being overcome with the devel-
opment of new tools, such as those provided
by microarray technology, which can enable
the analysis of thousands of genes in parallel
by specific hybridization to a miniaturized,
orderly array of DNA fragments. Because
the human genome might comprise fewer
than 40,000 protein-coding genes, well with-
in the current capacity of a single array, elu-
cidating the functional roles of all these
genes becomes surprisingly attainable.

Since their first reported application in
1995 to analyze gene expression in Arabi-
dopsis [2], microarrays have become a major
investigative tool in life-science research.
The numbers of publications retrieved by a
“microarrays” keyword search of PubMed
from 1995 to 2004 are plotted in Fig. 10.1;
the figure shows the publication boom that
took off in 1999 and continues apace. In late
2001, papers on protein (133 papers total by
mid-2004), tissue (54 papers total), whole
cell (12 papers total), and carbohydrate
(7 papers total) arrays started to appear, sug-
gesting diversification and broadening of
the basic technology to encompass the
interrogation of array elements other than
nucleic acids. DNA microarrays, which con-
stitute >95 % of all array papers to date, are
the focus of this review.

The main objectives of this chapter are:

1. to discuss the principles of DNA microar-
ray technology;

2. to describe how arrays are made and how
they are used, focusing on the two-color
interrogation of printed arrays and their
analysis; and

3. to cite examples of how the technology
has been used to address issues relevant
to cancer research.
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10.2

Definitions

By definition, microarrays contain grids of
up to tens of thousands of array elements
presented in a miniaturized format. For
DNA microarrays, those array elements or
spots comprise minute amounts of DNA
that have been either laid down robotically
or synthesized in situ at precise locations on
a solid support. These arrays are interrogat-
ed by allowing their immobilized sequences
to hybridize by Watson–Crick base-pairing
with labeled nucleic acids derived from the
samples of study. The intensity of hybridiza-
tion over individual spots is a measure of
the amount of homologous sequence in the
sample. Stated simplistically, when labeled
cDNA is used to interrogate arrays, signal
intensity can be directly related to the abun-
dance of the RNA transcript, and when la-
beled genomic DNA is used, signal intensity
can be related to gene copy number.

The nomenclature adopted by the micro-
array research community of calling the ar-
rayed DNA the “probe” and the labeled nu-
cleic acid population the “target” [3] will be
used throughout this chapter.

10.3

Types of Array

DNA microarrays can be categorized accord-
ing to their content, and so a microarray
might represent the entire genome or a de-
fined subset of it. The development of ge-
nome-wide arrays has mirrored the progress
in annotating the respective genome data-
bases, and the technical improvements that
have enabled the production of increasingly
higher-density arrays. Genome-wide arrays
for the study of gene expression are usually
designed to include all known sequences
likely to code for protein. Early on, much ef-
fort went into ensuring that sets were non-
redundant, and the UniGene database
proved invaluable to this cause. Latter sets
have been designed to incorporate other in-
formation, for example, alternative splicing
to pick up transcript variants that might be
expressed differentially. For example, the ar-
ray-ready human genome sets from Operon
have gone through several versions from a
set of approximately 14,000 oligonucleotides
designed against UniGene released in 2001,
to 22,000 released in 2002, to its current set
of 34,000 oligonucleotides based on the lat-
est ENSEMBL database build. Genome-
wide arrays for the study of genomic DNA
might be designed to include promoter re-

Fig. 10.1 Graphical
representation of the
number of publications
retrieved by a “micro-
arrays” keyword search 
of PubMed 1995–2004.
The dotted line to the
projected number of
publications for 2004 is
based on data at the end
of June 2004.
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gions and intervening sequences to address
issues of gene regulation. The established
method of chromatin immunoprecipitation
to investigate DNA protein interactions, for
example, has been combined with microar-
rays to identify novel targets of transcrip-
tion factors [4].

Focused arrays are not designed to in-
clude the entire genome, and the genes or
sequences included largely depends on the
question being addressed. Thus, there are
arrays to study specific pathways or gene
networks, such as for apoptosis, oncogenes,
and tumor suppressors (evaluated in
Ref. [5]), and arrays of a specific cell type or
tissue, such as the Colonochip designed to
study colorectal cancer [6]. Focused arrays
might also be designed to be part of a multi-
tiered approach to studying gene expres-
sion, where their function becomes less as a
means of discovery as an efficient means of
validating initial results obtained on larger,
more comprehensive arrays.

10.4

Production of Arrays

DNA microarrays are often categorized ac-
cording to the technology platform used to
produce them. The underlying concept of
DNA microarrays has been, and continues
to be, interpreted and realized in myriad
ways, leading to the development of differ-
ent platforms, each with its own strengths
and weaknesses (reviewed in Ref. [7]).

10.4.1

Sources of Arrays

The DNA spots on a microarray are pro-
duced either by synthesis in situ or by depo-
sition of pre-synthesized product. DNA syn-
thesis in situ methods (e.g. Affymetrix’s
photolithography [8] and Agilent’s inkjet

technology [9]) have largely been within the
purview of commercial companies. Rigor-
ous production and quality assurance pro-
cedures ensure delivery of commercial ar-
rays of consistently high quality. Ongoing
R&D efforts ensure optimum design of the
DNA content, and continued technological
advancement enables the production of in-
creasingly higher-density arrays. All of
these come at a cost, however, which is not
lost on prospective users. Predictably, aca-
demic pricing packages are wrought to woo
the reluctant researcher. A highly success-
ful strategy has been to involve the research
community in the development of new ar-
rays, giving birth to various consortia of la-
boratories that generate potentially useful
information for themselves while providing
companies with invaluable input.

For academic or government laboratories
wishing to produce their own arrays, an op-
tion is to adopt the array printing methodol-
ogy pioneered by the Brown laboratory of
Stanford University (http://cmgm.stan-
ford.edu/pbrown/mguide/index.html). The
robotic deposition of nano amounts of pre-
synthesized 60–70mer oligonucleotides or
DNA fragments generated by PCR or by
plasmid insert purification produces arrays
that can be of very high quality at relatively
low cost. Compared with commercially
available arrays, perhaps the greatest advan-
tage of spotted arrays is their flexibility,
which can facilitate the rapid iteration of ex-
periments, especially when testing specific
hypotheses [10]. The sequences spotted and
the number, whether or not there are repli-
cate spots, and how the array is laid out are
some of the design features that can be
modified to suit experimental objectives.
Production volume can be tailored to a spe-
cific demand, and can easily be adjusted to
respond to changes. In the Southern Alber-
ta Microarray Facility at the University of
Calgary, for instance, we have produced
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custom arrays according to the specification
that the oligos be arranged on the array ac-
cording to their genomic location, and the
timing of delivery of those printed arrays
has matched the researcher’s needs.

Although hardly ever intimately involved
with array production per se, users do well to
be acquainted with the process, especially
how production conditions can affect the
quality of arrays. Details of the manufacture
of spotted microarrays are discussed else-
where in this volume (Chapt. 9) and what
follows is a discussion of pertinent aspects.

10.4.2

Array Content

The choice of the type of DNA to print is
fundamental. Longer stretches of DNA such
as obtained from PCR amplification of
cDNA clones produce robust hybridization
signals. Because of their length, however,
they are more forgiving of mismatches,
which can affect specificity. When the finest
discrimination is required, as when assess-
ing single-nucleotide changes, short oligo-
nucleotides (24–30 nt) are in order. Some-
what paradoxically, specificity can some-
times be problematic in very short oligos,
and designing several to represent a single
gene has been a means of circumventing
this problem. Long oligonucleotides
(50–70 nt) afford an excellent compromise
between signal strength and specific-
ity [11–13] and their use has increased in
popularity among academic core facilities.

Needless to say, the design of the oligonu-
cleotides is extremely important, and re-
quires a fair amount of expertise and capital
outlay for proper validation. Choosing oli-
gos corresponding to the 3′ untranslated re-
gions (3′ UTR) increases the likelihood of
their being specific [14]. For a different rea-
son, designing oligos close to the 3′ end

might also boost signal intensity. This has
to do with how labeling can be affected by
the efficiency of RNA reverse transcription
primed by oligo dT. Because the oligonu-
cleotides are meant to be assayed in parallel
on the array, under identical conditions of
time, temperature, and salt concentration,
their hybridization characteristics (e.g. their
Tm, or melting temperature) should be as
similar as possible. They should not have
secondary structures or runs of identical
nucleotides that could attenuate hybrid-for-
mation with their labeled complement. La-
boratories may design and validate oligonu-
cleotides themselves or purchase pre-de-
signed sets from commercial sources.

10.4.3

Slide Substrates

Glass microscope slides are the solid sup-
port of choice, and they should be coated
with a substrate that favors binding of the
DNA. The earliest substrates used were po-
ly-lysine or aminopropylethoxysilane, estab-
lished slide coatings for in-situ hybridiza-
tion studies of gene expression. The need to
address data quality has led to the develop-
ment of new substrates on atomically flat
(and sometimes even mirrored) slide sur-
faces with the promise of better DNA reten-
tion and minimum background for higher
signal-to-noise ratios. Different versions of
silane, amine, epoxy, and aldehyde sub-
strates, which attach DNA by either ionic
interaction or covalent bond formation,
have become commercially available (e.g.
see www.arrayit.com). The commercial ar-
rays industry has seen the development of
proprietary substrates to provide unique ad-
vantages, such as the highly efficient hybrid-
ization kinetics afforded by Amersham’s
three-dimensional Code Link surface,
which the company uses for their own ar-
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rays and offers for sale as a slide substrate
(http://www5.amershambiosciences.com/).
Laboratories that print arrays inevitably
make their choices based on empirical data
of how well substrates perform in their own
hands.

10.4.4

Arrayers and Spotting Pins

The physical process of delivering the DNA
to pre-determined coordinates on the array
involves spotting pens or pins carried on a
print head that is controlled in three dimen-
sions by gantry robots with sub-micron pre-
cision. Although 30,000 features of ~90 µm
diameter can easily be spotted on a
25 mm× 75 mm slide, specification sheets
from pin manufacturers (e.g. www.array-
it.com/ and www.genetix.com/) report max-
imum spotting densities of over 100,000
features per slide for their newest pin de-
signs. Improvements in arraying systems
have included shorter printing times and
longer periods of “walk-away” operation.
Arrayers are invariably installed within con-
trolled-humidity cabinets to maintain an
optimum environment for printing.

From the user’s perspective, arrays must
be reliably consistent in quality from the
outset. One has enough to deal with without
having to worry about whether a particular
spot on an array is what the array lay-out file
says it is, or that today’s array is missing
several grids. It is ridiculously obvious that
these should never become an issue for the
user, because if they do, confidence in the
supplier (and in extreme cases, even trust in
the technology) is significantly eroded. Hav-
ing said all this, however, the responsibility
for making good use of well-made arrays
rests ultimately on the user.

10.5

Interrogation of Arrays

Soon after arriving on the scientific scene,
microarrays were recognized as a potential-
ly powerful tool for the post-genomic era,
and it became a priority of every major re-
search institution to have the capability of
running microarray experiments. At the
most basic level, this entails gaining access
to pre-made arrays and an array scanner to
acquire data from the arrays after hybridiza-
tion. Although this model works for individ-
ual laboratories, even this is not an inexpen-
sive proposition, and it does not provide the
option to custom print arrays for specific
needs. The core technology laboratory mod-
el, with the ability to print arrays and to run
experiments and acquire data, maximizes
the use of resources, making arrays, materi-
als, and specialized equipment, and techni-
cal and analytical support, available to re-
searchers. At the University of Calgary, sci-
entists in the Faculty of Medicine led the
microarray initiative, and with establish-
ment funds from a private donor, the Alber-
ta Cancer Board, and the Alberta Heritage
Foundation for Medical Research, the
Southern Alberta Microarray Facility
(SAMF) opened its doors in 2001. Core
technology laboratories in Canada are listed
on the website of the Woodgett lab at the
University of Toronto (http://kinase.uhn-
res.utoronto.ca/CanArrays.html). Although
there are sites such as BioChipNet (http://
www.biochipnet.de) that seek to maintain a
worldwide directory of companies and insti-
tutions involved in microarrays, the most
current listing of microarray facilities with a
web presence can be retrieved by using a
global search engine.

Given the burgeoning supply of pre-made
arrays and technical services that will even
do the microarray experiments for clients,
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becoming a user of the technology is easier
than ever. Whether it is wiser than ever is
the important issue, which every prospec-
tive user must think about and consider ad-
visedly with regard to his or her specific re-
search objectives. The question becomes:
Are microarrays the best way to find out
what I want to know?

10.5.1

Experimental Design

Well before the first animal is killed the ex-
perimental design for a microarray study
has to be in place. In practical terms, the
goal is to determine the type of array to run,
how many, and which sample(s) will be hy-
bridized to each slide to obtain meaningful
data amenable to statistical analysis, upon
which sound conclusions can be drawn. Un-
less one is well versed in statistics and the
recent developments in statistical methods
to deal with microarrays, it would be wise to
consult a statistician with this expertise, and
to do so early on (i.e. not to wait until after
the data deluge) [15]. Smyth and coau-
thors [16] offer an excellent overview of the
many statistical issues in microarrays.

An important aspect of experimental de-
sign is deciding how to minimize variation,
which can be thought of as occurring in
three layers: biological variation, technical
variation, and measurement error [17]. The
easy answer to dealing with variation is rep-
lication, but to make the best use of avail-
able resources it is important to know what
to replicate and how many replicates to ap-
ply, which will depend on the primary objec-
tives of the experiment. Thus, if the ques-
tion pertains to determining the effects of a
treatment on gene expression in a type of tu-
mor in mice, for instance, it would be more
valuable to test many mice (biological repli-
cates) a few times than a few mice many
times (technical replicates). In the latter ex-

periment precision would be very high, and
probably true for the few mice being tested.
It is less certain how true that information
would be of mouse tumors in general.

Usually, arrays containing inserts of
cDNA clones or long oligonucleotides (e.g.,
from Agilent) are amenable to hybridization
with two differently labeled samples at the
same time to the same array, whereas short
oligo (25–30 nt) arrays, including those from
Affymetrix and Amersham, are hybridized
to single samples. Exceptions to this are the
60mer Expression Arrays from Applied Bio-
systems (www.appliedbiosystems.com/) to
which single samples are hybridized.

Hybridization of two samples to the same
slide is made possible by labeling each sam-
ple with a chemically distinct fluorescent
tag. The ideal tags to use for these two-color
microarray experiments would behave the
same in every way, except that they would
fluoresce at wavelengths well separated on
the spectrum to prevent cross talk. In the
real world, however, the fluorescent tags
currently in widest use (i.e. Cy 3 and Cy5),
behave unequally in ways besides their opti-
mum excitation wavelength, introducing a
dye bias that should be dealt with in the ex-
perimental design. Although running dye-
swap experiments has become routine, do-
ing so immediately doubles the number of
arrays required. There might be more effi-
cient ways of dealing with dye bias, such as
estimating and correcting for bias by ex-
tracting data from a pair of split-control mi-
croarrays, where control RNA is split, la-
beled with Cy3 and Cy5, and combined on
the same array [18]. Dobbin and coau-
thors [19] suggest that balanced experimen-
tal designs obviate the need to run dye
swaps for every sample pair. Labeling proce-
dures are discussed in greater detail in the
next section.

Although having two samples hybridiz-
ing to a slide might add a level of complexity
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to the experimental design, it also provides
the opportunity to make direct comparisons
between samples of primary interest. If the
aim is to identify genes that are differential-
ly expressed in one sample versus another,
it is more efficient to directly compare these
two samples on one array than to make in-
direct comparisons through a reference
sample and use two arrays in the pro-
cess [16]. Yang and Speed [20] explain that
the main difference between direct and in-
direct comparisons is the higher variance
seen in indirect designs, basically from hav-
ing to run two arrays instead of one, and
therefore, whenever possible, direct com-
parisons are preferred. When there are
more than two samples to compare and the
pairings are of equal importance, direct
comparisons can still be made between the
samples, in so-called saturated designs [16].
Diagrams to illustrate these design options
are shown in Fig. 10.2.

When looking at a large number of sam-
ples, however, comparison with a common
reference becomes more efficient. In the
now classic study by Alizadeh and cowork-
ers [21] that identified sub-types of diffuse
large B-cell lymphoma, 96 normal and ma-
lignant lymphocytes were analyzed on 128
microarrays and the reference RNA used
was prepared from a pool of nine different
lymphoma cell lines.

When an experiment is testing the ef-
fect(s) of multiple factors, a well-thought
out design is extremely critical so that re-
sources are not wasted on eventually use-
less comparisons. Discussion of these mul-
tifactorial designs is beyond the scope of
this review; for details on these and the sce-
narios covered above,  however, the reader
is directed to the references already cited in
this section plus several others [19, 22–26].

The next two sections focus on the prep-
aration and labeling of sample pairs for hy-
bridization to a gene expression array. Gene

Fig. 10.2 Basic experimental designs for micro-
arrays. Boxes identify samples being tested. The
arrows indicate direction of labeling. Thus, double
arrows in opposing directions indicate dye-swap
experiments.

Direct design
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expression is measured in terms of the rela-
tive abundance of RNA, and reverse tran-
scription of the RNA into cDNA enables the
incorporation of fluorescent label whose in-
tensity can be measured and related to tran-
script abundance.

10.5.2

Sample Preparation

In its allocation of resources, the experi-
mental design will identify the sources of
RNA for the samples that will be hybridized
to a microarray. Those sources may be tis-
sue culture cells, biopsies, or tissues of cer-
tain pathology. Each of these presents its
own set of challenges where the isolation of
RNA is concerned. Obtaining pure, intact
RNA in the sense of its being free from
DNA or protein contamination is certainly
important and should never be discounted.
There is, however, another layer of purity
that must be emphasized, and that is the ho-
mogeneity of the RNA source itself as de-
fined by the biological question being asked.
When an experiment seeks to compare nor-
mal tissue and tumor, the normal RNA
should be prepared from normal tissue, and
the tumor RNA from tumor tissue. But tis-
sue can be comprised of many different cell
types and be very heterogeneous. Thus, un-
less cell type is the essence of the question,
it should not be the reason for differences
picked up by an experiment. Even so-called
tumor samples can contain normal cells,
and it becomes important to know how
much of a tumor is really tumor, and to de-
cide whether to go with the bulk tissue in
hand or to isolate portions of interest with a
scalpel or specific cells with laser capture
microdissection [27, 28].

Although the preparation of RNA has
been facilitated in recent years by the devel-
opment of RNA isolation kits, basic princi-
ples and caveats set forth in early literature

(for example Ref. [29]) remain true. Because
of its chemical nature, RNA is notoriously
prone to degradation by ribonuclease (-
RNase) activity, and so a main concern of
any laboratory doing RNA work is keeping
these RNases at bay. The pancreatic RNases
are particularly problematic, because they
are ubiquitous and also extremely stable,
working within a wide range of pH values
and needing no cofactors. Their hardiness
is legendary – a method of ensuring that
RNase A for digestion of bacterial RNA in
DNA plasmid preps is free from DNase ac-
tivity involves boiling for 10 to 30 min [30].
The RNase A simply renatures after heating
and so regains its activity.

The most widely used method of isolating
RNA is based on the guanidinium thiocya-
nate–phenol–chloroform extraction proce-
dure developed by Chomczynski and Sac-
chi [31]. Cultured cells instantly lyse due to
the chaotropic action of the “TRI reagent”
and undegraded RNA of high purity is ex-
tracted with relative ease. RNA from tissue
samples is best obtained by quickly homog-
enizing the sample in the presence of at
least a tenfold volume excess of reagent be-
fore proceeding to the separation of the
aqueous and the organic phases. The RNA
partitions into the aqueous phase, and be-
cause of the acidic pH of the extraction mix-
ture, the DNA preferentially goes to the
interphase. The quality of the RNA can be
assessed by gel electrophoresis to visualize
the ribosomal bands, which should migrate
as sharp bands with intensities that vary rel-
ative to each other according to their expect-
ed abundance ratio. Aberrant intensity ra-
tios, laddering, and/or smearing of the ribo-
somal bands suggest that the RNA is de-
graded and therefore ill-suited for use in an
experiment. With the development of lab-
on-a-chip technology, instruments, for ex-
ample the Agilent 2100 bioanalyzer, capable
of assessing quality and quantity of RNA
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(and DNA, proteins, and other materials)
have become available as a viable alternative
to gel electrophoresis.

To ascertain that the RNA in a sample is
what is being tested in a microarray experi-
ment, any genomic DNA that might have
come through the RNA-isolation process
should be removed enzymatically with
DNase that is free of RNase contamination.
The DNase itself must then be inactivated
or it will begin to degrade the cDNA product
of reverse transcription in the succeeding
steps. Although phenol–chloroform extrac-
tion reliably removes DNase [32], it reduces
the overall yield of RNA.

The amount of RNA required per hybrid-
ization ranges from as little as 2–5 µg total
RNA for short oligonucleotide arrays to
10–25 µg total RNA for spotted cDNA and
long oligonucleotide arrays [7]. This re-
quirement for microgram amounts of start-
ing RNA can sometimes be difficult to meet
as when dealing with tissue biopsies or sin-
gle cells harvested from laser-capture mi-
crodissection.

In these circumstances it becomes neces-
sary to amplify the RNA in the sample to ob-
tain adequate amounts for labeling and hy-
bridization to an array. In the linear amplifi-
cation method of Eberwine and col-
leagues [33–35], the RNA is reverse tran-
scribed in the presence of oligo-dT to which
the T7 RNA polymerase promoter sequence
has been added. The second strand is then
synthesized and the double stranded mole-
cule becomes amenable to in-vitro tran-
scription by T7 RNA polymerase to produce
large amounts of complementary RNA
(cRNA) that can be labeled directly or fur-
ther amplified. The earliest paper [33] re-
ports an 80-fold molar amplification after
one round; the latest procedures claim mi-
crogram yields from starting amounts of as
little as 1–5 ng [36]. Valid concerns about fi-
delity and reproducibility of RNA amplifica-

tion [37–40] have led to entirely rational rec-
ommendations that samples for compari-
son be amplified using identical proce-
dures.

10.5.3

Labeling

Although there are ways of labeling the
RNA itself, such as by attaching fluoro-
phores to the N-7 position of guanine resi-
dues [41], reverse transcription into cDNA
provides stable material to work with that,
in principle, is a faithful representation of
the RNA population in the sample. The
cDNA product can then be labeled either di-
rectly or indirectly.

In the direct labeling procedure, fluores-
cently labeled nucleotide is incorporated
into the cDNA product as it is being synthe-
sized [2, 42]. As expected, the efficiency of
incorporation for the labeled nucleotide is
lower than for the unlabeled nucleotide,
and labeling frequency cannot be predicted
simply from concentration ratios. More per-
tinent to the issue of running two-color ex-
periments, however, is that a difference in
the steric hindrance conferred by different
label moieties causes some labeled nucleo-
tides to be more efficiently used than oth-
ers, producing a dye bias in which one sam-
ple is labeled at a higher level overall than
the other. Thus, Cy3-nucleotide tends to be
incorporated at a higher frequency than
Cy5. Surprisingly, this does not necessarily
translate into a “better” labeled target. In-
deed, Cy3-labeled cDNA tends to give high-
er background on an array compared to the
Cy5, which might be indicative of prema-
turely terminated products sticking nonspe-
cifically to the slide. The reported observa-
tion that Taq polymerase terminates chain
extension next to a Cy-labeled nucleotide, so
that a higher frequency of label incorpora-
tion results in shorter products [43], lends
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some credence to the idea that reverse tran-
scriptase might be similarly affected.

To prevent the dye bias introduced by di-
rect incorporation of labeled nucleotide, the
indirect labeling approach was developed [9,
44]. Here, RNA is reverse transcribed in the
presence of a much less bulky aminoallyl-
modified nucleotide that, more importantly,

enables the chemical coupling of fluores-
cent label after the cDNA is synthesized. If
the coupling reaction goes to completion,
the frequency of labeling becomes indepen-
dent of the fluorophore. In practice, dye bias
is very much reduced by the indirect label-
ing method, but it is still not completely
eradicated. Figure 10.3 shows parallel sche-

Fig. 10.3 Labeling schemes. (A) Direct labeling of cDNA by incorporation of fluorescent dNTP
during reverse transcription. (B) Indirect labeling by incorporation of amino-modified dNTP at
reverse transcription followed by chemical coupling of fluorescent dye.
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ma for direct and indirect labeling of target
cDNA for hybridization.

cRNA from RNA amplification proce-
dures can be labeled with biotinylated ribo-
nucleotides during in-vitro transcription of
the double-stranded cDNA with T7 RNA
polymerase [45]. Interestingly, Cy-nucleo-
tides are not used because they are not good
substrates for the RNA polymerase. To lim-
it the effects of secondary structure it is cus-
tomary to fragment the labeled cRNA be-
fore hybridization.

Exploring alternatives to Cy3 and Cy5 is
worthwhile. Though historically Cy3 and
Cy5 have been the fluorophores of choice,
other options (such as the Alexa dyes from
Molecular Probes) are becoming available
that have similar excitation and emission
characteristics, greater stability against pho-
to-bleaching, and higher resistance to
quenching artifacts.

10.5.4

Hybridization and Post-hybridization Washes

The hybridization step is literally where
everything comes together. Printing the ar-
rays, preparing and labeling the samples,
all lead to this point where the labeled
molecules find their complement sequenc-
es on the array and form double stranded
hybrids strong enough to withstand strin-
gent washes meant to put asunder nonspe-
cific matches.

As in the hybridization of classical South-
ern and Northern blots, the objective is to
favor the formation of hybrids and the re-
tention of those which are specific. Thus,
the labeled samples are applied to the mi-
croarray in the presence of high-salt buffers
to neutralize repulsive forces between the
negatively charged nucleic acid strands. Ex-
ogenous DNA (e.g. salmon sperm and C0t-1
DNA) reduces background by blocking are-
as of the slide with a general affinity for nu-

cleic acid or by titrating out labeled sequenc-
es that are nonspecific. Denhardt’s reagent
(containing equal parts of Ficoll, polyvinyl-
pyrrolidone, and bovine serum albumin) is
also used as blocking agent. Detergents, for
example dodecyl sodium sulfate (better
known as SDS), reduce surface tension and
improve mixing, while helping to lower
background.

Temperature is an important factor that
can be manipulated during hybridization
and post-hybridization washes of microar-
rays, and here again much can be learned
from what has already been established for
Northern or Southern blots. It is valuable to
have an understanding of melting tempera-
ture of a duplex, or Tm, which is the temper-
ature at which half of the molecules are
double-stranded while the other half are
“melted” or are in separate, single strands.
It is useful even to know the ramifications
of the equation defining the Tm of a duplex
(longer than 50 bp) as:

Tm = 81.5° + 16.6 log M + 0.41 (mole frac-
tion G + C) – 500/L –0.62 (% formamide)

showing the dependence of Tm on the
monovalent cation concentration (M,
mol L–1), the base composition (expressed
as the mole fraction of G + C), the length of
the duplex (L), and the percentage of forma-
mide present [46]. One begins to see why we
hybridize at higher salt concentrations (to
promote hybrid formation), and why we use
formamide (to enable hybridization at low-
er, gentler temperatures).

Knowing that mispairing of bases tends
to reduce Tm by approximately one degree
for every percentage mismatch explains
why increasing the temperature will cause
nonspecific hybrids to fall apart first, and
why washing arrays in low salt will favor the
retention of true hybrids.

It should be noted, however, that these re-
lationships were derived for systems where
the probe was a single molecule of known
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length and base composition, and the salt
and formamide were in the soup where the
probe would seek its immobilized target. In
microarrays, there is not just one probe but
thousands, and it is the probe that is station-
ary, and the target free. Thankfully, the
probes, by definition, are of known length
and composition, and therefore individual
Tm values can be calculated for each probe.

Perhaps the greatest advantage offered by
arrays of long oligonucleotides as opposed
to PCR-amplified inserts of cDNA clones
lies in being able to design long oligonucleo-
tides such that they are of equal length and
similar base composition, so that they have
very similar Tm values. Working with what
is basically a “collective Tm” maximizes the
benefits of manipulating temperature, salt
concentrations, and formamide. When an
array is made up of probes with a wide
range of Tm values, a certain low salt con-
centration might indeed cause mismatched
hybrids to fall apart, but it may also melt
true hybrids that happen to be shorter or
have a higher A + T content, and so have
lower Tm values.

An aspect of microarray hybridization
worth clarifying is the question of which
product is in excess, the labeled target or the
immobilized probe, to qualify it as following
pseudo-first-order kinetics. For microarrays
to be useful as a means of quantifying ex-
pression, the target has to be in limiting
amounts, and the probe must be in suffi-
cient excess as to remain virtually un-
changed even after hybridization. In a two-
color experiment there is the added compli-
cation of having two differently labeled tar-
gets vying for the same probe. Here, it is im-
portant to ensure competitive hybridization
so that the concentration ratio of hybrids ac-
curately reflect the initial concentration ra-
tio of the targets, that is, the initial ratio of
the mRNA transcripts in the two samples.
Wang and coworkers [47] show that if the

hybridization kinetics of the two labeled tar-
gets are different the observed concentra-
tion ratio of the hybrids becomes a function
of the amount of probe on the array, which
would lead to spurious expression ratios
when the amount of probe is limiting. If,
however, the amount of probe is in excess,
the effect of unequal rate constants is mini-
mized.

10.5.5

Data Acquisition and Quantification

When the washes are complete and the
slides have been spun dry, the “wet work” of
a microarray experiment is done, and all the
data that experiment is capable of giving are
set. The results, as it were, are ripe for the
picking. For microarrays these are 16-bit
TIFF (tagged image file format) images,
worth tens of millions of bytes each, ac-
quired using array scanners typically
equipped with lasers to excite the fluoro-
phores at specific wavelengths and photo-
multiplier tubes (PMT) to detect the emitted
light. The choice of array scanners has wid-
ened substantially since 1999, when a sur-
vey by the Association of Biomolecular Re-
source Facilities (http://www.abrf.org)
found only two major players in the scanner
market, accounting for nearly two-thirds of
all scanners used by microarray laborato-
ries [48]. A technology review from Bow-
tell’s group [49] lists nine manufacturers
and over a dozen scanner models with dif-
ferent resolution and sensitivity, and differ-
ent laser and excitation ranges. The most
basic models offer excitation and detection
of the two most commonly used fluoro-
phores (Cy3 and Cy5) whereas higher-end
models might enable excitation at several
wavelengths, dynamic focus, linear dynam-
ic range over several orders of magnitude,
and options for high-throughput scanning.

The objective of the scanning procedure
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is to obtain the “best” image, where the best
is not necessarily the brightest but is the
most faithful representation of the data on
the slide. The conditions within a user’s
control to achieve this goal are the intensity
of the light used to excite the fluorophores
(laser power) and the sensitivity of detection
(as set by PMT gain). The scans should pick
up the bright spots and those that are not so
bright, and be able to tell the difference.
Theoretically, a 16-bit image can have inten-
sities ranging from 0 to 65,535 (216 – 1) [50],
and one will often see such a range of raw
values; what is crucial, however, is the line-
arity of that range of values when related to
actual amounts of fluorescent label on a
spot, and ultimately to gene expression.

Spot saturation, where intensity values
have basically hit the ceiling, is a problem
that is dealt with by reducing laser power,
which in turn might lead to loss of data at
the low end. Low intensity spots can be ex-
cited to emit a measurable signal by manip-
ulating laser power and PMT. Increasing
sensitivity at the level of detection, however,
also tends to increase background, which
can flatten signal-to-noise ratios. Thus, set-
ting scanning conditions becomes an exer-
cise in optimization, and the wider the line-
ar range of the image acquisition system,
the greater the latitude available for adjust-
ment.

Scanners invariably come with software
for image analysis, although stand-alone
image analysis packages are available. Data
extraction from the image involves several
steps: (1) gridding or locating the spots on
the array; (2) segmentation or assignment
of pixels either to foreground (true signal)
or background; and (3) intensity extraction
to obtain raw values for foreground and
background associated with each spot (re-
viewed in Ref. [51]). Subtracting the back-
ground intensity from the foreground
yields the spot intensity that can be used to

calculate intensity ratios that are the first ap-
proximation of relative gene expression.

When the dynamic range of the samples
themselves exceeds that of the instrument,
the dynamic range of the data can be ex-
panded by using a merging algorithm to
stitch together two scans taken at different
sensitivities to obtain an extended, coherent
set [52]. The calculations deal with the clip-
ping of data at saturation and the setting of
certain values below a threshold to zero, a
process called “quantization” by Garcia de
la Nava and coworkers [52], but referred to
as “flooring” by others (such as in Ref. [50]).

The notion of boundaries within which
the data necessarily sit by virtue of their be-
ing based on 16-bit information is devel-
oped in a rather neat fashion by the Quack-
enbush group in their paper exploring how
the fact that intensity values must be from
20 to 216 actually constricts the possible
range of log ratios that can be obtained from
an experiment [50]. An interesting upshot
of their analysis was identification of an op-
timum range of net intensities (between 210

and 212, or 1024 and 4096, respectively),
where the dynamic range for fold change is
highest, and where useful data capable of
validation will probably be found.

10.6

Data Analysis

Because Chapt. 17 in this volume deals spe-
cifically with data analysis issues in micro-
arrays, the discussion here will focus on es-
sentials and rationale. Not counting what
could be a long period of sample collection,
as with the laser-capture microdissection of
single cells from tissue sections that could
take weeks or months, the labeling, hybrid-
ization, washing, and scanning of microar-
rays are processes that have short turn-
around times. When the quantified data
from the images are obtained, typically in
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the form of Tab-delimited text files, the fun
(or frustration?) of data analysis begins.

Even at image quantification, most soft-
ware (for example QuantArray) will enable
the flagging of poor spots that need never
enter the analysis. At that time, dust arti-
facts, comet tails, and other spot anomalies
can be identified.

There are many filtering strategies for
pre-processing the quantified data before
formal analysis [53–55], including the flag-
ging of ambiguous spots with intensities
lower than a threshold defined by the mean
intensity plus two standard deviations of
supposedly negative spots (no DNA, buffer
and/or nonhomologous DNA controls). An-
alyzing these low-intensity spots, which
tend to be highly variable, can lead to spuri-
ously high expression ratios that cannot be
validated by other measures of gene expres-
sion, for example by real-time PCR. Filter-
ing the data increases the reliability of the
intensity ratio, which by definition must
suffer from being calculated away from any
notion of the magnitude of the component
intensities

Data normalization addresses systematic
errors that can skew the search for biological
effects [56–58]. One of the most common
sources of systematic error is the dye bias
introduced by the use of different fluoro-
phores to label the target. Print-tip differ-
ences can lead to sub-grid biases within the
same array, while scanner anomalies can
cause one side of an array seem to be bright-
er than the other. A normalization method
can be evaluated by looking at its effect on
the graph of log2 ratio versus intensity, fa-
miliarly referred to as the M–A plot. The
mean log2 ratios of well-normalized data
will have a distribution that centers at zero,
the log ratios themselves will be indepen-
dent of intensity, and the fitted line will be
parallel to the intensity axis [51]. LOWESS
(LOcally WEighted Scatterplot Smoothing),

originally developed by Cleveland [59] and
realized for microarray data processing by
Speed and Smyth [58] is a widely used nor-
malization method that generally fulfills the
criteria above. Several variants on the meth-
od have appeared in the literature [60], in-
cluding a composite method developed by
the Speed group [57] that utilizes a microar-
ray sample pool (MSP). Normalization
across multiple slides can be accomplished
by scaling the within-slide normalized data.
In practice, examining the box plots of the
normalized data of individual arrays for
consistency of width can usually indicate
whether one needs to normalize across ar-
rays.

The value of data visualization at different
stages of the analyses cannot be over-em-
phasized. Spatial plots can locate back-
ground problems and extreme values. The
shape and spread of scatter plots and the
height and width of box plots give an overall
view of data quality that can give clues about
the effects of filtering and different normal-
ization strategies.

Clustering algorithms [61] are means of
organizing microarray data according to
similarities in expression patterns. Hughes
and Shoemaker [62] make the case for “guilt
by association” which posits that co-ex-
pressed genes must also be co-regulated,
and a logical follow-up to this analysis is the
search for common upstream or down-
stream factors that may tie these co-ex-
pressed genes together. An interesting up-
shot of this is that previously uncharacter-
ized genes might be assigned a putative
function on the basis of their grouping [63].
In terms of being able to look at clinical
data, clustering can be a valuable tool for
identifying profiles characteristic of specific
pathologies. Figure 10.4 shows hierarchical
clustering of unpublished preliminary data
on Wilms tumor, from microarray experi-
ments performed in this author’s laborato-
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ry, that show the clustering of genes into
two main groups that might be indicative of
the two disease states (relapse versus nonre-
lapse). Quackenbush [64] revisits the “guilt-
by-association” approach in his commen-
tary of a paper by Stuart and coworkers [65]
studying co-expressed genes in an evolu-
tionary context.

Initially, identifying differentially ex-
pressed genes simply meant finding genes
with a fold change above a certain thresh-
old, however that criterion was quickly
shown to be a poor choice. As mentioned
before, ratios give no information about ab-
solute intensities; even more worrisome,
however, is that when calculating mean ra-
tios across slides, high variability within ex-
pression values for specific genes can lead
to high mean ratios even if these genes are

not really differentially expressed [16]. A
better strategy computes t-statistics and cor-
rects for multiple testing using adjusted P-
values [66]. The B-statistic, derived using an
empirical Bayes approach, has been shown
in simulations to be far superior to either
mean log ratios or the t-statistic for ranking
differentially regulated genes [67]. The
moderated t-statistic proposed by Smyth
[68] develops the B-statistic of Lonnstedt
and Speed [67] for application to wider ex-
perimental scenarios, remaining robust
even with small numbers of arrays and al-
lowing the presence of missing data be-
cause of filtering procedures.

Interestingly, the twofold change contin-
ues to be a benchmark for people perusing
lists of microarray data who are already
looking ahead to validating the data by PCR,

Fig. 10.4 Hierarchical
clustering of microarray
data showing two main
clusters of gene expression
profiles that can be
associated with pathology.
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which is a method based on the exponential
doubling of product. However, fold change
has become more of a secondary criterion to
select candidates for follow-up from a list of
genes ranked according to more reliable
measures of differential expression.

For details of the statistics of microarray
data analysis, the reader is strongly advised
to refer to the original literature cited above,
and when strange formulae prove daunting,
to consult persons with statistical expertise.

An encouraging development in this are-
na is the availability of open source soft-
ware, three examples of which are reviewed
by Dudoit and coauthors [69] – the statistical
analysis tools written in R through the Bio-
conductor project (http://www.bioconduc-
tor.org), the Java-based TM4 software
system from The Institute for Genomic Re-
search (http://www.tigr.org/software), and
BASE, the Web-based system developed at
Lund University (http://base.thep.lu.se).

Referring to microarray hybridization ex-
periments as “interrogations” sounds rather
high-handed, conjuring images of arrays be-
ing cross-examined under a glaring lamp in
an otherwise darkened room. And yet, as
scientific jargon, it is amazingly intuitive.
Microarray experiments do ask questions,
with unsurpassed multiplicity, and it is not
just a matter of being able to ask many ques-
tions all at once, but that the data itself can
be rigorously interrogated.

After finding groups of genes with similar
expression, by use of clustering and other
computational techniques [70], and after dif-
ferentially expressed genes are identified,
further study of the data is needed if one is
to make the journey back to the larger ques-
tion that prompted the experiments in the
first place. Thus, at this stage of the analysis,
the objective is to uncover pathways, func-
tions, or processes that might help make
sense of the expression patterns and gene
groupings observed. The Gene Ontology

Consortium [71], which has sought to devel-
op a common vocabulary applicable across
eukaryotes to describe biological processes,
molecular functions, and cellular compo-
nents, has greatly facilitated the annotation
of genes and therefore their assignment to
specific ontologies. Tools such as Onto-Ex-
press [72] can be used to retrieve functional
profiles and estimate the statistical signifi-
cance of selecting certain genes from a giv-
en array as being differentially expressed.

10.7

Documentation of Microarrays

The adage that good science is documented
science has never been truer or more neces-
sary than when pertaining to microarrays.
Printing arrays depend on careful and accu-
rate documentation of the flow of materials
from freezer or cupboard through the many
steps of the process. Any changes to the ar-
ray design, the materials, and the process,
must be recorded. Fortunately, there are
software packages that track DNA content
through various stages of the printing pro-
cess (e.g. from www.biodiscovery.com/).

Efforts to standardize the documentation
of microarray hybridization experiments
have been spearheaded by the Microarray
Gene Expression Data Society (MGED;
http://www.mged.org) with the establish-
ment of MIAME, which describes the Mini-
mum information about a microarray experi-
ment that will enable unambiguous interpre-
tation of the data, and the experiment to be
repeated in other hands. The MIAME check-
list at http://www.mged.org/Workgroups/
MIAME/miame_checklist.html specifies the
various bits of information required. In the
original proposal published in 2001 [73], the
minimum information was classified into six
sections:
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1. experimental design: the set of hybridiza-
tion experiments as a whole

2. array design: each array used and each
element (spot, feature) on the array

3. samples: samples used, extract prepara-
tion and labeling

4. hybridizations: procedures and condi-
tions

5. measurements: images, quantification
and specifications

6. normalization controls: types, values, and
specifications

The following year, MGED wrote an open
letter to the scientific journals urging the
adoption of MIAME standards to microar-
ray papers for publication [74]. Thus, micro-
array papers published today will invariably
have links to databases that contain the MI-
AME information and all the raw data.

10.8

Applications of Microarrays 
in Cancer Research

The enormous potential of applying micro-
array technology to the study of human biol-
ogy was first glimpsed with the publication
of the paper by Schena and coworkers in
1996 [75] examining the effects of heat
shock on Jurkat cells using a human cDNA
array of just over a thousand genes. Later
that same year the first microarray paper
analyzing gene expression in human cancer
appeared [42]; since then over 2500 articles
on cancer and microarrays have been pub-
lished. The sustained interest in using mi-
croarrays to study cancer attests to the suit-
ability of microarrays as a tool to answer the
most pressing challenges of cancer.

Although diagnosis and prognosis as-
sessments of cancer typically rely heavily on
histopathological data, no matter how fine
the data they are inadequate to explain, for

instance, why two children with stage I
Wilms tumors that have very similar histo-
logical features and are virtually indistin-
guishable under the microscope will experi-
ence opposite clinical outcomes after treat-
ment. The working hypothesis would be
that these tumors must not have been as
similar as previously thought. And because
they are so outwardly similar, the differenc-
es between them must be subtle, though ev-
idently far-reaching.

In the above scenario, several issues that
challenge cancer management can be iden-
tified: correctly classifying or sub-classify-
ing tumors, understanding tumorigenesis
and tumor progression, predicting re-
sponse to treatment, and predicting clinical
outcome.

Acute myeloid leukemia (AML) and acute
lymphoblastic leukemia (ALL) are leukemia
subtypes that are managed using different
treatments, and so it is important they be
correctly diagnosed. In their landmark
study Golub and colleagues [76] used a
supervised learning approach to identify a
subset of genes expressed differentially
between AML and ALL that could act as a
class predictor for correct classification of
unknown leukemia samples with an accura-
cy greater than 85 %. Yeoh and cowork-
ers [77] examined pediatric-ALL and identi-
fied distinct expression profiles characteris-
tic of the known subtypes while gaining in-
sight into the biology of each. More impres-
sively, gene expression profiles of 7 and 20
genes were able to discriminate between re-
lapse and remission in two pediatric-ALL
subtypes, earmarking those patients at
higher risk of relapse for more intense ther-
apy. A study of expression profiles of diffuse
large B-cell lymphoma (DLBCL) revealed
two molecularly distinct types, one with a
pattern reminiscent of germinal B-cells and
the other of activated B-cells [21], and what
is interesting is that patients with tumors
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expressing genes with the germinal B-cell
pattern had significantly better rates of sur-
vival over those with the activated B-cell pat-
tern. More examples of the application of
microarrays to tumor classification can be
found in the primary literature and in a re-
cent review [78].

Microarrays have also been used to identi-
fy tumor markers that can be diagnostic or
prognostic, or that can act as drug targets.
Gene expression profiles of bladder cancer
cell lines [79] reveal that expression of cell
adhesion molecules E-cadherin, zyxin, and
moesin are associated with tumor stage and
grade (P < 0.05). Interestingly, moesin ex-
pression is associated with survival with
even higher significance (P = 0.01).

10.9

Conclusion

To say that microarrays have revolutionized
science is not mere hyperbole. It is obvious
from the wealth of literature that has accu-
mulated in the short decade since their first
appearance that microarrays have changed
the way science is done. Never before had it
been possible to even think of doing some of
the experiments that have now almost be-
come routine. Not that they were never
thought of. The steep publication curve
would suggest the ideas have been there all
the time. All that was needed was a means
to realize them. Microarrays were the door.

So what is on the other side? The publica-
tion flood has abated somewhat, for several
reasons. It is not because less is being done.
Rather, more is being required, which is as
it should be for a field that is maturing into
one that will actually make strides toward
fulfilling its promise.

There are those who will say the bloom
has gone from the rose, that microarrays are
not all they have been cracked up to be. It is
true that reality has set in for the microarray
field. Far from losing heart, however, the re-
search community has risen to the chal-
lenge. When else has science been accom-
plished with the input of such a diversity of
expertise as to unite basic scientists, doc-
tors, engineers, statisticians, and computer
scientists? When else has it been possible
(or even required) that methods, materials,
and raw data be fully disclosed? Such free
flow of information can only be good for the
science, and the microarray community
should be lauded for taking the initiative.

With the completion of the Human Ge-
nome Project (HGP), attention has rightly
shifted to building on the blueprint and
eventually fulfilling the project’s promise of
being beneficial to humankind. This lofty
goal provided impetus to the Human Ge-
nome Project and motivates the natural pro-
gression beyond the sequencing of the hu-
man genome towards identifying gene
functions and interactions in various con-
texts of time and space, in health or disease,
in order to understand the workings of the
human organism.
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11.1

Introduction

More than 100 genomic sequences have
now been completed and multitudes of ge-
nome sequencing projects are in progress.
Major developments in DNA sequencing
technology have enabled the rapid acquisi-
tion of high-quality genome sequence data.
The assignment of function has lagged far
behind sequencing and methods have
chiefly relied on bioinformatics. Compari-
son of total genomes and the inference of
gene function by identification of orthologs
is a well established procedure, but even in
the most completely annotated genomes
(for example that of Saccharomyces cerevi-
siae) there are approximately 25 % of ORFs
that do not yet have a possible function as-
signed. The magnitude of the task of obtain-
ing a complete understanding of the func-
tion of a protein can be appreciated by the
enormous number of publications on sin-
gle proteins, for example 31,793 publica-
tions on p53 and 88,496 that mention Ras.
Thus, beyond a first assignment of enzy-
matic or cellular function there is a vast
amount to be learnt before a knowledge of
the function of a protein is complete. Even

initial assignment of the proteins is, cur-
rently, a major challenge, however. Bioin-
formatics approaches are powerful, but are
limited by the experimental data available,
and high-throughput methods such as ge-
nome-wide gene deletions or siRNA gene
knock-downs, still need extensive further ex-
perimental analysis. Another genome-wide
analytical approach uses DNA microarrays.
The global analysis of gene expression pro-
files after a variety of experimental changes
has provided many clues about the function
of proteins and their associated pathways.

A different approach to establishing pro-
tein function is to find their interaction
partners. Protein–protein interactions are
found for most proteins, and partners that
interact are expected to participate in the
same cellular process, thus providing clues
to the function of unknown interaction part-
ners. Many techniques have been developed
to study protein–protein interactions. These
include traditional biochemical methods
such as co-purification, and coimmunopre-
cipitation to identify the members of pro-
tein complexes. This approach usually re-
quires complex and specific optimization of
the experimental setup, however. Recently,
new proteomics-based strategies have been
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used to determine the composition of com-
plexes and to establish interaction networks.
For example, a recent large-scale approach
used affinity tagging and mass spectroscopy
to study protein–protein interactions in
yeast [1, 2]. So far this method has been lim-
ited, because it requires the target organism
to be amenable to genetic manipulation.

The yeast two-hybrid system is an excel-
lent means of high throughput detection of
protein–protein interactions for any organ-
ism. Yeast two-hybrid systems detect not
only members of known complexes, but
also weak or transient interactions. They
have been shown to be robust and adaptable
to automation. In addition, protein expres-
sion in yeast can provide the important pro-
tein modifications necessary for stability
and proper folding, but not available in bac-
teria or in vitro. Interaction screening can be
performed with random cDNA libraries
from any organism or involve robotics with
grids of predefined clones. Over the last
decade a variety of two-hybrid technologies
have been developed, enabling study of a
broad range of proteins, including mem-
brane proteins. To date, the yeast two-hybrid
system has been widely used for determina-
tion of protein interaction networks within
different organisms such as Helicobacter
pylori (bacterium) [3], Saccharomyces cere-
visiae (yeast) [4, 5], Caenorhabditis elegans
(worm) [6], and Drosophila melanogaster
(fly) [7].

11.2

The Classical Yeast Two-hybrid System

The yeast two-hybrid system was developed
by Fields and Song [8] and variations of this
are the most widely used two-hybrid system.
It makes use of the modular organization
found in many transcription factors that
have a DNA-binding (DB) domain and acti-

vation domains (AD) that can function inde-
pendently, but controlled transcriptional ac-
tivity that can be reconstituted when the in-
dependent domains are fused to two pro-
teins that interact. The original system was
based on the reconstitution of the DB and
AD domains of the yeast transcription fac-
tor Gal4p. Fusions of these domains, the
DB usually termed the bait and AD the prey,
are made to proteins of interest and the
interaction of bait and prey via the fused
proteins brings the separated domains into
proximity. This reconstitutes a complex
with the ability to bind to specific upstream
activating sequences (UAS) in the promoter
region of target genes and to specifically ac-
tivate their transcription (Fig. 11.1A). In a
similar system, the E. coli DNA-binding pro-
tein LexAp and the independent B42p
strong activation domain have also been
used [9]. The power of the system is that the
UAS that is recognized by the DB can be
placed to control the transcription of select-
able or detectable reporter genes. A com-
monly used reporter gene contains the spe-
cific UAS for either Gal4p or LexAp in the
promoter region of LacZ and interactions
are monitored by well characterized and
sensitive colorimetric assays. Other reporter
genes such as HIS3, ADE2 and URA3 are
used and report interactions by conferring
growth under selective conditions. The
yeast two-hybrid system has been used to
generate large-scale interaction maps, but
also to define the domains and individual
amino acid residues involved the interac-
tion. Occasionally results obtained from the
yeast two-hybrid system have been corrobo-
rated by structural studies [10].
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11.3

Variations of the Two-hybrid System

11.3.1

The Reverse Two-hybrid System

The reverse two-hybrid system was devel-
oped to select against protein–protein inter-

actions. It is useful for screening for inhibi-
tors of protein interaction and also for the
rapid mapping of residues and domains in-
volved in interactions. It uses the counter
selection provided by the UAS-URA3
growth reporter in the presence of the com-
pound 5-fluoroorotic acid (5-FOA), where
Ura3p converts 5-FOA into 5-fluorouracil,
which is toxic to cells [11]. In an example of

Fig. 11.1 (A) Classic two-hybrid system. The
interaction of bait (X) and prey (Y) fusion proteins
brings the DNA-binding domain (DB) and activa-
tion domain (AD) into close proximity. This
enables binding to specific upstream activating
sequences in the promoter region of target genes
and activates their transcription. Interactions can
be measured by growth (HIS3 and URA3) or by
colorimetric assays (LACZ). Dark gray patches
represent growth and change of color, light gray
patches represent growth, and white patches
represent no growth. (B) Reverse two-hybrid
system. On interaction of bait and prey fusion
proteins, induced URA3 expression leads to 5-FOA
being converted into the toxic substance 5-fluoro-
uracil by Ura3p, leading to growth inhibition.

Mutated or fragmented genes are created, then
subjected to analysis, and only loss-of-interaction
mutants are able to grow in the presence of 5-FOA.
(C) One-hybrid system. In this system the bait is a
target DNA fragment fused to a reporter gene.
Preys that are able to bind to the DNA-fragment-
reporter fusion will lead to activation of the
reporter genes (LACZ, HIS3, and URA3). 
(D) Repressed transactivator system. In this
system the interaction of bait-DB fusion proteins
and the prey–repressor domain (RD) fusion
proteins can be detected by repression of the
reporter URA3. The interaction of bait and prey
enables cells to grow in the presence of 5-FOA,
whereas noninteractors are sensitive to 5-FOA,
because of Ura3p production.
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this technique the genes for proteins in a
known interaction are mutated and the cells
selected on 5-FOA, where only loss-of-inter-
action mutants are able to grow (Fig. 11.1B).
This approach, together with in-vivo recom-
bination techniques simplifies the mapping
of domains and interaction surfaces. Other
counter-selectable reporters such as cyclo-
heximide resistance have been incorporated
into reverse two-hybrid systems [12].

11.3.2

The One-hybrid System

One-hybrid systems are used for identifica-
tion of DNA-binding proteins that can bind
to a DNA fragment of interest, for example a
UAS in a promoter region. The “bait” in this
system is a DNA sequence placed upstream
of a reporter gene. Fusion libraries, in
which the preys with potential DNA binding
activity are fused to a known activation do-
main, are used. Preys that are able to bind to
the DNA-fragment-reporter fusion lead to
activation of the reporter (Fig. 11.1C). The
yeast one-hybrid system has been used to
identify a yeast origin of replication binding
protein [13]. The system has been further re-
fined to identify proteins that interfere with
known DNA–protein interactions by intro-
duction of the counter-selectable reporter
URA3 (reverse one-hybrid) [11].

11.3.3

The Repressed Transactivator System

Transcriptional activators are not usually
used for two-hybrid studies, because of their
ability to auto-activate the reporter genes
without having to interact with a bait fusion
protein. To overcome this limitation, the re-
pressed transactivator system (RTA) uses
the general transcriptional repressor Tup1p.
Tup1p participates with Mig1p and other co-
factors in the presence of glucose to repress

the transcription of genes containing up-
stream repressing sequences in their pro-
moters. Like transcriptional activators, the
transcriptional repressor domain (RD)
alone has been shown to be sufficient to
confer repression on a URSglucose-lexA fu-
sion reporter. In the RTA system the inter-
action of the bait Gal4p-DBfusion proteins
and the prey Tup1p-RD fusion proteins can
be detected by the repression of the Gal4p-
dependent reporter URA3. The interaction
of bait and prey allows cells to grow in the
presence of 5-FOA, whereas noninteractors
are sensitive to 5-FOA, because of the in-
creased Ura3p expression caused by the au-
toactivating bait-transcription-factor fusion
protein (Fig. 11.1D) [14].

11.3.4

Three-hybrid Systems

In the three-hybrid system the interaction of
bait and prey protein requires the presence
of a third interacting molecule to form a
complex. The third interacting molecule
can be a protein used with a nuclear local-
ization and it acts as a bridge between bait
and prey to cause transcriptional activation.
The bridging effect might be provided by
interacting with both bait and prey at the
same time or by forming an intact interac-
tion surface in combination with one part-
ner that enables the second partner to bind
(Fig. 11.2). This system has been used to
show the ternary complex formation of EGF,
GRB2, and SOS [15]. Reporter gene activa-
tion only occurs in the presence of all three
proteins, but combination of any two pro-
teins is inactive. The expression of a third
protein can also be used in a reverse two-hy-
brid approach by preventing the interaction
between bait and prey by competition.

In the RNA three-hybrid system the third
interacting component expressed is a bi-
functional RNA (Fig. 11.2). This system has
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been used to analyze RNA–protein interac-
tions in which the bifunctional RNA serves
as an adaptor between bait and prey, there-
by leading to the activation of a reporter
gene [16]. For example, the psi region of the
RNA genome retrovirus has been character-
ized with this system [17].

The third interacting component can also
consist of a small chemical compound as

shown for the compound FK506 [18]. This
system especially shows promise for iden-
tification of the targets of small molecules.
One strategy has been to chemically fuse a
small molecule with an unknown cellular
target to a chemical such as FK506 with a
well characterized cellular target. The bi-
functional chemical is then introduced into
cells where the DB is fused to the known
cellular target (FK506 binding protein). An
interaction mediated by the small molecule
is then determined as for the classical two-
hybrid system. This approach has not been
as widely used, perhaps because of the diffi-
culties of obtaining hybrid small molecules
that retain chemical activity, but a recent
publication has shown the power of this ap-
proach with protein kinases [19].

Although not strictly a three-hybrid sys-
tem there are several systems in which in-
troduction of a third gene has been used to
modulate the interaction between bait and
prey. For example yeast does not have pro-
tein tyrosine kinases and the interaction of
proteins in the insulin signaling pathway
via SH2 domains and specific phosphotyro-
sine residues has been shown by the expres-
sion of a tyrosine kinase [20].

11.4

Membrane Yeast Two-hybrid Systems

At least 30 % of the ORFs in genomes have
been estimated to code for membrane pro-
teins and a limitation of classical yeast two-
hybrid systems is that it does not detect
their interaction. To overcome this problem
several membrane based two-hybrid sys-
tems have been developed.

These membrane two-hybrid systems do
not depend on a direct transcriptional read-
out for detection of protein–protein interac-
tion. The signaling events that report inter-
action of bait and prey occur in the cyto-

Fig. 11.2 Three-hybrid system. In the three-hybrid
system bait and prey fusion proteins require the
presence of a third protein or additional RNA
molecule to form a complex. The third protein (Z)
is expressed with a nuclear localization signal in
the presence of bait and prey fusions, and will act
as a bridge between them to reconstitute
transcriptional activation of reporter genes LACZ,
HIS3, and URA3. In the RNA three-hybrid system
the third interacting component expressed is a
bifunctional RNA. Dark gray patches represent
growth and change of color, light gray patches
represent growth, and white patches represent no
growth.
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plasm whereas the interaction itself can
occur in a membrane environment or with-
in a compartment such as the ER.

11.4.1

SOS Recruitment System

The SOS recruitment system (SRS) is based
on the observation that the human
GDP–GTP exchange factor (GEF) hSOS can
complement a corresponding yeast temper-
ature-sensitive mutant (cdc25ts) when tar-
geted to the plasma membrane. There hSOS
stimulates the GDP to GTP exchange on
Ras, which in turn leads to restored growth
of the cdc25ts strain at the restrictive temper-
ature. In the SRS the bait is fused to hSOS
and is localized on the plasma membrane by
interaction with the prey protein [21]. Be-
cause of the lack of specific reporter genes
for the Ras pathway induction, an interac-
tion can only be detected by monitoring
growth, or lack of it. A variation of this
system has been termed the Ras recruit-
ment system (RRS); in this hSOS has been
replaced by a human mRas deleted for its
membrane attachment modification (CAAX
box). The bait is fused to mRas, localized to
the plasma membrane by interaction with a
specific prey and thereby restores growth to
the cdc25ts mutant strain (Fig. 11.3A) [22].
The prey protein can either be a plasma
membrane protein or it can be artificially lo-
calized on the plasma membrane by fusion
to the Src myristoylation signal that pro-
vides membrane attachment.

11.4.2

Split-ubiquitin System

A variant system for study of membrane
protein interactions is the split-ubiquitin
system. Ubiquitin acts as a tag for protein
degradation, and fusion proteins with ubi-
quitin are rapidly cleaved by ubiquitin-spe-

cific proteases. The split-ubiquitin system
was originally developed by Johnsson and
Varshavsky using bait and prey separately
fused to the N- and C-terminal domain of
ubiquitin [23]. Interaction of bait and prey
reconstitute an active ubiquitin leading to
the specific proteolytic cleavage of a reporter
protein from one of the ubiquitin fusions.
The proteolytically released reporter in the
original system was detected by immuno-
logical techniques. A recently developed
variation of the system, however, uses the
artificial transcription factor lexAp-VP16p
as a reporter [24]. The release of the tran-
scription factor on interaction enables its
translocation to the nucleus, where it acti-
vates classical two-hybrid LexAp coupled re-
porter genes such as LacZ and HIS3
(Fig. 11.4A). In another version the reporter
is a modified RUra3p, which is cleaved on
reconstitution of ubiquitin by bait–prey
interaction [25]. RUra3p is subsequently de-
graded, leading to phenotypically ura_ cells
that are able to grow in the presence of 5-
FOA, reporting the interaction. To reduce
the background present in both systems, be-
cause of low affinity of the split ubiquitin
domains for each other, without the need
for interacting fusion proteins, a mutant
Nubp (NubGp) has been developed that has
lower affinity for Cub [23]. This system has
been more widely used [26].

11.4.3

G-Protein Fusion System

This variation of a membrane two-hybrid
system uses the heterotrimeric G-protein of
the mating signaling pathway in S. cerevi-
siae. The heterotrimeric G-protein consists
of the subunits Gα (Gpa1p), Gâ (Ste4p),
and Gã (Ste18p) and is coupled to a phero-
mone-specific receptor (GPCR). On binding
of the pheromone the GPCR triggers the
dissociation of the Gα from the Gâã sub-
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units. In wild type yeast, free Gâã results in
the activation of a kinase cascade and the ex-
pression of mating-specific genes, which ul-
timately leads to growth arrest, cell fusion,
and mating. In the G-protein fusion system
the bait consists of a membrane protein
whereas the prey is a cytosolic protein fused
to Gã. On high-affinity interaction with the
prey the Gγ fusion protein is sequestered
from the effector and is thus unable to par-

ticipate in pheromone signaling. The yeast
tester strain is thereby rendered mating-in-
competent, and this can be measured by
pheromone sensitivity assays and induction
of mating-specific reporters such as FUS1-
lacZ (Fig. 11.3B). Interactions such as syn-
taxin2a with neuronal sec1 and fibroblast-
derived growth factor receptor 3 with SNT-1
have been demonstrated in this system [27].

Fig. 11.3 (A) Reverse Ras recruitment system. In
this system the bait is fused to mRAS and localized
on the plasma membrane by interaction with a
specific prey protein, thereby restoring growth in
the cdc25ts mutant strain at the restrictive
temperature. The prey protein can either be a
plasma membrane protein or artificially localized

on the plasma membrane. (B) G-protein fusion
system. In this system the bait consists of a
membrane protein whereas the prey is a cytosolic
protein fused to Gã. Upon interaction with the prey
the Gã fusion protein is dissociated from the
Gã/receptor/ligand complex and is unable to
participate in downstream signaling.
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11.4.4

The Ire1 Signaling System

Another membrane protein two-hybrid
system that can detect interactions between
membrane proteins is based on the unfold-
ed protein response system (UPR) in yeast.

In wild-type cells this response to unfolded
proteins in the endoplasmic reticulum is in-
itiated by the type I membrane protein ki-
nase Ire1p. The N-terminus of Ire1p is lo-
cated in the lumen of the ER and oligo-
merizes in response to misfolded proteins
within the ER. The Ire1p cytosolic kinase

Fig. 11.4 (A) Split-ubiquitin system. In this
system interaction of bait and prey reconstitute an
active ubiquitin, represented by Cub (C-ubiquitin)
and NubG (N-ubiquitin), leading to the specific
proteolytic cleavage of the artificial transcription
factor lexAp-VP16p by ubiquitin-specific proteases
(UBP). Release of the transcription factor enables
its translocation to the nucleus, where it activates
classical two-hybrid lexAp coupled reporter genes
such as lacZ and HIS3. Dark gray patches

represent yeast growth and change of color, 
and light gray patches represent growth. 
(B) Ire1p signaling system. In this system the Ire1p
N-terminus is replaced with bait and prey proteins.
Upon interaction of N-terminal generated Ire1p-
fusions, the unfolded protein response is activated
resulting in increased expression of active Hac1p.
The interaction-induced expression of Hac1p is
monitored by UPRE-coupled HIS3 and lacZ
reporters.
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domains transphosphorylate on dimeriza-
tion and then activate the endoribonuclease
domain present at the C-termini of the
Ire1p. This nuclease can then specifically
cleave the mRNA of the UPR transcription-
al activator Hac1p and this nonspliceoso-
mal mechanism is completed by tRNA li-
gase. The intron within HAC1 mRNA has
been shown to attenuate the translation of
unspliced HAC1 mRNA, and its removal
leads to upregulation of the expression of
genes involved in the UPR by binding of
Hac1p to unfolded protein response ele-
ments (UPRE) in the promoter regions of
target genes. On interaction of N-terminal
generated Ire1p-fusions (replacing the
Ire1p N-terminus with bait and prey) the
UPR is activated, resulting in the increased
expression of active Hac1p. The interaction-
induced expression of Hac1p is monitored
by UPRE-coupled growth and LacZ report-
ers (Fig. 11.4B). The system has been used
to demonstrate epitope–antibody interac-
tions [28] and the interaction between the
ER chaperones Calnexin and ERp57, in-
cluding the mapping of their specific inter-
action domains [29].

11.4.5

Non-yeast Hybrid Systems

Two-hybrid strategies have also been ap-
plied to organisms other than yeast. A num-
ber of mammalian two-hybrid systems have
been created by using a protein fragment
complementation assay (PCA). The PCA
systems are based on protein–protein inter-
actions that are coupled to the refolding of
enzymes from fragments, and the reconsti-
tution of enzyme activity is used to detect
the interaction. These include the â-galac-
tosidase complementation assay in which â-
galactosidase activity is restored by interact-
ing fragments in an otherwise â-galactosi-
dase-defective cell line [30]. In another PCA-

based two-hybrid method two separated
fragments of the enzyme dihydrofolate re-
ductase (DHFR) are used and interacting
bait and prey fused to the fragments will re-
store enzyme activity [31]. The PCA strategy
has also been used to split the enzyme â-lac-
tamase and interaction of bait and prey
fused to the fragments leads to restored en-
zyme activity which can be measured in a
colorimetric assay [32]. In general, PCA
systems enable quantification and real time
monitoring of protein–protein interactions
and with rapid advances in imaging tech-
nology have great promise for a wide variety
of applications.

11.5

Interpretation of Two-hybrid Results

Yeast two-hybrid systems have seen wide ap-
plication both in the study of specific inter-
actions and in the construction of interac-
tion networks (interactomes). Whereas the
authenticity of specific interactions is often
supported by other data obtained from ge-
netic and biochemical experiments, evi-
dence for interaction networks relies on in-
direct methods.

Typically specific interactions that have
been found by use of yeast two-hybrid
systems are confirmed by a variety of bio-
chemical methods including coimmuno-
precipitation. An advantage of the two-hy-
brid systems are that they enable the rapid
delimitation of independently interacting
domains and guide construction of peptides
that can be used as competitors of the inter-
action of the proteins in vitro [29]. One par-
ticularly powerful genetic approach has
been to use the two-hybrid system to select
mutations in one partner that reduce inter-
action and obtain compensating mutations
in the other partner to define interaction do-
mains. In some notable cases structural
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studies have shown that these genetic find-
ings are reflected in interacting domains
and residues [10, 29].

Two-hybrid systems can also create arti-
facts, termed “false positives” and “false
negatives”. The nature of false positives is
likely to be different for some of the variants
of the two-hybrid system, but can be basical-
ly defined as reporter gene activation with-
out the presence of a specific interaction
between bait and prey. For classical two-hy-
brid systems self-activating baits are fre-
quently observed because of activation of
the reporters above threshold level by bait-
like transcription factors. In addition muta-
tions in the host cell can lead to unspecific
activation of the reporters. Another possibil-
ity is that bait and prey fusions might inter-
fere with host metabolism, leading to
changed viability under selective conditions.
Another source of false positives is that two-
hybrid libraries often contain proteins of
function homologous to that of proteins
used for the selection of interactions. Ran-
dom cDNA libraries also contain small pep-
tides with high content of charged amino ac-
ids that can act as artificial activation do-
mains. Strategies to detect or exclude false
positives involve the use of multiple report-
ers, the switch of bait and prey fusions, and
two-hybrid independent methods such as
coimmunoprecipitations for verification of
observed protein–protein interactions. Nev-
ertheless, it should be kept in mind that
even after careful verification it is possible
that the observed interaction is nonetheless
not biologically relevant and the interaction
has been artificially created by the two-hy-
brid localization of bait and prey.

False negatives are, by definition, interac-
tions that cannot be detected using two-hy-

brid methods. These are thought to occur as
a result of steric hindrance between fusion
proteins that prevents the reconstitution of
the activity needed to induce reporters. Mis-
folding, degradation of the fusion protein,
absent post-translational modifications, and
mislocalization of bait or prey are other pos-
sible reasons for the generation of false neg-
atives. For example, in the classical two-hy-
brid system the interaction has to occur in
the nucleus to be able to generate the tran-
scriptional readout. Another source of false
negatives is large-scale two-hybrid screens
that generally use PCR amplified genes, in-
troduced into bait and prey vectors by in-vi-
vo homologous recombination. The result-
ing recombinants are usually not sequence-
verified, because of to the large number of
clones, but potentially contain mutations or
frame shifts that prevent interactions and
therefore appear as false negatives.

11.6

Conclusion

In the 15 years since its introduction the
yeast two-hybrid system has seen remark-
ably widespread adoption for a variety of us-
es. It has been shown to be remarkably ro-
bust and has now been used for construc-
tion of interactomes of soluble proteins
from a variety of organisms. The develop-
ment of new two-hybrid systems that can
detect interaction of membrane proteins
that have previously proved recalcitrant to
many established techniques is especially
powerful and will enable the completion of
genome interactomes.
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12.1

Introduction

The completion of various genome-se-
quencing efforts has made it apparent that
genomics can only offer a glimpse at the
blueprint of life. In order to fully under-
stand the physiology of any biological
system, from the simple bacteria with rela-
tively small genomes, to the complex plants
and humans with very large genomes, we
need to know what specific proteins are ex-
pressed in what cells, at what times and
how these interact with each other. This has
created a need for the burgeoning field of
proteomics. In parallel a need arose for bet-
ter understanding of proteins at a molecu-
lar level; the original objective of structural
genomics, also known as structural prote-
omics, was to solve as many protein struc-
tures as possible in an attempt to identify
the complete protein “fold-space”. By hav-
ing examples of all protein folds in the pro-
tein database it would then be possible to
derive homology models for any protein.

Broad-based structural genomics initiatives
have been established to achieve this ambi-
tious goal, all relying on synchrotron pro-
tein crystallography and high-resolution
NMR (nuclear magnetic resonance) spec-
troscopy to generate the 3D structures. In
this chapter we will discuss the technical ad-
vances that were necessary to enable protein
crystallography and solution NMR to move
toward becoming high-throughput tech-
niques capable of dealing with the expected
onslaught of requests for detailed structural
information. Throughout this chapter we
will also review the current status of the
structural genomics field. It should become
apparent to the reader that the field is mov-
ing away from simply filling in the fold-
space, and that attention has been shifting
more towards “functional genomics”, i.e.
defining the role of unknown gene products
by identifying the ligands and other part-
ners they interact with. Clearly these devel-
opments also have a large impact on ration-
al drug design using proteins as potential
targets.
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12.2

Protein Crystallography 
and Structural Genomics

12.2.1

High-throughput Protein Crystallography

Protein crystallography remains the pre-
dominant means of providing detailed
structural information about biological mac-
romolecules [1–3]. As such it plays an im-
portant role in all structural and functional
genomics initiatives that endeavor to solve
the structures of proteins at the atomic level.
Most of the large – national and internation-
al – structural genomics projects combine
protein crystallography projects with com-
plimentary techniques, including high reso-
lution NMR spectroscopy, cryo electron mi-
croscopy, and small-angle X-ray scattering,
for elucidation of protein structures [4].

Several large-scale structural genomics
initiatives aimed at elucidating a complete
set of three-dimensional structures for the
gene products of entire organisms have
evolved as a consequence of successful ge-
nome sequencing efforts [5, 6]. The feasibil-
ity of these projects did, however, also de-
pend on the timely availability of newly de-
veloped methods in protein crystallography.
The two most important advances were the
development of cryogenic data collection
and multiple wavelengths anomalous dis-
persion (MAD) phasing [7–10]. The first
method was developed by Hope and others
in the late eighties to prevent radiation dam-
age to protein crystals by high intensity X-
rays [7, 8, 11]. It involves capturing and
mounting a protein crystal in a drop of liq-
uid inside a slightly larger fiber loop. Cryo-
genic data collection has become the stan-
dard method used by crystallographers. It
has greatly facilitated progress in the field
and enabled the utilization of powerful new
third-generation synchrotron X-ray sources

[12–14]. It was also a prerequisite for the
widespread use of MAD phasing, which re-
quires very large data sets and long data-col-
lection times [9]. MAD phasing was devel-
oped by Hendrickson and others in the
nineteen eighties. Since then it has become
the preferred and most widely used method
for phasing and solving novel protein crys-
tal structures. MAD phasing relies on the
wavelength-dependent differences in inten-
sities introduced by a few anomalously scat-
tering atoms [10]. The most commonly used
element for MAD phasing is Se, which is in-
troduced in the form of seleno-methionine
in the protein via specific expression sys-
tems [15]. It has long been accepted that this
is a nonperturbing substitution in proteins.

Other technological developments also
contributed to a revolution in the field of
protein crystallography. Amongst these
were new computational methods and new
X-ray detectors [9, 12, 16]. Developments
outside the field itself led to phenomenal
advances in molecular genetics that made
many more proteins available through clon-
ing and expression – powerful and afford-
able computers and third-generation syn-
chrotron X-ray sources with dedicated ex-
perimental stations for protein crystallogra-
phy. As a consequence of all these recent de-
velopments protein crystallography has
reached a point were determination of the
crystal structure of a protein can be accom-
plished in days or even hours once a good
quality crystal has been obtained. This
progress in the field was a prerequisite to
support the concept of large-scale structural
genomics efforts. Since the inception of the
worldwide structural genomics initiatives a
few years ago these are now, in turn, con-
tributing to developments in protein crystal-
lography methods [17].

Substantial structural genomics efforts
are in progress in North America, Europe,
and Japan [18–20]. Most notable in North
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America are the nine NIH/NIGMS-funded
pilot projects and some smaller Canadian
initiatives. A major Welcome Trust funded
project to elucidate human protein struc-
tures is based both in the UK and Canada.
Major European projects include the Pro-
teinstrukturfabrik in Berlin and SPINE
(centered in Oxford). A large-scale Japanese
project is headquartered in Yokohama at
the RIKEN Institute. All of these centers
have ambitious goals to solve thousands of
protein structures within the next few years;
to be able to fulfill these goals it will be nec-
essary for almost all centers to increase
their current output and efficiency. As of
the time of writing this chapter, early 2004,
structural genomics efforts worldwide have
contributed approximately 1000 or so struc-
tures to the database of known protein
structures. Obviously the impact of these ef-
forts is just now starting to become signifi-
cant. Many of the major national and inter-
national structural genomics efforts have
initially focused on developing methods
and procedures for high-throughput struc-
ture determination and initially applied
these methods to pilot projects.

Commercial structural genomics efforts
are designed with the goal of discovering
and developing novel drugs [2, 20]. Structu-
ral and functional genomics initially help to
identify and characterize suitable drug tar-
gets. Beyond doubt, the outcome of the
structural genomics efforts will help identi-
fy thousands of novel drug targets. The
methods and technologies developed for
structural genomics can then be used to im-
prove lead compounds for drugs. The latter
process requires the determination of doz-
ens or hundreds of crystal structures of a
drug target, usually a protein, complexed
with modified versions of the lead com-
pound. This process requires close coopera-
tion and communication between pharma-
cologists, medicinal chemists, and structu-

ral biologists. The process benefits greatly
from the high-throughput methods and
processes developed by the structural ge-
nomics initiatives [21].

The process of determining the structure
of a target protein by X-ray crystallography
requires several steps [1, 17]. The gene must
be cloned into a suitable vector and ex-
pressed. The protein must be available in
sufficient quantity and in soluble form from
the expression system. Subsequently it has
to be purified. The purified protein must
then be crystallized and the crystals must be
of sufficient size and quality to enable re-
cording of an X-ray diffraction pattern. Dif-
fraction data must be collected at a synchro-
tron X-ray source. The structure must final-
ly be solved, refined, and analyzed. Some of
these steps are more difficult and time-con-
suming than others and the process can fail
for individual proteins at any step along the
way. The first results from the worldwide
structural genomics projects show that
structures of only five to twenty percent of
the gene products that have been targeted
can be completed in an initial round. Attri-
tion occurs at all the individual steps of the
process. Figure 12.1 shows the success sta-
tistics from several of the NIH/NIGMS-
funded structural genomics efforts as of
Spring 2004. The success rate has increased
since the onset of these initiatives [19].

The most difficult steps during determi-
nation of a protein crystal structure are cur-
rently the expression and purification of the
protein and the preparation of suitable,
well-diffracting crystals [18]. It has become
rare that solution of the structure fails after
X-ray diffraction data have been collected
from a crystal. The phasing, solution, and
refinement of a crystal structure used to be
a major research effort but has become a
routine procedure once a set of diffraction
data from a protein crystal containing anom-
alously scattering atoms has been collected.
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This development has shifted the major bot-
tleneck in protein crystal structure determi-
nation to the crystallization of the protein;
this, in turn, depends on the availability of
highly purified, soluble protein. Results
from structural genomics efforts have dem-
onstrated generally how improving meth-
ods in one of the steps outlined above shifts
the rate-limiting step of the process and
creates new bottlenecks. At present the ex-
pression, purification, and crystallization of
the protein has become the most difficult,
demanding, and unpredictable part of the
overall process.

12.2.2

Protein Production

Protein production for protein crystallogra-
phy projects within structural genomics ef-
forts consists of the cloning of the gene, ex-
pression of the gene in a suitable host
system and the purification of the expressed
protein. In the context of other ongoing
structural biology research, proteins are still
sometimes purified from the original
source material (e.g. blood, organs, plants,
etc.). This approach, however, is no longer
commonly used – it is hard to scale-up to
large numbers and amounts of proteins and
is, therefore, not suitable within the context

Fig. 12.1 A snapshot of the progress of six of the
NIGMS-funded US structural genomics initiatives
as of spring 2004. The six consortia (M. Tuberculo-
sis Structural Genomics Consortium, Southeast
Collaboratory for Structural Genomics, Northeast
Structural Genomics Consortium, Midwest Center
for Structural Genomics, Joint Center for Structural

Genomics and Berkeley Structural Genomics
Center) have cloned 22955 of 34041 targets and
completed 521 crystal structures. Some data for
purified protein and diffraction data are missing.
Data are from the web sites of the consortia
(http:www.nigms.nih.gov/psi/centers.html).
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of high-throughput projects. The cloning
and expression of the gene in question have
therefore become prerequisites for most
structural biology research on specific gene
products.

The cloning of the genes in the context of
a large structural genomics effort employs
as much as possible standard, modular, and
flexible procedures and automation [22]. It
is desirable to design a clone so that it can
be utilized with several different expression
systems (bacteria, insect cells, yeast, in-vitro
systems) without the need for much addi-
tional work [22]. Furthermore, it is desirable
to have the flexibility to express the clone
with different affinity tags or as different
constructs. Unfortunately it is not predict-
able a priori which construct will give the
best chance of successful expression and
purification for any given protein [23]. Ami-
no- and carboxy-terminal histidine tags,
glutathione S-transferase tags, maltose
binding protein and thioredoxin fusion pro-
teins have all been used successfully. Many
structural genomics efforts therefore simul-
taneously produce clones and expression
systems of several different constructs, to
maximize the possibility of successful ex-
pression and purification. The most popu-
lar expression systems are still bacterial,
most notably Escherichia coli. Insect cells are
the preferred choice for proteins that can-
not be expressed in bacteria, because of a re-
quirement for post-translational modifica-
tions. In-vitro expression systems are not
yet in widespread use but they are gaining
in popularity [24]. One of their main advan-
tages is the possibility of adding specific de-
tergents, chaperones, metal ions, or other li-
gands, as required, to improve the folding
and stability of the expressed protein. In-vi-
tro expression systems also provide an op-
portunity to test and optimize expression
conditions, initially on a small test scale,
and they are relatively easy to automate.

Purification of the target proteins is best
accomplished in a single step by use of af-
finity chromatography. More complex pur-
ification schemes are usually not applicable
within the context of the high-throughput
nature of structural genomics efforts and
are almost impossible to automate. Because
the choice of the affinity tag that will be suc-
cessful and optimum for any given protein
cannot be rationalized a priori, the cloning
of the target gene in a flexible vector and the
expression of several constructs with differ-
ent affinity tags can be critical for success
during this stage. Nevertheless, protein pro-
duction is still a difficult step for many pro-
teins and for some it can turn into the most
difficult bottleneck. Many proteins cannot
be over-expressed, or expressed at all, with-
out at least optimization of the conditions
within the context of the correct expression
system. Others can be expressed but appear
in an insoluble form or are misfolded. Pro-
teins that are insoluble, often in the form of
inclusion bodies, can sometimes be rena-
tured. If renaturing of the insoluble protein
is possible it might help with the purifica-
tion, because the inclusion bodies are sim-
ple to separate from the remainder of the
cell extract. Solubilization is, however, not
possible with all insoluble proteins. Consid-
erable research efforts have been directed
toward finding methods to solubilize these
proteins. Attempts have been made to
change the solubility of a protein by random
or systematic mutation or directed evolu-
tion [23]. Several of these methods are
promising but none has been generally suc-
cessful with every protein tested. These
methods also require considerable addition-
al effort. Purification by affinity chromatog-
raphy often produces protein that is ade-
quately pure for biophysical or structural
studies and, if anything, requires only one
more additional purification step, such as
size-exclusion chromatography. The affinity
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tag can be removed from the purified pro-
tein or not. Whether or not it is detrimental
to crystallization again depends on the indi-
vidual protein. Many structural genomics
projects attempt protein crystallization in-
itially with the affinity tag still attached;
some use both forms of the purified protein
for initial crystallization trials, with and
without affinity tag. Removal of the affinity
tag is usually accomplished via a specific
proteolytic cleavage site that was included in
the construct for the gene. TEV protease and
factor X are often used for this purpose, be-
cause they have a relatively narrow specific-
ity, hence reducing the risk of proteolytic
cleavage of the desired protein itself.

The purity of the final product of the pur-
ification procedure must be analytically con-
firmed by chromatography, electrophoresis,
mass spectroscopy, or a combination of
these methods [22, 23]. Dynamic light scat-
tering is also a method frequently used by
crystallographers to determine the homoge-
neity of the protein in solution [25].

12.2.3

Protein Crystallization

Determination of the crystal structures of
proteins by X-ray crystallography requires
the preparation of high quality single crys-
tals of sufficient size. The advent of new
powerful X-ray sources in the form of third-
generation synchrotrons has made it pos-
sible to obtain X-ray diffraction patterns that
are sufficient to solve a structure from crys-
tals that are less than 100 µm, or even less
than 50 µm, in size. This greatly reduces the
time and effort required to crystallize a pro-
tein and solve its crystal structure.

The crystallization of proteins remains,
however, a trial-and-error process that is diffi-
cult to rationalize [18, 23, 26, 27]. Crystals are
grown from small drops, usually a few micro-
liters or less, of an aqueous solution that is

buffered and of defined ionic strength and
protein concentration. It also contains a pre-
cipitant such as a species of polyethylene gly-
col or a salt. Ammonium sulfate is still one of
the most widely and successfully used pre-
cipitants in protein crystallography. The crys-
tallization drops are equilibrated against a
larger reservoir containing a higher concen-
tration of the precipitant. As the crystalliza-
tion drop equilibrates, eventually reaching
the precipitant concentration of the reser-
voir, the protein concentration increases un-
til the protein comes out of solution, under
the right conditions in the form of crystals.
Several different crystallization methods are
in use, hanging drop vapor diffusion, sitting-
drop vapor diffusion, micro batch under oil,
and micro dialysis, among others [18, 25, 27].
For the purpose of structural genomics in-
itiatives the most commonly used method is
sitting-drop vapor diffusion [21, 27]. This is
probably the method that is the most flexible
and easiest to automate.

The initial crystallization conditions for a
protein are found by screening a range of
conditions, for example sample pH, ionic
strength, protein and precipitant concentra-
tion, and often small concentrations of addi-
tives. Screening procedures currently in use
employ between 48 and up to 1536 different
conditions. Duplicate experiments are usu-
ally performed at several different con-
trolled temperatures (e.g. 4 °C, 14 °C and
20 °C). Typically several hundred crystalliza-
tion conditions are tested in initial screen-
ing for a new protein. The crystallization
drops are then observed and monitored for
several days or weeks to identify potential
crystals. Some proteins yield diffraction
quality single crystals even in the initial
screening, others produce very small crys-
tals or crystals of poor quality. In the latter
circumstance the crystallization conditions
must be improved by fine screening of pH,
ionic strength, and precipitant concentra-
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tion around the conditions of the initial
screening. Additional techniques employed
at this stage are seeding and additives. Opti-
mization of the initial crystallization condi-
tions can be a difficult and time-consuming
process. These steps are difficult to auto-
mate and can become a bottleneck in struc-
tural genomics initiatives.

Most proteins that can be expressed in
soluble form and purified to homogeneity
can also be crystallized. Proteins that can be
obtained in very pure and soluble form but
fail to crystallize completely are rare. A
more difficult problem can be to improve
the crystallization conditions to the point
were the crystals are large enough and of
sufficient quality. If no crystals are obtained
for a protein from initial screening of sever-
al hundred or even thousand conditions, it
is probably advisable to analyze carefully
the expression and purification of the pro-
tein. There might be minor impurities or
contamination, the protein might aggregate
and form different oligomers in solution, or
the protein may be unstable over time. Dif-
ferent expression constructs of the same
protein behave differently and should be
tested independently.

Crystallization of proteins within structu-
ral genomics initiatives is, today, usually
fully automated [17, 21, 25]. Liquid han-
dling robots have been adapted to perform
the setup of crystals screening and subse-
quent fine screening. This is not only faster
and more cost-efficient but also more reli-
able than performing these experiments by
hand. Liquid-handling robots are much bet-
ter at producing hundreds of very small
crystallization drops than any human. This
is particularly true for experiments in the
sub-microliter range that are becoming the
standard for screening of crystallization
conditions [28].

Structural genomics initiatives have con-
tributed a great deal to the automation of

protein crystallization. Almost all the steps
in the process of producing protein crystals
from cloning to crystallization have been
automated and these robotic technologies
are now widely available [21, 25]. This in-
cludes even the screening of the crystalliza-
tion drops by automated microscopes. Soft-
ware to automate analysis of the images
from these microscope systems is being de-
veloped, but currently the reliability of the
automatic analysis is such that some hu-
man observation is still required [29].

Another contribution to the development
of protein crystallography by the world’s
structural genomics initiatives will be the
data accumulating from the crystallization
trials, especially the success of the screen-
ing methods. Screening for crystallization
conditions is currently a trial-and-error pro-
cess that cannot be rationalized a priori. The
data currently being accumulated from the
large number of crystallization trials of the
worldwide structural genomics initiatives,
both positive and negative, will be very valu-
able in providing a better rationale for this
process. Initial data from some of the struc-
tural genomics initiatives already suggest
that some of the conditions commonly used
for crystallization screening procedures are
redundant, and how others can be im-
proved [30].

12.2.4

Data Collection

Data collection from protein crystals ideally
requires access to a beamline in a third-gen-
eration synchrotron dedicated to macromo-
lecular crystallography as an X-ray source [9,
12, 14]. These X-ray sources are brilliant and
tunable, enable data collection in the short-
est possible time, at the best possible resolu-
tion, and are capable of collecting several
wavelengths for MAD phasing, if required.
The development of these beamlines in the
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last ten years has greatly helped to facilitate
determination of the structure of proteins
by crystallography. Many of the individual
structures of biological macromolecules
that have been published recently could not
have been completed without access to mod-
ern beamlines.

Before data collection, crystals are har-
vested from the crystallization drop with a
small fiber loop, ideally matched to the size
of the crystal, and immediately cooled to
near liquid nitrogen temperature by plung-
ing the loop and crystal into liquid nitrogen
or mounting it in a stream of cold nitrogen
gas [7, 8, 11]. A stream of gaseous nitrogen
only a few degrees warmer than liquid nitro-
gen then cools the crystal during the data
collection. The protein crystal is surrounded
in the loop by a drop of the mother liquor
from which it was harvested. An additive
that can act as an antifreeze needs to be
present in the mother liquor (20–30 %
glycerol or ethylene glycol are commonly
used). As a consequence of the rapid cooling
and the additive the crystal is maintained in
a solid glass-like state. Formation of crystal-
line ice would result in the destruction of
the protein crystal. The process of harvest-
ing and mounting the crystals has not yet
been successfully automated. Alternative
mounting procedures have been developed
but the loop mount is the most commonly
used. Research efforts are directed toward
procedures that would enable direct mount-
ing of the crystal in the container or capil-
lary where it was grown, because it would be
an advantage not to have to manipulate the
crystal. Older methods in which the crystal
was mounted at room temperature inside a
sealed glass capillary have become obsolete
for anything but some very specialized ex-
periments.

The loop-mounting of protein crystals en-
ables long-term storage of these crystals
under liquid nitrogen, In fact they are usual-

ly shipped at liquid nitrogen temperature to
synchrotron facilities for data collection. At
the synchrotron facilities the crystals are
mounted in the X-ray beam by robotic sam-
ple-mounting systems [17]. The develop-
ment of these robotic sample-mounting
systems for data collection was one of the
most tangible early technologies resulting
from structural genomics initiatives. Their
development was driven by the need for
more efficient use of expensive and over-
subscribed beam time at synchrotron facil-
ities for structural biology. Combined with
the requisite software development this has
led to a situation where data collection from
protein crystals is almost completely auto-
mated and can be controlled remotely. Two
processes necessary for data collection have
not been automated successfully at the time
of writing. One is capture of the crystals in
the mounting loop. This still has to be done
by a researcher looking through a micro-
scope. The other is the centering of the
loop-mounted crystals in the X-ray beam.
The latter step requires identification of the
crystal mounted in the loop, which can be
difficult. Imaging systems are capable of
identifying and centering the loop but a reli-
able method for picking out the crystal itself
has remained elusive. To circumvent this
problem it is possible to screen crystals by
simply centering the loop and tuning the
size of the X-ray beam to the size of the
loop. This is not ideal for collection of qual-
ity data for which, ideally, the beam is
matched to the size of the crystal. Neverthe-
less, progress in the automation of data col-
lection from protein crystals has been dra-
matic and led to much more efficient use of
synchrotron beam time for protein crystal-
lography [17].

Development of software and powerful
but affordable computers has also contrib-
uted to the current situation in which it is
possible to analyze and process the X-ray
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diffraction data from protein crystals very
quickly and with little or no user interven-
tion. Very user-friendly and automated soft-
ware can today provide completely pro-
cessed X-ray diffraction data within min-
utes of the completion of the experi-
ment [16, 20, 31, 32]. In favorable cases it is
even possible to solve protein crystal struc-
tures while data collection is still in
progress [32].

12.2.5

Structure Solution and Refinement

Most of the structural targets of structural
genomics initiatives are unique structures
which do not have any known closely relat-
ed structural homologues [4, 18]. This ne-
cessitates solving the structure by experi-
mental phasing methods. As already men-
tioned, nowadays by far the most common
method of phasing novel protein structures
is MAD phasing. MAD phasing requires
the presence of heavier atoms with spectro-
scopic absorption edges in the hard X-ray
region of the spectrum, and an X-ray source
that can be tuned to the wavelength of these
edges. It utilizes the wavelength-dependent
differences in intensities introduced by a
few anomalously scattering atoms (Se, Br,
Zn, Fe, Ga, Cu, Hg, Ir, Au, Pb, Lu, Yb have
been used, among others) to derive an in-
itial set of phases for a crystal structure
from the position of these atoms. Ideally, it
requires collecting entire data sets at each of
two or three wavelengths, at least one being
at an X-ray absorption edge of the element
used. Because data collection for a MAD ex-
periment takes three times longer and de-
cay of the X-ray diffraction, induced by radi-
ation damage to the crystal, is very detri-
mental to the resulting phases and the ex-
periment, cryogenic data collection is es-
sential. The most commonly used element
for MAD phasing is Se in the form of the

nonperturbing seleno-methionine, which
can be readily introduced into the protein
via specific expression systems [15]. MAD
phasing has considerable advantages over
most other crystallographic phasing meth-
ods still in use for protein structures. Most
importantly MAD phasing provides the
most accurate, unbiased experimental phas-
es from a single crystal. MAD phasing has
also enabled further automation of the solu-
tion of protein crystal structures. If there are
no major problems with the crystal or the X-
ray diffraction data and the crystal diffracts
to at least reasonable resolution, current
software packages can provide nearly com-
plete protein structures with little or no us-
er intervention and starting from a good
MAD data set. This will increasingly place
the emphasis within a structural project on
the preparation of good crystals, which, in
turn, requires paying careful attention to ex-
pression and purification of the protein.

Almost all crystal structures still require
some input from an experienced scientist at
the stage of crystallographic refinement [1].
Details of the water structure, multiple or
unusual conformations, or the presence of
unusual ligands, that are present in almost
all protein crystal structures, cannot be
modeled accurately by automated proce-
dures. These final details still require sever-
al iterations of analysis, if necessary manual
fitting and refinement. Because the input to
this procedure has, most often, become an
almost complete good-quality model, the
time required has shortened to weeks or
even days from, usually, several months of
work by an experienced crystallographer
which has enabled the ambitious future
goals of the structural genomics initiatives.

Despite all the progress some crystallo-
graphic projects will remain serious chal-
lenges. Membrane proteins remain a more
difficult proposition because the proteins
are generally difficult to express, purify, and
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crystallize [33]. The procedures employed
for membrane proteins are not completely
novel and different; the proteins are just
more difficult to handle. Expression, purifi-
cation, and crystallization require the addi-
tion of detergents and additives, specialized
expression systems, and pose the additional
problem of screening for the right detergent
conditions.

Other proteins that provide a more seri-
ous challenge are cellular proteins from
higher organisms that cannot be expressed
easily in bacterial systems, because of the re-
quirement for chaperone-mediated folding
or covalent modifications. In-vitro expres-
sion systems might help in some of these
cases [24].

12.2.6

Analysis

As increasing numbers of protein crystal
structures are being determined and are be-
coming available, the considerable data base
being accumulated by the structural genom-
ics initiatives contains not only structural in-
formation but also information about ex-
pression, purification, and crystallization of
proteins. Detailed analysis of the structures
and the data bases will not only enhance our
understanding of macromolecular structure
but also, eventually, provide a rational strat-
egy for preparation of purified proteins and
success in crystallization. In the develop-
ment of a rational basis for protein purifica-
tion and crystallization, to replace the
screening of suitable conditions, the nega-
tive outcome of many experiments forms an
equally important part of the data base. The
data that are accumulated by the worldwide
structural genomics efforts will dramatically
improve our understanding of proteins just
as the data base of atomic resolution struc-
tures enhances our understanding of mac-
romolecular structure.

12.3

NMR and Structural Genomics

12.3.1

High-throughput Structure Determination 
by NMR

Structural genomics has had an obvious im-
pact on the development of software and in-
strumentation for high-throughput NMR.
Through a variety of structural genomics
projects registered with http://targetdb.pbd.
org, NMR has proven to be a robust tool for
determination of high-resolution struc-
tures, with almost 20–25 % of all structures
solved to date being determined by NMR
spectroscopy. Typical NMR structures and
crystal structures for the protein calmodulin
are shown in Fig. 12.2. The two experimen-
tal techniques can often be complementary
with NMR frequently having a better chance
at analyzing more flexible protein systems
and X-ray techniques being more directly
applicable to more rigid proteins that form
well-diffracting crystals. It should be noted
that although solid-state NMR has much
promise in this field, particularly with re-
gard to membrane-associated proteins [34],
the scope of this section will be limited to
high-resolution solution NMR and structu-
ral genomics. Emphasis will also be given
on providing the reader with a basic over-
view of this topic, as most aspects of the role
of NMR in structural genomics have been
well reviewed recently [35–39].

12.3.1.1

Target Selection
As with X-ray crystallography, target selec-
tion is the most important step for success-
ful structure determination by NMR. The
two most important factors which affect tar-
get selection for NMR spectroscopic analy-
sis are the size of the protein and the ability
to label the proteins with NMR-active stable
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isotopes, usually by expression of the gene
for the protein in high quantities. Even
though the size barrier has expanded rapid-
ly beyond the 30–40 kDa range in recent
years, the desired outcome of an NMR
structure is greatly influenced by the size of
the protein. Traditionally, NMR structures
have been data-intensive, with many hours
of data collection required in the best cases,
and usually days or weeks for large proteins
or difficult samples. Full structural analysis
of NMR data can also be intricate and has,
traditionally, been a labor-intensive endeav-
or. If the goal is to characterize the protein
fold or fold family, then large proteins
(>40 kDa) can be routinely analyzed. Deter-
mination of complete high-resolution struc-

tures is, however, hampered by the com-
plexity of the spectra for larger proteins. Al-
though technical and software innovations
are working to remove these barriers as de-
scribed below, NMR structures are still gen-
erally smaller than this soft limit and also
smaller than those typically determined by
protein crystallography. Proteins of a size
suitable for NMR have been targeted specif-
ically in a Canadian-based pilot study [37] in
which 20 % of the 513 NMR-sized proteins
targeted were found to be suitable for struc-
tural NMR analysis, suggesting a major role
for the technique.

An often-stated general goal of structural
genomics projects is to map “fold space”
[40]. Most proteins are members of families

Fig. 12.2 Representative high resolution NMR (A,
B) and X-ray crystallography (C) structures of the
calcium-binding regulatory protein calmodulin. In
(A) and (B) the protein is in its apo state whereas
the crystal structure in (C) is for the calcium-
bound state. NMR structures are usually present-
ed as an ensemble of structures, whereas crystal
structures are typically refined into one unique
structure. The ensemble of NMR structures in (A)
and (B) is necessary to account for the con-
formational heterogeneity of calmodulin in the
linker region in solution. This flexibility occurs in
both the calcium and apo forms, the latter of
which does not enable its crystallization. Note that
the two independently folded lobes of calmodulin
in the NMR structures overlay very well, the flexible
point is in the connecting linker between them,

enabling the two structurally well-defined lobes to
take up widely different positions relative to each
other. Addition of calcium produces a more stable
form which can be crystallized, and in (C) the
crystal structure shows the included Ca2+ ions as
dark spheres. Note that in NMR structures of
calcium-saturated calmodulin the calcium ions
would not be seen. In the crystal structure the
linker appears as a continuous helical structure,
which is stabilized by crystal packing forces and
represents one extreme of the conformations that
can occur in solution. (D) demonstrates the
electrostatic charge surface of calcium-loaded
calmodulin, with red areas holding negative charge
and blue positive, and provides a partial
electrostatic explanation of why the acidic
calmodulin binds positively charged calcium ions.
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of sequence homologues from multiple or-
ganisms. Analysis of two organisms, E. coli
and Thermotoga maritima, found that between
the two organisms, 62 of 68 selected sequence
homologues were readily amenable to struc-
tural analysis by either X-ray or NMR spec-
troscopy [41]. Another interesting finding was
that the number of proteins amenable to anal-
ysis by both X-ray and NMR spectroscopy was
surprisingly small [41], hence X-ray and NMR
spectroscopy are suggested to be highly com-
plementary techniques.

Another unique approach to NMR target-
ed sample selection advocated by Iain
Campbell’s group in Oxford to overcome
size limitations is the separation of proteins
into their constituent domains before analy-
sis [42]. This modular approach greatly in-
creases the number of potentially solvable
NMR targets, while exploiting the advantag-
es of decreasing undesired effects of inter-
domain flexibility which often hampers
both X-ray and NMR determination of the
structure of larger intact proteins. It also en-
ables specific soluble parts of proteins to be
solved, even if other domains do not lend
themselves well for analysis, for example be-
cause of transmembrane regions.

Insofar as the labeling of NMR targets is
concerned, the general methodology in-
volves expressing the cloned protein gene in
a system which can grow on metabolites
containing 13C and 15N and/or 2H depend-
ing on the experiments required. Often the
initial stages involve labeling with 15N only,
because this is relatively inexpensive com-
pared with 13C and can provide the basis for
1H,15N correlations which determine if the
protein is sufficiently well-behaved to merit
further analysis. For complete structure de-
termination it is necessary to fully label pro-
teins >10 kDa with the 13C isotope as well;
the structures of smaller proteins can often
be solved by using proton NMR spectrosco-
py alone. Proteins of molecular weight in ex-

cess of 25 kDa typically also require deuter-
ation, which results in line narrowing in the
spectra. In addition to total isotope labeling
strategies it is possible to selectively label
only residues of one type (e.g. His) in pro-
teins, The extent of labeling can vary greatly
(10–100 %), as can the selectivity of the ami-
no acids labeled. Irrespective of the experi-
ments performed, however, a fundamental
requirement is high-level protein expres-
sion, and this subject has also been well re-
viewed recently in the context of structural
genomics [43]. By far the most common ap-
proach is expression in E. coli, although oth-
er eukaryotic systems such as yeast are also
routinely used. A novel whole-organism-la-
beling approach adapted for plants has re-
cently been reported in which kilogram
quantities of 15N potato material were ob-
tained and several 15N-labelled proteins
were purified and proved suitable for NMR
analysis [44]. Another innovative protein
synthesis strategy which holds a great deal
of promise for the production of toxic, un-
stable, and/or low solubility proteins is the
cell-free in-vitro expression method [24]. In
this approach the isolated cellular compo-
nents used for protein synthesis are com-
bined to catalyze protein production in a
test tube. Importantly, as already discussed,
this approach also has great potential for X-
ray crystallography, because selenomethio-
nine labeled proteins can also be pro-
duced [45] for MAD diffraction.

12.3.1.2

High-throughput Data Acquisition
The core of NMR instrumentation lies in
pulsing magnetically susceptible nuclei
(e.g.. 1H, 13C, 15N, 2H) with radiofrequency
(RF) pulse trains and then measuring the
relaxation decay of the observed nucleus
back to equilibrium. Innovation in NMR,
driven in part by structural genomics, has
occurred both in the hardware used for ac-
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quiring NMR data and the software used to
control the instrumentation.

An inherent issue in conventional NMR
is low sensitivity because of the characteris-
tics of the magnetic quantum transitions
which underlie the technique. As a result,
traditionally highly concentrated samples
(>0.5–1 mm) and many milligrams of pro-
tein are required for successful data acquisi-
tion. The advent of cryogenically cooled
probes, higher field strengths, and micro-
volume sample sizes are working together
to reduce this obstacle. In a cryo- or cold-
probe, key components such as the detec-
tion coil and pre-amplifier used in the trans-
mission and generation of RF pulses are en-
veloped in a stream of recirculating helium
gas cooled to ~25–30 °K. This enables ap-
proximately 2 to 4-fold gains in signal-to-
noise ratio, depending on sample proper-
ties such as solvent and ionic strength. In-
creasing theoretical sensitivity fourfold en-
ables use of collection times a factor of 16
shorter for similar to conventional sample
conditions. Perhaps more importantly it
creates the possibility of collecting data
from samples a factor of four lower in con-
centration. NMR cryoprobes enable higher
throughput and/or a consequent increase
in the scope of proteins amenable to struc-
tural analysis [46]. Losses in the sensitivity
of the cryoprobe can be offset by appropri-
ate choice of buffer [47].

Another innovation in probe-design is
the advent of smaller tubes, requiring less
sample. Conventional NMR probes require
a 5 mm glass sample tube whereas newer
3 mm probes also hold the promise of use
in biomolecular NMR for smaller mass-lim-
ited samples. Although cryogenically cooled
triple resonance 3 mm probes for protein
NMR spectroscopy are not yet available, the
combination promises to be potent as struc-
tural genomics evolves into the next stages
beyond the “low-hanging fruit”. Also prom-

ising are micro-probes requiring as little as
five microliters of sample (~100–300 µg pro-
tein) which promise to handle protein triple
resonance NMR spectroscopy [48].

Finally the availability of super-high-field
instruments (>800 MHz 1H resonance fre-
quency) also merits mention. Although
there is certainly an increase in sensitivity
with increasing field, the effect is much
smaller than that observed with the cryo-
probe, whereas the cost increases exponen-
tially. For example, a 500 MHz magnet with
a cryoprobe will most probably give better
signal-to-noise ratio than a regular 800 or
even 900 MHz magnet. The cost of the
800 MHz system is also several times that of
a 500 MHz system; the cost of the 900 MHz
instrument, currently the most powerful
commercially available, is much higher still.
Increasing field also leads to other potential
issues, for example chemical shift anisotro-
py, which might effect biomolecular experi-
ments.

The hardware used is driven by the pulse
sequences which determine how the mag-
netic nuclei in the sample interact. Signifi-
cant interest has been generated recently
with research into acquisition or processing
methodology which reduces the time needed
for the pulse sequences, because the data ac-
quisition time needed for a single sample is
substantial. These procedures, the strengths
and weaknesses of which have recently
been reviewed [49], are still under develop-
ment but hold much promise for the future.
They include unique data-processing algo-
rithms, for example filter diagonalization,
which reduces the number of data points
needed while maintaining conventional
data acquisition procedures. Also promis-
ing are “down-sampling” techniques, such
as GFT–NMR, which enables high-quality
multidimensional spectra to be acquired in
a few hours; for example, a 5D spectrum
can, in principle, be obtained in less than
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3 h. Also included in this category are sin-
gle-scan experiments in which multidimen-
sional information is encoded by pulse-field
gradients which alter the local magnetic
field at different points in the sample, and
projection reconstruction experiments
which reconstruct a 3D spectrum from a
small number of 2D projections. Finally, ap-
plication of Hadamard matrices to previous-
ly known chemical shift frequencies can
rapidly provide information about selective
regions in the protein; this might be useful
for high-throughput analysis of active sites
and/or ligand binding sites [49].

12.3.1.3

High-throughput Data Analysis
The calculation of a NMR structure is a non-
trivial process based on several steps of
assignment with various types of data. Each
of these has been influenced by structural
genomics and the overall methodology is
rapidly evolving [36, 38]. The first step is to
assign the chemical shifts for all labeled nu-
clei in the protein, starting with the back-
bone and then extending into the side-
chains. The chemical shift is a type of NMR
signature which is unique to a given nucle-
us, and as discussed above, isotope labeling
is required for 13C and 15N of proteins. Al-
though chemical shifts can be degenerate
for specific types of atom, it is unlikely that a
series of residues in the protein backbone
will have completely identical chemical
shifts. Hence by performing experiments
which probe the connectivity between back-
bone residues it is possible to specifically
identify the chemical shifts for all residues if
the NMR spectrum is complete. In the past
this peak-assignment process has been
done manually, with the user having to ex-
amine the spectra which correlate chemical
shift information from the various nuclei
and assign resonances manually in a step-
wise fashion.

In the past few years several software
packages have emerged which promise to
alleviate the large amount of user input in
the assignment process. These include, but
are by no means limited to, semi-automated
methods such as the SmartNotebook [50],
IBIS [51], and a number of fully automated
methods such as AutoAssign [52] and
PICS [53]. It should be noted that the suc-
cess of these methods is always highly de-
pendent on the quality of the input spectra
(garbage in = garbage out). Partially folded
proteins, or proteins undergoing conforma-
tional exchange will cause significant diffi-
culties to both manual and automated as-
signment, although partial assignments for
well-behaved regions can often be accom-
plished.

Subsequent to the assignment of protein
resonances, distance and geometry restraint
information is incorporated into simulated
annealing calculations to determine a fami-
ly, or ensemble, of structures. Convention-
ally, the most popular types of information
to include are dihedral angle restraints from
experimental data or from comparison with
a reference data base [54], hydrogen-bond
distance restraints, and, most important,
1H–1H inter-nuclear distances from 2D or
3D nuclear Overhauser effect (NOE) spec-
troscopy (NOESY) experiments. Although
the NOESY experiment is the mainstay of
structural determination, it has several dis-
advantages. First, the upper distance limit
of the technique is ~6 Å, and the intensity of
NOESY peaks decreases with an r–6 depen-
dence, where r is the internuclear distance.
As a result, many important long-range
NOE restraints are of comparatively very
low intensity, and in the past much user in-
put has been required to distinguish those
peaks from noise. Further complicating the
analysis is the relatively small distribution
of proton chemical shifts; thus for proteins
there are usually many possible 1H,1H pairs
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which could give rise to a particular NOE
correlation based on chemical shift alone.

The advent of structural genomics has
seen a significant progression in algorithms
for automated structure determination, of
which several representative methods will
be mentioned here. All of the programs cur-
rently in popular use are iterative, meaning
that an initial guess from either a homolo-
gous starting structure or chemical shifts
alone is used to generate the initial restraint
list, along with other experimental distance
and geometry information as described in
the preceding paragraph. By successive iter-
ations of simulated annealing and energy
minimization the criteria used for selection
of the “acceptable” NOE distance restraints
is slowly narrowed until a reasonable struc-
tural family remains which most closely fits
the data. The major implementations are in
ARIA [55] and CANDID/CYANA [56] which
use the global fold from previous iterations
to guide the results of subsequent itera-
tions. A new algorithm has recently been
published which tracks instead individual
NOE peaks and provides greater flexibility
in deciding which NOE should be used in
the course of the calculation [57]. Another
method, not yet widely available at the time
of writing, but which promises to move for-
ward the structural calculation process, is
RADAR from Professor Kurt Wuthrich’s la-
boratory. This is a combination of the previ-
ously published ATNOS algorithm [58] and
CANDID [56] programs which promises to
automatically perform pick peaking and
complete structural calculations.

Another important experimental advance
is the introduction of residual dipolar
couplings (RDC) as additional restraints in
structure calculations [59]. In this class of
experiments the sample of interest is placed
in some type of alignment medium (e.g. bi-
celles, phage, polyacrylamide gels), which

permits a small amount of ordering of the
protein molecules and prevents completely
random tumbling. The ordering results in a
defined relationship among all the bond
vectors, and an alignment tensor can be de-
fined from which long-range relationships
can be determined. This type of long-range
restraint, combined with sparse NOE data,
significantly reduces the overall time re-
quired for complete structure determina-
tion. In addition, RDC can be used for other
types of classification and in the initial as-
signment phase, as described in the next
section. Finally it should be mentioned in
this section that sometimes additional re-
straints can be obtained from paramagnetic
metal ions bound to metalloproteins [60].
As with RDC, these long-range restraints
substantially improve the structure of the
protein calculated on the basis of NOE data
alone.

12.3.2

Other Non-structural Applications 
of NMR

Although structure determination is cur-
rently the most obvious application of NMR
in structural genomics, there is a whole host
of related non-structural applications of
NMR. These range from pre-structural
characterization of the extent to which the
protein is folded, and rapidly determining
the protein fold family, to establishing the
merits of pursuing structural characteriza-
tion. Perhaps the most important role NMR
will play in the future is in the post-structu-
ral characterization of proteins of unknown
function, thereby bridging the gap between
structural and functional genomics. NMR is
a very powerful tool for performing ligand
and/or drug screening, and for elucidating
the complex chemical dynamic and ex-
change characteristics of proteins.
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12.3.2.1

Suitability Screening 
for Structure Determination
By their nature, NMR chemical shifts are
highly sensitive to the folded state of pro-
teins. The chemical shifts of residues in α-
helical, â-sheet, and random coil conforma-
tions are reasonably unique, and can be
monitored in a relatively straightforward
manner to establish if the protein is well be-
haved for NMR and/or X-ray structural anal-
ysis. Even the most basic of NMR experi-
ments, a 1D 1H spectrum generally contains
enough information to establish a semi-
quantitative estimate of the extent of folding
of a protein on the basis of chemical shift

dispersion [61]. This is advantageous to
structural genomics applications because
these experiments are extremely rapid, the
data can be acquired from very small
amounts of sample (tens of micromolar)
within a few minutes, and they do not re-
quire any special labeling of the proteins.

The obvious disadvantage of using 1D
NMR is the lack of resolution and overlap of
protein resonances in the 1H spectrum. As
a result, 2D 1H,15N correlation spectroscopy
is a common alternative [37]. In this case
resonances from backbone HN atoms are
resolved on the basis of two chemical shifts,
those of protons and nitrogen atoms, pro-
viding greater dispersion and a much more

Fig. 12.3 Two-dimensional proton–nitrogen15
correlation spectroscopy of proteins. The panel on
the left is for an unfolded protein; note that all the
peaks are clustered close together and overlap.
The panel on the right is typical of a well-folded
protein. In this spectrum the peaks are nicely
distributed through the spectrum without overlap.
In structural genomics such spectra are being
used to decide on the suitability of a protein for
structural analysis. The protein giving the spectrum
on the left would not be further pursued whereas
structure determination would be initiated for the
protein giving the spectrum shown in the right
panel. These two 1H,15N HSQC NMR spectra were

obtained for the acyl carrier protein of Vibrio
harveyi; this protein of 77 residues is normally
unfolded (left) but it becomes compactly folded on
addition of calcium (right). These two spectra were
acquired for unlabeled protein, which could be
done because a highly sensitive cryoprobe was
used to enable improved sensitivity of detection.
Note that the natural abundance of 15N is only
0.4 %. Normally such spectra are collected
however for 100 % 15N-labeled proteins on
standard NMR probes. This example therefore
also illustrates the sensitivity enhancement that
can be achieved by the use of cryo-cooled NMR
probes.
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dramatic visual clue about the extent of fold-
ing of the protein (Fig. 12.3). The protein
must be expressed in the presence of 15N la-
beled metabolites, and it is usually purified
before screening. If the quantity of protein
material is reasonably high, hundreds of
micromolar, data acquisition time will still
be within tens of minutes for 2D acquisi-
tion. In an intriguing structural genomics
screening approach, purification has been
shown as optional, because the entire cell
lysate can be screened provided only the
protein of interest is expressed with labeled
metabolites [62]. An advantage of screening
by either 1D or 2D NMR is that a rapid test
is available to search for conditions under
which the protein might be folded, for ex-
ample the presence of metal ions or cofac-
tors (Fig. 12.3). This is important especially
as structural genomics moves into the next
stages where easily solved proteins are out
of the way (the low-hanging fruit), and only
more challenging targets remain.

12.3.2.2

Determination of Protein Fold
NMR spectroscopy promises to play a sig-
nificant role in the rapid classification of
fold families and the rapid determination of
protein folds. The former is desirable as a
method to identify novel folds or determine
convergent structural evolution from pro-
teins of different function. One of the stated
aims of structural genomics projects is the
completion, or near completion of “protein-
fold space” [40]. Recently Prestegard’s lab
has presented a method by which unas-
signed 1H,15N RDC can be used to classify
proteins into protein families [63]. Such
data are relatively simple to acquire, and
should it prove successful in large-scale pro-
jects, this will be a major step forward to-
ward selecting unique and previously un-
known protein folds.

Besides furnishing information on ho-
mology with other proteins of known struc-
ture, NMR is also a powerful tool for deter-
mining protein fold, equivalent to low-reso-
lution structures. These methods have been
well reviewed recently in the context of
structure-based drug design [64]. The com-
bination of 1H/13C/15N chemical shifts of
the protein backbone provides a highly reli-
able measure of secondary structure, and
addition of RDC information provides in-
formation about the orientation of the sec-
ondary structure elements. Several groups
have shown that homology modeling is dra-
matically more successful when this infor-
mation is incorporated into structural calcu-
lations [65, 66]. Particularly striking is an ex-
ample of the N-terminal domain of apo-cal-
modulin, a primarily helical protein which
is similar in secondary structure to the Ca2+-
calmodulin form, although the orientation
of the helices is significantly different. A ho-
mology model of apo-CaM based on the
Ca2+ form has a root-mean square deviation
(rmsd) of 4.2 Å from the NMR-determined
structure, which drops to 1.0 Å when RDC
are incorporated [65]. The incorporation of
RDC data has been further extended into
ab-initio protein structure prediction with
the program Rosetta [67], which is useful
for prediction of protein folds for sequences
with no known analogs.

One disadvantage of the approaches list-
ed above for fold determination is the need
to assign NMR resonances before incorpo-
rating them in structural calculations. Al-
though this is a relatively rapid step, it is still
rate-limiting in terms of high throughput
structural proteomics. An intriguing, re-
cently suggested solution to this problem is
an algorithm designed to use unassigned
NMR data [68] combined with the Rosetta
program. Although success is not yet suffi-
ciently reliable for completely hands-off
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analysis, the concept promises much to be
excited about.

12.3.2.3

Rational Drug Target Discovery 
and Functional Genomics
Drug discovery is the most commercially lu-
crative medium-term gain evident from
structural genomics projects. The same
principles used for drug discovery are often
applied to “functional genomics”, or at-
tempting to understand the function of un-
known genes and proteins. The reader is re-
ferred to several recent publications [64,
69–72] which describe the relationship
between structural genomics and drug dis-
covery; NMR contributions to this field are
briefly outlined here. Study of structure–ac-
tivity relationships (SAR) by NMR was first
introduced by Fesik’s group who linked two
compounds that bound to a 15N-labelled
protein [73]. The result was a super-ligand
compound which bound with nanomolar af-
finity, derived from two predecessors which
bound with micromolar affinity. This is an
example of protein-based screening where-
by the protein NMR resonances are moni-
tored and a large number of potential tar-
gets can be screened simultaneously to de-
tect binding. Such screening can also be
done using a protein with 13C-labelled meth-
yl groups, which can be detected with very
high sensitivity, and might be more sensi-
tive than screening with an 15N-labelled pro-
tein because sidechains are more often in-
volved in ligand binding than the protein
backbone [74]. In an interesting twist, an-
other pharmaceutical group has shown that
by selective labeling of amino acids multiple
proteins can be simultaneously monitored
by NMR, thereby increasing the screening
efficiency [75].

Screening by monitoring protein reso-
nances is useful because specific sites
and/or residues from the protein can be

identified as binding areas for potential li-
gands. Ideally, however, this requires large
quantities of labeled protein with resonanc-
es assigned, which can be a non-trivial step.
An alternate approach is monitoring poten-
tial ligand resonances by NMR while
screening with relatively small amounts of
unlabelled protein. The methods of this
class are predicated on the different physio-
chemical properties of large and small
molecules when observed by NMR, includ-
ing relaxation rates, diffusion characteris-
tics, and the ability to selectively transfer
magnetization [70, 71]. These methods gen-
erally work for ligands which bind in the
micromolar to millimolar range, although
competition experiments will provide infor-
mation about tighter binding ligands.
Besides the obvious advantages of smaller
protein quantity, this approach is not re-
stricted to analysis of proteins which pro-
vide reasonable NMR spectra, and hence
potential problems such as protein size and
chemical exchange, which complicate pro-
tein spectra, are non-issues when monitor-
ing ligand resonances. It is also worth men-
tioning that the use of 19F-labelled sub-
strates for competition experiments has
shown great promise for biochemical
screening, with the obvious advantage of
there being no background 1H signals to fil-
ter out [76].

12.4

Epilogue

Although the full impact of the public struc-
tural genomics efforts is yet to be realized it
seems clear that many more distinct protein
structures will become available in the near
future. In the first instance this will provide
much better appreciation of the extent of
the protein fold-space. It has, however, also
often been suggested that a protein struc-
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ture can be directly related to its function.
Unfortunately the relationship between
protein fold and protein function is rather
complex [77, 78]. It is well known that many
proteins can have a similar fold, yet have
quite different functions, this is well docu-
mented for the versatile TIM-barrel motif
structures for example. Likewise some pro-
teins carry out closely related functions or
enzymatic reactions, yet can have very dif-
ferent folds, as illustrated by the proteinases
trypsin and subtilisin. It will therefore be
necessary to start looking for specific func-
tional sites on the protein by use of a variety
of computational approaches. Programs are
now available for identification of such po-
tential sites by mapping the most conserved
residues in large groups of homologous
proteins. In this fashion it has been pos-
sible to identify enzyme active sites or DNA-
binding sites, for example [77, 78]. It has al-
so been suggested that that one could at-
tempt to dock all known metabolites on to a
novel protein using commonly used com-
putational computer docking approach-
es [71]. When a group of potential ligands
has been identified in this fashion, they
have to be confirmed experimentally by
NMR-based screening procedures, as de-
scribed above.

In the near future it will be possible to
view simultaneously the 3D structures of all
the enzymes involved in one metabolic
pathway. An early glimpse of the structures
of all the enzymes involved in the glycolytic
pathway reveals that unique insights can be
obtained in this manner [79]. Also, because
many of the early structural genomics trial
projects were focused on bacteria, our

knowledge of bacterial protein structures
has been already increased significantly in a
relatively short time. This has enabled re-
searchers to make comparisons between
the different classes of protein superfolds
for different genomes [80]. The lessons
learned from these simpler organisms can,
however, also be extended directly to hu-
mans, because many protein functions are
the same and homologous proteins can be
identified and modeled [81]. In this regard it
should be noted that methodologies for
identifying sequence- and structure-based
homologs continue to improve [82]. Never-
theless , it should be realized that homology
models of proteins, particularly those ob-
tained with low levels of sequence identity
(<30 %), might give an overall fold that is
close to correct but is not sufficiently pre-
cise to enable drug design or an under-
standing of enzyme mechanisms [79].

Finally we would like to point out that at
this time our understanding of the “ligand-
space” is also incomplete. Although many
major metabolites have been known and
characterized for a long time, new ones that
are often present only in small amounts
continue to be discovered. This is particu-
larly true for a variety of drug metabolites,
that will continue to appear as new drugs
enter the market. Fortunately many metab-
olomics or metabonomics projects are
aimed at identifying the complete metabo-
lome in organisms ranging from bacteria to
humans and plants [83–85]. These initia-
tives might have to be completed before we
can understand the roles of all the gene-
products that are coded for by the genomes.
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Peter Rice

13.1

Introduction

Other chapters in this book concentrate on
the underlying technologies. This chapter
covers the essentials of using bioinformat-
ics tools to analyze DNA sequences. The ex-
amples are drawn from the open-source
EMBOSS sequence-analysis package [1] de-
veloped over the past few years by the a core
team of developers on the Hinxton Ge-
nome Campus and many contributors from
the bioinformatics community.

The nature of  DNA sequence data has
changed substantially over the years since
DNA sequencing became a common labor-
atory method. The earliest sequences cov-
ered just one gene of interest, either from a
bacterial clone or from a cDNA clone. The
sequences were finished to a reasonable
standard, and at 1500 bases on average
were an ideal size for analysis by computer.
During the early 1990s, EST sequencing
projects led to a vast increase in the number
of short, single-read sequences with high
error rates both for single base substitu-
tions and for single base insertions or dele-
tions. These proved especially difficult for
alignment methods. In recent years we
have seen massive growth in the release of

large clones and complete genomes, so that
the databases also contain many sequences
of 100 kb or larger. These also lead to major
problems for computer methods. This
chapter will illustrate some of the solutions
that have been applied to these new se-
quence-analysis problems.

For DNA sequence analysis, the main
methods can be divided into those based on
alignment and those based on pattern
matching.

13.2

Alignment Methods

Sequence alignment assumes there are one
or more other sequences that can be com-
pared with our starting sequence. The most
obvious example is a search of the sequence
databases, where we look for any other
known sequence that has some similarity to
ours, in other words one that can be aligned
to it. Having found other sequences that
could be similar, we can align them to our
starting sequence either one at a time (pair-
wise alignment) or all together (multiple
alignment).

A graphical display of the matches be-
tween two sequences is often a good start-
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ing point, because this is the easiest way to
see where there are potential regions of sim-
ilarity. Most sequence-analysis packages
will have one or more programs to produce
these plots, known by the generic name of
“dot plots”. In a dot plot, one sequence is
plotted on each axis and a dot is drawn
where the two sequences “match”. There
are, of course, choices to be made about
how a match is defined. The simplest is to
pit a dot where a base in one sequence
matches a base in the other sequence. With
only 4 bases to choose from, however, this
automatically puts dots in 25 % of the pos-
sible places and fills the plot so any real
matches become impossible to see.

The general rule for dot plots is to have
about one dot for each base in the shorter
sequence, so that real matches are obvious
as lines on the plot. Some programs do this
by counting several bases together, and put-
ting a dot when enough of them match.
With suitable scoring methods this can work
very well and show similarities between very
distantly related sequences.

In the EMBOSS program dotmatcher,
short regions (in the example below, 10 bas-
es) are compared, and a dot is plotted when
the number of matches exceeds a set score.

A reasonable scoring system would require
at least half of the residues to be identical.
As EMBOSS scores +5 for each match, this
would be a score of 25.

A particularly tricky problem, surprising-
ly, is comparing spliced cDNA sequences
with genomic (unspliced) sequences. The
reasons will become clearer when we con-
sider pairwise alignment below. A graphical
dot plot view, however, makes the problem
much simpler. In the example we use a
window of 10 bases, enough to avoid “ran-
dom” matches (unless there are simple re-
peats in both sequences), and insist on per-
fect matches with a score of 50 over 10 bas-
es). The five exons in the example sequenc-
es are then easy to see.

13.2.1

Pairwise Alignment

To see, base-by-base, how two sequences
are related, we need to carry out a rigorous
alignment of the two sequences, using
string-matching techniques from computer
science. The standard alignment method is
that of dynamic programming. The name
refers to the way in which the result is cal-
culated automatically as the sequences are

Example dotmatcher
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compared base by base. Scores for each
comparison are stored in a table, like a
spreadsheet, inside the program. These in-
dividual scores are then used to build an
alignment score, stepping through the table
from beginning to end. The most favorable
alignment is simply calculated by tracing
back from the highest value in the table.

There are two very similar methods, one
for global alignment [2] and another for lo-
cal alignment [3]. Of the two, the local align-
ment is usually preferred in bioinformatics
because it will show the most significant
alignment between the two sequences. In
most practical examples only part of the se-
quences will be highly conserved. The glo-
bal alignment forces the entire length of
both sequences to be compared, and a long
stretch of low or no similarity can prevent
even a strong local high-scoring match
from being found.

A key part of these alignment methods is
the way in which insertions and deletions
(“gaps”) in one or other sequence are
scored. The favored method is to provide
three score values to the program. The first
is a comparison matrix which gives a single
score for every possible match or mismatch
between two bases, including, if appropri-
ate, the nucleotide ambiguity codes. The
second score is a penalty to be subtracted
each time a gap is made in one sequence so
that two other matching regions can be bet-
ter aligned. The third score is a penalty to
be subtracted each time a gap is extended
by another base. Clearly the sizes of the gap
penalty and the gap extension penalty de-
pend on the score values in the comparison
matrix. Mainly for this reason, most pro-
grams will hide the comparison matrix
from the user and prompt only for a pair of
gap penalties.

In EMBOSS the Needleman–Wunsch
method is implemented in a program called
needle. Sequence alignments for DNA are

typically very long. The example below,
purely for illustration, uses two short se-
quences.

In EMBOSS, the standard DNA compari-
son matrix has a simple score of +5 for a
match between a base in each sequence, and
_4 for a mismatch. The same scoring is used
by the BLAST database search program.
Typical gap penalties are 10 for opening a
gap, so it will be worth opening a gap to en-
able an extra two matches to be made, and
0.5 for a gap extension so that up to 10 gaps
can be added to create one additional match.

The score is calculated as follows: 7
matches (marked by the vertical lines) score
+5 each, a total of 35. One mismatch (T to
A) scores –4. One gap scores –10, made up
from –10 for the gap, and 0 for its length of
1. The resulting score is 21. We know from
the dynamic programming method that
this is the highest alignment score possible

Example needle
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for these two sequences (and this scoring
method), although it is possible there could
be more than one solution.

Although it is tempting to align the As at
the starts of the sequences, this would pro-
duce a lower score because of the high pen-
alty for adding another gap. This calculation
is left as an exercise for the reader. The
score would be 20.00. The gap penalty
system is designed to allow only a relatively
small number of gaps.

There are instances when we would pre-
fer to allow a large number of gaps, but to
keep them short. The most common is in
comparison of single sequencing reads in
which single base insertions or deletions
are quite likely. We can achieve this result
relatively easily by changing the gap penal-
ties. For example, scoring –1 for starting a
gap and –0.5 for each extra gap position.
Now we find that aligning the As at the
starts of the sequences is possible, because

the gap penalty is low enough to allow two
gaps even in such short sequences.

13.2.2

Local Alignment

For most DNA sequence comparisons, we
are not really interested in aligning the full
length of both sequences. Fortunately, sim-
ple adjustment of the dynamic program-
ming method enables us to find the best
alignment anywhere within the two se-
quences. The program looks for the highest
score anywhere in the results table, and
traces through to the position where the
score falls below zero. This method, first
proposed by Temple Smith and Michael
Waterman, requires that mismatches are
given a negative score, something which all
alignment programs will include in their
scoring methods.

Example water
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The EMBOSS program for Smith–Water-
man alignment is called water. For our
short sequence example, the local align-
ment gives a higher score than the Needle-
man–Wunsch global method. The reason is
simple – the mismatch at the start of the
global alignment makes the score worse,
and the local alignment stops when it traces
back this far.

13.2.3

Variations on Pairwise Alignment

Many sequence analysis packages offer only
these simple global and local alignment
methods. EMBOSS has some useful exten-
sions which are easily programmed by mak-
ing small changes to the standard pro-
grams. One, merger by Gary Williams from
HGMP, merges two sequences by finding
the highest scoring overlap.

Example merger
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Setting gap penalties seems complicated
at first but is really easy when broken down
into simple rules.
• Large gap penalties will make it hard to

include more than one matching seg-
ment in the highest scoring result, and
will tend to produce short, local align-
ments.

• Small gap penalties will make it easy to
include gaps to extend a match, and will
tend to produce a global alignment even if
only a short local match occurs in prac-
tice.

• A low gap extension penalty will tend to
produce a few very long gaps. A gap ex-
tension penalty of 0 is allowed, and can be
useful for very long gaps such as introns
when comparing a cDNA with a genomic
sequence.

• A low gap open penalty will tend to pro-
duce a large number of very short gaps. A
gap open penalty of 0 is allowed, and can
be useful for allowing many single base
gaps when aligning a single read to a fin-
ished sequence.

13.2.4

Beyond Simple Alignment

Only one set of gap penalties is allowed at
any one time. For more complicated situa-
tions a specialized application is needed.
For example, to align an EST sequence
(many short gaps from poor quality se-
quence and a few long gaps from intron ex-
cision) to a genomic sequence can be done
with the EMBOSS application est2genome.
This program, by Richard Mott at the Sang-

Example est2genome
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er Center [4], includes splice site consensus
sequences and two different gap-scoring
systems for introns and exons.

One problem with the dynamic program-
ming method is that it does not scale to
large sequences. It uses a comparison table
to match each base of each sequence. For a
typical bacterial gene or cDNA reading
frame this could be 1000 bases in each se-
quence, or 1,000,000 possible comparisons.
As the sequences grow longer this quickly
becomes too big a problem to fit in the
computer’s memory or to be computed in a
reasonable time.

For large sequences, for example BAC
clones or complete genomes, a short cut is
needed. One of the most common is to look
only at localized ungapped alignments by
comparing the two sequences in short
stretches and then looking for ways to ex-
tend the match region but without allowing
gaps, so the problem is far easier to com-
pute. Where a gap appears in a long region
of similarity the expectation is that there
will be two ungapped matches reported.
Even so, too many gaps will make matches
impossible to detect.

A particularly rapid way of finding local
ungapped matches is to look for “words” in
common between two sequences [5]. One
sequence is converted to a list of all possible
sequences of, for example, six bases and
each of these is then sought in the second
sequence. Where there is a match, the
neighboring bases can be checked to find
whether the match can be extended. It is
then very easy to look for clusters of high
scores and to report the best matches. Se-
quences of up to complete bacterial ge-
nome size can be compared in a few sec-
onds by this method. For increased speed
and flexibility, some programs build a com-
plete index of the words and look up the val-
ues instead of computing them each time
the program runs. This can take a lot of

disk space and a lot of time when the indi-
ces are calculated).

Multiple alignment is known to be a diffi-
cult problem. Clearly, the dynamic program-
ming method used for aligning two se-
quences is not practical for more. Just three
sequences of 1000 bases each would need
1,000,000,000 comparisons to be made and
stored. Instead the problem is usually brok-
en down into a series of pairwise matches
which are combined to produce a final align-
ment [6].

13.2.5

Other Alignment Methods

To use all possible alignments, there are
other methods. The most popular currently
is to create a hidden Markov model
(HMM) [7] which “learns” the characteris-
tics of a set of sequences, including the
most significant similarities between them.
By aligning the original sequences to the
HMM we can get a sequence alignment,
and by searching a sequence database with
the HMM we can search for new sequences
to add to the alignment. HMM have been
very successfully used for protein domain
analysis (Pfam) and have also been applied
to gene prediction in bacteria as a pattern-
matching method (see below).

13.3

Sequence Comparison Methods

An alternative to full alignment of two se-
quences is to search for common patterns
between them. One of the fastest to calcu-
late is the occurrence of long subsequences
(“k-tuples” or “words”).

We start again with dot plot methods.
The EMBOSS dottup program calculates
word matches between two sequences and
displays them on a dot plot. The first step is
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to build a complete list of all the words in
one sequence and make this into an indexed
table. Then, for each word in the second se-
quence, a simple lookup in the table shows
every match in the first sequence. With only
a few thousand table lookups we have cov-
ered several million possible dot positions.
This method scales up exceptionally well
and can be used up to whole chromosome
scale sequences.

Graphical views of the results are all very
well, but we also need to have the results as
sequence positions we can work with in oth-
er programs. Another EMBOSS program,
wordmatch, uses the same method as dot-

tup but instead reports the start positions in
each sequence and the length. Applied to
our earlier cDNA/genomic sequence exam-
ple we find that the exons are reported al-
most immediately.

The method does have some slight draw-
backs, compared with the rigorous est2ge-
nome program. For example, if the next
base after the exon is the same in each se-
quence the match will be extended a little.
Also, mismatches or insertions and dele-
tions in the exons will produce two or more
shorter matches, but est2genome needs
much more time to produce its rigorous re-
sult.

Example dottup

Example wordmatch
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13.3.1

Multiple Pairwise Comparisons

We can extend these rapid word-based
methods to achieve very fast comparisons
of very long sequences. This is implement-
ed in EMBOSS as the polydot program,
which is the dottup method for self compar-
ison of a set of sequences. These could be
contigs from a fragment assembly project
to check for overlaps (the original use of
this program),or complete chromosomes to
check for possible duplications.

In the example, we see the Escherichia co-
li lac operon (EMBL entry ECLAC) com-
pared with the sequences of the four indi-
vidual genes lacI, lacZ, lacY, and lacA.

Just like dottup and wordmatch, polydot
has a companion program which produces
a report of all the match positions. This pro-
gram, seqmatchall, reports the alignment
length, and the start and end positions in
each sequence.

The matches (apart from self matches)
are shown below. They include each of the
individual gene sequences matched to the
complete operon, plus two short matches
between lacY and the flanking sequences.

Example polydot
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Example seqmatchall
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13.4

Consensus Methods

Consensus methods take a sequence align-
ment and calculate a consensus sequence
which represents all the alignment mem-
bers. These consensus sequences are less
useful than the alignment or a weight ma-
trix of hidden Markov model derived from
it, but are often found in pattern databases.

Consensus sequences make use of base
codes beyond the familiar A, C, G, and T.
Each possible combination of bases has its
own one-letter code, and with a little prac-
tice it is relatively easy to learn them all. The
full set of codes is listed in Tab. 13.1, below.
For the two-base alternatives some knowl-
edge of base chemistry if needed. Surpris-
ingly, the three-base codes are extremely
easy to learn although most biologists will
not know them.

13.5

Simple Sequence Masking

The simplest sequence patterns to detect
are often those that cause the most prob-
lems. Simple repeats, or runs of single bas-
es, are usually removed before attempting
to run a sequence database search, because
otherwise the highest scoring hits will be
for other sequences with the same simple
repeat and any functionally significant
matches will be lost. The most common fil-
ter for DNA sequences is the “dust” pro-
gram from NCBI.

13.6

Unusual Sequence Composition

Using the word-based methods familiar
from the sequence comparison section
above, we can easily identify the most com-
mon sub-sequences of any given length.
Surprisingly, many genomes do show a
strong bias in their composition of sequenc-
es ranging in size from two bases to 11 or
more.

Table 13.1 Nucleotide base code table.

Code Base(s) Mnemonic

A A Adenine

C C Cytidine

G G Guanine

T T or U Thymine

U T or U Uracil (RNA
equivalent of T)

R A or G Pu-R-ine

Y C or T/U p-Y-rimidine

S C or G Strong H-bonding

W A or T/U Weak H-bonding

K G or T/U K-eto group

M A or C a-M-ino group

B C or G or T/U Not A

D A or G or T/U Not C

H A or C or T/U Not G

V A or C or G Not T or U

N A or C or G or T/U a-N-y base

. or – Gap

Example wordcount
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The genome of Escherichia coli is known
to have strong biases for certain 4- and 5-
base sequences. The wordcount program
reports the frequencies of all short sequenc-
es (words) of a given size. This example run
on sequence ECUW87 from the EMBL data-
base shows that the rarest five base se-
quences all contain the four base sequence
ctag, and the most common include se-
quences close to CCAGG or CCTGG [8].

13.7

Repeat Identification

Other programs can find less obvious re-
peats, or can look for repeats in particular
categories. In EMBOSS, the problem of
finding tandem (direct) repeats is simplified
by breaking it into two steps.

The first program, equicktandem (R. Dur-
bin, personal communication), rapidly scans
a sequence and reports possible similarities
for a range of possible repeat sizes. In the

Example equicktandem

Example etandem

example below, a run with a range of two to
ten bases, it reports a possible repeat size of
six bases in a sequence.

The result of equicktandem does not tell
us where the repeat was found, and does
not guarantee that the repeat will be suffi-
ciently conserved to be identified. The size
value can, however, be used by another pro-
gram, etandem (R. Durbin, personal com-
munication), to identify the precise posi-
tions of exact or almost exact repeat runs.

Direct repeats are relatively easy to find,
mainly because they appear one after an-
other without gaps. Another program, ein-
verted (R. Durbin, personal communica-
tion), looks for almost perfect inverted re-
peats. This is a trickier problem, because
the repeats can be very long and typically
have a gap between the two repeated se-
quences. By limiting the size of the central
gap we can significantly increase the speed
of the calculation.



31113.8 Detection of Patterns in Sequences

If we are less forgiving of mismatches
and gaps, we can make a more exhaustive
search for inverted repeats. The program
palindrome offers such an alternative ap-
proach.

13.8

Detection of Patterns in Sequences

Some applications look for specific patterns
in a sequence and can be very useful when
first analyzing a new sequence. One of the
simplest to program, and yet also one of the
most effective for detecting unusual com-

position in large sequences, is the “chaos
game representation” plot [9]. Although the
plot looks complicated and difficult to
understand, it is really very simple. The ex-
ample plot shows a typical result of a chaos
game plot for human genomic DNA. Clear-
ly, there is a pattern in the sequence al-
though at first sight it is not obvious what
the pattern could be.

The chaos game method makes every-
thing clear. Imagine that the program is
running on the sequence ATCCG. Now
start in the center of the plot. The first base
is “A”, so go half way to the “A” corner and
draw a dot. The next base is “C” so go half

Example inverted

Example palindrome
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way from this position to the “T” corner and
draw a dot. Now go half way to the “C” cor-
ner and draw a third dot. Then half way
again to the “C” corner and draw a fourth
dot. The next move, half way to the “G” cor-
ner, will land in the blank area on the plot.

The reason is simple. Moving “half way to
the G corner” will always land in the top
right quarter of the plot, no matter where
you start. But if the previous base was a “C”
you start in the top left quarter of the plot,
and always move to the blank region. In
fact, a sequence that ends with “CG” will al-
ways produce a dot in this 1/16 area. The
pattern is simply a result of the under-repre-
sentation of the dinucleotide “CG” in the
human genome.

The plot works on longer regions of un-
usual sequence composition. A plot of the

Escherichia coli genomic sequence reveals
small light and dark boxes, corresponding
to the four and five base sequence biases re-
sulting from “very short patch” repair
mechanisms [8].

13.8.1

Physical Characteristics

Although accurate calculation of physical
properties is not realistic, because factors
beyond the sequence are involved, it is pos-
sible to estimate the potential for bending
in a DNA double helix. Various calculations
have been proposed. One method is imple-
mented in the EMBOSS program bana-
na [10].

The program name, incidentally, is more
than a simple joke on curvature. The con-

Example chaos
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sensus sequence for maximum bending is
approximately AAAAA surrounded by five
bases that are not “A”. From the DNA am-
biguity codes in Tab. 13.1, you can see that
“N” is “any base” and “B” is “not-A”. This
means that the DNA sequence code “BA-
NANA” matches the bent DNA consensus!

13.8.2

Detecting CpG Islands

The chaos game plot clearly shows under-
representation of the dinucleotide sequence
“CG” in the human genome. However, in
some parts of the genome, especially in the
5′ ends of “housekeeping” genes, the se-
quence “CG” occurs far more frequently
than in the rest of the genome.

Rules have been derived for assigning
such sequences as “CpG islands” (the “p” is

simply the phosphate between the bases).
The EMBOSS program cpgplot identifies
CpG islands for the CPGISLE database pro-
ject [11]. The three plots show the ratio of
observed to expected “CG” sequences over a
sliding window, the C + G content over the
same window (even a sequence that is
100 % C and G will usually have rather few-
er than the expected 25 “CG” dinucleo-
tides). The third plot shows the region that
meets the “CpG island” criteria.

A second program, newcpgreport, gener-
ates the CPGISLE database entries, in an
EMBL-like format, from sequences identi-
fied by cpgplot. The comments section
(“CC” lines) of the entry also shows the
CpG island criteria used.

There are alternative approaches to CpG
island identification. One used by another
CpG island project is provided by the EM-

Example banana



314 13 Bioinformatics Tools for DNA Technology

BOSS program newcpgseek (G. Micklem,
personal communication), which calculates
scores for potential CpG islands. The high-
est scoring match is the same, although
slightly longer, as the region reported by
cpgplot and newcpgreport.

13.8.3

Known Sequence Patterns

Nucleotide sequence patterns are used ex-
tensively when there are no similar se-
quences for comparison. Public databases
are available for restriction enzyme target

Example cpgplot

Example newcpgreport

Example newcpgseek
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sites (REBASE) and transcription factor
binding sites (TRANSFAC).

13.8.4

Data Mining with Sequence Patterns

Many sequence patterns remain to be dis-
covered. Patterns can be specified in many
ways, some of which are particularly diffi-
cult to identify in a computer program. Spe-
cial difficulties are caused by allowing a
wide range of possible gaps or a large num-
ber of mismatches.

The EMBOSS program fuzznuc enables
the user to search for “fuzzy” patterns in
DNA sequences. The patterns are specified
in a similar way to patterns in the protein
motif database PROSITE. Fuzznuc first ex-
amines the pattern and then chooses the
most appropriate string-matching method
from its extensive library.

The example run shows results from a
simple search of Escherichia coli genomic
DNA for the under-represented tetranucleo-
tide “CTAG”.

13.9

Restriction Sites and Promoter Consensus
Sequences

13.9.1

Restriction Mapping

A natural application of pattern searching
in DNA sequences is to use the target sites
of restriction enzymes to generate a frag-
ment size map from a sequence and to
compare this with the expected experimen-
tal fragment sizes.

Because there are many and varied uses
for such a program, these methods typically
offer an unusually large number of options
for the user, including restricting the search
to rare cutters (those with long specific tar-
get sites such as NotI) or looking only for
enzymes that will cut the sequence once or
twice.

When a program must be especially ver-
satile, it is particularly useful to have access
to the program’s source code so that new
functions can be added and existing func-
tions can be modified. Such changes can
easily save several days of tedious analysis.

13.9.2

Codon Usage Analysis

Although more complicated methods for
gene identification are covered elsewhere, it
is worth reviewing some of the methods
available in EMBOSS, especially for prokar-
yotic (i.e. unspliced) sequences.

Many methods depend on the strong bias
in the use of alternative codons in true cod-
ing sequences [12]. This generally reflects

Example fuzznuc
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Example restrict
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the abundance of the respective tRNA spe-
cies, so the codons with the most abundant
tRNA will be used in preference, at least for
genes that must be highly expressed under
some conditions.

To apply such methods, we need to know
the typical codon usage for a given species.
Each has its own peculiar bias. In yeast
(Saccharomyces cerevisiae) tables have been
used successfully to distinguish low and
highly expressed genes by their different
codon usage patterns.

In the example below, which is sorted by
amino acid, there is a clear bias in the co-
don choices for aspartate (D) where 85 % of
the codons will be “GAC” and only 15 %
will be the alternative “GAT”. For leucine

(L) there is a strong preference for “CTG” or
“CTC” and in this sample of five genes only
a single occurrence of “TTA”

13.9.3

Plotting Open Reading Frames

One of the simplest methods, plotorf, dis-
plays the open reading frames (ORF) in a se-
quence, defined as the longest sequences
starting with a “start codon”(usually “ATG”)
and ending with a stop codon. The longest
ORF are likely to be true genes, although
care is needed in annotation. Although the
stop codon is clearly fixed, there is no guar-
antee that the most distant start codon is that
actually used when the gene is expressed.

Example cusp
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A further complication arises because the
nature of amino acid composition and co-
don bias tends to reduce the number of pos-
sible stop codons on the opposite strand,
and so it is common to see two open read-
ing frames in opposite directions overlap-
ping each other.

The plot below shows an example for a se-
quence from Pseudomonas aeruginosa [13],
in which the high G + C content in this or-
ganism further reduces the frequency of

stop codons which are, of course, relatively
AT-rich. The three true open reading frames
can be shown by other methods to be the
longest in the second and third panels of
the plot.

13.9.4

Codon Preference Statistics

To identify such genes, statistical methods
are available which use either the expected

Example plotorf
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codon usage table or, more crudely, the
biased base composition of the third (wob-
ble) base position in each codon.

For codon usage, the EMBOSS program
syco (synonymous codons) plots the Gribs-
kov statistic [12] over a sequence in each of
the three possible reading frames. The ex-
ample sequence is the same as that in the
plotorf example above.

If a codon usage table is not available, or
for some species in which the codon bias is

weak, statistical analysis of the third base
position offers a practical alternative meth-
od. The example below is for the same Pseu-
domonas aeruginosa sequence, in which the
high G + C content leads to a specially
strong third position bias reflected in the
general rule “if any base can be C or G then
it will be.”

Example syco
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13.9.5

Reading Frame Statistics

When a potential gene has been identified,
a variety of statistical methods are available
to calculate the codon bias for that particular
gene and to relate these to the possible ex-
pression level of the gene on the grounds
that more highly expressed genes are gener-
ally found to have a more biased codon us-
age.

An example in EMBOSS is Frank
Wright’s “effective number of codons” sta-
tistic [14], calculated by the program chips
(“codon heuristics in protein-coding se-
quences”)

In addition to using codon usage table to
analyze gene expression in one organism,
these tables can be used to compare species.
Similar codon frequencies will usually be
observed for closely related species, al-
though there are exceptions caused by re-

Example wobble
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cent changes in GC content, and by recent
horizontal transfer of DNA. These methods
can be used, for example, to identify DNA
or viral origin in bacterial genomes.

The program codcmp compares two co-
don usage tables, and calculates statistics to
indicate their degree of difference.

The EMBOSS collaborators made plans
to make all the programs available under as
many different user interfaces as possible.
Already in the first phase of the project (up
to the end of the year 2000) we had volun-
teers who added EMBOSS to Web interfac-
es such as Pise from the Institut Pasteur,
and W2H from the German Cancer Re-
search Center (DKFZ – the German EMB-
net node http://www.de.embnet.org/). Web
interfaces make the EMBOSS programs
available to any user with a web browser,
through access to a central service site that
can install the databases and maintain the
programs – something that EMBnet sites
have many years of experience in providing
to most of the major countries of the world.

Meanwhile, the EMBOSS core developers
produced a graphical user interface called
Jemboss, and also collaborated with com-
mercial software companies to provide EM-
BOSS under proprietary interfaces, for ex-
ample SRS.

An exciting new area in bioinformatics is
the emergence of “web services” using the
SOAP protocol. EMBOSS has been adopted
by several such projects, including my-
Grid [15] SoapLab [16] and Taverna [17]
which builds EMBOSS-based web services
into workflows.

The programs will also continue to devel-
op. In the area of sequence analysis we are
adding more input and output data types,
and rewriting the program output to give a
set of user-selectable report formats; these
will make the processing of EMBOSS out-
put and the interconnection of the pro-
grams much easier in the next release.

EMBOSS is also extending beyond pure
sequence analysis, with groups interested
in the fields of protein structure and phylo-
genetics (to give just two examples). With
help from the bioinformatics community
the future continues to look very interesting
indeed.

Example chips

Example codcmp

13.10

The Future for EMBOSS

The EMBOSS project is an open source ef-
fort, which means that all the source code is
made freely available for everyone to share
and develop further. The home of the pro-
ject is now shared by the European Bioin-
formatics Institute (http://www.ebi.ac.uk/),
and the Human Genome Mapping Project
(HGMP) Resource Center http://www.
hgmp.mrc.ac.uk/ in Hinxton, next door to
the Sanger Center where the project started.

The programs were designed to be run as
“commands” by simply typing the program
name and answering a series of questions.
It was always clear that for many users this
would not be enough, and also that few us-
ers would, in practice, agree on the best ap-
proach to take.



322

1 Rice, P., Longden, I., and Bleasby, A. (2000)
EMBOSS: The European Molecular Biology
Open Software Suite http://www.emboss.org/
and http://emboss.sourceforge.net/ Trends
Genet. 16:276–277.

2 Needleman, S.B. and Wunsch, C.D. (1970) A
general method applicable to the search for
similarities in the amino acid sequence of two
proteins. J. Mol. Biol. 48:443–453.

3 Smith, T.F. and Waterman, M.S. (1981)
Identification of common molecular
subsequences. J. Mol. Biol. 147:195–197.

4 Mott, R.F. (1997) Est_genome: a program to
align spliced DNA sequences to unspliced
genomic DNA. Comput. Appl. Biosci. 13:
477–478.

5 Wilbur, W.J. and Lipman, D.J. (1983)
Improved tools for biological sequence
comparison. Proc. Nat. Acad. Sci. USA
80:726–730.

6 Thompson, J.D., Higgins, D.G. and Gibson,
T.J. (1994) CLUSTAL W: improving the
sensitivity of progressive multiple sequence
alignment through sequence weighting,
positions-specific gap penalties and weight
matrix choice. Nucleic Acids Res.
22:4673–4680.

7 Durbin, R., Eddy, S., Krogh, A., and
Mitchison, G. (1998) Biological Sequence
Analysis, Cambridge University Press, UK.

8 Merkl, R., Kroeger, M., Rice, P., and Fritz, 
H.-J. (1992) Statistical evaluation and
biological interpretation of non-random
abundance in the E. coli K-12 genome of tetra-
and pentanucleotide sequences related to VSP
DNA mismatch repair. Nucleic Acids Res.
20:1657–1662.

9 Jeffrey, H.J. (1990) Chaos game representa-
tion of gene structure. Nucleic Acids Res.
18:2163–2170.

10 Goodsell, D.S. and Dickerson, R.E. (1994)
Bending and Curvature Calculations in B-
DNA. Nucleic Acids Res. 22:5497–5503.

11 Larsen, F., Gundersen, G., Lopez, R., Prydz,
H. (1992) CpG islands as gene markers in the
human genome. Genomics 13:105–107.

12 Gribskov, M., Devereux, J., and Burgess, R.R.
(1984) The codon preference plot: graphic
analysis of protein coding sequences and
prediction of gene expression. Nucleic Acids
Res. 12:539–549.

13 Lowe, N., Rice, P.M., and Drew, R.E.(1989)
Nucleotide sequence of the aliphatic amidase
regulator gene of Pseudomonas aeruginosa.
FEBS Lett. 246:39–43.

14 Wright, F. (1990) The ‘effective number of
codons’ used in a gene. Gene 87:23–29.

15 Stevens, R., Robinson, A., and Goble, C.A.
(2003) myGrid: Personalised Bioinformatics
on the Information Grid
http://www.mygrid.org.uk/ Bioinformatics 19
(Suppl. 1):i302–i304.

16 Senger, M., Rice, P., and Oinn, T. (2003)
Soaplab – a unified Sesame door to analysis
tools. In: Cox, S.J. (Ed.) Proc. UK e-Science,
All Hands Meeting 2003, pp. 509–513, ISBN
1-904425-11-9.

17 Oinn, T., Addis, M., Ferris, J., Marvin, D.,
Greenwood, M., Carver, T., Wipat, A., and Li,
P. (2004) Taverna: A tool for the composition
and enactment of bioinformatics workflows.
Bioinformatics J., in press.

References



323

David S. Wishart

14.1

Introduction

At the time of this writing there are more
than 250 fully sequenced organisms, in-
cluding more than 200 different species of
bacteria and more than two dozen different
eukaryotes such as yeast, rice, nematodes,
fruit flies, pufferfish, rodents (mice and
rats), and humans [1]. It is likely that within
two more years complete sets of gene and
protein sequences will be known for an-
other 200–300 organisms including most
key agricultural animals and plants and all
remaining laboratory animals [2, 3]. It is
clear that the challenge over the coming
decades will be to connect all those protein
sequences with their respective actions and
to translate that understanding into new ap-
proaches for management or treatment of
disease, diagnosis of medical conditions,
monitoring of drug interactions, improve-
ment of crop yields, or enhancement of the
quality of our environment.

Key to translating this raw biological data
to practical knowledge will be our ability to
recognize or detect patterns occurring with-
in this data [4]. This is where bioinformatics
is important. Bioinformatics plays a vital
role in all areas of proteomics (the study of

proteins and their interactions) by provid-
ing the software tools that help sort, store,
analyze, visualize, and extract important
patterns from raw proteomic data. Compu-
tational tools such as correlational analysis,
multiparametric fitting, dynamic program-
ming, artificial intelligence, neural net-
works and hidden Markov models are criti-
cal for revealing many of the hidden pat-
terns and relationships in sequence, 2D gel,
or mass spectrometric (MS) data. Comple-
menting these tools is a growing array of
queryable databases containing protein se-
quences, pre-calculated mass fragment
data, 2D gel images, 3D structures, protein
interaction partners, biochemical pathways
and functional sites that provide the critical
“prior knowledge” necessary for extracting
additional information from unprocessed
experimental data.

In previous chapters on protein and DNA
technology we have seen how raw protein
sequence data, isoelectric points, and pep-
tide mass fingerprints can be acquired. In
this chapter we will see how these raw data
can be transformed into useful biochemical
knowledge. In particular, we will show how
bioinformatics tools can be used to facilitate
protein identification and characterization
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using 2D gel, MS, and unprocessed protein
sequence data. This chapter will be divided
into two sections. The first is concerned
with describing the software tools and algo-
rithms that can facilitate protein identifica-
tion from 2D gels, mass spectrometric, or
protein sequence data. The second will de-
scribe the bioinformatics tools and databas-
es that can be used to predict the functions,
locations, and properties of the proteins
identified. Particular emphasis will be
placed on describing freely available Web
tools or software packages that have been
published in the scientific literature.

14.2

Protein Identification

Unfortunately for us, proteins do not come
with name tags. They also occur in extreme-
ly complex matrixes, usually with other pro-
teins that look and behave almost identically.
Indeed, the only way to uniquely identify a
protein is to carefully separate it and pains-
takingly determine its sequence or precisely
measure its mass. Consequently protein
identification is an inherently difficult pro-
cess that requires close interplay between ex-
perimental and computational techniques
[5, 6]. The experimental techniques provide
the raw data and the computational tech-
niques convert those raw data into a usable
protein name or a data bank accession num-
ber. These computational tools all rely on a
common theme – they identify proteins by
looking for close matches (in mass, in se-
quence, or in 2D gel position) with previous-
ly identified proteins. In this way protein
identification is facilitated by making use of
vast stores of previously accumulated knowl-
edge about the two million proteins already
studied. In this section we will review three
methods of protein identification and their
associated software tools:

1. identification by 2D gel spot position;
2. identification by mass spectrometry; and
3. identification by sequence data.

14.2.1

Protein Identification from 2D Gels

Despite predictions of its imminent de-
mise, 1D and 2D gel electrophoresis is, and
will probably continue to be, an essential
cornerstone of proteomics research. No oth-
er low-cost technology has comparable reso-
lution or sensitivity for protein separation
and display. Indeed, as we have seen from
Chapt. 7, 2D gel electrophoresis enables
precise and reproducible separation of up to
10,000 different proteins. With the intro-
duction of IEF “ultra-zoom” gels [7] to im-
prove resolution, the commercialization of
pre-poured immobilized pH gradient (IPG)
to improve consistency, and the develop-
ment of multicolored, multiplexed DIGE [8]
to enable rapid and robust in-gel compari-
sons, it is probable that 2D gels will be with
us for a very long time. Continuing techni-
cal advances and the rapidly growing use of
2D gels in proteomics has led to the devel-
opment of several excellent software tools
and an increasing number of valuable 2D
gel databases to facilitate protein identifica-
tion, quantification, and annotation. Al-
though most 2D gel analysis software is
very image-oriented, the fact that these
packages can be used to measure physical
properties (pI and MW), to quantify protein
copy numbers, and to identify proteins
makes them a key part of the standard bio-
informatics tool chest.

Several popular, commercial software
packages are available for facilitating digital
gel analysis, including Melanie 4 (Gene-
Bio), Phoretix 2D (Phoretix), ImageMaster
2D (Amersham), PDQuest (BioRad), Del-
ta2D (DeCodon), and Gellab II+ (Scanalyt-
ics) (Tab. 14.1). All six packages have an im-
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pressive array of image-manipulation facil-
ities integrated into sophisticated graphical
user interfaces. Most are specific to Win-
dows platforms although PDQuest runs on
both Windows and MacOS. Some commer-
cial packages, for example Melanie (Medi-
cal ELectrophoresis Analysis Interactive Ex-
pert system) and Gellab II+ began as aca-
demic projects and have been under devel-
opment for many years [9, 10]. Most of
these packages make use of machine learn-
ing, heuristic clustering, artificial intelli-
gence, and high-level image manipulation
techniques to support some very complex
2D gel analyses. Several commercial pack-

ages are typically sold as part of larger
equipment purchases (2D gel systems with
robotic gel cutters) and are closely tied to
the major proteomics equipment suppliers
or 2D gel vendors.

Essentially, all commercial packages offer
an array of automated or manual spot ma-
nipulation, including spot detection, spot
editing, spot normalization, spot filtering,
spot (re)coloring, spot quantitation, and
spot annotation. This allows users to com-
pare, quantify and archive 2D gel spots
quickly and accurately. These kinds of com-
parison are particularly important for moni-
toring changes in protein expression from

Table 14.1 Protein identification tools – web links.

Tool/Database Web Address

GelScape http://www.gelscape.org
Flicker (2D gels) http://www.lecb.ncifcrf.gov/flicker/
Open Source Flicker http://open2dprot.sourceforge.net/Flicker/
Phoretix 2D http://www.nonlinear.com/products/2d/2d.asp
PDQuest http://www.proteomeworks.bio-rad.com/html/pdquest.html
Melanie IV http://ca.expasy.org/melanie/
Gellab II+ http://www.scanalytics.com/product/gellab/index.shtml
ImageMaster 2D http://www1.amershambiosciences.com/
Delta2D http://www.decodon.com/Solutions/Delta2D.html
2DWG (2D databases) http://www.lecb.ncifcrf.gov/2dwgDB/
SWISS-2DPAGE http://www.expasy.ch/
2D-HUNT http://ca.expasy.org/ch2d/2DHunt/
World 2D PAGE http://ca.expasy.org/ch2d/2d-index.html
Yeast 2D database http://www.ibgc.u-bordeaux2.fr/YPM/
PeptIdent (MS Fingerprint) http://us.expasy.org/tools/peptident.html
Profound (MS Fingerprint) http://prowl.rockefeller.edu/profound_bin/WebProFound.exe
Mowse (MS Fingerprint) http://srs.hgmp.mrc.ac.uk/cgi-bin/mowse
Mascot (All searches) http://www.matrixscience.com/search_form_select.html
ProteinProspector (All) http://prospector.ucsf.edu/
PepSea (MS Fingerprint) http://pepsea.protana.com/PA_PepSeaForm.html
BLAST http://www.ncbi.nlm.nih.gov/BLAST/
PSI-BLAST http://www.ncbi.nlm.nih.gov/blast/psiblast.cgi
Swiss-Prot Database http://ca.expasy.org/sprot/
Owl Database http://bioinf.man.ac.uk/dbbrowser/OWL/
PIR Database http://pir.georgetown.edu/home.shtml
GenBank Database http://www.ncbi.nlm.nih.gov/
UniProt Database http://www.pir.uniprot.org/
Protein Data Bank http://www.rcsb.org
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gel to gel or from experiment to experiment.
In addition to individual spot manipulation,
whole gel manipulations such as rotating,
overlaying, referencing, “synthesizing” and
averaging are typically supported in most
commercial packages. This is done to facili-
tate inter-gel comparison and to calibrate
gels to pI and molecular weight standards.
Calibration is particularly important for 2D
gels if one wishes to extract accurate molec-
ular weight or pI information for protein
identification.

No matter how careful one is in casting or
running a 2D gel, there is usually some in-
ter-gel variability. The ability to stretch or
shrink certain gel regions (or even entire
gels) is, therefore, often necessary to enable
direct comparisons. Techniques called spot
matching, “landmarking”, and image “warp-
ing” are available in most programs to en-
able this kind of forced matching. When
this kind of image transformation has been
completed most commercial packages en-
able additional gels to be overlaid, subtract-
ed, alternately flashed (flickered), or color-
contrasted to identify significant changes or
significant spots.

In addition to the commercial 2D gel
packages, there is a small but growing col-
lection of high quality freeware packages for
1D and 2D gel analysis including Gel-
Scape [11] and Flicker [12, 13]. Both packag-
es are written in Java and both are freely
available either as stand-alone applications
or as platform-independent servlets/applets
that can be readily accessed over the web
(Tab. 14.1). The use of web-server technolo-
gy enables users to access, share, or distrib-
ute gel images and gel data in an interactive,
platform-independent manner. GelScape
(Fig. 14.1) supports many of the features
found in commercial, stand-alone gel-analy-
sis packages including interactive spot
marking and annotation, spot integration,
gel warping, image resizing, HTML image

mapping, gel (pH/MW) gridding, automat-
ed spot picking and integration, transparent
image overlaying, rubber-band zooming,
image recoloring, image reformatting, and
gel image and gel annotation data storage
in compliance with Federated Gel Data-
base [14] requirements. Although not quite
as feature-rich as GelScape, the Flicker app-
let is, nevertheless, quite useful for trans-
forming (warping, rotating, etc.) and visual-
izing pairs of 2D gels so that the gel of inter-
est can be easily compared with a pre-exist-
ing gel obtained from the Web. Flicker’s
name comes from the fact that the program
enables gel images to be switched on and
off (“flickered”) to facilitate visual compari-
son. Flicker was recently rewritten as a
stand-alone, open source java application
(Tab. 14.1). This has led to significant per-
formance and feature improvements over
the original applet version.

Protein identification by use of 2D gels
can be achieved in any number of ways,
whether by pI/MW measurements, West-
ern blotting (if an antibody is known), or
32P detection (if the protein of interest is
known to be phosphorylated). Often, how-
ever, the best method for protein identifica-
tion by visual comparison with previously
annotated gels from databases [12, 15–17].
Over the past 25 years, thousands of 2D gels
have been run on cell extracts of many dif-
ferent organisms and human tissues. Many
of these gels have been analyzed and their
protein spots identified by microsequenc-
ing or mass spectrometry. These carefully
annotated gels have been deposited in more
than 30 different “federated” 2D gel data-
bases (for example SWISS-2D PAGE or
WebGel) with the intention that others who
might be studying similar systems can use
these standardized, annotated gel images to
overlay with their own gels and rapidly
identify proteins of interest.
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Many of these gels and gel databases can
be found on the internet via WORLD-2-
DPAGE or 2D-HUNT (Tab. 14.1) simply by
typing an organism or protein name. For in-
stance, suppose you decided to study S. ce-
revisiae under anaerobic conditions. By run-
ning a 2D gel of the proteins expressed
under anaerobic conditions, you can save
literally months of effort by comparing the
gel with the fully annotated S. cerevisiae 2D
gel (grown under aerobic conditions) found
at http://www.ibgc.u-bordeaux2.fr/YPM/.
By using a freeware package like GelScape,
or more sophisticated commercial packag-
es, it should be possible to visually trans-
form the two gels, overlay them and identify
nearly 400 yeast proteins or protein frag-
ments in less than an hour. Quantification
of the differences in expression might take
only a few more hours. Indeed, the objective
of setting up these federated 2D gel databas-
es is to avoid costly or repetitive efforts that
only lead to re-identification of previously
mapped or previously known proteins. The
utility of 2D gel databases is bound to grow
as more gels are collected and as more spots
are progressively identified in laboratories
around the world. Indeed, one might opti-
mistically predict that some time in the not-
too-distant future, mass spectrometry and
micro-sequencing will no longer be needed
to routinely identify protein gel spots, be-
cause all detectable spots will have been an-
notated and archived in a set of Web-access-
ible 2D gel databases.

Much remains to be done before this vi-
sion becomes reality, however. 2D gel spot
patterns are highly dependent on the meth-
ods used to isolate and prepare the initial
protein mixture [15]. Consequently, individ-
uals wishing to perform gel database com-
parisons must take into account such vari-
ables as the protein fraction isolated, how
the sample was prepared, and how the gel
was run. Even if sample preparation issues

are eventually clarified, continuing prob-
lems concerning 2D gel database mainte-
nance and updates will persist. Indeed,
most publicly available annotated 2D gels
represent incomplete “best efforts” of a sin-
gle graduate student rather than collective,
sustained efforts arising from multiple labs.
If the concept of 2D gel databases and data
sharing is going to succeed, it will need a
well-funded central repository (for example
the NCBI or EBI) and open-minded fund-
ing agencies to support sustained gel anno-
tation contributions from the whole scien-
tific community. The recent introduction of
XML- (extensible markup language) based
procedures to help standardize 2D gel data
sharing is an encouraging step in this direc-
tion [18].

In the future it is probable that other sep-
aration and display techniques, for example
2D HPLC, tandem capillary electrophoresis
(Chapt. 8), and protein chips [5] will gain
greater prominence in functional prote-
omics. The resolution and separation re-
producibility of these techniques suggest
that similar database comparison methods
(e.g. elution profile analysis) could eventu-
ally enable proteins to be identified without
the need for MS or microsequencing analy-
sis.

14.2.2

Protein Identification 
from Mass Spectrometry

Recent advances in mass spectrometry have
led to a paradigm shift in the way peptides
and proteins are identified [19, 20]. In par-
ticular, the introduction of “soft” ionization
techniques (electrospray and MALDI), cou-
pled with substantial improvements in mass
accuracy (~2 ppm), resolution (MS–MS) and
sensitivity (femtomoles) have made the rap-
id, high throughput identification of pep-
tides and proteins almost routine [5, 21].
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Key to making this shift possible has been
the development of bioinformatics software
that enables direct correlation of biomolec-
ular MS data with protein sequence data-
bases. Two kinds of MS bioinformatics soft-
ware exist:
1. software for identifying proteins from

peptide mass fingerprints; and
2. software for identifying peptides or pro-

teins directly from uninterpreted tandem
(MS–MS) mass spectra.

Peptide mass fingerprinting (PMF) was de-
veloped in the early 1990s as a means of un-
ambiguously identifying proteins from pro-
teolytic fragments [22–24]. Specifically, if a
pure protein is digested with a protease (for
example trypsin) that cuts at predictable lo-
cations the result will be a peptide mixture
containing a unique collection of between
10 and 50 different peptides, each with a
different or characteristic mass. Running
this mixture on a modern ESI or MALDI in-
strument will lead to a mass spectrum with
dozens of peaks corresponding to the mass-
es of each of these peptides. Because no two
proteins are likely to share the same set of
constituent peptides, this mixture is called a
peptide mass fingerprint or PMF. By com-
paring the observed masses of the mixture
with predicted peptide masses derived from
all known protein sequences it is theoreti-
cally possible to identify the protein of
interest (providing the protein has been
previously sequenced). Specifically, in the
course of performing a mass fingerprint
search, database sequences are theoretically
“cleaved” using known protease-cutting
rules, the resulting hypothetical peptide
masses are calculated and the whole pro-
tein is ranked according to the number of
exact (or near exact) cleavage fragment
matches made to the observed set of pep-
tide masses. The sequence with the highest
number and quality of matches is usually

selected as the most likely candidate (an
outline is given in Fig. 14.2).

There are nearly a dozen different types
of mass fingerprinting software available
for protein identification. Although some
are sold as commercial products, most are
freely available over the Web (a partial list-
ing is given in Tab. 14.1). Nearly all of the
packages enable the user to select a protein
database (OWL, Swiss-Prot or NCBI-nr), a
source organism (to limit the search), a
cleavage enzyme (trypsin is the most com-
mon), a cleavage tolerance (one missed
cleavage per peptide is usual), a mass toler-
ance (0.1 amu is typical), and a mass type
(average or monoisotopic). Most of these
values are pre-selected as defaults in the
submission form and do not normally need
to be changed. All packages expect users to
enter a list of masses (with at least two deci-
mal point accuracy) read from the MS spec-
trum before launching the search. On most
days a Web search result can be returned
within 10–20 s.

Key to performing any successful peptide
mass fingerprint search is to start with the
most accurate masses possible. Internally
calibrated mono-isotopic standards are es-
sential. If one is very confident in the mass
accuracy, restricting the mass tolerance set-
ting to less than 0.1 amu will usually im-
prove the specificity of the search. Restrict-
ing the size or scope of the database to
search is also wise. The organism being
studied is usually known, so it is best to se-
lect only the portion of the protein database
with protein sequences from the presump-
tive source organism (or very closely related
organisms). It is not (yet) a good idea to
search through translated EST databases,
because they have too many sequencing er-
rors and contain only partial protein se-
quence information.

As a general rule one should try to use as
many mass values as possible when per-
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forming an MS fingerprint analysis. An ab-
solute minimum of five, but more com-
monly ten or more mass values should be
entered for positive identification of a pro-

tein. Typically, the number of masses en-
tered should depend on the molecular
weight of the protein in kilodaltons (i.e.
more mass entries for heavier proteins).

Fig. 14.2. An outline of the peptide mass fingerprinting procedure for identifying proteins. In
(A) the preparation of the “in silico” trypsin cleavage database from the original sequence
database is shown. In (B) the query MALDI mass fingerprint from the unknown protein is
shown. In (C) the general process of the PMF search is shown with a sample output.

A

Sequence DB

Query Masses Database Mass List Results

Calc. Tryptic Frags Mass List

B

C

>P12345
acedfhsakdfqea
sdfpkivtmeeewe
ndadnfekqwfe

>P21234
acekdfhsadfqea
sdfpkivtmeeewe
nkdadnfeqwfe

>P89212
acedfhsadfqeka
sdfpkivtmeeewe
ndakdnfeqwfe

450.2201
609.3667
698.3100
1007.5391
1199.4916
2098.9909

450.2017 (P21234)
609.2667 (P12345)
664.3300 (P89212)
1007.4251 (P12345)
1114.4416 (P89212)
1183.5266 (P12345)
1300.5116 (P21234)
1407.6462 (P21234)
1526.6211 (P89212)
1593.7101 (P89212)
1740.7501 (P21234)
2098.8909 (P12345)

2 Unknown masses
1 hit on P21234
3 hits on P12345

Conclude the query
protein is P12345

acedfhsak
dfgeasdfpk
ivtmeeewendadnfek
gwfe

acek
dfhsadfgeasdfpk
ivtmeeewenk
dadnfeqwfe

acedfhsadfgek
asdfpk
ivtmeeewendak
dnfegwfe

450.2017 (P21234)
609.2667 (P12345)
664.3300 (P89212)
1007.4251 (P12345)
1114.4416 (P89212)
1183.5266 (P12345)
1300.5116 (P21234)
1407.6462 (P21234)
1526.6211 (P89212)
1593.7101 (P89212)
1740.7501 (P21234)
2098.8909 (P12345)
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The need for so much mass data is primari-
ly to compensate for the noise inherent in
experimental MS data. Indeed, it is not un-
common to have up to half of all predicted
peptide peaks absent from any given MS
fingerprint spectrum along with any num-
ber of additional peaks arising from con-
taminating proteins. Consequently, one is
usually quite content to obtain coverage
(the fraction of predicted peptide masses
closely matching observed peptide masses)
of only 40–50 %. It is very rare to see a per-
fect match or 100 % coverage.

Because of the experimental noise asso-
ciated with MS data, analysis of peptide fin-
gerprint searches is not always easy nor is it
always reliable. Some of the common com-
plications include:
1. disappearance of key peaks as a result of

non-specific ion suppression;
2. appearance of extra peaks from protease

(trypsin) autolysis;
3. appearance of peaks from post-transla-

tional or artifactual chemical modifica-
tion;

4. appearance of peaks from non-specific
cleavage, or from contaminating proteas-
es; and

5. appearance of peaks from contaminating
impurities, contaminating homologs or
splice variants.

Because of these complications, the issue of
how to score and rank peptide mass match-
es is actually quite critical to the perfor-
mance and reliability of peptide mass fin-
gerprint software. Most early fingerprinting
programs used simple heuristic scoring
schemes and arbitrary cut-offs to select can-
didate sequences. More recent programs
such as Profound [25] use Bayesian statis-
tics and posterior probabilities to rank data-
base candidates. Some of the latest pro-
grams take at least some of the complica-
tions listed above into account and allow

secondary searches with so-called “orphan”
masses. Mascot [26] is one program which
uses a probabilistic model similar to an ex-
pectation or E-value to rank sequences. The
use of probabilities enables better estima-
tion of significance (which guards against
false positives) and it also enables scores to
be compared with those from other types of
search algorithm (such as BLAST). Irre-
spective of the advantages and disadvantag-
es of individual programs, it is usually a
good idea to run at least two different pep-
tide mass fingerprinting programs and
combine the results. This serves as a form
of “signal averaging” and potentially reduc-
es the occurrence of errors arising from al-
gorithmic or database limitations in any
single program.

Because peptide mass fingerprinting does
not always work, for unambiguous protein
identification there has been increasing
emphasis on using tandem mass spectrom-
eters equipped with collision-induced disso-
ciation (CID) cells to provide more precise
and interpretable peptide data. SEQUEST
[27, 28], ProteinProspector [29], and Mas-
cot [26] are three software packages that can
be used to analyze tandem mass data of
peptide fragments. These programs take
uninterpreted tandem mass spectral data
(i.e. the actual spectrum or peak lists), per-
form sequence database searches and iden-
tify probable peptides or protein matches.
Typically these programs work by first scan-
ning the protein databases for potential
matches with the precursor peptide ion
then ranking the candidate peptides on the
basis of their predicted similarity (ion conti-
nuity, intensity, etc.) to the observed frag-
ment ion masses. After this screening step
a model MS–MS spectrum for each candi-
date peptide is generated and then com-
pared, scored, and ranked with the observed
MS–MS spectrum using correlational or
probabilistic analysis. As with peptide mass
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fingerprinting, similar kinds of information
(database, source organism, mass tolerance,
cleavage specificity, etc.) must be provided
before running the programs. The only dif-
ference is that instead of typing in a list of
masses the user is expected to provide a
spectral filename containing the digitized
MS–MS spectrum. The reported perfor-
mance of these programs is quite impres-
sive [26, 28].

It is likely that protein identification via
mass spectral analysis will continue to grow
in popularity and in importance. The wide
availability of easy-to-use, freely available
peptide mass fingerprinting software has
made the entire protein identification pro-
cess very accessible. Furthermore, as more
protein sequence data is deposited in se-
quence data banks around the world the
utility and reliability of these database-driv-
en techniques is expected to grow accord-
ingly. Sequence databases continue to grow
and mass spectrometer technology is also
progressing rapidly. With continuing im-
provements in mass resolution (e.g. Fouri-
er-transform cyclotron mass spectrometers
with 1 ppm resolution are now available) it
is likely that peptide mass fingerprinting
will become less common as only a single
tryptic peptide will be sufficient for positive
identification of a protein [30, 31].

14.2.3

Protein Identification from Sequence Data

The most precise and accurate way of
unambiguously identifying a protein is
through its sequence. Historically, proteins
were identified by direct sequencing using
painstakingly difficult chemical or enzymat-
ic methods (Edman degradation, proteolytic
digests). All that changed with the develop-
ment of DNA-sequencing techniques which
proved to be faster, cheaper, and more ro-
bust [32]. Now more than 99 % of all protein

sequences deposited in databases such as
OWL [33], PIR [34], Swiss-Prot + trembl
[35], UniProt [36], and GenBank [37] are de-
rived directly from DNA sequence data.
While complete sequence data is normally
obtained via DNA sequencing, improve-
ments in mass spectrometry and chemical
microsequencing now enable routine se-
quencing of short (10–20 residue) peptides
from subpicomole quantities of protein [38,
39]. With the availability of several different
rapid sequencing methods (MS–MS, chem-
ical microsequencers, DNA sequencers,
ladder sequencing, etc.) and the growing
number of protein sequences (>2,000,000)
and sequence databases (>200), there is
now increasing pressure to develop and use
specific bioinformatics tools to facilitate
protein identification from partial or ho-
mologous sequence data.

Protein identification via sequence analy-
sis can be performed through either exact
substring matches or local sequence simi-
larity to a member of a database of known
protein sequences. Exact matching of short
peptide sequences to known protein se-
quences is ideal for identifying proteins
from partial sequence data (obtained via Ed-
man microsequencing or tandem MS). This
type of text matching to sequence data is
currently supported by the OWL, Swiss-
Prot, and PIR web servers (but not Gen-
Bank!). Given the current size of the data-
bases and the number of residues they con-
tain it is usually wise to sequence 7 or 8 res-
idues to prevent the occurrence of false
positives. Alternately, if information about
the protein mass, predicted pI or source or-
ganism is available, only four or five resi-
dues might need to be determined to guar-
antee a unique match. Note that exact string
matching will only identify a protein if it is
already contained in a sequence database.

Although exact string (or subsequence)
matching is useful for certain types of pro-
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tein identification problem, by far the most
common method of protein identification
is by “fuzzy matching” via sequence simi-
larity. Unlike exact string matching, se-
quence similarity determination is a robust
technique which enables identification of
proteins even if there are sequencing errors
in either the query or database sequence.
Furthermore, sequence similarity enables
one to potentially identify or ascribe a func-
tion to a protein even if it is not contained
in the database. In particular, the identifica-
tion of a similar sequence (>25 % sequence
identity to the query sequence) with a
known function or name is usually suffi-
cient to infer the function or name of an
unknown protein [40].

Sequence similarity is normally deter-
mined by using database alignment algo-
rithms wherein a query sequence is aligned
and compared with all other sequences in a
database. In many respects sequence-align-
ment programs are merely glorified spell
checkers. Fundamentally there are two
types of sequence alignment algorithm – dy-
namic programming methods [41, 42] and
heuristic “fast” algorithms such as FASTA
and BLAST [43–45]. Both methods make
use of amino acid substitution matrices
such as PAM-250 and Blosum 62 [46, 47] to
score and assess pairwise sequence align-
ments. Dynamic programming methods are
very slow N2 type algorithms that are guar-
anteed to find the mathematically optimum
alignment between any two sequences. On
the other hand, heuristic methods such as
FASTA and BLAST are much faster N-type
algorithms that find short local alignments
and attempt to string these local alignments
into a longer global alignment. Heuristic al-
gorithms make use of statistical models to
rapidly assess the significance of any local
alignments, making them particularly use-
ful for biologists trying to understand the
significance of their matches. Exact descrip-

tions and detailed assessments of these al-
gorithms are beyond the scope of this chap-
ter; suffice it to say that BLAST and its suc-
cessors such as FASTA3 [48] and PSI-
BLAST [45] have probably become the most
commonly used “high-end” tools in biology.

BLAST-type searches are generally avail-
able for all major protein databases through
a variety of mirror sites and Web servers
(Tab. 14.1). Most servers offer a range of
databases that can be “BLASTed”. The larg-
est and most complete database is
GenBank’s non-redundant (nr) protein
database, which is largely equivalent to the
translated EMBL (TREMBL) database. The
Swiss-Prot database is the most completely
annotated protein database, but does not
contain the quantity of sequence data found
in OWL or GenBank. The PIR database,
which was started in the 1960s, is actually
the oldest protein sequence database and
contains many protein sequences deter-
mined by direct chemical or MS methods (-
which are typically not in GenBank
records). The PIR has recently joined with
TREMBL and SwissProt to produce Uni-
Prot [36] which might now be the most
complete protein-sequence database avail-
able. Most of these protein databases can be
freely downloaded by academics, but indus-
trial users must pay a fee.

BLAST and FASTA3 are particularly good
at identifying sequence matches sharing
between 25 % to 100 % identity with the
query sequence. PSI-BLAST (position-spe-
cific iterated BLAST), on the other hand, is
exceptionally good at identifying matches in
the so-called twilight zone of between
15–25 % sequence identity. PSI-BLAST can
also identify higher scoring similarities
with the same accuracy as BLAST. The trick
to using PSI-BLAST is to repeatedly press
the “Iterate” button until the program indi-
cates that it has converged. Apparently
many first-time users of PSI-BLAST fail to
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realize this by running the program only
once; they come away with little more than a
regular BLAST output. Nevertheless, be-
cause of its near universal applicability, PSI-
BLAST is probably the best all-round tool
for protein identification from sequence
analysis.

The stunning success that PSI-BLAST
has had in “scraping the bottom of the bar-
rel” in terms of its ability to identify se-
quence relationships is leading to increased
efforts by bioinformaticians aimed at trying
to develop methods to identify even more
remote sequence similarities from database
comparisons. This has led to the develop-
ment of a number of techniques such as
threading, neural network analysis, and hid-
den Markov modeling – all of which are
aimed at extracting additional information
hidden in the sequence databases. Many of
these techniques are described in more de-
tail in Sect. 14.3.

14.3

Protein Property Prediction

Up to this point we have focused on how to
identify a protein from a spot on a gel, an
MS fingerprint, or by DNA or protein se-
quencing. When the identification problem
has been solved, one is usually interested in
finding out what this protein does or how
and where it works. If a BLAST, PSI-BLAST,
or PUBMED search turns up little in the
way of useful information, it is still possible
to employ a variety of bioinformatics tools
to learn something directly from the
protein’s sequence. Indeed, as we shall see
in the following pages, protein property pre-
diction methods can often enable one to
make a very good guess at the function, lo-
cation, structure, shape, solubility, and
binding partners of a novel protein long be-
fore one has even lifted a test-tube.

14.3.1

Predicting Bulk Properties 
(pI, UV absorptivity, MW)

Although the amino acid sequence of a pro-
tein largely defines its structure and func-
tion, a protein’s amino acid composition
can also provide a great deal of information.
Specifically, amino acid composition can be
used to predict a variety of bulk protein
properties, for example isoelectric point,
UV absorptivity, molecular weight, radius
of gyration, partial specific volume, solubil-
ity, and packing volume – all of which can
be easily measured on commonly available
instruments (gel electrophoresis systems,
chromatographic columns, mass spectrom-
eters, UV spectrophotometers, amino acid
analyzers, ultra-centrifuges, etc.). Knowl-
edge of these bulk properties can be partic-
ularly useful in cloning, expressing, isolat-
ing, purifying, or characterizing a newly
identified protein.

Many of these bulk properties can be cal-
culated using simple formulas and com-
monly known properties, some of which are
presented in Tabs. 14.2 and 14.3. Typical
ranges found for water-soluble globular pro-
teins are also shown in Tab. 14.2. A large
number of these calculations can also be
performed with more comprehensive pro-
tein bioinformatics packages such as
SEQSEE [49, 50] and ANTHEPROT [51] and
with many commonly available commercial
packages (LaserGene, PepTool, VectorNTI).

14.3.2

Predicting Active Sites 
and Protein Functions

As more protein sequences are being de-
posited in data banks, it is becoming in-
creasingly obvious that some amino acid
residues remain highly conserved even
among diverse members of protein fami-
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lies. These highly conserved sequence pat-
terns are often called signature sequences
and often define the active site or function
of a protein. Because most signature pat-
terns are relatively short (7–10 residues)
this kind of sequence information is not
easily detected by BLAST or FASTA search-
es. Consequently it is always a good idea to
scan against a signature sequences data-
base (for example PROSITE) in an effort to
obtain additional information about a
protein’s structure, function, or activity.

Active site or signature sequence databas-
es come in two varieties – pattern-based
and profile-based. Pattern-based sequence
motifs are usually the easiest to work with,

because they can be easily entered as simple
regular expressions. Typically pattern-based
sequence motifs are identified or confirmed
by careful manual comparison of multiply
aligned proteins – most of which are known
to have a specific function, active site, or
binding site [57]. Profile-based signatures
or “sequence profiles” are usually generated
as a combination of amino acid and posi-
tional scoring matrices, or hidden Markov
models derived from multiple sequence
alignments [58, 59]. Although sequence
profiles are usually more robust than regu-
lar pattern expressions in identifying active
sites, the effort required to prepare good se-
quence profiles has usually precluded their

Table 14.2 Formulas for protein property prediction.

Property Formula Typical range

Molecular weight MW = ÓAi ×Wi + 18.01056 N/A
Net charge (pI) Q = _Ai/(1 + 10pH – pKi) N/A
Molar absorptivity å = (5690 ×#W + 1280×#Y)/MW N/A
Average hydrophobicity AH = ÓAi ×Hi (AH = –2.5 ± 2.5)
Hydrophobic ratio RH = ÓH(–)/ÓH(+) (RH = 1.3 ± 0.5)
Linear charge density ó = (#K + #R + #D + #E + #H + 2)/N (ó = 0.25 ± 0.5)
Solubility Π = RH + AH + ó (Π = 1.6 ± 0.5)
Protein radius R = 3.875× (N0.333) N/A
Partial specific volume PSV = ÓPSi × Wi (PSV = 0.725 ± 0.025)
Packing volume VP = ÓAi × Vi N/A
Accessible surface area ASA = 7.11× MW0.718 N/A
Unfolded ASA ASA(U) = ÓAi ×ASAi N/A
Buried ASA ASA(B) = ASA(U) – ASA N/A
Interior volume Vint = ÓAi ×FBi ×Vi N/A
Exterior volume Vext = VP – Vint N/A
Volume ratio VR = Vext/Vint N/A
Fisher volume ratio FVR = [R3/(R – 4.0)3] – 1 N/A

MW, molecular weight in Daltons; Ai, number of amino acids of type i;
Wi, molecular weight of amino acid of type i; Q, charge; pKi, pKa of
amino acid of type i; å, molar absorptivity; #W, number of tryptophans;
Hi, Kyte Doolittle hydropathy; H(–), hydrophilic residue hydropathy
values; H(+), hydrophobic residue hydropathy values; N, total number of
residues in the protein; R, radius in Angstroms; PSi , partial specific
volume of amino acid of type i; Vi, volume in cubic Angstroms of amino
acid of type i; ASAi, accessible surface area in square Angstroms of amino
acid of type i; FBi, fraction buried of amino acid of type i. Residue-specific
values for many of these terms are given in Tab. 14.3
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widespread adoption by the bioinformatics
community.

Perhaps the best known and best docu-
mented signature sequence database is
PROSITE [60]. It currently contains 1676
signature sequences and sequence profiles
and extensive bibliographic and statistical
information on all protein families, do-
mains, or functional sites associated with
each signature. The PROSITE team has also
introduced a facility to search the PDB with
a PROSITE entry or a user’s pattern and to
visualize the matched positions on associat-
ed 3D structures. PROSITE can be accessed
through a variety of commercial bioinfor-
matics programs and several freely available
Web servers (Tab. 14.4). The database itself
can also be downloaded and run locally.
PROSITE is by no means the only active site
or signature sequence site database avail-

able. SEQSITE [49] and several smaller
databases have also been published or made
available over the years [61–63]. More re-
cently a new kind of signature sequence
database has started appearing in the litera-
ture. These databases are automated compi-
lations of multiply aligned sequence finger-
prints, sequence blocks, position-specific
scoring matrices, or hidden Markov mod-
els [64]. PRINTS [65], BLOCKS [66], Inter-
Pro [67] and the Pfam database [59] – all of
which have Web access – are examples of a
few of these family signature databases. In-
deed, InterPro (which combines Pfam,
PRINTS, and PROSITE) is now perhaps the
most comprehensive protein site and pro-
tein domain identification resource avail-
able, with well over 10,000 archived motifs
and signatures.

Table 14.3 Amino acid residue properties (molecular weight [monoisotopic mass], frequency, pKa, 
absorbance at 280 nm, hydrophobicity, partial specific volume (mL g–1), packing volume (Å3), 
accessible surface area (Å2), fraction buried).

AA MW (Da) [52] íí (%) pKa åå280 Hphb [53] PS [54] Vol. [55] ASA [55] FB [56]

A 71.03712 8.80 – – 1.8 0.748 88.6 115 0.38
C 103.00919 2.05 10.28 – 2.5 0.631 108.5 135 0.45
D 115.02695 5.91 3.65 – –3.5 0.579 111.1 150 0.15
E 129.04260 5.89 4.25 – –3.5 0.643 138.4 190 0.18
F 147.06842 3.76 – – 2.8 0.774 189.9 210 0.50
G 57.02147 8.30 – – –0.4 0.632 60.1 75 0.36
H 137.05891 2.15 6.00 – –3.2 0.670 153.2 195 0.17
I 113.08407 5.40 – – 4.5 0.884 166.7 175 0.60
K 128.09497 6.20 10.53 – –3.9 0.789 168.6 200 0.03
L 113.08407 8.09 – – 3.8 0.884 166.7 170 0.45
M 131.04049 1.97 – – 1.9 0.745 162.9 185 0.40
N 114.04293 4.58 – – –3.5 0.619 117.7 160 0.12
P 97.05277 4.48 – – –1.6 0.774 122.7 145 0.18
Q 128.05858 3.84 – – –3.5 0.674 143.9 180 0.07
R 156.10112 4.22 12.43 – –4.5 0.666 173.4 225 0.01
S 87.03203 6.50 – – –0.8 0.613 89.0 115 0.22
T 101.04768 5.91 – – –0.7 0.689 116.1 140 0.23
V 99.06842 7.05 – – 4.2 0.847 140.0 155 0.54
W 186.07932 1.39 – 5690 –0.9 0.734 227.8 255 0.27
Y 163.06333 3.52 – 1280 –1.3 0.712 193.6 230 0.15
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A particularly useful feature of the Inter-
Pro database is its linkage to the Gene On-
tology (GO) database and GO annota-
tions [68]. The GO consortium is a commu-
nity-wide annotation effort aimed at provid-
ing expert-derived, consensus information
about three very specific protein features or
“qualities” – molecular function, biological
processes, and cellular components. The in-
tent is to describe these features/processes
using a controlled or carefully structured

vocabulary. According to GO nomencla-
ture, Molecular function refers to the tasks
performed by individual proteins, for exam-
ple carbohydrate binding and ATPase activ-
ity, Biological process refers to the broad bio-
logical goals, for example mitosis or purine
metabolism, accomplished by a collection
or sequence of molecular functions, where-
as Cellular component refers to the subcellu-
lar structures, locations, and macromolecu-
lar complexes in which a protein may asso-

Table 14.4 Protein prediction tools – web links.

Tool/database Web Address

Compute pI/Mw http://ca.expasy.org/tools/pi_tool.html
Scan ProSite http://ca.expasy.org/tools/scanprosite/
PROSITE database http://ca.expasy.org/prosite/
BLOCKS database http://blocks.fhcrc.org/
PRINTS database http://bioinf.man.ac.uk/dbbrowser/PRINTS/
Pfam database http://pfam.wustl.edu/
NetPhos server http://www.cbs.dtu.dk/services/NetPhos/
NetOGlyc server http://www.cbs.dtu.dk/services/NetOGlyc/
PSORT server http://psort.nibb.ac.jp/
PSORT-B server http://www.psort.org/psortb/
PA-SubCell http://www.cs.ualberta.ca/~bioinfo/PA/Sub/
HMMTOP http://www.enzim.hu/hmmtop/html/submit.html
TMHMM http://www.cbs.dtu.dk/services/TMHMM/
KEGG database http://www.genome.ad.jp/kegg/regulation.html
BIND database http://www.blueprint.org/bind/bind.php
DIP database http://dip.doe-mbi.ucla.edu/
MINT database http://mint.bio.uniroma2.it/mint/
IntAct database http://www.ebi.ac.uk/intact/index.html
PESTfind http://bioweb.pasteur.fr/seqanal/interfaces/pestfind-simple.html
PredictProtein http://cubic.bioc.columbia.edu/predictprotein/
ProDom database http://protein.toulouse.inra.fr/prodom/current/html/form.php
CDD database http://www.ncbi.nlm.nih.gov/Structure/cdd/cdd.shtml
COILS (coil–coil prediction) http://paircoil.lcs.mit.edu/cgi-bin/paircoil
SAM-T02 (2° prediction) http://www.cse.ucsc.edu/research/compbio/HMM-apps/
PSIpred (2° prediction) http://bioinf.cs.ucl.ac.uk/psipred/
Prospector (Threading) http://www.bioinformatics.buffalo.edu/
GenThreader Server http://bioinf.cs.ucl.ac.uk/psipred/
3DPSSM (Threading) http://www.sbg.bio.ic.ac.uk/~3dpssm/
ANTHEPROT http://antheprot-pbil.ibcp.fr/
SEQSEE http://www.pence.ualberta.ca/ftp/seqsee/seqsee.html
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ciate or reside. The ultimate aim of GO is to
annotate all proteins with detailed (experi-
mental or inferred) information about these
three kinds of feature. Using the Genome
Ontology AmiGO GOst server (Tab. 14.2) it
is possible to query the GO database with a
protein sequence (via BLAST) and deter-
mine both the GO numbers and GO anno-
tation that either it or its homologs might
have. In this way protein functions and pro-
tein locations can be readily determined (as
long as a homolog has been annotated by
the GO consortium). Alternatively, via the
Pfam or InterPro searches one can also de-
termine appropriate GO annotations.

14.3.3

Predicting Modification Sites

Post-translational modification, for example
proteolytic cleavage, phosphorylation, gly-
cosylation, sulfation, and myristylation can
greatly affect the function and structure of
proteins. Identification of these sites can be
quite helpful in learning something about
the function, preferred location, probable
stability, and possible structure of a protein.
Furthermore, knowledge of the location or
presence of these modification sites can as-
sist in selecting expression systems and de-
signing purification procedures. Most post-
translational modifications occur at specific
residues contained within well-defined se-
quence patterns. Consequently, many of
these modification sites are contained in the
PROSITE database and can be detected
through a simple PROSITE scan. For gly-
cosylation and phosphorylation, however,
the sequence patterns are usually less-well
defined and the use of simple sequence pat-
terns can lead to many false positives and
false negatives. Neural networks trained on
databases of experimentally determined
phosphorylation and glycosylation sites
have been shown to be somewhat more spe-

cific (>70 %) for finding these hard-to-de-
fine sites [69, 70]. NetPhos and NetOGlyc
(Tab. 14.4) are examples of two Web-servers
that offer neural network identification of
potential phosphorylation and O-glycosyla-
tion sites on proteins.

14.3.4

Finding Protein Interaction Partners 
and Pathways

Sequence information alone can rarely pro-
vide sufficient information to indicate how
or where a protein interacts with other pro-
teins or where it sits within a given meta-
bolic pathway. Although detailed literature
surveys and careful keyword searches
through PubMed can be of some help, there
are now several freely available databases
enabling much easier and much more spe-
cific querying, visualization, and identifica-
tion of protein–protein interactions in the
context of metabolic or signaling pathways.
Perhaps the oldest and most complete of
these databases is KEGG (Kyoto Encyclope-
dia of Genes and Genomes) maintained by
the Kyoto Institute of Chemical Research in
Japan [71]. This data-rich, manually curated
resource provides information on enzymes,
small-molecule ligands, metabolic path-
ways, signal pathways, reaction diagrams,
hyperlinked “clickable” metabolic charts,
schematics of protein complexes, EC (en-
zyme classification) numbers, external data-
base links, and a host of other data that is
particularly useful to any protein chemist
wanting to learn more about their protein.

Protein interaction information can be
quite revealing, particularly if one is trying
to gain some “context” about why a particu-
lar protein is expressed, how it is being reg-
ulated, or where it is found. As a result,
there has been an explosion in the number
and variety of protein interaction databases
designed to store experimentally deter-
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mined protein complex or protein interac-
tion information. Among the most compre-
hensive (and popular) are the Biomolecular
Interaction Network Database – BIND [72],
the Database of Interacting Proteins –
DIP [73], the Interaction Database – In-
tAct [74], and the Molecular Interaction
Database – MINT [75]. Their URLs are listed
in Tab. 14.4. Most of these interaction data-
bases provide primitive interactive (applet)
visual descriptors, textual information, and
hyper-linked pointers to help users under-
stand or explore the role a given query pro-
tein plays in a particular pathway, protein
complex, or transient protein interaction.
Most of these databases also enable users to
conduct BLAST searches to identify pos-
sible interaction homologs or “interologs”.
In addition to these archival interaction re-
sources, a more useful and far more visual-
ly pleasing compilation of pathways and
protein interactions is maintained by Bio-
Carta as part of their Proteomics Pathways
Project. Currently more than 400 pathways
are maintained in the BioCarta database,
with each pathway or process containing
detailed textual descriptions, hyperlinked
image maps (containing cell components,
pathway arrows, hyperlinked protein, topo-
logical information, names, cell types, and
tissue types) and hyperlinked protein lists.

The field of protein interaction analysis is
experiencing a very rapid period of growth,
not unlike the rapid growth experienced by
the Human Genome Project during the late
1990s. New proteomic technologies are be-
ing combined with innovative computation-
al approaches to produce very comprehen-
sive resources and very powerful protein
annotation tools. In the not-too-distant fu-
ture one can expect that many protein inter-
action databases will become increasingly
consolidated and that the quantity and qual-
ity of information contained in these re-
sources will eventually make them as im-

portant as sequence databases in terms of
protein annotation and analysis.

14.3.5

Predicting Sub-cellular Location 
or Localization

Many proteins have sequence-based charac-
teristics that will localize the protein in cer-
tain regions of the cell. For instance, pro-
teins with transmembrane helices will end
up in the lipid bilayer, proteins rich in posi-
tively charged residues tend to end up in
the nucleus, and proteins with specific sig-
nal peptides will be exported outside the
cell [76]. Being able to identify a signaling
or localization sequence can aid under-
standing of the function, probable location,
and biological context of a newly identified
protein. This information can also be quite
useful in designing cloning, purification,
and separation procedures. Several signal-
ing sequences are contained in the PRO-
SITE database and so a simple PROSITE
scan can be quite revealing. Not all protein
localization sequences are easily defined as
simple PROSITE patterns, however. To cov-
er signaling sequences that are not so readi-
ly identified, a variety of protein localization
tools have been developed by use of several
different approaches. One approach is
based on amino acid composition, using ar-
tificial neural nets (ANN) such as NNPSL
[77], or support vector machines (SVM) like
SubLoc [78]. A second approach, such as
TargetP [79], uses the existence of peptide
signals which are short sub-sequences of
approximately 3 to 70 amino acids to pre-
dict specific cellular localization. A third ap-
proach, such as that used in LOCkey [80], is
to do a similarity search on the sequence,
extract text from any matching homologs,
and to use a classifier on the text features to
predict the location. A number of other
tools, for example PSORT [81] and PSORTB
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[82], combine a variety of individual predic-
tors such as hidden Markov models and
nearest-neighbor classifiers to predict pro-
tein localization. A new approach has re-
cently been described which combines ma-
chine learning methods with the text analy-
sis approach pioneered by LOCkey to pre-
dict subcellular localization [83]. According
to the authors, the PA SubCell server seems
to be more accurate and much more com-
prehensive than any other method de-
scribed to date, with an average accuracy
greater than 90 % (approx. 10 % better than
most other tools) and a level of coverage that
is 3–5 times greater in terms of the number
of sequences or types of organism it can
handle. A listing of some of the better sub-
cellular localization Web servers is given in
Tab. 14.4.

In addition to these subcellular prediction
servers, one might also employ a variety of
other programs to identify those proteins
that localize to the cell membrane (which
account for up to 30 % of all proteins) and
which parts of the protein are actually in-
serted into the membrane. Transmembrane
helix prediction was done historically by us-
ing hydropathy or hydrophobicity plots [53,
84]. This graphical technique often proved
to be inconsistent and unreliable, however.
The introduction of neural network-based
approaches and hidden Markov models
combined with multiple sequence align-
ments (or evolutionary information) has
greatly improved the quality and reliability
of transmembrane helix prediction [85]. Al-
though some groups have claimed predic-
tion accuracies in excess of 95 % [86], more
recent, independent assessments indicate
that membrane helix prediction is approxi-
mately 75–80 % accurate [87], with the best
tools generally being HMMTOP [85] and
TMHMM [88]. Even with this “reduced” lev-
el of accuracy, identification of membrane
proteins and membrane spanning locations

is probably one of the more robust and reli-
able predictive methods in all of bioinfor-
matics. Interestingly, although transmem-
brane helices are quite predictable, trans-
membrane beta-sheets (as found in porins)
are not. This problem continues to be one
of the unmet challenges in membrane pro-
tein sequence analysis. A list of URLs for
several membrane spanning prediction
Web servers is given in Tab. 14.4.

14.3.6

Predicting Stability, Globularity, and Shape

Before cloning or expressing a protein or
protein fragment, obviously one would like
to know whether it will be soluble, stable,
and globular. Although crude predictors
based on average hydrophobicity, localized
hydrophobicity, hydrophobic ratios, charge
density, and secondary structure are avail-
able, prediction of protein solubility and ex-
pressibility is still on rather shaky gro-
und [89, 90]. Some general rules or equa-
tions are provided in Tab. 14.2, but these,
too, are only approximate. Nevertheless, as
more data from different structural prote-
omics efforts around the globe are com-
piled and analyzed, a clearer idea is being
obtained about the key sequence/property
features that determine the likelihood of
successful, high-yield expression. One ex-
ample of a protein sequence feature that de-
termines stability is the so-called PEST se-
quence [91]. Eukaryotic proteins with intra-
cellular half-lives of less than 2 h are often
found to contain regions rich in proline,
glutamic acid, serine, and threonine (P, E, S
and T). These PEST regions are usually
flanked by clusters of positively charged
amino acids. Identification of PEST se-
quences in proteins can therefore be a very
important consideration in any protein ex-
pression project. At least one PEST web
server (Tab. 14.4) is available for identifica-
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tion of PEST sequences using a standard
set of pattern-based rules. Similar informa-
tion about intracellular protein lifetimes
can be extracted using the N-end rule for
protein ubiquitination [92].

The propensity of a protein to fold into a
particular shape or to fold into a globule can
also be predicted. Indeed, as far back as
1964 a very simple but elegant procedure
was developed to predict the shape and
globularity of proteins on the basis of sim-
ple packing rules, hydrophobicity, and ami-
no acid volumes [93]. Specifically, if the cal-
culated volume ratio for a given protein
(Tabs. 14.2 and 14.3) is slightly greater than
the theoretical Fisher volume ratio, the pro-
tein probably forms a soluble monomer. If
the calculated volume ratio is much greater
than the Fisher volume ratio, the protein
probably does not form a compact globular
structure (i.e. it is filamentous or unfolded).
This procedure, with a few modifications,
has been implemented in both the SEQSEE
and PepTool software packages [49, 50]. A
more sophisticated approach to solubil-
ity/globularity prediction has been devel-
oped by Burkhard Rost. This technique
uses evolutionary information, neural net-
works, and predicted protein accessibility to
determine whether or not a protein will
form a globular domain. The PredictPro-
tein Web server [94], listed in Tab. 14.4, pro-
vides this domain prediction service with a
host of other predictions (secondary struc-
ture, accessibility, disulfide bonds, trans-
membrane helices, coiled-coil regions, and
structural switch regions).

14.3.7

Predicting Protein Domains

Larger proteins will tend to fold into struc-
tures containing multiple domains. Typical-
ly domains are defined as contiguous
stretches of 100–150 amino acids with a

globular fold or function distinct from other
parts of the protein. Many eukaryotic pro-
teins are composed of multiple sub-units or
domains, each having a different function or
a different fold. If one can identify (by se-
quence analysis) the location or presence of
well-folded, well-defined domains, it is often
possible to gain greater understanding of
not only the probable function but also the
evolutionary history of a protein. The iden-
tification of domains can, furthermore, of-
ten enable one to “decompose” a protein
into smaller parts to facilitate cloning and
expression and to increase the likelihood
that the protein, or parts of it, can be studied
by X-ray or NMR techniques.

As with active-site identification, domain
identification is typically performed by us-
ing comparisons or alignments to known
domains. Several databases are now avail-
able, including Pfam [59], the conserved do-
main database or CDD [95], and Prodom
[96, 97] (all have their URLs listed in Tab.
14.4). These represent compilations of pro-
tein domains that have been identified both
manually and automatically through multi-
ple sequence alignments and hierarchical
clustering algorithms. All three databases
can achieve quick and reliable identification
of most globular protein domains, with CDD
results being returned in many BLAST
searches performed through the NCBI web-
site. The CDD and Pfam both provide direct
links to the domain’s 3D structure. Some
protein domains seem to defy routine iden-
tification, however. For example, special-
ized software had to be developed to aid
identification of coiled-coil domains, with
their nondescript sequence character and
non-globular nature [98]. Several coiled-coil
prediction services are also available over
the Web (Tab. 14.4). Another very useful,
but unpublished, website (http://www.
mshri.on.ca/pawson/domains.html main-
tained by Dr Tony Pawson’s laboratory) pro-
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vides detailed descriptions, pictures, and
structures of dozens of known protein–pro-
tein interaction domains.

14.3.8

Predicting Secondary Structure

The primary structure (the sequence) deter-
mines both the secondary structure (helices
and beta-strands) and the tertiary structure
(the 3D fold) of a protein. In principle, if
you know a protein’s sequence, you should
be able to predict both its structure and
function. Prediction of secondary structure
is one way of gaining insight into the prob-
able folds, expected domain structure, and
possible functions of proteins [99, 100]. Be-
cause secondary structure is more con-
served than primary structure, prediction of
secondary structure might also be used to
facilitate remote homolog detection or pro-
tein fold recognition [101].

Prediction of secondary structure has
been under development for more than 30
years. As a consequence, many different
techniques are available with widely varying
accuracy and utility. The simplest approach-
es are statistical [102] wherein intrinsic
probabilities of amino acids being in helices
and beta-strands are simply averaged over
different window sizes. Amino acid seg-
ments with the highest local scores for a
particular secondary structure are then as-
signed to that structure. Secondary struc-
ture usually depends on more than just av-
eraged conformational preferences of indi-
vidual amino acids, however. Sequence pat-
terns, positional preferences, long-range
effects, and pairwise interactions are also
important. To account for these effects
more sophisticated predictive approaches
have had to be developed. These include in-
formation theoretical or Bayesian probabil-
istic approaches [103]; stereochemical meth-

ods [104]; nearest-neighbor or database
comparison techniques [105]; and neural
network approaches [106]. Typically these
methods achieve a three-state (helix, sheet,
coil) accuracy of between 55 % (for the sim-
plest statistical methods) to 65 % (for the
best neural network or nearest-neighbor ap-
proaches) for water-soluble globular pro-
teins.

A significant improvement in the accura-
cy of prediction of secondary structure oc-
curred in the early 1990s with the introduc-
tion of combined approaches that integrat-
ed multiple sequence alignments (i.e. evo-
lutionary information) with neural network
pattern-recognition methods [107]. This in-
novation enabled the accuracy of prediction
of secondary structure to be improved to
better than 72 %. Similar efforts aimed at
integrating evolutionary information with
nearest-neighbor approaches also led to
comparable improvements in prediction ac-
curacy [108]. Most recently, integration of
better database-searching methods (PSI-
BLAST) has enabled the accuracy of predic-
tion of protein secondary structure to ap-
proach 77 % [100, 109]. Many of these “new
and improved” methods for prediction of
secondary structure are now freely available
over the Web (Tab. 14.4).

Given their wide availability and much
improved reliability, predictions of secon-
dary structure should now be regarded as
integral components of any standard pro-
tein sequence analysis. With steady, incre-
mental improvements in prediction accura-
cy occurring every one or two years, it is
likely that secondary structure prediction
will soon achieve an accuracy in excess of
80 %. At this level of accuracy it might be
possible to use secondary structure predic-
tions as starting points for 3D structure pre-
diction.
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14.3.9

Predicting 3D Folds (Threading)

Threading is a protein-fold recognition or
structure prediction technique that got its
name because it conceptually resembles the
method used to thread electrical cables
through a conduit. Specifically threading
involves placing or threading an amino acid
sequence on to a database of different sec-
ondary or tertiary structures (pseudo-con-
duits). As the sequence is fed through each
structure its fit or compatibility to that
structure is evaluated by using a heuristic
potential [110]. This evaluation might be
achieved quickly by using an empirical “en-
ergy” term or some measure of packing ef-
ficiency or secondary structure propensity.
In this way it is possible to assess which
protein sequences are compatible with the
given backbone fold. While one would
clearly expect that those sequences homolo-
gous to the original template sequence
should fit best, it has been found that this
approach can occasionally reveal that some
seemingly unrelated sequences can also fit
into previously known folds. The protein
leptin (the hormone responsible for obes-
ity) is one interesting and early example of
how successful threading can be in struc-
ture and function prediction. Standard
threading techniques were able to show
that leptin was a helix-like cytokine long be-
fore any confirmatory X-ray structure had
been determined or biological receptors
had been found [111].

Two approaches to threading are used.
One, 3D threading, is classified as a dis-
tance-based method (DBM). The other, 2D
threading, is classified as a prediction-
based method (PBM). 3D threading was
first described in the early 1980s [112] and
then “rediscovered” about 10 years later
[113–115] when the concept of heuristic po-

tential functions matured. 3D threading
uses distance-based or profile-based [116]
energy functions and technically resembles
the “pipe” threading description given earli-
er. In 3D threading, coordinates corre-
sponding to the hypothesized protein fold
are actually calculated and the energy func-
tions evaluated on the basis of these 3D co-
ordinates.

Just like 3D threading, 2D threading was
first described in the mid-1980s [117] then
rediscovered in the mid 1990s [101, 118,
119] when the reliability of secondary struc-
ture predictions began to improve. Rather
than relying on 3D coordinates to evaluate
the quality of a fold, 2D threading actually
uses secondary structure (hence the name
2D) as the primary evaluation criterion. In-
deed, 2D threading is based on the simple
observation that secondary structure is
more conserved than primary structure (se-
quence). Therefore, proteins that have lost
detectable similarity at the sequence level,
could still be expected to maintain some
similarity at the secondary structure level.

Over the past few years 2D threading has
matured so that secondary structure, sol-
vent accessibility and sequence information
can now be used in the evaluation process.
The advantage that 2D threading has over
3D threading is that all this structural infor-
mation can be encoded into a 1D string of
symbols (i.e. a pseudo sequence). This en-
ables the use of standard sequence compar-
ison tools, for example dynamic program-
ming, for rapid comparison of a query se-
quence and/or secondary structure with
members of a database of sequences and
secondary structures. Consequently, 2D
threading is 10 to 100 times faster than dis-
tance-based 3D threading and seems to give
comparable (and occasionally even better)
results than 3D threading. The fact that the
2D threading algorithm is relatively simple
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to understand and to implement has led to
the development of a number of freely avail-
able 2D threading servers (Tab. 14.4).

Typically the best 2D threading methods
score between 30 and 40 % when working
with “minimal” databases. If the structural
databases are expanded to include more
than one related fold representative, the per-
formance can be as high as 70–75 %. As al-
ready mentioned, 2D threading performs
about as well as 3D threading; it is, however,
much faster, and easier to implement. It is
generally thought that if 2D threading ap-
proaches could improve their secondary
structure prediction accuracy and include
more information about the “coil” state
(such as approximate dihedral angles) then
even further performance gains could be re-
alized. Similarly, if initial 2D threading pre-
dictions could be verified using 3D thread-
ing checks (post-threading analysis) and
further tested by looking at other biochemi-
cal information (species of origin, known
function, ligand contacts, binding partners)
additional improvements should be possible.

14.3.10

Comprehensive Commercial Packages

Commercial packages can offer an attractive
alternative to many of the specialized or sin-
gle-task analyses offered over the Web. In
particular, these commercial tools integrate
sophisticated graphical user interfaces
(GUI) with a wide range of well-tested ana-
lytical functions, databases, plotting tools,
and well-maintained user-support systems
to make most aspects of protein sequence
analysis simpler, speedier, and “safer” than
is possible with Web-based tools. Commer-
cial packages also have their disadvantages,
however. Most are quite expensive ($1000–
$3000) and most do not offer the range or
even the currency of analytical functions
available via the Web. Furthermore, most

commercial packages are very platform-spe-
cific, i.e. they run only on certain types of
computer or with a specific operating
system. This is not a limitation for Web-
based tools, as most are platform indepen-
dent.

The first commercial packages appeared
in the mid 1980s and over the past 20 years
they have evolved and improved substantial-
ly. Most packages integrate both protein and
DNA sequence analysis into a single “suite”,
although some companies have opted to
create separate protein-specific modules.
Most commercial packages offer a fairly
standard set of protein analysis tools includ-
ing:
1. bulk property calculations (molecular

weight, pI);
2. physicochemical property plotting (hy-

drophobicity, flexibility, hydrophobic mo-
ments);

3. antigenicity prediction;
4. sequence motif searching or identifica-

tion;
5. secondary structure prediction;
6. database searching (internet or local);
7. alignment and comparison tools (dot-

plots or multiple alignment);
8. plotting or publication tools; and
9. multiformat (GenBank, EMBL, Swiss-

Prot, PIR) sequence input/output.

It would be impossible to review all the
commercial packages here, but a brief sum-
mary of some of the more popular tools is
given below.

Accelerys (www.accelerys.com) offers
perhaps the widest range of protein analysis
tools including the GCG Wisconsin pack-
age (UNIX), Discovery Studio Gene (Win-
dows), and MacVector (MacOS). The Wis-
consin package, with its new graphical
interfaces (SeqWeb, SeqLab, and DS Gene),
is one of the most comprehensive and wide-
ly distributed bioinformatics packages in
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the world. It offers an impressive array of
standard tools and some very good motif-
detection routines (Meme) and sophisticat-
ed sequence profiling algorithms. With lit-
erally dozens of protein-analysis tools, the
GCG Wisconsin package is much more
complete than either Discovery Studio
Gene or MacVector. The interface and user-
friendliness of GCG are still well behind in-
dustry standards, however.

DNAstar (www.dnastar.com) produces a
highly acclaimed multi-component suite
called LaserGene (MacOS, Windows). The
protein sequence-analysis module (Prote-
an) has a well-conceived GUI and an array
of sophisticated plotting and visualization
tools. In addition to the usual analytical
tools the Protean module also offers some
very innovative facilities for synthetic pep-
tide design, linear structure display, and
SDS PAGE gel simulation. Unfortunately,
Protean does not offer the usual sequence
comparison or alignment tools typically
found in most comprehensive packages. In-
stead these must be obtained by purchasing
a second stand-alone module called Mega-
lign.

Informax (www.informaxinc.com),
through its parent company Invitrogen,
produces and distributes a very popular
package called Vector NTI (Windows, Ma-
cOS). Although the emphasis is clearly on
DNA analysis, the Vector NTI package also
offers a modestly comprehensive set of pro-
tein tools presented in an easy-to-use GUI.
Vector NTI supports most standard protein
analytical functions and, as with many com-
mercial packages, offers integrated internet
connectivity to Entrez, PubMed, and
BLAST. Vector NTI also supports a good,
interactive 3D molecular visualization tool
and a number of interesting property evalu-
ation functions to calculate free energies,
polarity, refractivity, and sequence com-
plexity.

BioTools (www.biotools.com) produces
perhaps the most comprehensive and least
expensive (<$200) protein-analysis packag-
es. Its platform-independent (Windows,
MacOS, UNIX) protein analysis suite is
called PepTool. As with most other com-
mercial packages, PepTool supports all of
the major protein analytical functions and
offers a particularly broad range of statisti-
cal and property prediction tools. In addi-
tion to being the only package to offer uni-
versal platform compatibility, PepTool also
has a particularly logical, easy-to-learn inter-
face with web connectivity to most major
protein databases. Most recently PepTool
has included a comprehensive 3D structure
visualization and modeling module which
adds considerably to its utility and ease-of-
use.

A question often asked by both novice
and experienced users is: Should I choose
expensive commercial packages or should I
stick with freely available Web tools? There
is no straightforward answer. If one is look-
ing for the latest analytical tool or best-per-
forming prediction algorithm, the Web is
almost always the best place to find it. If,
however, high-quality plotting, graphing, or
rendering is important (for papers or pres-
entations) one often has to turn to commer-
cial packages. Helical wheels, colored mul-
tiple alignments, overlaid or stacked plots,
annotated graphs, graphical secondary
structure assignments, etc., are examples of
images that cannot yet be rendered (well)
on the Web. For many commercial biotech
firms, security, uniformity, and reliability
are particularly important and so once
again, commercial packages – with their
resident databases, uniform interfaces, and
reliable user-support – are definitely the
tools of choice.

Irrespective of one’s decision to choose
freeware or commercial software, one thing
should be clear – without access to the tools
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or database described here, we would truly
be “lost” in a blizzard of biological data. Bio-
logical science and, particularly, protein sci-
ence has definitely entered the computer
age.
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15.1

Introduction

Bioinformatics is an evolving research field
that incorporates disciplines from biology,
mathematics, and computer science. Biolo-
gy is the central pillar in bioinformatics –
the audience and users of bioinformatics
are experimental or theoretical biologists.
The data resources for bioinformatics are
biological experimental data. The output
data from bioinformatics are meant to help
solve biological problems. Mathematics and
statistics are required to develop sophisti-
cated algorithms to model biological data
and to deduce hypotheses from biological
data. Computer science is an essential tool
in bioinformatics. Efficient software pro-
grams have been developed to implement
the mathematical algorithms. Databases
have been established to store and query
vast amounts of biological data. High-power
supercomputers are used to execute soft-
ware programs and database queries to gen-
erate biological hypothesis. In recent years
there has been an expansion of organism
genome-sequencing projects in both aca-
demic and industrial environments. With
progress in genome sequencing, biological
studies on those organisms are also expand-

ing enormously. Because of the capacity of
bioinformatics to manage a vast amount of
data from different biological disciplines
and to perform data mining to generate bio-
logical hypothesis, it has been increasingly
applied in research and development in the
pharmaceutical industry.

In this review we focus on biological as-
pects of bioinformatics. After a descriptive
summary of the different biological databas-
es we investigate how bioinformatics can be
applied to these different biological databas-
es to facilitate target identification and drug
development in the pharmaceutical industry.

15.2 

Databases

Completion of the human genome project
has resulted in an explosion of sequence-
based databases. The public domain Human
Genome Project and the private sector Cele-
ra have both published their versions of the
complete human genome. To support gene
findings and functional study of the genome
project, expression sequence tagged (EST)
sequences have been generated in a high-
throughput manner with the new focus of
obtaining full-length cDNA sequences of all
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genes in the genome. Comparison of ge-
nomes from different individuals reveals se-
quence variations and single nucleotide
polymorphism. Completion of the human
genome project enables systematic study of
gene expression in body tissues and disease
states. Gene expression and functional study
link genes to biological pathways, shifting
the focus of the next generation of databases
from gene centric to pathway centric. Pro-
teins are the functional units of biological
pathways. Sequencing of the human ge-
nome and recent advance in protein analy-
sis tools have greatly advanced the field of
proteomics. Study of metabolic pathways
and their by-products gives rise to metabo-
nomic databases. The ultimate goal of
screening and developing small compounds
against disease targets in the pharmaceuti-
cal industry requires the field of chemin-
formatics to manage chemical compounds
and to explore the structural relationship
between proteins and compounds.

The expansion of databases in both num-
ber and content provides both excitement
and challenge to the scientific community.
On the one hand scientists can have access
to databases of different disciplines; on the
other hand effective use of the different data-
bases requires sophisticated data manipula-
tion. In this section we provide brief sum-
maries of these different databases and
show how bioinformatics could be used to
perform data mining on these databases. At
the end of the chapter we will discuss the
use of bioinformatics to integrate different
types of data and to study biological systems.

15.2.1

Sequence Databases

15.2.1.1

Genomic Sequence Databases
The completion of human genome project
marked a significant milestone in molecular

biology [1, 2]. It opens the possibility of iden-
tifying genes and the mechanisms respon-
sible for all human diseases. Besides the hu-
man genome, those of other species, for ex-
ample Drosophila melanogaster [3], Rattus nor-
vegicus [4], Mus musculus [5], Caenorhabditis
elegans [6] have been sequenced. Although
completion of the human genome was cele-
brated with much fanfare, the importance of
completing the genome sequencing and
analysis of other model organisms, and com-
mon pathogens, should not be overlooked.
Model organisms like the mouse, rat, and
dog are important disease models upon
which we rely to develop disease and treat-
ment models. Genome sequencing of patho-
gens such as Staphylococcus aureus, severe
acute respiratory syndrome (SARS) Corona-
virus [7] enables us to develop drugs and vac-
cines to treat pathogen-born diseases. Fur-
thermore, comparison of the genomes of dif-
ferent species would facilitate the process of
identifying genes and their functions. Some
important facts about genome size and esti-
mated gene number are listed in Tab. 15.1
for selected organisms.

Published genome sequences can be
found in GenBank in the US [12], in the
EMBL Data Library in the UK [13], and in
the DNA Data Bank of Japan (DDBJ) [14].
These are regarded as the most comprehen-
sive public databases for nucleotide se-
quences and supporting bibliographic and
biological annotations. All three databases
contain publicly available DNA and protein
sequences, obtained mostly from individual
laboratories and large-scale sequencing fa-
cilities. The three databases exchange infor-
mation daily to ensure their content is up-
to-date. Another good resource for genome
sequences is the Institute for Genome Re-
search (TIGR) [15], which performs its own
genome sequencing and analysis.

There are many online bioinformatic re-
sources enabling genome data to be viewed
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and comparative genome analysis to be
conducted. EBI’s ENSEMBL and UCSC’s
Genome Browser [16] are two outstanding
websites for these purposes. Both provide a
graphic view of the assembled genomes to
facilitate bioinformatic data analysis and ge-
nome comparison. Users can upload their
own DNA sequences and have them
mapped on to the genomes. Genome syn-
teny study can be conducted with ease be-
cause both web sites already map the syn-
tenic regions of selected genomes.

15.2.1.2

EST Sequence Databases
Although the genome represents the entire
gene collection in an organism, the exis-
tence of an expression sequence tag (EST)
provides the first evidence of the function-
ality of a gene. Before the sequencing of an
organism’s genome, EST sequences are an
important resource for gene discovery and
identification. In fact, the human genome
project spent its nascent days in EST se-
quencing and data mining. In the postge-
nome era, EST continue to play important
role in the discovery of novel genes, alterna-
tive splicing variants, and single-nucleotide
polymorphism. Over the year of 2003 the
number of EST in the GenBank sequence
collection increased by over 45 % to a total

of 18.1 million sequences. Those sequences
represent over 580 different organisms,
with H. sapiens (5.4 million records), M.
musculus (3.8 million records), R. norvegicus
(540,000 records) holding the top three po-
sitions [12]. There are several key contribu-
tors to the public EST sequence collection.
The IMAGE (the integrated molecular anal-
ysis of genomes and their expression) Con-
sortium shares their high-quality arrayed
cDNA libraries and places sequence, map,
and expression data on the clones in these
arrays in the public domain [17]. The Can-
cer Genome Anatomy Project (CGAP) gen-
erates a large amount of EST sequences in
its effort to determine the gene-expression
profiles of normal, precancerous, and can-
cer cells [18]. To facilitate full length cDNA
cloning and gene functional study, the
Mammalian Gene Collection (MGC) [18,
19] and the RIKEN Genomic Science Cen-
ter [20] produce and release to the public do-
main high-quality full-length or near full-
length cDNA clones and sequences.

There are several ways of deciphering
EST sequence information using bioinfor-
matic tools. GenBank further processes the
EST sequences by BLAST search and incor-
porates their homology information into a
companion database called dbEST [21].
Based on the information in dbEST, EST

Table 15.1. Genome size and estimated gene number for selected organisms.

Organism Genome size Estimated gene Chromosome 
(bases) number number

Human (Homo sapiens) 3310 million ~30,000 46
Mouse (Mus musculus) 2695 million ~30,000 46
Fruit fly (Drosophila melanogaster) 180 million ~23,600 8
Roundworm (Caenorhabditis elegans) 100 million ~19,888 6
Baking yeast (Saccharomyces cerevisiae) 12 million ~6419 16
Bacteria (Escherichia coli) 4.7 million ~3200 1

Resources for contents of Tab. 15.1: Human [1]; mouse [5]; fruit fly [8]; 
roundworm [9]; baking yeast [10]; bacteria [11]
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sequences are grouped into gene-oriented
sequence clusters in the UniGene database
[22]. Commercial software based on the d2

algorithm [23] can be used for clustering
EST and extracting consensus sequences.
At the ENSEMBL and UCSC genome
browser web sites, EST sequences can be
matched to genomic DNA sequences to fa-
cilitate identification of gene exons and to
support the novel gene discovery process.

Another important use of EST sequence
information is the discovery of alternative
splicing variants of genes. Alternative splic-
ing is a widespread phenomenon in mam-
malian gene expression. It is estimated that
at least 59 % or more of human genes have
multiple distinct transcripts [1], and the
number of variants produced by each gene
varies substantially [24]. The alternative
splicing patterns are often specific to differ-
ent stages of development, particular tissues
or disease states. Changes in the pattern of
alternative splicing of a gene are increasing-
ly regarded as causes of some diseases [25].
A bioinformatic approach to the identifica-
tion of potential alternative splicing variants
is shown in Fig. 15.1. High-scoring EST are
aligned to mRNA, taking into account exon–
intron boundary information from genome
analysis (like ENSEMBL). Each aligned se-

quence pair is checked for insertion or dele-
tion in the EST sequence, resulting in po-
tential alternative splice variants. Alternative
splicing sequence databases are publicly
available. EASED (extended alternatively
spliced EST database [26]) and ASD (the al-
ternative splicing database [24]) are two good
examples. It is important to keep in mind
that alternative splicing variants should be
validated experimentally by PCR or cDNA
cloning methods, followed by protein ex-
pression and functional study.

15.2.1.3

Sequence Variations and Polymorphism
Databases
Comparative study of genome sequences
from different individuals shows there are
widespread small genetic changes, especial-
ly single-base differences, called single nu-
cleotide polymorphisms (SNP). On average,
SNP occur in the human population more
than one percent of the time. Some of the
SNP occur in the coding region of a gene
and potentially affect the protein sequence
of the encoding gene [27]. Other SNP occur
in the regulation or structural elements of
the gene, potentially affecting its transcrip-
tion regulation [28].

Align mRNA and ESTs
Align ESTs and genomic 

sequences

Identify aligned sequence 
pairs, insertions, deletions

Identify aligned sequence 
pairs

Check splice 
donor/acceptor sites

Potential alternative 
splicing variants

Fig. 15.1 Identifying gene
alternative splicing variants.
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SNP and other DNA polymorphisms can
have three major effects on human diseas-
es. Although only a very small number of
human diseases are caused by genetic varia-
tions within a single gene, the occurrence
of DNA polymorphism contributes to a
person’s genetic predisposition to develop-
ing a disease. For example, SNP in the
CAPN10 gene locus have been found to be
strongly associated with the onset of type II
diabetes [29]. The occurrence of SNP and
DNA polymorphism can also confer sus-
ceptibility or resistance to a disease and de-
termine its severity or progression. SNP
and DNA polymorphism can also deter-
mine how an individual responds to drug
therapy, from drug absorption to drug me-
tabolism and adverse drug effects. For ex-
ample, polymorphism in cytochrome
CYP2D6 protein is known to affect the dis-
position and anti-tussive effect of dextrome-
thorphan in humans [30]. It is also associat-
ed with the efficacy and tolerance of the
cholesterol-lowering drug simvastatin [31],
and with nicotine metabolism in smokers
[32]. Polymorphisms in other target genes,
for example â2-adrenoceptor targeted by al-
buterol and CETP (cholesterol ester trans-
fer protein) targeted by pravastatin have
been shown to have a profound effect on an
individual’s drug response [33, 34].

The dbSNP from the National Center for
Biotechnology Information (NCBI) is the
largest public SNP database. Records in the
dbSNP are cross-referenced to other infor-
mation resources, for example PubMed, Lo-
cusLink, and GenBank. HGVbase is an-
other curated resource describing human
DNA variation and phenotype relationships
[35]. Besides SNP information, HGVbase
also contains current progress in the hu-
man heliotype mapping project [36], provid-
ing a foundation for combining genotypes
and haplotypes into a functional unit for
study of the correlation between sequence

variations and phenotypes. In recent years
SNP have become important tools in genet-
ic association studies to identify genes af-
fecting susceptibility to diseases.

Non-synonymous SNP are implicated in
human disease processes because they have
the potential to affect a protein’s sequence,
structure, and function. With genome se-
quencing and high-throughput prediction
of protein 3D structure, structure assign-
ment information for genes within com-
plete genomes are becoming available
[37–39]. TopoSNP is a database that com-
bines non-synonymous SNP with 3D struc-
tures to facilitate understanding of SNP in
disease processes [40]. The assignment of
SNP on to 3D protein structures greatly fa-
cilitates the study of protein structure–func-
tion relationships.

15.2.2

Expression Databases

With completion of the sequencing of the
human genome and that of other organ-
isms, and identification of genes inside
each genome, the immediate next challenge
is to discover where and when these genes
are expressed. The expression of genes is
precisely controlled spatially and tempo-
rary. In addition, as already discussed, dif-
ferent splice variants of a gene could be ex-
pressed in different tissues and develop-
ment stages. Changes in gene-expression
profile could be the cause or result of the
development of a disease. Gene-expression
profile changes could thus be used to pre-
dict and monitor disease progress.

15.2.2.1

Microarray and Gene Chip
Several high-throughput methods can be
used to define the transcriptome (expression
profiles of all genes in an organism). Affyme-
trix short oligonucleotide-based DNA chip,
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cDNA probe-based glass slide DNA microar-
ray, quantitative PCR (Taqman PCR), and se-
rial analysis of gene expression (SAGE) are
the most commonly used methods. Advance-
ment of technology in all these methods has
enabled them to contribute significantly to
the study of gene-expression profiles.

The National Cancer Institute (NCI) spon-
sors the Cancer Genome Anatomy Project
(CGAP), which aims to determine the gene-
expression profiles of normal, pre-cancer,
and cancer cells, leading eventually to im-
proved detection, diagnosis, and treatment
of the patient. It initiated the Human Tran-
scriptome Project (HTP) in 2001 to generate
a complete collection of transcribed ele-
ments of the human genome. Public Expres-
sion Profiling Resource (PEPR) is another
publicly available resource for human,
mouse, and rat Affymetrix GeneChip ex-
pression profiles [41]. Through bioinformat-
ic methods, the Gene Expression Database
(GXD) [42] integrates with other mouse ge-
nome informatics (MGI) databases, placing
the gene-expression information in the con-
text of mouse genetic, genomic, and pheno-
typic information. Integration of database
information enables scientists to gain in-
sight into the molecular aspects of tissue
and disease development.

15.2.2.2

Others (SAGE, Differential Display)
Serial analysis of gene expression (SAGE) is
another well-established technique for
gene-expression profiling [43]. It uses short
oligonucleotide tags to define expressed
mRNA from target genes. Ligation of the
tags into long concatemers and their se-
quencing result in the qualitative and quan-
titative gene-expression profile of a particu-
lar tissue. The serial analysis of gene expres-
sion (SAGE) web site enables users to query
expression profile information from mouse
tissues and cell lines [44].

15.2.2.3

Quantitative PCR
Transcription profiling results from high-
throughput profiling analysis must usually
be verified by quantitative PCR methods.
Taqman quantitative PCR is a reliable
method for independent study of the ex-
pression of genes. Gene-specific primer de-
sign is a key step in obtaining reliable result
from quantitative PCR study. PrimerBank
[45] is an online database that contains ap-
proximately 180,000 PCR primers for ap-
proximately 40,000 genes from the human
and mouse. The primers are designed with
vigorous statistical algorithms and have
been used for successful profiling of gene
expression.

Bioinformatics provides the tools for per-
forming database integration of expression
profiling data from EST databases, DNA
chip and microarray databases, and Taq-
man quantitative PCR experiment data.
This integration process could be used to
produce a gene-expression body map which
provides important insight into the biologi-
cal function of a gene and its involvement
in disease development.

15.2.3

Pathway Databases

Proteins function by participating in one or
more biological pathways. Traditionally,
elucidation of biological pathways was per-
formed by classic biochemical and genetic
studies. Completion of the sequencing of the
genomes of numerous organisms makes it
possible to construct biological pathways by
use of computational methods. Transcrip-
tion profiling studies also provide powerful
assistance to pathway construction, because
genes in the same pathway tend to have
coordinated expression changes. Pathway
databases and their associated software are
becoming increasingly critical in under-
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standing and simulating the higher-order
biological activity of a cell or an organism.

Two of the major pathway databases in the
public domain are BioCYC and KEGG (Kyo-
to Encyclopedia of Genes and Genomes).
Both databases provide electronic references
to pathways and genomes, enabling scien-
tists to visualize from gene to biochemical
reaction to complete biochemical pathways.
Two of the major components of BioCYC
are MetaCYC and EcoCYC, carefully curated
databases with contents derived from bio-
medical research. EcoCYC [46] contains data
from the E. coli K12 strain microorganism.
MetaCYC [47] is a nonredundant metabolic
pathway database containing pathways from
many organisms. The KEGG database incor-
porates genome projects, pathway databases,
biochemical compounds, and reactions to
enable computational prediction of higher-
level complexity of cellular processes and or-
ganism behavior [48].

The rise and expansion of pathway data-
bases signal a critical shift in the bioinfor-
matic database paradigm. Proteins are no
longer viewed as a simple collection of indi-
vidual gene products. Instead, they are or-
ganized in pathways and networks repre-
senting their biological roles. The function
of a gene is no longer just a description of
the activity a single enzyme. A collection of
information is required to describe the
function of a the gene – when and where
the gene is expressed, the other gene prod-
ucts it interacts with, which pathways it be-
longs to, how changes in gene sequence
and expression affect the multiple pathways
its product belongs to, and, ultimately, the
physiology of the human body.

15.2.4

Cheminformatics

Chemical compounds have been the holy
grail of pharmaceutical companies. Tradi-

tionally chemistry and genomics are two
different approaches to a problem. With ge-
nomics expanding into protein structures,
biochemical reactions, and pathways, the
link between chemistry and genomics be-
comes increasing critical for information
synergy in pharmaceutical companies.
Cheminformatics is about cross-referenc-
ing, and about access to biological and
chemical data.

A pioneer in cheminformatics is the Na-
tional Cancer Institute’s 60 cell-line anti-
cancer drug screen study [49]. The study
screened the ability of ~70,000 compounds
to kill or inhibit the growth of a panel of 60
human tumor cell lines. Data mining analy-
sis was performed using correlation analy-
sis algorithms to study the sensitivity to the
compounds of these cell lines and thou-
sands of molecular targets [50]. Biological
activity data and 3D-structure data of the
compounds are interconnected in these
analyses to identify potential novel anti-can-
cer compounds.

A good example of the application of
cheminformatics in drug discovery and de-
velopment is the SMART-IDEA (structure
modeling and analysis research tool-integrat-
ed data for experimental analysis) project in
the pharmaceutical company Bristol– Myers
Squibb. SMART-IDEA has an innovative in-
formation management capability and en-
ables research scientists to deposit, retrieve,
and analyze chemical and biological data
about chemical compounds. More impor-
tantly, it enables drug-discovery scientists to
simultaneously test compounds in multiple
experiments and then to use that multidi-
mensional data to refine the characteristics
of experimental drug compounds. The suc-
cess of this cheminformatics platform
earned it the 21st Century Achievement
Award from ComputerWorld magazine in
2002.
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15.2.5

Metabonomics and Proteomics

Metabonomics is an emerging discipline
that systematically explores biofluid compo-
sition using NMR-pattern-recognition tech-
nology to associate target organ toxicity with
NMR spectral patterns and identifies novel
surrogate markers of toxicity. Metabonomic
reports generated using NMR spectroscopy
of urine and blood serum are increasingly
available in the public domain for market-
ing drugs [51]. The Consortium for Metabo-
nomic Toxicology (COMET) was recently
formed by six pharmaceutical companies
and Imperial College of Science, Technolo-
gy, and Medicine, London, UK. The goal of
COMET is to create a comprehensive me-
tabonomic database containing NMR data
for a wide range of model toxins and drugs,
and to develop multivariate statistical mod-
els for prediction of the toxicity of candidate
drugs [52]. In the private sector, start-up
companies such as Metabometrix (http://
www.metabometrix.com/) are developing
new ways of using NMR technology to diag-
nose disease and to predict drug efficacy
and toxicity.

Proteomics could be defined as a research
field that involves the large-scale identifica-
tion, characterization, and quantitation of
proteins expressed in a cell line, tissue, or or-
ganism under given conditions. Proteomics
is a powerful approach that integrates recent
technological advances in high-throughput
protein separation, mass spectrometry (MS),
genomic database, and bioinformatics to ad-
dress important physiological and medical
questions. There are several proteomics
databases in the public domain. For exam-
ple, OPD maintained by the University of
Texas (http://bioinformatics.icmb.utexas.
edu/OPD/), is a public database for storing
and disseminating mass spectrometry-
based proteomics data. The database cur-

rently contains ~ 400,000 spectra from ex-
periments on four different organisms –
Homo sapiens, Escherichia coli, Saccharomy-
ces cerevisiae, and Mycobacterium smegmatis.
Proteomics is playing a key role in novel
drug-target discovery, biomarker identifica-
tion, toxicogenomic study, and many others
pharmaceutical processes [53].

15.2.6

Database Integration and Systems Biology

As discussed above, with completion of the
human genome project vast amounts of
biological research data, on the scale of the
genome, are being generated, covering all
aspects of biology – sequence, expression,
proteins, pathways, and metabolism. Ex-
pansion of biological data on this gargantu-
an scale leads to a proliferation of “omics”.
For example, the now “classic” genomics
includes data from DNA sequencing, cDNA
cloning, expression profiling, gene knock
outs, and RNA interference. Proteomics
consists of protein characterization and bio-
marker identification. Metabonomics in-
cludes the identification and validation of
biomarkers using NMR, proteomics and
other techniques. Data from these and oth-
er “omics” are used to build signal-trans-
duction pathways and metabolism path-
ways. Systems biology is defined as the pro-
cess of using the different “omics” to con-
struct and analyze biological pathways to
provide a high-level view of the effects of
biological molecules and chemical com-
pounds on cells, tissues, organs and whole
organisms. Bioinformatics data manage-
ment has been shifting from gene-centric to
pathway-centric. The integration of chemi-
cal information provides a new challenge to
bioinformatics. To make sense to research
scientists different kinds of data from dif-
ferent data resources must be integrated.
Many of the database resources discussed
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above are beginning to implement data in-
tegration and collection to enable users to
cross-reference data. In addition, data min-
ing software is being provided to perform
in-depth cross-database analysis. One ex-
ample is the EnsMart system from the Eu-
ropean Bioinformatics Institute, which pro-
vides a generic data storage for rapid and
flexible querying of large sets of biological
data and integration with third-party data
and tools [54]. Users can group and refine
biological data according to many criteria,
including cross-species analyses (genome
synteny), disease links, sequence variations
(SNP and alternative splicing), and expres-
sion patterns.

One immediate challenge to data integra-
tion and systems biology is to identify a
common denominator among different
kinds of data. The development of ontolo-
gies as annotation standards provides a
means of interpreting domains of knowl-
edge and facilitates cross-discipline com-
munication. The Gene Ontology (GO) pro-
ject is a collaborative effort to address two
aspects of information integration – provid-
ing consistent descriptors for gene prod-
ucts in different databases and standardiz-
ing classifications for sequences and se-
quence features [55]. Gene ontology has
been used for data integration in many ma-
jor data repositories.

The ultimate goal of applied bioinformat-
ics is to integrate information and data
sources from a variety of experiments, both
actual and computational. Doing so helps to
uncover non-obvious relationships between
genes and to cross-validate information from
separate sources. In addition, by looking at
the union of multiple sources one can cover
larger parts of the genome [56]. Expansion
of data integration enables scientists to hy-
pothesize and examine the topology of bio-
logical networks, leading to a systematic ap-
proach to the study of biology [57].

On the other hand, errors in some meas-
urements could be compounded when
combined with errors from other technolo-
gies. For example, block effects in high-
throughput and sensitive measurements,
for example expression profiling and me-
tabonomics, are of particular concern. Vig-
orous statistics in experiment design and
data analysis could help reduce some of
these errors.

Two approaches are used when perform-
ing data integration and systems biology
study. The global approach is to measure all
genes and all proteins by use of high-
throughput facilities with global capabil-
ities. Strong computer infrastructure and
global tools have been developed to acquire,
integrate, analyze, and model different
types of biological data. Large-scale data
storage has been developed to perform data
mining. Good examples of this approach
are the ENSEMBL project in EBI [54] and
the processes in the Institute for Systems
Biology [58]. This kind of “university-style”
approach is essential for advancing the state
of the art of data integration and systems
biology, but is of little relevance to industri-
al problems.

The focus approach (industrial-style) to
data integration and systems biology is to
perform high-throughput studies of a limit-
ed set of genes and proteins of therapeutic
interest to companies. It is tightly coupled
to the goal of identifying new chemical and
biological entities for therapeutic purposes.
High-throughput facilities with company-
wide capabilities are established to generate
data from DNA sequencing, expression
profiling, proteomics, metabonomics, toxi-
cogenomics, and pharmacogenetics. Pow-
erful computer infrastructure is also estab-
lished. Instead of internal development of
global tools, commercial tools are acquired
and used to perform data mining. In this
model, massive data storage is not used. In-
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stead, an internal core database manage-
ment system is established to capture gene-
centric information. Additional databases
capture data generated from various assays
and from high-throughput screening. The
data are integrated, by use of standard key
identifiers, to cross-reference databases.
These standard key identifiers include the
current NCBI reference sequence ID, locus
link ID, gene ontology (GO), and chemical
ontology (PROUS). Web interfaces and
URL using Perl DBI modules are construct-
ed to enable users to move between genom-
ic, bioinformatic, toxicogenomic, chemin-
formatic, and other data banks. Figure 15.2
shows an example of how interconnectivity
between databases is achieved by using
standard key identifiers.

Besides managing and incorporating data
from different resources, pharmaceutical
bioinformaticians should not forget the task
of using this information to facilitate drug
discovery and development. In subsequent
sections actual examples are discussed to
show how these could be implemented.

15.3

Bioinformatics in Drug-target Discovery

Bioinformatics is playing a major role phar-
maceutical drug-target discovery. From the
pinnacle EST sequencing to the completion

of genome projects, bioinformatic scientists
have been using both sequence-based and
structure-based methods to identify new
genes from sequence databases and to com-
putationally assign potential biological
functions to these novel gene products.
With advances in genome study in almost
every discipline of biology, and the possibil-
ity of data integration from different re-
sources, drug target discovery is shifting
from single-source data mining to target
identification as a result of data integration.

15.3.1

Target-class Approach to Drug-target 
Discovery

Over 80 % of current pharmaceutical drug
targets belong to several classes of genes, 
for example G-protein coupled receptors
(GPCR, 45 %), enzymes like kinases and
proteases (28 %), nuclear hormone recep-
tors (2 %), and ion channels (5 %) [59].
With completion of the sequencing of the
genomes of human and other model organ-
isms, one immediate question for pharma-
ceutical bioinformatics is: how many genes
are there in each of these target classes?
Could any of these be targeted to produce
novel therapeutic reagents? Systematic
querying of the genome for all gene mem-
bers of a target gene class could be achieved
by using bioinformatic approaches.

Fig. 15.2 Interconnectivity of
databases using standard key
identifiers.
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Sequence-based-homology searching is
the classical approach to finding genes of a
family. It is based on the observation that
homology (evolutionary relationship) can
be inferred from sequence similarity. There
are several ways of performing sequence-
based homology-searching. The Smith–Wa-
terman algorithm [60] is the most sensitive
search method, because of its mathematical
completeness. Its drawback of being ex-
tremely time-consuming can be overcome
by adaptation of the algorithm on special-
ized supercomputer chips supplied by com-
panies like TimeLogic and Compugen. The
heuristic search algorithms of BLAST (ba-
sic local alignment and search tool) [61] and
FASTA [62] provide much faster but less
sensitive searches. The position-specific-it-
erated BLAST (PSI-BLAST) algorithm [63]
takes advantage of multiple sequence align-
ment from its first-pass search results to
generate a sequence profile, and continues
the similarity search using the profile to
generate new homologous hits. This meth-
od greatly improves the sensitivity of
BLAST searches.

It has been shown that profile-based simi-
larity searches can reveal gene structure or
function that would not be seen by simple
pair-wise sequence alignment [64]. Profile-
based hidden Markov model (PFAM HMM)
methods take advantage of biological multi-
ple sequence alignments and the statistical
mathematics models of hidden Markov mod-
els to reveal statistically significant sequence
signatures in biological sequences. The Pfam
database [65] contains a collection of over
7000 HMM models covering proteins with
both known and unknown biological func-
tion. Two popular profile HMM programs,
HMMER and SAM, are widely used to build
HMM models from multiple sequence align-
ment and to use the HMM models to search
sequence databases for genes that contain
these HMM domains [66].

Nucleotides and amino acids of a gene
product only represent its linear one-di-
mensional information. The biological ac-
tivity of a gene product results from its de-
fined three-dimensional structural form.
Both RNA and proteins can only function
properly when correctly structurally folded.
The functional portions of proteins, like the
catalytic sites of proteases and kinases, have
very well defined structure conformation.
In molecular evolution, protein structures
are often much more conserved than nucle-
otide or amino acid sequences. In addition,
convergent evolution often leads to proteins
sharing very similar three-dimensional
structures despite different nucleotide or
amino acid sequences, for example estro-
gen-interacting proteins [67]. Conversely,
one could use the defined three-dimension-
al structure signature of, for example, the
serine protease catalytic site, to perform a
homology search against the whole genome
structure model database [39] to identify se-
rine proteases from the genome. A compu-
tational facility has been implemented in
the Oak Ridge National Laboratory [68] for
protein structure prediction and genome
analysis.

Genes of a target class often contain one
or more conserved signatures or domains.
A combination of the above sequence, pro-
file, and structure-based search methods
tends to produce the most complete set of
search results. A non-redundant distillation
of the search results would simplify the
characterization process. For example, 518
kinase genes in the human genome have
been identified by using a combination of
eukaryotic protein kinase HMM profiles
and PSI-BLAST methods [69]. The applica-
tion of bioinformatics in target-class gene
discovery can thus quickly identify all fami-
ly members of a target class to facilitate
pharmaceutical target identification.
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15.3.2

Disease-oriented Target Identification

In comparison with high throughput ge-
nome gene-discovery strategy, a new trend
in target discovery is being developed to use
database integration to perform disease-
oriented target identification. Completion
of the sequencing of the human genome
and use of sophisticated bioinformatics
tools in sequence, profile, and structure-
based homology search have led to the rapid
discovery of many novel genes. Novel gene
discovery does not, however, translate line-
arly into novel drug target discovery. One of
the major bottlenecks in drug-target discov-
ery is the process of target validation, which
still mostly relies on low-throughput bench-
top in-vitro and in-vivo experiments. The dis-
ease-oriented approach to target identifica-
tion has the advantage of using one set of
target validation experiments to validate a
smaller set of novel target candidates.

One key to successful disease-oriented
target identification is to focus on disease-
specific pathways. Another key is to inte-
grate data from different resources. As al-
ready discussed, integration of data from
different resources has the advantage of re-
ducing noise and cross-validation of data
points. Taking the intersection of multiple
data resources can greatly reduce the num-
ber of genes that must be further validated
by functional study. Let us use an example
to illustrate how this strategy could be im-
plemented.

Osteoporosis is major health problem
that affects over 25 million people in the
United States. This disease increases a
patient’s susceptibility to bone fracture and
causes enormous human suffering, loss of
productivity, death, and health-care costs in
excess of $10 billion [70]. The disease is the
result of loss of balanced action of bone-
forming osteoblasts and bone-resorbing os-

teoclasts. Mature osteoclasts develop from
hematopoietic stem cells via the monocyte-
macrophage lineage whereas mature osteo-
blasts develop from mesenchymal stem
cells. Treatment of osteoporosis thus entails
of stimulation of osteoblast differentiation/
function and suppression of osteoclast dif-
ferentiation/function. Because of the very
different lineages of osteoclasts and osteo-
blasts, attempts to discover the genes in-
volved in osteoporosis should examine the
two pathways separately. In-vitro cell-diffe-
rentiation experiments could be set up to
collect RNA samples from both progenitors
and mature osteoclasts. DNA chip [71] and
glass slide microarray experiments [72]
have been performed to identify genes that
are up- or down-regulated during osteoclast
differentiation. To obtain osteoclast-specific
genes, other cell types that could arise from
the same development lineage, for example
monocytes and macrophages, are used as
controls to subtract non-osteoclast specific
genes. A subset of osteoclast-specific genes
whose expression levels are changed during
osteoclast differentiation could be obtained
by means of these experiments.

Human genetic studies have identified
many loci in human chromosomes that are
linked to bone diseases. For example, a hu-
man autosomal recessive osteoporosis gene
has been mapped to chromosome 11q13
[73] and another osteoporosis disease, type
II Albers–Schonberg disease, to chromo-
some 16p13.3 [74]. With the complete hu-
man genome one could quickly identify all
the putative genes beneath these bone dis-
ease linked chromosomal regions. Intersec-
tion of this pool of genes with the genes
identified by means of the transcription
profiling experiments described above
could further reduce the disease gene can-
didates. The CLCN7 chloride channel gene
and the α subunit of apical vH+-ATPase
were identified by means of this data inte-
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gration process. Figure 15.3 illustrates a
simple procedure for this data-integration
process.

15.3.3

Genetic Screening and Comparative 
Genomics in Model Organisms 
for Target Discovery

The combination of medicinal chemistry
and model organism genetics has emerged
as a powerful tool for discovery and valida-
tion of drug targets. Model systems can be
used to perform mechanism of action
(MOA) studies to identify target genes of
pharmaceutical compounds that have prov-
en in-vivo efficacy but unknown targets.
Identification of the drug target genes and
further study of their biological pathways
enable scientists to explore additional inter-

vention points to develop better drugs with
potentially fewer adverse drug effects [75].
Genetic screening in model organisms
could also identify genes or pathways that
interfere with or rescue known disease-re-
lated genes or pathways, enabling the dis-
covery of new targets for disease treatment.
Reverse genetics is another approach used
to identify specific classes of genes that
modulate specific pathways key to disease
development. Detailed knowledge of model
organism genomes enables scientists to
generate a collection of model organisms,
for example gene knock-out mice or flies,
and to screen for desired phenotypes that
correspond to human diseases.

The biggest challenge facing the use of
model organisms for target identification
and validation is the relevance of model-or-
ganism phenotypic assays to human phys-

Osteoclast Cell
Differentiation Model

Osteoporosis Disease
Genetics Models

Transcription Profiling
Study

Genetic Mapping to
Chromosomal Locations

Genes Up Down 
Regulated

CLCN7, vH+-ATPase 
etc.

Genes within Genetic Loci

Up Down 
Regulated Genes

Genes within 
Genetc Loci

Fig. 15.3 A simple procedure 
for data integration to identify
disease-related genes.
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iology and diseases. Emphasizing this rele-
vance is the extent of conservation of genes
and biological pathways between the model
organism and the human. Bioinformatics
plays an important role in helping to deter-
mine the conservation of genes and path-
ways between organisms. Genome synteny
study and phylogenetic analysis of multiple
organisms helps establish gene orthologs.
Gene ontology and pathway databases help
evaluate the conservation between biological
pathways from model organisms. A good ex-
ample is the identification and functional
study of drosophila p53 gene (Dmp53). In
humans the p53 gene plays a critical role in
the regulation of cell cycle and apoptosis
[76] and has a central role in carcinogenesis
[77]. A drosophila p53 gene was identified
from the drosophila genome study and
found to share most of the functional char-
acterization of its human counterpart [78].
The conservation of p53 gene and pathway
between drosophila and the human sug-
gests that genetic screening in drosophila
could be used to identify drosophila genes
that could modulate the p53 pathway [79].
Human orthologs of these p53-impacting
genes could be identified by phylogenetic
analysis and evaluated for their function in
human p53 pathway (Fig. 15.4).

Both genome-scale target-gene discovery,
by use of both target-class and disease-
oriented approaches, and genetic screening,
generate many hypothetical disease-related
target genes, for example the adiponectin re-
ceptor for obesity and diabetes [80], the low-
density lipoprotein receptor for atherosclero-
sis [81], and interleukin-4 (IL-4) for allergic
diseases [82]. Target genes with hypothetical
disease association cannot, however, be used
as appropriate intervention points for new
drug candidates. It should be borne in mind
that a series of validation processes is need-
ed to establish the clear role of the target
genes in the phenotype of a disease.

15.4

Support of Compound Screening 
and Toxicogenomics

In pharmaceutical drug development adverse
drug effects arise from two major sources.
Some are mechanism-based adverse drug ef-
fects, in which perturbation of selected genes
or a pathway leads to deleterious effect on the
human body. Selection of different interven-
tion points or biological pathways provides a
solution to this issue. Other adverse drug ef-
fects are non-mechanism based; most of
these arise from the cross reactivity of drug
compounds with critical biomolecules other
than the target gene product. The solution is
to develop a series of compound selectivity
assays to ensure the specificity of the com-
pound on the target gene.

Fig. 15.4 Genetic screening in model organism to
identify disease-related genes.
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15.4.1

Improving Compound Selectivity

15.4.1.1

Phylogeny Analysis
Selection of drug compounds with the de-
sired specificity against drug targets is a
great challenge to the industry. From a
purist’s point of view the more specific the
selection assays the better. In a single living
cell there can be as many as 200–300 kinas-
es regulating almost all biological pathways.
Limitations on resources and time do not,
however, allow this kind of purist approach.
For example, with over 500 kinases in the
human genome, it is almost impossible to
counterscreen kinase inhibitor compounds
against all the kinases in their kinase assays.
A bioinformatics approach could be applied
here to help guide selection of a representa-

tive panel of counterscreen candidates to
achieve cost–benefit balance.

As already mentioned, a combination of
the profile HMM and PSI-BLAST search
methods identifies all 518 kinases in the hu-
man genome [69]. Phylogenetic analysis
classifies these kinases into 12 major groups,
134 families, and 196 subfamilies, primarily
on the basis of sequence comparison of their
catalytic domains. Experience has shown
that compounds that inhibit kinases by com-
peting with the substrate-binding site are of-
ten selective. Thus phylogenetic classifica-
tion of the kinases provides a starting frame-
work for selecting representative enzymes
from each family for counterscreening. For
example, a maximum parsimony tree of hu-
man “dual” kinases – those that phosphory-
late serine, threonine, and tyrosine residues
– is shown, in Fig. 15.5. The tree immediate-

Fig. 15.5 Using phylogenetics to guide
counterscreen selection. Screening MEK1 when
the intended target is MEK2 might not result in the
desired properties. In this tree of human kinases,

MEK1 and MEK2 seem to be the result of recent
duplication. Other organisms, especially model
organisms, should be checked to determine how
long ago the duplication actually occurred.
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ly suggests that if MEK1 is a drug target,
then counterscreening should be done
against MEK2 to achieve the highest pos-
sible specificity for MEK1. Combined with
tissue expression data, potential toxicologi-
cal problems can be predicted and dealt
with in early development, rather than en-
countering surprises in a clinical trial. Ex-
panding the tree with model organisms can
help to define the time of the MEK1–MEK2
duplication. Such analysis can also reveal
whether or not the protein (or possibly a
fragment of it) is still in the model organ-
ism. Such phylogenetic analyses can also be
proxies for three-dimensional structure in-
formation in helping to establish the biolog-
ical function of a gene needed for screening
or counterscreening.

15.4.1.2

Tissue Expression and Biological Function
Implication
To further refine the process of selecting
representative genes for counterscreening,
tissue expression profiling, and biological
function implication data should be inte-
grated with phylogenic data analysis. Drug-
development experience tells us that most
unmanageable adverse drug effects come
from several key biological organs, for ex-
ample the heart, kidneys, and liver. If a
counterscreen gene candidate is expressed
highly in key organs and tissues it could be
placed at a higher priority on the candidate
list. Bioinformatics can provide the tools to
perform data integration of expression pro-
filing data from EST databases, DNA chip

Fig. 15.6 Selection of counterscreening genes using genomic
information
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and microarray databases, and Taqman
quantitative PCR experiment data. This
data integration and data-mining process
could be used to produce a gene-expression
body map. Such a gene-expression body
map would provide important insight into a
gene’s physiological function and facilitate
the counterscreen gene-selection process.
Figure 15.6 illustrates such a scheme for se-
lecting appropriate counterscreening genes
to achieve desired compound specificity.

Another key piece of information that
should be integrated into the counterscreen
gene selection process is the biological func-
tion implication of genes. For novel genes
and for less characterized genes, their puta-
tive biological function could be implied via
a data integration process. Strong homology
with genes or domains of known biological
function implies the novel gene could have
similar biological activity. Co-regulation of a
gene’s expression profile with genes in a
certain biological pathway suggests the gene
might belong to or interact with that biolog-
ical pathway. Phenotypes from genetic
study in model organisms in which a gene
has been deleted also suggest the biological
function of the gene. Bioinformatic integra-
tion and interrogation of these data could
contribute significantly to the process of
counterscreen gene selection.

15.4.2

Prediction of Compound Toxicity

In pharmaceutical industries, a rational
strategy for increasing the efficiency and re-
ducing the cost of R&D is to reduce the rate
of attrition in the costly late stages such as
phases I, II, and III of clinical trials by in-
creasing the rate of attrition in the less cost-
ly, early stages, for example the discovery
and pre-clinical stages [83]. The main ap-
proach toward this involves early detection
of the potential toxicity of lead compounds.

15.4.2.1

Toxicogenomics and Toxicity Signature
Traditional compound toxicity evaluation
had to use multiple concentrations and time
points in several lengthy animal studies,
which was time-consuming and labor-in-
tense. Today, development of novel ap-
proaches for high-throughput screening for
compound toxicity is a major goal in the
drug-development process. In the past few
years the genomics approach for predictive
toxicology is becoming a promising and ma-
ture technology [84] and a new discipline,
“toxicogenomics”, denoting the merging of
toxicology with technology that has been de-
veloped, together with bioinformatics, to
identify and quantify global gene expression
changes, is becoming an active research
field. It is a new aspect of drug development
and risk assessment which promises to gen-
erate a wealth of information toward in-
creased understanding of the molecular
mechanisms that lead to drug toxicity and
efficacy [85].

Gene expression profiling by means of
DNA or protein chips has been shown to be
an important means of rapidly identifying
chemical toxicity issues [86]. More recently,
databases containing profiles of compounds
for which toxicological and pathological
endpoints are well characterized have been
developed by the US National Institute of
Environmental Health Sciences (NIEHS,
http://www.niehs.nih.gov/nct/) [87]. In the
private sector several toxicogenomics com-
panies are building data warehouses in
which results from thousands of expression
array and molecular pharmacology experi-
ments, in which cells and organisms are
systematically treated with drugs and drug-
related compounds, are deposited and cu-
rated (Iconix Pharmaceuticals, http://www.
iconixpharm.com/index.php; Gene Logic
Inc., http://www.genelogic.com/).
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The assumption of toxicogenomics is that
cells or tissues exposed to drugs have specif-
ic patterns, called signatures, of expressed
genes or proteins and that signatures gener-
ated by new drugs can be compared with
signatures of drugs with well-known toxicity
to predict potential toxicological issues with
the new drugs [88]. Bioinformatics is play-
ing a key role in data analysis and data min-
ing to identify compound toxicity signature
from these high-throughput studies. The
use of gene-expression data from chip tech-
nologies for classification and predictive
purposes has been widely demonstrated in
many research fields [89, 90]. Many statisti-
cal algorithms tailored to large-volume data
analysis have been developed and imple-
mented. For example, linear discriminant
analysis (LDA), genetic algorithm (GA), and
K-nearest neighbors (KNN) have been used
to predict compound safety signatures us-
ing DNA microarray data [86]. Principal-
component analysis (PCA) has been used to
examine the hepatotoxicity of bromoben-
zene [91].

15.4.2.2

Long QT Syndrome Assessment
Drug-induced long QT syndrome (LQTS), a
disorder of cardiac rhythm in which suffer-
ers, who can be otherwise healthy, are sub-
ject to a risk of arrhythmia or even sudden
cardiac death, has been regarded as a critical
side-effect of numerous drugs [92] and in
the past decade the single most common
cause of withdrawal or restriction of the use
of drugs that have already been marketed
has been the occurrence of drug-induced
LQTS [93]. Today, QT interval prolongation
is regarded as a major safety concern by
worldwide drug-regulatory bodies, and early
detection of new compounds with this un-
desirable side effect has become an impor-
tant objective for pharmaceutical compa-
nies [94]. Any compounds associated with

LQTS should ideally be identified at an ear-
ly stage of drug discovery, e.g. the pre-clini-
cal phase.

Although many drugs have been associat-
ed with LQTS, it appears that only a small
subset of individuals is at increased risk of
arrhythmia and that a significant compo-
nent of this risk is genetically determined.
Many studies conclude that the human
hERG gene responsible for the normal ac-
tion repolarization in the heart is associated
mechanistically with the risk of LQTS for
pharmaceutical agents from a wide variety
of drug classes [95]. Population genetics
and genomics studies found that many mu-
tations in the hERG gene were identified in
families suffering from drug-induced LQTS
[96]. Moreover, many missense SNP were
recently identified in the human hERG
gene experimentally or computationally [97,
98]. Some of these missense SNP were
found to significantly change the biological
function of the channel [99–101]. Several
computational algorithms have been used
to predict the affinity of compounds for the
hERG channel and hence to identify their
potential cardiotoxicity. Some computation-
al models have an observed-versus-predict-
ed correlation r2 = 0.86, which is very im-
pressive [102, 103].

Besides numerous mutations and poly-
morphisms, extensive bioinformatic stud-
ies have also found that human hERG has
at least three isoforms derived from alterna-
tive splice variants that result in different C-
or N-termini of the protein. The expression
pattern and function of these isoforms are
different [104, 105]. Finally, a few reports
discuss the expression regulation of human
hERG; bioinformatics can play an impor-
tant role in characterizing regulatory ele-
ments within the hERG-promoter region
and in understanding how sequence varia-
tions with these elements affect the func-
tion of the gene and drug-induced LQTS.
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LQTS can also be induced by the muta-
tions or polymorphisms of other ion-chan-
nel genes, for example the KQT-like volt-
age-gated potassium channel-1 (KCNQ1),
alpha polypeptide of voltage-gated sodium
channel type V (SCN5A), and potassium
voltage-gated channel subfamily E mem-
bers 1 (KCNE1) and 2 (KCNE2). It should
be noted that several dozen mutations have
also been reported throughout the coding
region of these genes in different ethnic
groups, thus indicating remarkable genetic
heterogeneity [106, 107]. Future bioinfor-
matic studies in this field will be essential
for more accurate prediction of compound
cardiac liability issues in the early stage of
drug discovery.

15.4.2.3

Drug Metabolism and Transport
The in-vivo response to a chemical com-
pound or drug treatment is a very complex
and highly dynamic process that involves
many steps. As many as 50 proteins such as
metabolizing enzymes and transporters
participate in the pharmacodynamic re-
sponse to drugs. Interestingly, many genes
coding for such proteins contain polymor-
phisms that alter the activity or the level of
expression of the encoded proteins [108].
Thus, response to a drug by a given individ-
ual reflects the interaction of multiple vari-
able genetic factors that cause important
variations in drug metabolism, distribu-
tion, and toxicity.

Metabolism in the liver is a major path-
way for the elimination of drugs in the bile.
Metabolizing enzymes in the liver can be
classified into two groups, phase I and
phase II enzymes [109]. Phase I metab-
olism is undertaken mostly by cytochrome
P450 isoenzymes (CYP), the most impor-
tant enzymes involved in the biotransfor-
mation of drugs and other xenobiotics. Ap-
proximately 80 different forms of P450 have

been characterized in humans [110].
Among them, CYP2C9, CYP2D6, and
CYP3A4 account for 60–70 % of all phase I
metabolic biotransformation of drugs [111].
In the past decade many SNP, mutations,
and splice variants in the coding region of
these genes have been characterized in dif-
ferent ethnic groups, and some significant-
ly affect the enzymatic activity of the pro-
teins [112]. In collaboration with scientists
in the field of protein-structure research, bi-
oinformatics could be used for further in-
vestigation of how sequence variations af-
fect the substrate-recognition sites of the
enzymes and could, in silico, predict how se-
quence variations impact on enzymatic ac-
tivity both qualitatively or quantitatively.
Neural network computing and machine
learning algorithms have been used to pre-
dict drug metabolism by CYP enzymes and
enzyme isoforms [113].

Often, however, coding variants are in-
sufficient to explain the large inter-individ-
ual variation of CYP enzyme activity. These
observations have prompted many investi-
gators to seek other causal polymorphisms
including intronic mutations, splicing sig-
nature deletions/insertions, and exon skip-
ping [114]. In recent years, several research
groups have started to investigate regula-
tion of the expression of these CYP genes. It
has long been known that the expression
level of some CYP genes ranges from 1 to
20-fold in different ethnic groups. This ex-
pression variation might be partly derived
from the variability of regulatory regions
within a gene promoter, and a novel poly-
morphic enhancer was identified recently
in human CYP3A4 [115]. This polymor-
phism inserts TGT between –11,129 and
–11,128 bp of the human CYP3A4 promot-
er and results in 36 % reduction of CYP3A4
enhancer activity.

With the tremendous progress made by
the SNP Consortium (http://snp.cshl.org/)
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and the completion of the human, mouse,
and rat genomes, SNP data analysis and
comparative genomics could be used to
study the regulatory regions of these genes.
The assumption behind this approach is
that critical regulatory elements within a
gene promoter might be conserved across
species. For example, a novel enhancer of
brain expression near the apoE gene cluster
was recently identified by comparative ge-
nomics [116]. Future bioinformatic studies
of sequence variations of these phase I en-
zymes will uncover more interesting find-
ings and enable understanding of inter-in-
dividual variation of drug metabolism in the
liver.

Besides huge variability of the phase I en-
zymes, there are many inter-individual varia-
tions of the phase II enzymes. These phase II
enzymes, for example uridine diphosphate
glucuronosyltransferase 1A1 (UGT1A1),
NAT2, and thiopurine S-methyltransferase
(TPMT), play key roles in conjugating me-
tabolites from phase I to enhance their ex-
cretion in urine or bile. Mutations and poly-
morphisms of UGT1A1, NAT2, and TPMT
enzymes have all been reported in different
ethic groups [117]. These variations alter the
enzymatic activity of these proteins in drug
metabolism and even lead to severe toxicity
of the drug in some patients.

Finally, many sequence variations of drug
transporters such as organic anion-transport-
ing polypeptides (OATP), organic anion
transporters (OAT), organic cation transport-
ers (OCT), and multidrug-resistance proteins
(MDR) have been reported. These genetic
polymorphisms might be one of the key de-
terminants of inter-individual and intereth-
nic variability in drug absorption, disposi-
tion, distribution, and excretion [118, 119].
Extensive bioinformatic research in this area
is urgent needed in drug discovery.

15.5

Bioinformatics in Drug Development

Drug discovery and development is a risky,
expensive and time-consuming process of
about 10–12 years [120]. It is estimated that
approximately 20 % of the research budget
is spent in the drug-discovery phase and ap-
proximately 80 % in the drug-development
phase. In the past decade, bioinformatics
has played a pivotal role in novel drug-target
discovery. Although many pharmaceuticals
and biotechnology companies have numer-
ous gene targets on which to perform their
research, successfully moving research
from drug discovery into drug development
and, further, into the market is the ultimate
goal for all drug companies. In the past few
years bioinformatics has being applied to
the different stages of drug development,
including biomarker discovery, evaluation
of drug efficacy, prediction of clinical ad-
verse reactions, and even the life-cycle of
drug management.

15.5.1

Biomarker Discovery

According to the FDA’s definition, a bio-
marker is a characteristic, for example blood
pressure, CD4 count, or enzymatic activity,
that is objectively measured and evaluated as
an indicator of normal biological, pathogen-
ic, or pharmacological response to a thera-
peutic intervention [121]. At the genomic lev-
el, changes in the level of mRNA or protein
expression are markers that could be used to
monitor patients’ responses to a drug.

Genomic and proteomic methods offer
increased opportunities for biomarker iden-
tification and development in the different
fields of drug research, especially antitumor
research. Drug resistance in cancer thera-
peutics is a very common observation in
clinical practice. Effective treatment for can-
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cer requires not only the discovery of new
drugs with antitumor activity, but also
knowledge of the most accurate way of pre-
dicting patents’ response to drugs. The re-
cent development of DNA microarrays
which enable simultaneous measurement
of the expression levels of thousands of
genes raises the possibility of statistically
unbiased, genome-wide approach on the
genetic basis of drug response. A recent
study measured the expression levels of
6817 genes in a panel of 60 human cancer-
cell lines (the NCI-60) and found that gene
expression signatures obtained by a statisti-
cal supervised algorithm could be used to
determine the chemosensitivity profiles of
thousands of chemical compounds. The re-
sult suggested that, at least for a subset of
compounds, genomic approaches to chem-
osensitivity prediction are feasible [122]. Bi-
oinformatics is playing a key role in bio-
marker identification with regard to data in-
tegration and collection, data analysis, and
mining of genomic and proteomic data
[123, 124].

15.5.2

Genetic Variation and Drug Efficacy

Although drugs are designed and pre-
scribed on a population basis, each patient
is an individual. In principle, bioinformat-
ics can be used to study drug efficacy. It has
been reported that 30 % of patients taking
statins, 35 % of patients taking beta-block-
ers, and up to 50 % of patients taking tricy-
clic antidepressants do not respond to phar-
macological intervention [125]. It is estimat-
ed that 85 % of patients’ response to drugs
depends on genetic variations. “If it were
not for the great variability among individu-
als medicine might as well be a science and
not an art.” The thoughts of Sir William Os-
ler in 1892 reflect the view of medicine over
the past 100 years [126]. Discovering varia-

tions in response is extremely important in
medical practice. Genetic variants might be
because of polymorphisms such as SNP,
mutations, insertions, deletions, or alterna-
tive splice variants, of a drug target gene or
drug metabolizing enzymes and drug trans-
porters (The last of these has been dis-
cussed in Sect. 15.3.2). Knowing whether a
patient will respond is important so that the
best treatment can be given immediately
and because of the high cost of some treat-
ments and potential severe side effects of
drugs.

Most drugs interact with specific target
proteins to exert their pharmacological ef-
fects. These target proteins could be GPCR,
transcription factors, or ion-channel pro-
teins. Genetic variation of the drug-interac-
tive site on a target protein might directly
affect the drug’s efficacy. For example,
acute promyelocytic leukemia (APL) is char-
acterized by a specific 15;17 chromosomal
translocation which generates the PML/
RAR chimeric gene [127]. Although all-
trans-retinoic acid (RA) is a highly effective
agent that induces complete remission in a
high proportion of APL patients by induc-
ing terminal differentiation of APL cells
[128], RA resistance in APL treatment has
recently been a serious clinical problem in
differentiation-inducing therapy. A group
of Japanese scientists found that a novel
point mutation in the ligand-binding do-
main of the RAR portion (Arg611) of the
chimeric PML/RAR gene led to RA resis-
tance in APL patients by sequencing the
PML/RAR chimeric gene in several APL
cell lines established from RA-resistant pa-
tients. This mutation significantly reduces
the sensitivity of tumor cells to RA [129].

Sequence variations in the regulatory re-
gion of a gene can indirectly affect a drug’s
efficacy. 5-Lipoxygenase (ALOX5) is an en-
zyme required for the production of both
the cysteinyl leukotrienes and leukotriene
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B4 [130]. ALOX5 activity therefore partially
determines the level of bronchoconstrictor
leukotrienes present in the airways. Phar-
macological inhibition of ALOX5 activity
has been used to control the symptoms of
asthma in some patient populations but is
not effective for every asthma patient [131].
Previous studies found that DNA sequence
variants in the core promoter of ALOX5 are
associated with diminished promoter-re-
porter activity in tissue culture; in particu-
lar, an Sp-1 binding motif (–GGGCGG–) lo-
cated about 100 bp upstream from the ATG
start site of ALOX5 is highly polymorphic,
with three to six tandem repeats, five being
the most common, identified in Caucasians
and African Americans [132, 133]. It was
found that five repeats of the Sp-1 binding
site significantly reduced transcription of
ALOX5 mRNA, and hence fewer leuko-
trienes were produced. Reduced clinical re-
sponse to the ALOX5 antagonist ABT-761
was observed in patients harboring the mu-
tant promoter [134].

Finally, cyclooxygenase isozyme COX-3,
an alternative splice variant of COX-1, is
highly expressed in canine cerebral cortex.
This variant retains the first intron in its
mRNA and hence introduces insertion of
30–34 amino acids; depending on the mam-
malian species it was found to be inhibited
by acetaminophen and other analgesic/anti-
pyretic drugs [135]. It is believed that inhibi-
tion of COX-3 might be a primary central
mechanism by which these drugs reduce
pain and possibly fever.

In the past few years bioinformatics has
been widely applied in the field of pharma-
cogenomics, to enable understanding of the
impacts of sequence variations on drug po-
tency and efficacy.

15.5.3

Genetic Variation and Clinical Adverse 
Reactions

In numerous instances, the optimum dos-
age of clinically useful drugs is limited by
variability in the way individuals respond to
these drugs. Genetic variations play key
roles in determining the optimum dose of a
drug for an individual patient while avoid-
ing adverse drug reactions (ADR) because
of inappropriate dosage. For instance, the
daily doses required to treat patients vary as
much as twentyfold for the antithrombotic
drug warfarin, and as much as fortyfold for
the antihypertensive drug propanolol [136].
These genetic factors could be sequence
polymorphisms of target genes, drug me-
tabolizing enzymes, or transporters. The
last two have already been mentioned.

The efficacious effect of warfarin on anti-
thrombosis is substantially limited because
of the risk of triggering hemorrhage. Genet-
ic variants associated with the metabolism
of warfarin by cytochrome P450 CYP2C9
have specific implications on untoward ef-
fects. It is found that for patients with
CYP2C9*3 mutations an initial dose of 5 mg
warfarin causes an increase in the interna-
tional normalized ratio and significant risk
of bleeding [137]. Recently, the long-sought
warfarin target, vitamin K epoxide reductase
complex subunit 1 (VKORC1), was identi-
fied and cloned by two independent groups
[138, 139]. Mutations in this reductase were
also found to cause warfarin resistance and
multiple coagulation factor deficiency type 2.
Carefully examining the genomic structure
of VKORC1 on the NCBI human genome
build 34 (August 2003, http://www.ncbi.
nlm.nih.gov/IEB/Research/Acembly/av.
cgi?c=locusid&org=9606&l=79001) found
the gene maps on chromosome16p11.2. Al-
though it covers only 4.87 kb, the gene con-
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tains 13 confirmed introns, 13 of which are
alternative. Comparison with the genome
sequence shows that at least nine introns
follow the consensual [gt–ag] rule. The se-
quence of this gene is supported by 394 se-
quences from 352 cDNA clones and pro-
duces, by alternative splicing, nine different
transcripts altogether encoding seven dif-
ferent protein isoforms. Some of isoforms
miss either the enzymatic domain or the
transmembrane domains (Fig. 15.7). It
would be interesting to see if any of these
sequence variations could affect the interac-
tion of the enzyme with warfarin and hence
affect patients’ sensitivity to warfarin dos-
age.

Another drug target variation that leads
to ADR can be illustrated by the variation of

the dopamine D3 receptor. This variation
increases the sensitivity of the receptor to
drugs and lead to ADR. It is well known
that some schizophrenic patients treated
with typical neuroleptic agents develop tar-
dive dyskinesia (TD). Researchers found
that substitution of serine with glycine in
the dopamine D3 receptor leads to greater
affinity for dopamine, and supersensitivity
to dopamine is believed to cause TD [140].

In short, ADR could be caused by many
genetic variations. From a bioinformatic as-
pect, detailed analysis of sequence variants
of genes relevant to a drug’s mechanism of
action, metabolism, transport, and many
other properties might provide a genetic
clue in understanding ADR in medical
practice.

Fig. 15.7 Vitamin K epoxide reductase complex
subunit 1 (VKORC1) is warfarin’s target gene.
According to NCBI human genome build 34 in
August 2003, this gene could potentially have nine
splice variants and seven of them affect its protein

sequence. Variant A was recently identified and
characterized functionally [138, 139]. Variants B–G
are putative variants based on 394 EST sequences
from 352 cDNA clones.
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15.5.4

Bioinformatics in Drug Life-cycle 
Management (Personalized Drug and Drug
Competitiveness)

In drug life-cycle management, post-mar-
keting surveillance and pharmacovigilance
are becoming very important. The ultimate
goal of these activities is to prevent or to
minimize the occurrence of ADR. Many
ADR appear only after the marketed drug is
used by large numbers of heterogeneous
patients. Many drugs have been withdrawn
in recent decades because of severe ADR.
Although these ADR might not be observed
during phase II and III clinical trials, when
the drugs are marketed and used in a much
larger patient population, problems with
rare or long-term ADR begin to appear. For
example, in 1997, manufacturers had to
withdraw the fenfluramines from the mar-
ket after study results linked their use with
valvular heart disease in some obese pa-
tients [141]. It is imperative for drug makers
to investigate the exact relationship between
drug activity/toxicity and genetic polymor-
phisms so additional caution can be taken
when a drug is administrated to “at- risk”
patient groups.

Given the completeness of the human ge-
nome project and the technical availability
of high-throughput sequence variation de-
tection and gene-expression profiling, bio-
informatics could use statistical algorithms
to identify important genetic variations as-
sociated with or responsible for the ADR.
For example, two studies have revealed an
association between the HLAB*5701 poly-
morphism and a hypersensitivity reaction
(HSR) to the anti-HIV reverse transcriptase
inhibitor abacavir [142, 143]. This result can
be used in clinical monitoring and manage-
ment of hypersensitivity reactions among
patients receiving abacavir. Development of
databases of genetic profiles associated with

ADR has recently been proposed [144]. This
initiative will make genetics or genomics-
related ADR more predictable if adequate
statistical power is available. Incorporation
of genomics data into a pharmacoepidemi-
ology database was, in fact, also proposed
three years ago as a means of identifying ge-
netic risk factors and correlating them with
the corresponding drug responses [145]. Bio-
informatics is facilitating database integra-
tion of these two distinct research disci-
plines.

15.6

Conclusions

Although the origins of the discipline go
back to the late 1960s [146, 147], the impor-
tance of bioinformatics became apparent in
the 1990s as a direct result of the human ge-
nome project. In the past decade the roles
of bioinformatics in the pharmaceutical in-
dustry have changed profoundly, from se-
quence analysis and gene identification in
the early days to systemic database integra-
tion, data mining, prediction of compound
toxicity, and evaluation of drug efficacy and
adverse reactions currently. Figure 15.8
summarizes the impacts of bioinformatics
on the different stages of drug discovery
and development. The more we understand
biology and medicine, the more important
is the iterative and integrative study of bio-
logical systems as systems. Modern drug re-
search certainly has to use a systemic ap-
proach to study the global effects of novel
chemical compounds on the human body,
to maximize the efficacy and minimize the
side effects of a drug. It is a great opportu-
nity and also a large challenge for bioinfor-
matics to integrate and to analyze data from
sequence-oriented, macrostructure-oriented,
pathway-oriented, and patient-oriented stud-
ies and hence to facilitate drug discovery.
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16.1

Introduction

Graphical display systems for complex data,
which can be used to analyze what would
otherwise be overwhelming amounts of
data, are becoming increasingly important
in many scientific fields. Molecular biology
and genomics are key areas for this phe-
nomenon, because of the continually in-
creasing complexity and number of ge-
nome databases and analysis tools. In 1996,
Gaasterland and Sensen introduced a sys-
tem for automated analysis of biological se-
quences, called MAGPIE (multipurpose au-
tomated genome project investigation envi-
ronment) [1]. This tool-integration system
executes and integrates the analysis from
multiple bioinformatics tools into an easily
interpretable form. A typical microbial ge-
nome has up to 1000 open reading frames
(ORFs) per megabase of genome sequence.
MAGPIE typically runs 20 tools on a ge-
nome, if each tool results in hits against 100
database entries (which is not an uncom-
mon number), approximately two million
pieces of evidence would need to be record-
ed and mapped along a megabase of ge-
nome sequence. When dealing with this

amount of information, the saying “a pic-
ture is worth a thousand words” is certainly
very true.

MAGPIE has been used for the analysis
of complete genomes, genome DNA frag-
ments, EST, proteins, and protein frag-
ments. Initially, all MAGPIE output was in
tabular format, but the need for rich visual
representations of genome analyses be-
came evident early on. MAGPIE summariz-
es information about evidence supporting
functional assignments for genes, informa-
tion about regulatory elements in genome
sequences, including promoters, termina-
tors and, Shine Dalgarno sequences, meta-
bolic pathways, and the phylogenetic distri-
bution of genes. MAGPIE sorts and ranks
the evidence by strength and is able to dis-
play the level of confidence associated with
database search results.

MAGPIE was the first genome analysis
and annotation system to add graphical rep-
resentations to the results. On the basis of
continual user feedback from a variety of in-
stallations, the images have been refined
over time, allowing annotators to process
the quantity of relevant information quickly
and efficiently. Because MAGPIE has one
of the most comprehensive graphical capa-
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bilities, we will use MAGPIE as the example
of genome annotation supported by imag-
ing. We describe the meaning of the various
images, the algorithms used to create them,
and the data types from which they are de-
rived. MAGPIE mainly produces precom-
puted results which are stored on the server
side. On request, the information is served
over the Internet.

The MAGPIE image types reflect the fact
that sequence data is stored and presented
in a hierarchical manner. A MAGPIE pro-
ject usually consists of, but is not limited to,
related sequences of an organism. To make
browsing and data maintenance easy, se-
quences are organized into logical groups.
For example, all sequences from a single
clone are normally placed in one group, be-
cause they will be joined as sequencing pro-
gresses, or all ESTs from a tissue could be
grouped together. Although it is convenient
for the user to subdivide datasets, there is
no limit on the number of sequences in a
group, because some EST sets have 50,000
sequences in a group, which MAGPIE pagi-
nated for Web browsers. The images pre-
sented in this text are from the Sulfolobus
solfataricus P2 sequencing project [2]. This
project was chosen as the example because
it includes all the graphical representations
which can be produced by MAGPIE. The
complete Sulfolobus MAGPIE project is
available at http://magpie.ucalgary.ca/mag-
pie/Sulfolobus_solfataricus_P2/private/.
An analysis of all publicly available ge-
nomes and several EST sets can be accessed
through http://magpie.ucalgary.ca.

The MAGPIE images can be classified
into three categories – representation of evi-
dence, summary of genome features, and
biochemical assay simulation, which sup-
ports the design of follow-up experiments.
We discuss how these images aid the re-
searcher in genome sequencing and annota-
tion through pattern recognition and infor-

mation filtering and how they can be used to
support the validation of genome data.

In 1999 we began to work on a more ad-
vanced system, called Bluejay, which is ca-
pable of integrating many types of genome
data. The system is Java-based and capable
of handling plain text and XML data sourc-
es. Using exported MAGPIE XML data and
XML documents served by other providers
it is capable of handling any genome, even
the human genome. Bluejay is an extremely
flexible system, which can be configured by
the users to display any level of detail neces-
sary to answer complex questions, in a way
that HTML views such as MAGPIE simply
cannot.

16.2

The MAGPIE Graphical System

The MAGPIE user interface, which was in-
itially implemented with a Web-based dis-
play that supported text and table output,
has been developed over time into a Web-
based graphical display system. As de-
scribed previously [1], the tools used in
MAGPIE include, but are not limited to, the
FastA [3] family of programs (including the
protein fragment analysis tools fastf and
tfastf ), the BLAST [4] family of programs
(ungapped, gapped, and Position Specific
Iterative), BLOCKS [5], ProSearch [6], Gen-
scan [7], Glimmer [8], GeneMark [9], Paracel
GeneMatcher (http://www.paracel.com/),
and Decypher TimeLogic (http://www.time
logic. com/). To link image representations
to alignments, individual tool “hits” and
other related information, the original tool
outputs (e.g. BLAST of BLOCKS responses)
are stored as HTML files after data process-
ing. Hit length and scores are extracted dur-
ing the response processing using dedicat-
ed parsers. The hits are sorted into user-de-
fined confidence levels.
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The parts of the modular computer code
used for the MAGPIE input and output are
modules for Web standards written in the
Perl5 (http://www.perl.com) programming
language: HTML (Hypertext Markup Lan-
guage), CGI (Common Gateway Interface),
and PNG (Portable Network Graphics). The
text reporting system is based on a combi-
nation of pre-computed HTML pages and
CGI programs producing HTML dynami-
cally. A graphics library module called
GD.pm (http://stein.cshl.org/WWW/soft-
ware/GD), which is dynamically loaded into
the Perl5 system, is used to generate the
MAGPIE graphics. GD.pm provides func-
tionality for drawing and filling lines, basic
geometric shapes, and arbitrary polygons
on a two-dimensional canvas. The canvas
can be translated into a Web browser-read-
able form such as PNG. The drawing func-
tions, when applied to linearly encoded data
such as DNA or proteins, lend themselves
to particular succinct representations. Rul-
ers, along which features are positioned,
are drawn as straight lines. Simple ticks
(small lines perpendicular to the ruler) gen-
erally represent position-specific features
that occur frequently, e.g. stop codons.
Unique polygons that occupy more space
are used for position-specific features,
which occur less frequently, e.g. promoter
sites. Data that cover a range, e.g. open
reading frames, are displayed as boxes.
These boxes may be subdivided when addi-
tional information needs to be encoded.

MAGPIE’s graphics fulfill three main
needs in a genome project once data is col-
lected – display of the genome features at dif-
ferent levels of detail in the genome context,
evaluation of the evidence supporting a
feature’s functional annotation, and quality
control. Four types of information are used
to generate images in MAGPIE – user pref-
erences, sequence information, data from
both external tool output and internal analy-

sis, and manual user annotations (verifica-
tions). User-based annotations are stored as
text files, usually created via the Web inter-
face, but they can also be imported from files
using standards such as GenBank flat for-
mat or the General Feature Format (http://
www.sanger.ac.uk/Software/formats/GFF/).
User-configurable visualization parameters
(e.g. the bases-per-pixel scale and the maxi-
mum image width) are stored in plain text
configuration files, similar to the previously
described [1] configuration files for confi-
dence level criteria and other configurable
parts of MAGPIE. By default, images in
MAGPIE are defined with a maximum
width of 1000 pixels. This enables land-
scape mode printing of the images on 
8.5n×11n paper.

Although most data in MAGPIE is hierar-
chical and stored as text files, cross-refer-
encing of equivalent sequence identifiers is
done using binary Berkeley Database Man-
ager (DBM) files. This exception to text-file
storage enables rapid execution of text-
based searches for sequence descriptions
and identifiers.

The graphical reporting system in
MAGPIE has two distinct user-configurable
modes: static or dynamic, respectively. In
the static graphical mode all images are pre-
computed for viewing after the analysis is
finished. This requires considerable disk
space, but it is computationally and tempo-
rally efficient when the sequence and analy-
ses do not change much, e.g. when a com-
pletely finished genome is analyzed. In the
dynamic mode, images are created on de-
mand, using the data extracted from the
analysis. Although this requires more ad
hoc computation, it is appropriate when the
underlying sequences or the analyses are
frequently updated, for example in an ongo-
ing genome-sequencing project.

Two key features for viewing data in con-
text are hierarchical representation of the
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data and consistent display idioms. Idioms
such as bolder coloring for stronger evi-
dence (darker text, brighter hues, respective-
ly), and using blue and red to indicate the
forward or reverse DNA strand, respectively,
pervade the images and enable complex in-
formation to be encoded in the graphics
without cluttering them. Good idioms need
be learned once only [10]. For example, by
surveying the annotation and evidence
strength status from Fig. 16.3, and the over-
laps, it becomes evident how the clone re-
lates to its genome neighbors, and how
much information has been gathered about
the nonredundant part of the sequence.

Consistent color use improves the deliv-
ery of information in the MAGPIE images.
Blue bars and borders indicate information
located on the positive DNA strand (forward
strand) whereas red bars and borders repre-
sent information located on the negative
DNA strand. Black generally indicates infor-
mation that is not strand-specific. Colora-
tion of analysis data is specified in a user-
definable color preference file. Consistent
coloring can group the evidence from simi-
lar tools by color range. For example and
shown later in the text, FastA [3] hits against
an EST collection will always be shown in a
particular green hue, and FastA hits against
a protein database might be colored in a dif-
ferent green hue.

Shading is used throughout the MAGPIE
interface to denote the confidence level of
the evidence. Stronger evidence is always
displayed in darker shades. For example, de-
scription text in reports is black when the
evidence is good, gray when it is moderate,
and white when it is only marginally useful.
As shown below, this is true for the graphi-
cal evidence displays also. It is easy to filter
out information related to potential genome
function by following this simple concept.
These representational consistencies also
reduce visual clutter. Information is impli-

citly conveyed in the color used instead of
requiring explicit depiction or labeling of
the displayed features.

Three key features of the individual ORF
display are succinctness, pattern display,
and data linking. Succinct representation of
the tool responses is essential to enable the
annotator to survey the salient information
quickly. Some of the information, for exam-
ple subject description and discriminant
score, remains in textual form within the
images whereas details such as the location
of the hits are graphically mapped on to the
images. The exact positioning of hit pat-
terns is important to the annotator, because
it can determine the relevance of the match.
The comparative match display is maximized
in MAGPIE by displaying results from tools,
which are based on similar algorithms, data
sets, and evidence types (i.e. amino acid,
DNA, and motif) atop each other.

Although a succinct representation of the
responses can be very useful, it is equally
important to be able to access the original
responses, database entries, associated
metabolic pathways and other related infor-
mation, thus most image types contain
user-configurable hyperlinks to Web-based
information, including SRS-6, ExPASy, or
the NCBI Web site.

Finally, simulation images assist the wet-
lab researcher during the verification pro-
cess. MAGPIE analyses, like all results gen-
erated by automated genome analysis and
annotation systems, are only computer
models, which often need verification by
means of a biochemical experiment.

16.3

The Hierarchical MAGPIE Display System

In the paragraphs below we introduce the
different graphical displays implemented in
MAGPIE. The MAGPIE hierarchy is reflect-
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ed in the set of graphical images. The reso-
lution of the images is increased over sever-
al levels until almost single-base-pair reso-
lution is reached. Figure 16.1 shows the
hierarchical connection between the differ-
ent images. Depending on the state of the
analyzed sequence, not all images are
present, and some images are mutually ex-
clusive.

16.4

Overview Images

16.4.1

Whole Project View

MAGPIE can track sequencing efforts from
single sequence reads to fully assembled
clones and genomes. Based on mapping in-
formation, which identifies the relationship
of clones in the sequencing project, MAG-
PIE can automatically generate and display
nonredundant sequence(s) and the nonre-
dundant gene set. Figure 16.2 (a and b)
shows examples of the images that display
the summary “whole project view” page of
the Sulfolobus solfataricus P2 genome. Act-
ing as a starting point for the annotator,
this single page contains hyperlinked imag-
es representing all of the contiguous se-
quences (contigs) in the MAGPIE project.
Contigs are drawn to scale, and color-filled
according to their MAGPIE state. The states
used in the Sulfolobus MAGPIE project are
primary, linking, polishing, and finished,
but the user for other projects could define
other states, such as an EST state. These
states can be included in the overview graph-
ics, or for large EST sets, simple textual links
are provided, because a graphical overview
provides no additional information.

The colors for the states can be set in the
user preference files. Users can also define
in which of the states the sequence is re-

solved well enough so that MAGPIE can as-
semble larger contigs from individual
clones. In the example of the Sulfolobus
MAGPIE project, this would be sequence in
state “polishing”. Overlapping contigs are
appropriately positioned in the image, and
the areas of overlap are grayed out to denote
redundancy. In keeping with the color us-
age described earlier, blue outlines denote
that the contigs are in their normal (for-
ward) orientation whereas those outlined in
red were reverse-complemented to fit into
the genome assembly. White text on a black
background denotes the presence of manu-
al annotation (verification) on the labeled
contig. In Fig. 16.2a, it is apparent from the
black label text and gray fill that clone
l910_127 is the only clone without annota-
tion. This clone was not annotated because
it is completely redundant.

Even though overlaps between MAGPIE
contigs are calculated to remove redundan-
cy, MAGPIE is not meant to be a full-
fledged assembly engine. For contigs to be
considered overlapping the user must spec-
ify that two clones are neighbors. This is in-
formation usually known from the clone-
mapping phase or derived from self-identity
searches in MAGPIE. The user specifica-
tion avoids spurious assemblies that may be
taken for granted. The extent and orienta-
tion of the sequence overlap is determined
by running a BLAST similarity search. On
the basis of the percentage similarity and
the length criteria set for the project, the
overlap is either accepted or rejected. If the
overlaps do not occur at the very ends of the
contigs, the match is also rejected. This
avoids linking contigs based on repetitive
regions. Based on the one-to-one neighbor
information, larger contigs are formed us-
ing the logic:
1. Let S be a set of sets, each containing a

single contig
2. Let N be the set of neighbor relationships
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Fig. 16.1 Image hierarchy. From top to bottom more detail is shown about smaller subse-
quences. Where connecting lines occur the images are either juxtaposed or click-through.
The images are labeled according to their figure numbers.
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3. While N is not the empty set
a. Pick a relationship R(C1,C2) from N
b. N = N – R
c. Find S1, the set in S to which the contig

C1 belongs
d. Find S2, the set in S to which the contig

C2 belongs
e. S = (S – S1 – S2) ∪ (S1 ∪ S2)

A consensus sequence for each contig set in
S is determined. When conflicts between
overlapping contigs occur, the better-re-
solved sequence of the contig in a more
complete state takes precedence. The ORFs
on the consensus sequence are identified
and a table of ORF equivalency across all the
contigs is created subsequently.

At step 1, each contig is in its own set. Be-
cause the data set consists of nonredundant
contigs, the sets in S are by default disjoint.
Steps 2, 3a, and 3b iterate through all
known connections. Two sets, which are de-
termined in steps 3c and 3d can be com-
bined when a contig from the first set is
connected to one from the second set,
which is valid because of the transitive
property of contig connections. In step 3e,
the two now connected contigs are removed
from S and replaced with a combined set.
The resulting sets of disjoint contigs are
called “supercontigs” in MAGPIE, because
they can consist of more than one clone.

The overlap and equivalency information
is used in the images described below to

Fig. 16.2 a) Overlapping clone cluster in a MAGPIE project. Each sequence is
hyperlinked to its MAGPIE report. All of the sequences are filled in with green,
denoting finished sequence, and shaded where redundant. Red-outlined
sequences are reverse-complemented in the assembly. White-letter labels denote
the presence of annotations in the sequence. b) Partially assembled fragments of
BAC b07zd03_b28. Fragments are sorted by size and hyperlinked to their
respective MAGPIE reports. The yellow fill indicates that sequences are in the
linking state.

a)

b)
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propagate ORF information across equiva-
lent sequence feature displays. The algo-
rithm has been used in the Sulfolobus solfa-
taricus P2 genome project to successfully
assemble 110 bac, cosmid, and lambda
clones into a single nonredundant contig.
Use of this sort of “tiling” technique en-
ables large datasets to be managed and ana-
lyzed. For genomes that do not have natural
subsections, such as random shotgun bac-
terial genome assemblies, MAGPIE pro-
vides utilities to splice the sequence into
stretches (usually 100,000 bases for Web
browser convenience).

16.5

Coding Region Displays

Several different image types represent the
ORF evidence with increasing levels of de-
tail. Sometimes it is necessary to see the ac-
tual evidence, e.g. for decision making dur-
ing the manual annotation (verification)
process. At other times the larger context of
the ORF is more useful, in this case, a de-
tailed display containing all MAGPIE evi-
dence would be overcrowded. These needs
necessitate multiple representations of the
same data. The varying levels of evidence
abstraction are the most powerful part of
the MAGPIE graphical environment.

A user can specify a wide variety of tools
to be run against all contigs in a particular
MAGPIE state. The operation and analysis
of these tools can take considerable time.
Tools used by MAGPIE can also produce
periodically updated results, adding to the
dynamic nature of the evidence. A user
might wish to store all of the MAGPIE-gen-
erated images or create them on demand.
This depends on available disk space, CPU
power, and the frequency at which contigs
and tool outputs are updated.

All scripts that generate a graphical repre-
sentation of a contig and its ORFs may gen-
erate more than one image for the se-
quence. If the combined contig length and
scale factor exceeds the maximum image
width, the image is split into multiple “-
panes”. The number and size of the images
must be determined before any drawing
takes place. This enables the drawing can-
vases to be allocated in the program. The in-
formation is also used to create the required
number of image references in the HTML
pages. The height of the image is fixed, be-
cause it depends entirely on fixed settings.
The image width is variable because se-
quences are represented horizontally. The
width is a function of the sequence length
multiplied by a scale factor, plus constant
elements such as border padding. When
multiple panes are required, all but the last
image have maximum width. If the last im-
age has ten or fewer pixels it is merged into
the preceding image. This slightly exceeds
the maximum permitted width, but avoids
an unintelligibly small sequence display.

16.5.1

Contiguous Sequence with ORF Evidence

Figure 16.3 displays a sequence and its fea-
tures with the largest amount of data ab-
straction. Images of the type shown in Fig.
16.3 summarize the evidence against all the
ORFs in a contig in all six open reading
frames, providing a rich summary of the ge-
nome context for a set of genes. They also
show additional genome features, which
might be located around coding regions –
promoters, terminators, and stop codons.
Links to the corresponding ORF reports are
provided via the HTML image map. ORFs
are labeled sequentially from left to right. In
our example from the Sulfolobus project the
100-amino-acid-residue cutoff is stated in
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the lower left-hand corner. Inter-ORF re-
gions are analyzed separately by MAGPIE
using a set of scoring criteria, which is dif-
ferent from that defined for large-ORF re-
gions. The goal of inter-ORF analysis is to
identify small coding regions (e.g. small
proteins and RNA-coding regions). The
names of the potential small coding regions
meeting the user-defined criteria are denot-
ed with the prefix “n”. Clicking on a dis-
played small coding region brings up a
screen that displays the evidence as shown
in Fig. 16.8. The user must confirm that the
small sequence segment is, indeed, a cod-
ing region. When confirmed, the identifiers
of the small ORFs are displayed with the “s”
prefix. This naming convention differen-
tiates small ORF without the need to re-
name all downstream ORFs after a small
ORFs is confirmed.

There are several aspects to ORF colora-
tion. Grayed-shaded boxes indicate ORF
suppression when users deem particular
ORF to be non-coding. This might be when
the ORF is more than a certain percentage

inside another ORF (typically completely
contained in an ORF on the opposite DNA
strand), or the ORF has an unusual amino
acid composition. MAGPIE can be config-
ured to automatically suppress ORF for ei-
ther reason, or for lack of evidence. ORF
with Xs (so called Saint Andrew’s crosses)
through them have been annotated. A white
background indicates that the assigned
function is “putative”, “hypothetical”, or
“uncharacterized”. All three words stand for
unknown function. These functional as-
signments (or lack thereof) can be carried
over from equivalent ORF in the genome.
The equivalencies used were determined in
the process of creating Fig. 16.2a. Outline
colors for ORF starting with ATG, GTG,
and TTG are blue, green, and red, respec-
tively. The different colors are used only if
they are defined as valid start codons for the
organism. When the ORF starts upstream
of the current contig and the start codon is
unknown, the outline is black. Black also in-
dicates the use of alternative start codons,
which can occur in some organisms.

Fig. 16.3 Contiguous sequence with open reading
frames displayed. Boxes on the six reading frame
lines represent possible genes. The boxes are exed
when annotated. Light exed boxes have annotations
described as hypothetical or uncharacterized. Sub-
boxes in unannotated genes indicate composition
characteristics, plus the best level of protein, DNA

and motif database hits. Grayed-out genes have
been suppressed. Background shading and
hyperlinked arrows in the corners indicate
neighboring sequence overlaps. Boxes with labels
that start with “n” are possible genes shorter than
the specified minimum length.
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ORFs not validated by a user are split into
three by two isometric blocks. These blocks
can be colored to indicate the presence and
strength of certain evidence. This is indicat-
ed in the “ORF traits” section of the Fig.
16.3 legend. The blocks in the upper half
denote calculated sequence characteristics.
Blocks “f” and “a” indicate on/off traits. A
blue “f” block denotes that the codon usage
in the ORF fits a chi-square distribution test
for frequencies observed in this organism.
A blue “a” block denotes that the purine (A
+ G) composition of this ORF is greater
than 50 %. This is known to be an indicator
of a likelihood of good coding for many pro-
karyotes [2]. For organisms with a (G + C)
% greater or smaller than 50 %, the “c”
block in the upper right corner of the block
represents another indicator of coding se-
quence, (G + C) % codon compensation.
Calculation of this term is based on the
third (and to a lesser extent second) posi-
tion codon wobble. Compensation at confi-
dence level 1 occurs when the combined
frequency of (G + C) % compensation is
highest in the third base of the codons. For
Level 2 the second base (G + C) % compen-
sation is the highest, followed by the com-
pensation for the third base of the codons.

The blocks in the lower half denote data-
base search results and the level of confi-
dence in three levels, level one indicating
the strongest evidence. The colors for the
three levels are blue, cyan, and gray, respec-
tively. The lower half trait levels are deter-
mined by comparing extracted similarity
analysis scores with the user-specified crite-
ria. The “p” block indicates the highest level
of protein similarity found through the
database searches. The “d” block indicates
the highest level of DNA similarity found.
The “m” block indicates the best level of se-
quence motifs found (e.g. scored Prosite
hits). After learning the representation
scheme, the annotator can quickly see the

nature and strength of coding indicators for
all ORFs in a sequence.

Other indicators for transcription include
Shine–Dalgarno motifs [11], promoters, and
terminators. These features are displayed in
the appropriate reading frame as small black
rectangles, green triangles, and red side-
ways Ts, respectively. In keeping with repre-
sentational consistency, the candidate with
the highest score for each of these features
around any ORF is colored a darker shade.
Shine–Dalgarno motifs are found by match-
ing a user-defined subsequence, which rep-
resents the reverse complement of the 3′
end of the organism’s 16s rRNA molecule.
Promoter and terminator searching are
available for archaeal DNA sequences (Gor-
don and Sensen, unpublished work).

Stop codons are marked with orange ticks
within the reading frames. The location of
stop codons is determined while the image
is being created, as follows. In each forward
translation frame the search for the next
stop codon begins at the first in-frame base
represented by the next pixel, thus increas-
ing the calculation efficiency without sacri-
ficing information in the display. For exam-
ple, if a stop codon is found at base 23, and
each pixel represents fifty bases, the search
for the next stop codon in that frame starts
at base 51. This is because 51 is the first in-
frame triplet in the next pixel, representing
the {51,100} range. By not repeatedly draw-
ing stop ticks in the same pixel, no render-
ing effort is wasted. Another display short-
cut is to search for the reverse complements
of the stop codons on the forward strand in
the same manner when rendering the nega-
tive DNA strand. Finding stop codon re-
verse complements saves the effort of re-
verse complementing the whole sequence
and inverting the information again for
graphical rendering.

On the ends of the lower ruler, labels can
be added to indicate information about the
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priming sites, which are flanking the insert
of the clone. In Fig. 16.3 it is shown that the
insert is in sp6 to t7 orientation. The infor-
mation about the ends of a clone is stored in
the configuration file that defines the clone
relationship.

The image also displays the overlaps
between contigs, which were determined
during the generation of Fig. 16.2 (a and b).
Overlaps are denoted with arrows in the
upper left and right hand corners of the im-
age. The extent and orientation of the over-
laps is indicated by the shading of the back-
ground between the upper and lower rulers
in the blue (for forward orientation of the
neighbor) or red (for reverse complement
orientation of the neighbor).

16.5.2

Contiguous Sequence with Evidence

Figure 16.4 shows an example of a contigu-
ous sequence display, with evidence. Images
of this type are similar in layout to the image
shown in Fig. 16.3, reducing the user’s
learning curve. This type of image is used
when the sequence is in a primary or linking
state, i.e. when multiple sequencing errors
and ambiguities might still exist in the se-
quence. The key difference between Figs.
16.3 and 16.4 is that evidence in Fig. 16.4 is
not abstracted into ORF traits. Evidence is
displayed at its absolute position on the
DNA strand. Figure 16.5 demonstrates the
usefulness of this display. The cyan (level 2)
and blue (level 1) evidence is on the –2 DNA
strand, and a frameshift at the 3′ end of the
sequence is likely, because of the neighbor-
ing ORF on the –3 strand. Higher ranked ev-
idence always appears above lower ranked
evidence. In this way, the more pertinent in-
formation is displayed in the limited screen
area available. The evidence markings are
hyperlinked to the pattern matches and
alignments which they represent. The ORFs

are linked to a Fig. 16.8 view of the evidence
that falls within the same boundaries on the
same DNA strand.

These images can also be used to find
previously unrecognized assembly over-
laps. To identify potential overlaps, a MAG-
PIE sequence database search of each con-
tig against all contigs in the project is per-
formed, and self-matches of contigs are
suppressed in the subsequent analysis. Any
matches potentially mating two contigs are
then visible. This kind of information
would not be represented in Fig. 16.3.

16.5.3

Expressed Sequence Tags

ESTs (Fig. 16.5) are displayed in a manner
very similar to primary and linking se-
quences from a genome project, because

Fig. 16.4 Contiguous sequence with open reading
frames and evidence displayed. Evidence and
ORFs are displayed in their frames and locations.
This facilitates easy recognition of frameshifts and
partial genes. Other characteristics are the same
as in Fig. 16.3.
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they share many of the same characteristics
such as short length and error-proneness.
EST additionally display evidence in frame
as shades of either blue or red for forward
and reverse complemented evidence. Be-
cause the EST is only translated on one
strand, this evidence coloration can be used
for rapid identification of EST that must be
reverse complemented for further amino-
acid-level analysis.

16.5.4

ORF Close-up

The main purpose of Fig. 16.6 is to display
a close-up of the ORF and surrounding fea-
tures. Links to the overlapping ORFs are
provided, so that the user can check wheth-
er the inner ORF or the outer ORF is an ar-
tifact, and to provide indications for frame
shifts, which might result in a slightly over-
lapping ORF such as ORF number 009 in

the example. The coloration of the ORF is
analogous to that in Fig. 16.3; this is useful
for smaller ORFs which otherwise could be
difficult to read. The green arrow indicates
the orientation of the ORF. ORF on the neg-
ative DNA strand are reverse-complement-
ed in Figs. 16.7 and 16.8 to display all evi-
dence in 5′–3′ orientation, thus they can be
displayed in orientations different from
those in Fig. 16.6.

Because of the simplicity of this image,
its width is fixed. Unlike in most other im-
ages, the scale factor is a function of the se-
quence length divided by the fixed width.
The rulers have major markings every 100
pixels. For example, in Fig. 16.6 the scale is
(9900 – 9500)/100, or four bases per pixel.
Because of its similarity to the contiguous
sequence images, this image provides a
bridge between the genome context already
described and the ORF-specific context of
the functional analysis images that follow.

Fig. 16.5 Mastigamoeba balamuthi Expressed Sequence Tag (EST). The prevalence of red
bars denotes that hits are to the reverse complement strand, indicating that the EST is in
the 3′ to 5′ orientation. A sudden jump of evidence from one frame to another can clearly
indicate a base-calling error (frameshift) in the sequence, as in Figure 16.4.
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16.6

Coding Sequence Function Evidence

When looking at the genome context, the
user has a choice of linking either to infor-
mation about the whole genome sequence
or to information about a particular coding
sequence. The coding sequence informa-
tion has a common representation for as-
sembled, partially assembled, and EST se-
quences. These functional evidence images
form the most important visual component
of MAGPIE, and usually the next image
browsed in all projects. The discussion of
secondary genome images is therefore left
to a later section, although they are techni-
cally higher in the hierarchy than evidence
graphics.

16.6.1

Analysis Tools Summary

Figure 16.7 contains a summary of the loca-
tion of evidence from all tools along an
ORF. This provides an overview of which

parts of the ORF have evidence. The image
has a fixed width, and it is usually shown
next to the similarly sized Fig. 16.6. Its
height depends on the number of tools that
yielded valuable responses. This requires
that all of the evidence information is load-
ed into memory before canvas allocation
and drawing of the image.

The graphic can also be useful in deter-
mining the location of the real start codon.
One can rule out the first start codon under
some conditions by using the rare and start
codon indicators at the top of the image,
combined with the fact that supporting evi-
dence might only exist from a certain start
codon onwards. By default, rare codons are
those that normally constitute less than ten
percent of the encoding of a particular ami-
no acid for the particular organism. Rare co-
dons are colored according to the color
scheme for start codons. Shine–Dalgarno
sequences are denoted with a black rectan-
gle near the start codon indicators. Similar
to Fig. 16.4, highly ranked evidence is
placed on top so that best results are always

Fig. 16.6 ORF close-up. Displays the exact start and stop coordi-
nates, and hyperlinked overlapping ORFs. Gene labels and trait
sub-boxes are potentially easier to read than in Fig. 16.3.
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shown for any region of the ORF. In the
interest of efficiency, both Figs. 16.7 and
16.8 are generated from the same program
at the same time, so that all the evidence to
be displayed needs be loaded once only.

16.6.2

Expanded Tool Summary

Figure 16.8 displays in detail all of the evi-
dence accumulated for the ORF during the
MAGPIE analysis. The top ruler indicates
the length of the translated ORF in amino
acids. The bottom ruler indicates the posi-
tion of the ORF within the contig. The rul-
ers are numbered from right to left when
the ORF is on the reverse-complement
DNA strand. In this way the evidence is al-
ways presented in the same direction as the
ORF translation. The evidence is separated
into those database entries that have at least
a single level-one hit, at least one level-two
hit, and others. The evidence order of place-

ment is identical to that used in Fig. 16.4 to
highlight the best parts of hits.

This kind of image can be created for any
sub-sequence. It is also used to display evi-
dence in the confirmation pages for small
inter-ORF features. For every database sub-
ject, the hit score is shown in the third text
column, and the database subject descrip-
tion in the last column, thus consistently
high scores and consistent descriptions are
easy to spot.

The three types of representational dis-
play link to more in-depth information. The
first linked data in text form are the acces-
sion numbers for the database subjects that
hit against the query sequence in the first
text column. The accession numbers are
linked to the original database entries e.g.
GenBank or EMBL in accordance with a
link-configuration file. For example, the de-
fault MAGPIE links generally connect to in-
formation provided by the Sequence Re-
trieval System (http://www.lionbio.co.uk)

Fig. 16.7 Evidence Summary. Evidence is grouped by type, and displayed as
one line for all hits from a tool. Better evidence is lighter and closer in the fore-
ground.
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of the Canadian Bioinformatics Resource
(http://www.cbr.nrc.ca). Other sites might
configure these links to point to Entrez
(http://ncbi.nlm.nih.gov/Entrez) at NCBI.
In addition to being hyperlinked, if an anal-
ysis result includes an NCBI GI identifier, a
MAGPIE index that maps GI numbers to
taxonomic information is used to color the
identifier background. These colors and di-
visions are consistent with genes’ “taxo-
nomic distribution signatures” used else-
where in MAGPIE: Viruses: brown, Bacte-
ria: green, Archaea: yellow, Eukarya (other
than those that follow): pink, Fungi: orange,
Plants (viridiplantae): purple, Metazoa: red.

For the second display link, if an Enzyme
Commission (EC) number is associated
with the database subject, the number is
placed in the fourth text column and linked
to a MAGPIE page listing the metabolic
pathways in which the enzyme occurs.

The last, but most informative, linked
component is the colored match coverage.
The quality and types of evidence are clear
because of the different colors assigned to

the respective tools and respective confi-
dence levels. The color differentiation can
also be used to display other differences
such as BLASTs against different subsets of
a database. Placing the mouse over the area
with similarity causes a message to appear
on the browser’s status line. The message
contains the exact interval of the similarity
on both the query and subject sequences.
The similarity display is hyperlinked to the
original data in the text response.

The positioning of evidence rows in this
image is more complex than in Fig. 16.7.
The logic behind this display is:
1. Separate the evidence into sets where the

tool and database id for the matches are
the same.

2. Separate the tool/id hit sets into three
sets where the top level match in the
tool/id set is either 1, 2, or 3.

3. Order in descending sequence the tool/id
match sets within each top match-level
set by the user-specified tool rankings.

4. Order tool/id sets within a tool ranking
by score. If all scores are greater than

Fig. 16.8 Expanded Evidence. Evidence is sorted
by level, tool, score, and length. The first column
links to the database ID of the similar sequence.
The second displays the similarity location. It is
linked to the original tool report. The third names

the tool used. The fourth displays the tool’s
scoring of the match. The fourth displays the
Enzyme Commission number, hyperlinked to
further enzyme information. The last column
displays the matching sequence description.
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unity, order in descending sequence, oth-
erwise order in ascending sequence (e.g.
expected random probability scores).

5. Within a score, rank in descending order
tool/id sets by the total length of ORF
intervals they cover, effectively giving
longer hits higher priority.

6. Within a length, sort alphabetically by hit
description.

7. Within a description, sort alphabetically
by database identifier.

This fine level of sorting ensures predict-
ability for the user. Evidence is sorted in
terms of relevance and lexical ordering
from top to bottom. In practice, the sorting
is quite fast because differentiation is usu-
ally made between tool/id sets in step 4.
Steps one and two are only executed once.
The system uses Perl’s built-in sort, which
is an implementation of the all-purpose
quicksort algorithm [12]. All information
about database search tools, scores, and hit
lengths is kept in hash tables for quick ref-
erence during sorting. The speed benefit of
hash table lookup outweighs its space cost.
MAGPIE is usually run on servers with the
capacity to execute multiple analyses in par-
allel, therefore short-term requirements for
large amounts of main memory are usually
dealt with easily. The total height of the im-
age can be calculated only after the number
of tool/id sets and their ordering is deter-
mined. The image width is determined by
keeping track of the longest value in each of
the columns while the evidence is loaded.
Drawing can only begin after the height
and width are determined.

In addition to all of these links to more
biological data in the graphic, various col-
umn headers are hyperlinked to help docu-
ments about the meaning and usage of
those fields. For example, the DBID header
links to an explanation of the identifier’s
taxonomy-based background coloration

scheme. This follows a general usability
pattern in MAGPIE where help links are
displayed in the context in which they are
used.

16.7

Secondary Genome Context Images

Images displaying characteristics of whole
DNA sequences, e.g. the Base Composition
or the Assembly Coverage Figures de-
scribed below, are usually drawn to the
same scale as Fig. 16.3. They can be juxta-
posed on top of each other to view them in
the context of the ORF locations, because
they are normally used to identify ORF
traits not represented in the images already
described.

16.7.1

Base Composition

Figure 16.9 displays two base composition
distributions along the DNA sequence. In
both graphs the colored region shows the
actual base composition, which is deter-
mined by a “sliding window” method used
along the forward DNA strand.

The (G + C) % graph is configured with a
mean (as indicated by a horizontal line)
equal to the average of the complete ge-
nome sequence. Denoted on the left scale
in the example, the Sulfolobus solfataricus P2
genome average is 35 %. The graph enables
the rapid detection of areas of unusual base
composition. Such aberrations might, for
example, indicate the presence of transpos-
able elements or other genome anomalies.
In the example chosen, however, there is no
great variability, indicating a low likelihood
of the occurrence of transposable elements
in this region of the genome. The 34.1 %
average base composition for this sequence
is denoted on the right hand scale.
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As previously mentioned, the red purine
(A + G) composition graph can be used for
many species to predict the strand contain-
ing the coding sequence. Lined up against
Fig. 16.3, ORFs that are most probably non-
coding can be detected. When the purine
composition is greater than 50 %, the coding
ORFs are probably on the positive strand.
They are likely to be on the negative strand
when the composition is much below 50 %.

The composition percentages are smoothed
out by calculating averages with a sliding
window of 500 base pairs. When each pixel
represents 50 base pairs on the scale, and
the window for composition averaging is
500, we can use the previous five pixels’ to-
tals (50/pixel × 5 pixels = 250 bases) and the
next five pixels’ totals for each plotted pixel
column to calculate the current average. At
each pixel column, we add a new total and
discard the total for the first pixel column in
the sliding window. Calculating the average
at any location requires only averaging 10
numbers. Otherwise, in our example, 500

would need to be averaged at the sequence
ends where the look-ahead and memory
about the values for previous columns do
not exist. To avoid invading white space, the
average peak is truncated when it is outside
the user-defined scale ranges.

16.7.2

Sequence Repeats

Figure 16.10 indicates the portions of the
sequence that are repeated in the project.
MAGPIE calculates families of repeated se-
quences sharing a minimum number of
contiguous bases. By default, the minimum
number is twenty. Repeats are sorted into
families of matching subsequences, which
are further sorted by size in descending or-
der. The matching sequence name is in the
left right hand column whereas the location
and size of the match are displayed as filled
boxes under the ruler. Red, blue, and green
boxes represent forward, reverse comple-
ment, and complement matches.

Fig. 16.9 Base Compositions. Average A + G and G + C compositions are
calculated using a sliding window of 500 bases. The moving average is displayed
as a filled graph, both above and below the centerline average. Unusual G + C
might indicate the presence of transposable elements. Majority A + G indicates
coding strand in many organisms.
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When many repeats occur in a sequence,
the images are very tall. In these instances,
the dimensions might exceed the maxi-
mum image dimensions that can be shown
by the browser. The stored image is loaded
into a Java applet with scroll bars to over-
come this browser limitation. The repeats
finder is a wrapper around the MEGA-
BLAST program. This wrapper exports the
repeats information to enable specialized
viewing of the data by Java applets accept-
ing a special data format.

16.7.3

Sequence Ambiguities

Figure 16.11 displays the location of ambig-
uous bases in a contig. This image can be
used in the polishing stage of the DNA se-

quencing project. It is usually viewed atop
Fig. 16.12, which provides the assembly
context. The generation of this image re-
quires assembly information from the Sta-
den package [13]. 

The scale in the center denotes the num-
ber of base pairs in the sequence. Red verti-
cal ticks on the upper line represent ambi-
guities, where there is only positive strand
coverage. Blue ticks on the lower bar repre-
sent ambiguities when only the negative
strand is sequenced. When an ambiguity
occurs in a region of double stranded cover-
age, the tick appears on the center scale. As
an exception to the consistent use of color,
this tick is colored red for better visibility.
The total number of ambiguities is dis-
played in the lower-left corner. In our exam-
ple the second pane of the display is shown.

Fig. 16.10 Sequence Repeats. The image has
scrollbars (as part of an applet) because of its
large dimensions. Repeats are sorted into families
of matching subsequences, which are further
sorted by size in descending order. The matching

sequence name is in the left right hand column,
while the location and size of the match are
displayed as filled boxes under the ruler. Red, blue,
and green boxes represent forward, reverse
complement, and complement matches.

Fig. 16.11 Ambiguity Information. This graph starts at base 50,001 because it is
the second pane for a 71,519 base sequence limited to 50,000 bases per image.
If the ambiguous base has been sequenced on the forward or reverse strand, or
both, the tick is displayed on the top, bottom, or center line. The ambiguities
total displayed is for the pane, not the sequence as a whole.
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The number of ambiguities (two) is valid for
this pane only; there might be more ambi-
guities in the first pane.

16.7.4

Sequence Strand Assembly Coverage

The image shown in Fig. 16.12 summarizes
the quality of the sequence assembly for
emerging genomes in MAGPIE. MAGPIE
can extract assembly information from the
output of the Staden package assembler
gap4. As in Fig. 16.3, background shading
denotes the extent and orientation of the
neighboring contigs.

Average coverage multiplicity is the aver-
age number of times any base of the contig
has been sequenced. This number is calcu-
lated separately for each strand. The two val-
ues and the total for the contig are displayed
at bottom-center of the image. The green
area in the center of the image can be inter-
preted as two separate histograms; that
above the ruler is quantifying the average
coverage on the positive strand whereas that
below the center ruler is quantifying the av-
erage coverage on the negative strand. The
histogram bars are truncated if greater than
tenfold coverage is reached. The histograms
are used to determine the reliability of the
data. This is useful where frame shifts or
miscalled bases are suspected.

Further resolution of poorly covered re-
gions is provided through the continuity of
the large horizontal blue and red bars. A gap

will appear in the blue or red bar if even a
single base pair has not been sequenced on
the forward or reverse strand, respectively.
This enables the user to see how much
DNA sequence polishing is required to dou-
ble-strand the entire sequence assembly.
The displayed overlap with other project se-
quences is once again useful. Gaps in the
current sequence’s assembly might be less
worrisome in regions overlapping with oth-
er contigs.

To create this image the assembly infor-
mation is read in chunks. The chunk size is
equal to the scale factor for the image (50
bases/pixel by default). The base pairs on
each strand are mapped onto a blank tem-
plate string of fifty bases. Blanks in the tem-
plate after all base pairs are mapped to indi-
cate gaps.

The average sequencing coverage for that
pixel is calculated at the same time. The se-
quence averages are calculated by summing
up the pixel totals. This provides major sav-
ings over the much larger individual base
totals.

16.7.5

Restriction Enzyme Fragmentation

Figure 16.13 displays the location of restric-
tion enzyme cuts on the insert. The
MAGPIE user can define the set of restric-
tion enzymes. The cloning vector and the
orientation of the insert in the clone can be
specified when the contig is added to the

Fig. 16.12 Assembly Information. Histograms of average positive and negative
strand assembly coverage are above and below the center line. Breaks in the blue
and red bars indicate gaps in the positive and negative strand coverage. Genome
neighbors are indicated by background shading as in Fig. 16.3.
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MAGPIE project. This information is taken
into account during the fragment calcula-
tion. In combination with Fig. 16.14, these
provide quality control data for the user by
allowing wet lab experimentation to verify
the assembly data.

In the figure, cut locations are denoted as
vertical ticks on each enzyme’s lines. The
fragments are numbered from the 5′ end to
the 3′ end, including the vector sequence
(which is not shown in this display). The
vector is always oriented to the 5′ end (i.e.
left end) of the insert. Fragment numbers
in green represent parts of the vector-free
insert. Fragments labeled in yellow contain
parts of the vector sequence. Fragments
that contain only vector are not displayed in
this figure, because the ruler only includes
the range of the insert. Such fragments ap-
pear only in the agarose gel simulation de-
scribed below. The numbering of frag-
ments in the Fig. 16.13 display does not al-
ways start at number 1, because of the out-
of-sight vector fragments. The example
clone is from a Hind III restricted library.
The enzyme cuts the sequence at the very
start and at the very end of the insert (i.e.
there are no yellow-labeled fragments).

16.7.6

Agarose Gel Simulation

Figure 16.14 is a computer simulation of an
agarose gel with the same the restriction di-

Fig. 16.13 Restriction sites. Ticks correspond to
the location of cut sites for the restriction enzymes
listed in the right-hand margin. The fragments
produced are labeled 5′ to 3′, with the undisplayed
cloning vector on the 5′ end. Fragments

containing vector have yellow labels, otherwise
they are green. The HindIII line has restriction
sites at the ends of the sequence because the
clone library was HindIII restricted. As a
consequence it has no yellow-labeled fragments.

Fig. 16.14 Agarose gel simulation. Fragment
lanes and labels correspond to those in Fig. 16.13.
The fragment migration is calculated using the
specified standard marker “M” lane migrations.
Fragments containing vector are colored yellow.
Fragments composed of only vector are colored
red. Where fragments are very close, luminescence
is more intense and labels are offset for
readability.
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gests as Fig. 16.13. The width of the image
is based on number of restriction enzymes.
The height depends on the user-configur-
able size of the agarose plate. 

Given that we know the theoretical frag-
ment lengths, the hypothetical fragment
migration distances are calculated using the
reciprocal method [14]. This is used instead
of the less accurate logarithmic scale based
on the sequence length. The reciprocal
method calculates mobility as the inverse of
the length. The exact relationship is gov-
erned by constants calculated from a least-
squares fit of the marker mobility data. The
reciprocal formula is:

(m – m0) (L – L0) = c

where m is the mobility in the agarose gel
and L the fragment length. The constants
from the least-squares fit are m0, L0, and c.
Like most of the settings for the graphical
displays in MAGPIE, the marker mobility
data are specified in a configuration file.
The regression is performed using the tradi-
tional summation method as opposed to the
matrix multiplication method. This method
was chosen because of the limited efficiency
of array manipulation in Perl5.

Describing the features of the gel from
top to bottom, the agarose percentage is dis-
played. This number is specified in the
marker mobility configuration. The outside
lanes marked “M” are the marker lanes. The
inside lanes are numbered left to right in
the top to bottom order of the restriction en-
zymes of Fig. 16.13. The horizontal gray
line represents the location of the wells. The
fragments in the marker lanes have their
lengths displayed in the image margins.
The bands of marker lane fragments are sol-
idly colored to ensure they can be clearly ob-
served. The bands in the enzyme lanes ap-
pear slightly diffused in order to resemble
more closely the appearance of physical

gels. These bands are also distinguishable
from undifferentiated bands, which are
more solid and overall brighter in color.
When bands are close to each other in a
lane, some labels for fragment numbers are
offset in an attempt to maximize readabil-
ity. As an example of these distinctions, ob-
serve fragments 16, 8, and 11 in lane 3 (an
EcoR I digestion). Fragment 16 is isolated,
and has a diffused band and a left justified
label. On top of one another, fragments 8
and 11 are given a larger bright area. This
highlights their overlap even though they
occupy the same amount of space as frag-
ment 16. The label for number 11 is offset
to the right of number 8.

Fragments containing or entirely com-
posed of vector sequence are also displayed.
This is done to remain true to the physical
manifestation. Partial vector fragments are
colored yellow. Full vector fragments are
colored red. This labeling is done so that
fragments containing vector are not acci-
dentally isolated from the real agarose gels.
As would be expected, in the Hind III lane
(number 2) there is a single fragment, num-
ber 1, which contains the entire vector.

16.8

The Bluejay Data Visualization System

The MAGPIE images shown in this text are
extremely useful as a support tool for ge-
nome annotation. Without these images ef-
ficient scanning of genome evidence would
be much harder and often probably impos-
sible. More than 100 genome sequences
have been annotated with MAGPIE to date
and we are working on a complete survey of
all public genomes.

Despite this, the system cannot satisfy
the need for more complex data queries,
which will be a theme for at least the next
decade. For example, most prokaryotic ge-
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nomes are circular in nature, a feature not
displayed in any of the MAGPIE graphics.
Although the administrator can configure
particular features of the MAGPIE graph-
ics, there are severe limits to the flexibility.
For example, a graphical display of a query
like: “Display all the tRNA coding genes
and the tRNA-synthetase coding genes in a
genome and show potential relationships
between the two gene sets” cannot be
served by the static MAGPIE environment.
Refinement of the displays and the addition
input forms for eukaryotic features [15] in
MAGPIE will continue as more analysis
and genome annotation is performed, but
the technology used for the implementa-
tion of MAGPIE limits the system to pre-
computed graphical outputs with little pos-
sibility of variation.

A key to the development of more flexible
systems is the use of the extensible markup
language (XML) format, addition of Java-
based display tools, and incorporation of
scalable vector graphics (SVG) into the tool-
kit. MAGPIE is now capable of exporting
XML-formatted information about genome
features. This enables the rendering of
MAGPIE information by XML-compliant
clients, which have more display options,
enabling more or less indefinite viewing
possibilities for genome data.

The system capable of using XML-for-
matted information is called Bluejay [16].
Bluejay is a Java-based genome-visualiza-
tion system which enables the user to cus-
tomize the types of information displayed,
zoom dynamically into the data, and per-
form queries like that described above. We
consider systems like Bluejay to be the next
step to a genome display environment that
will enable genome researchers of the fu-
ture to perform the in silico biology envis-
aged for the 21st century.

16.9

Bluejay Architecture

The Bluejay system is designed as a
client–server architecture. Any XML-based
server, including MAGPIE, and TIGR or
GenBank services, can be used as input for
the client. In addition a proxy server, in-
stalled at the Sun Center of Excellence for
Visual Genomics in Calgary enables utiliza-
tion of non-XML based data sources, which
are reformatted to XML by the proxy server.

The Java-based client provides the user
interface to the Bluejay system. It is de-
signed with the look and feel of a Web
browser, creating an interactive visual mod-
el for biological sequences. The display is
dynamic and highly customizable, with se-
quence landmark sites, annotations, and re-
lated information available for visual explo-
ration. Most image elements are linked to
external bioinformatics sources, for exam-
ple MAGPIE gene-annotation pages and BI-
OMOBY services [17]. The visual model of
the sequence thus serves as a backbone for
mapping other relevant data, which can
then be explored in a rich genome context.
Bluejay supports several levels of visual ma-
nipulation – sequence-wide operations,
queries based on selected functional catego-
ries, and exploration of individual elements.

One of the best practices in software de-
velopment is design for change. The Blue-
jay architecture facilitates this practice
through modularity and extensive support
of open standards. The development of
Bluejay focuses on two tasks – creation of
the core Bluejay package, and making it
suitable for interaction with publicly avail-
able software. External software is either
plugged directly into the Bluejay as a com-
ponent to implement the desired function-
ality, or accessed remotely using open stan-
dards and protocols. The key enabling tech-
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nologies for this interaction are Java tech-
nology and XML-based standards.

The general information flow in Bluejay
is presented in Fig. 16.15.

The browser side receives and visualizes
the incoming XML data and parses these
into an internal document object model
(DOM) tree [18] in which nodes represent
nested XML tags. Because these tasks are
standard in XML processing, external soft-
ware can be easily plugged in to perform
parsing and creation of the DOM. Bluejay
utilizes publicly available Java-based Apache
software, such as the Apache Xerces parser
and the Apache Batik implementation of
the DOM [19]. By supporting the standard
DOM interface several existing tools for
XML processing can be used for genome
data manipulation and retrieval.

After the data have been parsed, the visual
model is created as a collection of backbone
sequences, for example DNA or protein
backbones, relative to which all other visual
elements are placed. Bluejay logically separ-
ates painting into two stages. The high-level
painting stage is abstracted and consists of
placement of elements on to a sequence. For
example, high-level painting of a gene is per-
formed by specifying its positions on a DNA

sequence. Note that sequence positions are
intrinsic to the data and remain constant as
the user manipulates the visual model. This
process therefore has the same interface ir-
respective of the shape and relative position
of the sequence backbone. The abstraction
of the high-level painting makes Bluejay ar-
chitecture more robust and easy to extend to
new data types. The low-level painting stage
follows, by using Java graphics to render im-
ages onto the canvas. The Java object repre-
senting the DNA sequence translates ge-
nome base pair positions into canvas coordi-
nates.

Bluejay graphics is based on scalable vec-
tor graphics (SVG), a cross-disciplinary
XML standard for imagery. This capability
is provided by Apache Batik, a Java-based
SVG visualization package [19]. In essence,
the Java painting classes in Batik are adapt-
ed to create SVG tags in response to the
usual drawing requests. The resulting SVG
document is an explicit and portable XML
representation of the visual model. An SVG-
enabled canvas visualizes this model and
enables the user to interact with it; Bluejay
translates this into actions on the original
sequence data. The canvas is plugged into
the Bluejay main browser and connected to

Fig. 16.15 Bluejay information flowchart and main components.
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the data DOM tree. Data access is based on
XLink, XPointer, and XPath standards for
XML [18].

16.10

Bluejay Display and Data Exploration

When using bioinformatics tools in prac-
tice software complexity is a prominent is-
sue. Ease of use is therefore an important
design consideration. In Bluejay, data ma-
nipulation is entirely visual. No scripting,
configuration files, or command line pa-
rameters are required to run the software
and enjoy a fully enabled interaction. Most
data manipulation is also visual and uses
well-understood GUI idioms. In the para-
graphs below we present some of the dis-
play features available to users in the cur-

rent version of the browser. Bluejay is an ac-
tively developed project, therefore data
types and visual data analysis capabilities
are regularly being added.

16.10.1

The Main Bluejay Interface

Figure 16.16 shows the Bluejay window
with its main components – the SVG-ena-
bled interactive display, the context tree,
and the interactive image legend. A full
view of an Escherichia coli K12 genome is
presented here. When a genome sequence
is first loaded, it is shown at the highest lev-
el of detail. For example, the view in the fig-
ure displays only the main features on the
genome. The visual model represents the
DNA in a six open reading frame mode,
with genes and other features identified pri-

Fig. 16.16 Bluejay interface with a complete Escherichia coli K12 genome.
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marily by colors. The color scheme repre-
sents the available gene ontology-based
functional categories, listed in the legend.
The legend itself is not only a very easy id-
iom to understand, but is also interactive –
entire functional categories of genes can be
queried by manipulating the corresponding
legend items.

Another manipulation tool is the context
tree, also shown. It summarizes the struc-
ture of the XML data, which is essentially a
nesting of XML tags. The context tree is also
interactive and enables the manipulation of
entire data types. In this case, however, the
data types are defined by the hierarchy of
XML elements. Therefore, the legend and
the context tree are two complementary
ways to query the data – one based on a bio-
logical ontology the other on the specific
XML schema used to represent the data. As
an example, the same XML markup ele-
ment <gene> can represent genes from a
variety of functional categories; on the other
hand, a gene ontology category “enzymes”
might be represented differently in differ-
ent XML schemas.

16.10.2

Semantic Zoom and Levels of Details

In visualization based on a scalable vector
graphics, the ability to scale the image to any
zoom level is a key feature. Bluejay also takes
advantage of this – the zooming range in
Bluejay is virtually unlimited. The zoom level
can be chosen visually, either by selecting a
region of interest with a mouse or by using
global mouse-based scaling, both methods
are provided by the Batik SVG visualization
package. Alternatively, a desired zoom factor
can be manually typed into the zooming wid-
get at the top of the Bluejay screen.

But Bluejay goes much further by offer-
ing a semantic zoom, which is becoming a

required feature for genome browsers [20].
Without the semantic zoom, all a user can
get, e.g. by zooming in to a DNA image, is
an enlarged copy of the same image, which
is rather meaningless for visual data explo-
ration. Instead, Bluejay internally translates
the new SVG zoom scale into a higher level
of detail, which enables seamless visualiza-
tion of finer, previously unseen features of
the DNA sequence. Figure 16.17 shows a
region of interest on the E. coli K12 genome
at a higher zoom level. This zooming result-
ed in a transition to the more detailed view,
and a number of new genome features are
now available for display, such as annota-
tions for individual genes, (A + G) % and (G
+ C) % levels.

The level of granularity can also be de-
fined by choosing a desired view mode.
These range from a pie-chart summary of
available functional categories, to two-
strand view of the DNA, to six open reading
frame view, to a text view of the sequence
showing individual base pairs. As the view-
er switches between different view modes,
Bluejay maintains consistent legend color
scheme, visibility settings for data types,
navigation settings, and other features.

16.10.3

Operations on the Sequence

Bluejay enables a range of visual manipula-
tions of the whole genome. Sequence-wide
operations include switching between line-
ar and circular models of the sequence (in
bacterial genomes), switching between nor-
mal and reverse-complement views of a
double-stranded sequence, rotation by a de-
sired angle, and “cutting” at a specified start
position, e.g. at the beginning of a gene.
The operations are performed visually us-
ing specialized GUI tool panels, which can
be brought up through the menu.
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An interactive legend enables operations
on specific functional categories. For exam-
ple, the user may click on the legend item
“Enzymes” and either ghost out or com-
pletely remove all enzyme-producing genes
from the visual model of a DNA. Internally,
clicking on a legend item issues a custo-
mized XPath query to the XML DOM data,
which then retrieves XML elements that fit
the query description. A required visual op-
eration then follows, performed on the re-
trieved data elements. To implement XPath
access to DOM, an existing XPath module
from the Apache Xalan–Java project [19]
was plugged into Bluejay. The availability of
the functional categories also depends on
the current settings of the context tree – for

example, the user might choose only the
top levels of gene ontology hierarchy repre-
sented in the XML data. In this case legend
items will be grouped in broader categories,
thus making the legend list shorter.

Figure 16.18 shows the same region of
the E. coli K12 genome in reverse comple-
ment view. Only the top gene ontology level
is displayed, selected in the context tree.
The legend is now much shorter. Some of
the functional categories related to enzymes
are “ghosted” by clicking the corresponding
legend items.

Fig. 16.17 A zoomed-in fragment of the E. coli genome. Semantic zoom
automatically reveals finer details, for example functional annotation labels 
for genes, A + G and G + C percent composition levels.
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16.10.4

Interaction with Individual Elements

The user can access any individual element
on the sequence through mouse clicks.
Bluejay makes an extensive use of the XLink
standard for hyperlinks. For example, by
clicking on an image of a gene the user can
access that gene’s data and hyperlinks. In
Bluejay, each visual element is typically
linked to multiple external resources and
services. For example, a link from a gene to
MAGPIE launches a web browser window
with a MAGPIE annotation page for that
gene. A list of links to MOBY services is also
presented. When a user clicks on a gene, a
query is issued to MOBY Central, which
provides the necessary data about the gene,
e.g. its accession number or the gene ontol-

ogy category ID. The MOBY central returns
a collection of currently available MOBY
services that are relevant to the information
provided. These are immediately displayed
in the list of other links, and the user can
launch a desired MOBY service by a mouse
click. Bluejay then queries the remote ser-
vice, retrieves the results in an XML format,
and uses XSLT stylesheet transformations
[18] to display them as an HTML page. Fig-
ure 16.19 shows a sample view of MOBY re-
sults.

Another type of hyperlink is an embed-
ded link. For example, only the top view of a
eukaryotic chromosome can be present in
an XML data file, with embedded links to
more detailed information about the genes
in the chromosome. This feature enables
the browser to save memory and load the

Fig. 16.18 Manipulation of gene ontology functional categories through the
interactive legend, where all enzyme-related genes are shown “ghosted”.
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data faster. When the user zooms to a high-
er level of detail, the embedded links are ac-
tivated (Bluejay supports activation of links
both on load and on request). The detailed
information is then fetched in by the proxy
and inserted into the visual model, so that
finer gene features become available for
display and analysis.

The XLink standard enables such ad-
vanced features as multiple outgoing links
originating from the same element, in-
bound and third-party links, and linkbase li-
braries, which are external resource files
that define collections of links. Some of this
behavior is mandated by the XLink stan-
dard while other behavior is application-
specific. Bluejay recognizes, extracts, and
activates XLinks from the incoming data to
other genome data and web services. Archi-
tecturally the XLink module acts as an op-
tional SAX-compliant filter on top of a SAX-

compliant XML parser (for example Apache
Xerces) and extracts all relevant XLinks into
a link pool [21]. Bluejay’s internal structures
then handle dynamic link recognition and
activation. The uses of XLinks in Bluejay
will probably be expanded to the tasks of
visual integration of data and services.

16.10.5

Eukaryotic Genomes

Visual manipulation of eukaryotic genomes
is very similar to that for prokaryotic ge-
nomes, but the visual model becomes more
complex. The eukaryotic display depends
on the specific XML scheme, therefore
Bluejay contains specialized Java painter
classes for each supported scheme. Figure
16.20 shows the visual display of the Arabi-
dopsis thaliana genome in Bluejay, encoded
in TIGR XML. This XML format defines a
range of XML elements to describe the eu-
karyotic genome structure. A transcription-
al unit (TU) is a top element colored accord-
ing to the functional category. It contains a
gene MODEL element (blue outline) that
describes coding and noncoding structures
of a splicing isoform. The MODEL encodes
several mRNA EXONS (shown in black).
Protein coding portions of exons (CDS, out-
lined in green) and untranslated regions
(UTR, outlined in red) are also shown.
Bluejay display follows the general struc-
ture of the TIGR XML format specifications
but enhances the view with color-coded in-
formation and interactive behavior of indi-
vidual elements.

16.11

Bluejay Usability Features

Usability is an important design issue in bi-
oinformatics, and several usability features
in Bluejay enhance interaction with the

Fig. 16.19 A sample of data returned by a
BioMOBY service after a user’s visual query from
the main Bluejay interface.
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browser. Bluejay supports a growing range
of commonly used XML standards for biolo-
gy. Already implemented are BioML, Gen-
Bank XML, TIGR XML, AGAVE XML, and
support for new formats is added, enabling
users to visualize and manipulate external
data. This contrasts favorably with many
other existing browsers created solely to
showcase specific datasets.

Bluejay is written in Java, and is therefore
portable to most existing platforms. Aside
from having a current version of Java, Blue-
jay does not require any additional configu-
ration or maintenance. This simplicity is
one of the key usability features of Bluejay –
life scientists are typically well familiar with
the Java environment but are averse to deal-
ing with less known or more complicated
computer technology. Bluejay is available in
two versions – a VeriSign-certified secure
applet and a downloadable standalone appli-
cation. Unlike regular web applets, the se-
cure applet enables local saving and upload-
ing of data files. The applet is especially

suitable for new users who can learn most
of the features simply by running it on the
Bluejay website. Downloading the applica-
tion version, packed as a JAR (Java archive)
file, could be the next step. The application
can utilize more system resources, which is
helpful when dealing with large genomes.
Both the applet and the application versions
of Bluejay have an important advantage –
many other genome browsers are web-
based and thus have to communicate with a
remote web server for each visual opera-
tion. In contrast, the Bluejay browser runs
on a local Java virtual machine on the user’s
system and is not subject to communica-
tion latency.

Bluejay provides session management,
whereby users may return to their previous
data exploration sessions, possibly from a
different computer environment. Bluejay
also allows users to save visualization re-
sults as scalable vector graphics files, which
enables the images to retain their full publi-
cation quality irrespective of the scale, for

Fig. 16.20 A fragment of the eukaryotic genome, for example that of Arabidopsis
thaliana, displayed in Bluejay.
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example, preserving finest details in wall-
size posters of genomes.

16.12

Conclusions and Open Issues

The analysis and annotation of genomes
has progressed so much over the last ten
years that it is almost time to put this issue
to rest. Many tools exist which are capable
of handling the task, and their flexibility, as
shown in the Bluejay example, is enabling

execution of complex queries and the dis-
play the results in many different ways.

The next step is to connect genome infor-
mation to gene expression, Proteomics and
other large scale life sciences results. The
better analysis engines for this kind of ex-
periment recognize the value of genome
annotation and connect to the existing
knowledge base. The task for the next few
years will be to fully integrate the entire
knowledge space and provide meaningful
visual representations of the results.
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17.1

Introduction

Microarrays have certainly generated a tre-
mendous amount of excitement over the
past decade. The ability to interrogate ex-
pression levels on a genome-wide scale has
opened up broad new experimental pos-
sibilities. The noise and bias seemingly in-
herent to gene expression data, the large
quantity of data, and the difficulties asso-
ciated with interpreting results have neces-
sitated improvements in the underlying
biotechnology, statistical methods, and
computational tools. Some understanding
of each of these areas is necessary for the
effective design and performance of ex-
periments involving microarrays. It is hard
to believe there are many researchers with,
a priori, a deep understanding of so many
diverse fields.

The purpose of this chapter is to provide
an intuitive description of the major prob-
lems and challenges that must be ad-
dressed throughout the course of gene ex-
pression analyses. Our exposition focuses
on existing bioinformatics tools and strate-
gies that the reader can explore in more de-
tail independently. In lieu of providing a

complete bibliography of related work, we
focus on a few important references we feel
are most useful for developing the skills
and computational infrastructure necessary
for research in this area. With the proper
background, these references should be
sufficient for the reader to gain a working
knowledge of these frameworks.

We begin by providing a sketch of micro-
array technology. Beyond this intuition
however, we do not explore the underlying
biotechnology, construction, or laboratory
procedures of microarrays – we refer the
reader elsewhere [1]. The organization of
the rest of the chapter follows the progress
of a typical microarray project. We discuss
issues concerning experimental design and
explain the sources of error in experiments.
Section 17.2 gives an outline of microarray
standards, commonly used database sys-
tems, and general-purpose analysis packag-
es. Particularly for large-scale microarray
projects, these tools form the “backbone” of
the computational infrastructure. Section
17.3 covers many of the fundamental prob-
lems and solutions associated with the data-
acquisition phase of individual microarray
hybridization and the normalization of the
data. Readers lacking a basic knowledge of
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statistics are, again, referred elsewhere [2].
Section 17.4 discusses the fundamental
problem of reliably finding differentially ex-
pressed genes between two or more classes.
Sections 17.5, 17.6, and 17.7 cover in detail
many of the common questions, approach-
es, and tools used to analyze gene-expres-
sion data. Readers who are interested in
techniques from statistical machine learn-
ing are referred to Hastie et al. [3].

17.1.1

Microarray Technologies

There are many types of microarrays includ-
ing DNA and protein arrays. For gene ex-
pression studies the most commonly used
technology is the DNA microarray. DNA
microarrays (referred to as simply microar-
rays or arrays) are assays for estimating the
amount of different species of mRNA tran-
scripts present in a sample. The underlying
assumption of this technology is that the
number of mRNA transcripts present is a
good approximation of the level of expres-
sion of the corresponding gene. Typically,
in a microarray experiment total RNA is ex-
tracted from the specimen and isolated. The
mRNA is then reverse transcribed to a form
of labeled DNA referred to as a target.

A microarray consists of a solid surface to
which strands of DNA are attached in specif-
ic, pre-defined features. Microarrays can con-
tain hundreds of thousands of such features.
Each strand of DNA is referred to as a probe
and consists of either short oligonucleotides
or (full length) cDNA. Millions of copies of
one species of probe are placed in a single
feature. The ordered nature of the microar-
ray enables us to associate a feature with a
known species of mRNA from the specimen.

Under appropriate experimental condi-
tions, the targets hybridize to probes on the
array when the target and probe share suffi-
cient sequence complementarity. This is re-

ferred to as hybridization. Ideally, probes are
chosen so that exactly one target from the
mRNA of the specimen will hybridize to
that probe and so that the strength of the
target–probe hybridization is sufficiently
strong. After this hybridization, each loca-
tion on the microarray should contain
probes that have hybridized with their cor-
responding targets and the number of such
probe–target hybrids should be proportion-
al to the level of expression of the gene rep-
resented by that probe. Because targets are
labeled (that is, they fluoresce), the intensity
of each feature can be measured and the re-
sulting value provides an estimate of ex-
pression for the associated gene.

Each step in this procedure is extremely
important and crucial to the success of an
experiment. Procedures change according
to the nature and goals of a particular experi-
ment [1] and are very dependent on the spe-
cific microarray platform in use. The two
main microarray platforms are cDNA mi-
croarrays and high-density oligonucleotide
microarrays (for example, Affymetrix Gene-
Chips). We describe each of these briefly.

17.1.1.1

cDNA Microarrays
With cDNA microarrays, mRNA is reverse-
transcribed to complementary DNA
(cDNA) and then labeled fluorescently.
cDNA microarrays consist of DNA probes
robotically printed on a glass slide in fea-
tures (termed spots). Robotic printers have
multiple pins that “spot” the glass slide si-
multaneously. This effectively partitions the
slide into a set of rectangular grids, each
serviced by one pin. Each such partition is
referred to as a pin group. cDNA microarray
hybridizations are almost always dual-label
hybridizations.

In other words, two cDNA samples are la-
beled with different fluorescent dyes. These
are typically Cy3 (green) and Cy5 (red). For
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example, the two samples might corre-
spond to mRNA from healthy tissue and
mRNA from a tumor. Both samples are si-
multaneously applied to the glass slide. The
differentially labeled targets competitively
hybridize to their corresponding probes on
the array. The intensities of both the red
and green channels are read independently
and a red to green ratio (R/G) is produced
for each probe. The underlying assumption
is that this ratio is proportional to the rela-
tive amount of each gene present in the red
and green samples.

17.1.1.2

Oligonucleotide Microarrays
These microarrays use oligonucleotide
probes that are synthesized on a silicon
chip by lithography. Samples are washed
over the array during the hybridization
step. Probes are short oligonucleotides of
length 25 bp. Short probes tend to have a
smaller hybridization potential with targets
when compared with the hybridization po-
tential of the longer probes used in cDNA
array platforms. To compensate for poor
binding affinity and potential cross-hybrid-
ization between probes, Affymetrix uses a
so-called probe pair. The first element of
this probe pair is the perfect match oligonu-
cleotide that corresponds to a complemen-
tary 25-mer in the exon of a gene. The sec-
ond element is the mismatch oligonucleo-
tide. This is identical to the perfect match
probe with the exception of the middle
(13th) base. Intuitively, the purpose of the
mismatch probe is to control experimental
variability due to nonspecific binding of
mRNA from other parts of the genome.
Each feature (termed a cell) of an oligonu-
cleotide array contains millions of copies of
a single species of probe. Whereas it is
common in most cDNA microarray plat-
forms to represent each gene by one probe,
oligonucleotide microarrays use between

11 and 16 probes to represent each gene
(Fig. 17.1). (Therefore, a set of 11 to 16 cells
is dedicated to one specific gene.) Last,
whereas cDNA microarray hybridizations
are dual-labeled, some oligonucleotide ar-
rays are single-labeled. In other words, a
single sample is hybridized against one oli-
gonucleotide array at a time and the inten-
sity of fluorescence of the probes is an abso-
lute measure of the amount of a target
present.

There are several other microarray plat-
forms, for example that of Agilent Technol-
ogies (Palo Alto, CA, USA), which combine
aspects of cDNA and oligonucleotide ar-
rays. In the Agilent system oligonucleotides
are spotted on a glass slide by ink jet tech-
nology but remain dual-label systems. Oc-
casionally the software and analysis strate-
gies discussed throughout this chapter can
be used in these alternative settings with lit-
tle or no modification. One should, howev-
er, be extremely careful and not assume this
to be true without experimental evidence.

17.1.2

Objectives and Experimental Design

The number of different applications of mi-
croarrays is growing rapidly. Gene profiling
via microarrays involves determining the
function of genes under specific conditions.
Similarly, microarrays have enabled ge-
nome-wide class comparisons. Several stud-
ies in the literature have identified genes
that are consistently differentially expressed
between two or more classes. There are sev-
eral classic examples for various types of
cancer in which comparison is between
normal versus tumor versus metastatic
specimens. Such approaches hope to find
the complete set of genes that differentiate
between cellular states and shed light on
the underlying differences between these
classes at the molecular level. Class predic-
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tion experiments aim to find sets of genes
that act as good “markers” for a particular
class. The ability to predict with high prob-
ability the subclass of cancer for a patient at
an early stage has clear social and economic
benefits. Class discovery experiments at-
tempt to determine biologically relevant
subclasses of a particular cellular state. For
example, the goal of such an experiment
might be to classify different mRNA re-
sponses of individuals within a population
to a particular type of cancer. A more com-
plete description of the uses of microarrays
is given elsewhere [4].

Not surprisingly, the types of bioinfor-
matics strategies and tools required for a
project are strongly affected by the basic ob-
jectives and general hypotheses of the re-
search program. When cDNA microarrays
are used and the project entails many sub-
jects, it is necessary to decide on an experi-
mental design. For example, because cDNA
microarrays are dual-label systems, each hy-
bridization requires comparison of two
RNA samples. The expression profiles of all
subjects often need to be compared with
each other. When the number of samples is
large, it might be infeasible, extremely ex-
pensive, or simply a waste of resources to

Fig. 17.1 Diagram depicting the two major types of microarray technology –
oligonucleotide and cDNA arrays.
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perform hybridizations comparing every
pair of subjects directly. Several alternative
designs have been proposed in the litera-
ture including the reference design, the bal-
anced block design, and the loop design. This
topic is discussed in more detail elsewhere
[5].

The most challenging design phase deci-
sions are due to the sources of variation.
These include but are not limited to:
1. intra-gene variation (differences between

intensities of probes representing the
same gene);

2. intra-array variation (systematic differ-
ences between intensities of probes rep-
resenting different genes on the microar-
ray);

3. inter-sample variation (different expres-
sion levels for a gene over different RNA
samples from the same specimen);

4. inter-specimen variation (different ex-
pression levels for a gene over different
specimens from the same subject); and

5. inter-subject (different expression levels
for a gene among subjects within the
same class).

Sources 1–3 are usually considered differ-
ent forms of technical variability and can be
addressed by performing additional hybrid-
izations, consistent laboratory procedures,
and via the normalization tools described
below. Several strategies are used to esti-
mate the number of replicates. One particu-
larly useful tool is the S-PLUS implementa-
tion [6]. Further information about these
statistical frameworks is available [7].
Sources 4 and 5 are different forms of bio-
logical variability and are considered more
difficult to address. We note that at poten-
tially every step of a microarray experiment
(from the manufacture of the array itself
through to the image analysis necessary to
extract intensities) bias is introduced into
our measurements. For example, in cDNA

arrays bias arises because of differences
between physical properties such as the rate
of incorporation and rate of decay of the
dye. Tools and strategies to address issues
of bias are discussed below.

17.2

Background Knowledge and Tools

This section describes the basic computa-
tional infrastructure and tools needed for
microarray experiments.

17.2.1

Standards

The multitude of different microarray plat-
forms has given rise to a series of inter-op-
erability problems. The basic question here
is how to describe gene expression data so
that researchers (and software) can share
and compare this information seamlessly.
A step in the right direction is the minimum
information about a microarray experiment
(MIAME) standard [8]. The purpose of MI-
AME is to state explicitly all relevant infor-
mation required to unambiguously define
and reproduce a microarray experiment.
Several journals are now requiring that mi-
croarray data be made available in this stan-
dard before articles presenting the data are
allowed to appear. MIAME is built by the
microarray gene expression data (MGED,
http://www.mged.org) society and is based
on their microarray ontology.

Although MIAME describes the informa-
tion which needs to be documented, it does
not standardize the format of this descrip-
tion. The microarray gene expression markup
language (MAGE-ML) [9] addresses this
need. MAGE-ML is based on XML and is a
standard way of representing information
related to microarrays. For example, if de-
tails regarding an expression experiment



420 17 Bioinformatics Tools for Gene-expression Studies

are expressed in MAGE-ML, they can be di-
rectly imported into databases such as Ar-
rayExpress (EBI), GEO (NCBI), and yMGV.

The microarray gene expression object model
(MAGE-OM) provides an object model rep-
resentation of microarray expression data
that facilitates the exchange of microarray
information between different software sys-
tems and organizations. Objects can be
translated automatically to and from the
MAGE-ML data format. A list of microarray
repositories can be found at http://www.
nslij-genetics.org/.

17.2.2

Microarray Data Management Systems

Because of the size and complexity of mi-
croarray data, they are typically stored in a
relational database. Commercial databases
can be quite expensive but for many pro-
jects open source efforts such as MySQL
and postgresql suffice. Projects such as
BioPerl (http://www.bioperl.org), RmySQL,
and general languages such as Python and
Perl can be used to transfer data between
the database and analysis software.

There are several publicly available and
MIAME-compliant databases tailored for
microarrays including bioarray software envi-
ronment (BASE) [10]. In addition to a rela-
tional database for microarray data and a
web-based graphical user interface that can
be installed locally, BASE includes a labora-
tory information management system (LIMS).
LIMS enable individual hybridizations to be
tracked through all phases from sample
preparation to analysis of data. When a pro-
ject involves many hybridizations and many
individuals, LIMS become invaluable. The
web site http://genome-www5.stanford.edu/
resources/regtech.shtml maintains an up-
to-date list of additional efforts in this direc-
tion.

17.2.3

Statistical and General Analysis Software

A cornerstone to any microarray project is a
set of tools to perform general statistical
analyses (for example, t-tests, filtering) and
more general microarray analyses (for ex-
ample, clustering, time series analyses).
Many open source systems address these
needs. We highly recommend the statistical
programming language R [11] (http://cran.
r-project.org), an open source version of the
commercial package S-Plus. Although there
is a substantial learning overhead, fluency
in R gives researchers a high-quality and ro-
bust set of statistical and graphical packages
that can be tailored to specific needs, and,
moreover, the Bioconductor project is de-
veloped in R. The mandate of the project is
to provide a complete toolbox for analysis
and comprehension of genome data. The
project encourages users to build upon ex-
isting modules and make the enhanced
functionality available to the community.
Currently, release 1.5 of BioConductor con-
tains some 96 packages addressing issues
from microarray preprocessing and nor-
malization for several different microarray
platforms to techniques for finding diffe-
rentially expressed genes, visualization clas-
sification, and class prediction. Subprojects
aim to produce graphical user interfaces for
various packages within R and Bioconduc-
tor.

For researchers who do not want to invest
the time learning R or who do not need the
flexibility that it offers, there are several
general-purpose microarray analysis pack-
ages with well-developed graphical user
interfaces. For example, open source pack-
ages such as ArrayViewer (http://www.tigr.
org/software/), TM4 (http://www.tigr.org/
software/tm4/), and MAExplorer (http://
maexplorer.sourceforge.net/) provide func-
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tionality for normalization/clustering, and
support tailored database access. It is be-
yond the scope of this chapter to cover all
the commercial packages available. It is im-
portant to note, however, that there is much
variance in the quality and completeness of
functionality offered by these systems, and
not all systems provide flexible methods for
communicating with a database system.
This is a particularly salient point if micro-
array projects involve many hybridizations
and other types of data beyond gene-expres-
sion measurements.

17.3

Preprocessing

This section describes the “low-level” tech-
niques and software associated with the
data-acquisition phase of a microarray ex-
periment. The first step – quality control –
is arguably the most important aspect of a
successful microarray experiment. There
are three principal areas – image quality,
spot quality, and array quality. The next step
is to compute a summary of the expression
level of a gene when multiple probes are
used. Last, arrays must be normalized to re-
move bias and to enable inter-array compar-
ison.

17.3.1

Image, Spot, and Array Quality

The quality of the image is judged by the
presence/absence of many sources of noise
including imaging artifacts, dust, scratches,
or misprinted features on the original array.
Given the importance of quality control,
any microarray analysis should begin with
visual inspection of the scanned image to
assess overall quality. Most statistical pack-
ages provide routines to visualize log trans-
formed expression values.

The evaluation of spot quality involves
several steps including (1) gridding, (2) seg-
mentation, (3) feature extraction, and (4)
background correction. Gridding involves the
localization of features in the image. Many
commercial image-analysis packages auto-
mate the process by locating features on the
array provided by the manufacturer that
specify the position, diameter, and distance
between the features on the array (this
makes the software microarray platform-de-
pendent). Segmentation involves discern-
ing background regions from foreground
regions. Feature extraction is the process of
summarizing the pixel intensities for each
feature on the array and converting these
intensities to measures of RNA abundance.
This process usually considers a ratio of
foreground to (local) background inten-
sities. Depending on the platform, the
methodology of background correction 
varies.

Array-level quality control is aimed at
identifying arrays that have hybridization,
labeling, manufacturing, or scanning prob-
lems. The final estimates of quality are
largely a function of the number of prob-
lems identified with the array. Some plat-
forms, however, for example Affymetrix,
contain spiked controls with known levels
of concentration providing an additional
means of judging quality.

Many packages are available for perform-
ing feature extraction from cDNA arrays;
the choice of software can significantly af-
fect results [12]. A well-maintained list of
tools is located at http://www.genomic-
shome.com. With oligonucleotide arrays
such as the Affymetrix GeneChip platform,
image analysis is performed by Affymetrix
MicroArray Suite (MAS) software. Increas-
ing efforts outside Affymetrix are being
made to address these problems [13] and
several packages are available in R/Bio-
conductor. Agilent’s software (http://www.
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chem.agilent.com) is quite complete with
solid outlier detection schemes.

17.3.2

Gene Level Summaries

When multiple probes are used to represent
the same gene, it is necessary to convert the
individual intensity measurements into one
expression level for the gene. This is espe-
cially true for the Affymetrix GeneChip plat-
form. The expression summary for Gene-
Chip arrays contained in the MAS package
has evolved over recent years. Several sum-
mary measures of expression have been
proposed including average difference, Tu-
key biweight, model based expression index
(MBEI), and robust multichip average
(RMA) [13]. MBEI (available in dChip, [14])
uses both perfect match and mismatch
probes, and models a baseline probe pair re-
sponse with a multiplicative increase be-
cause of the mismatch probes, plus a multi-
plicative increase due to the perfect match
probes, plus a random error term. RMA is a
combination of normalization techniques
and a model that accounts for inter-probe
variability, background, and random error.
GCRMA improves upon RMA by correcting
for hybridization differences caused by
probe GC content. This improves perfor-
mance for probes with low intensity levels
[15].

17.3.3

Normalization

Normalization of microarrays involves cor-
recting for different sources of systematic
bias. These effects can interfere with and
mask the biological variability that one is
interested in measuring. Normalization is
also aimed at making hybridizations “com-
parable”. The basic assumption behind all
normalization techniques is that most of

the genes on a microarray will not show any
differential expression.

A principle analogous with Occam’s ra-
zor should be applied when normalizing
microarray data. It is, in general, better to
under-normalize than to over-normalize
the data. If an array is difficult to normalize,
it might be best to verify that the experi-
ment was performed properly, and repeat it
if necessary. Including a bad array in an
analysis can spoil the whole batch if one is
not careful.

Often, a linear transformation will be in-
sufficient, and the data will show non-linear
effects. These non-linear effects might be
because of differences in the quantum effi-
ciency of the fluors, differential dye incor-
poration, print tip effects, or plate effects.
Dye effects are typified by stronger fluores-
cence in the green (Cy3) channel, especially
visible at the low intensity end in an MA
plot (intensity vs. log ratio).

Such non-linearity can be corrected by a
variety of techniques, including lowess (lo-
cally weighted sum of squares) regression
of the log ratio on the average intensity, and
variants thereof. For an excellent in-depth
treatment of normalization for two-color
microarrays, we recommend Yang et al. [16].

Spatial bias is another source of systemat-
ic variability that can result from uneven hy-
bridization or washing. Such effects are
usually visible in the raw image file. Some
normalization packages, for example
SNOMAD (available online) and YASMA
(available in R), correct for spatial biases by
fitting a loess surface to the average inten-
sity, or log ratios, over the row and column
coordinates of the array [17, 18].

To deal with heteroscedastic variance, a
novel generalized log transformation was
developed concurrently by the groups of
Rocke and Huber. The transformation is
calibrated from the data to produce expres-
sion measures with constant variance
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across the whole range of fluorescence in-
tensities. The algorithm is implemented in
the package VSN for the Bioconductor pro-
ject [19].

To make arrays comparable, some form
of scaling between them might sometimes
be required. The median absolute deviation
(MAD) scaling outlined in Yang et al. is the
most commonly applied. This scaling en-
sures that the distribution of log-ratios on
all arrays has the same interquartile range
[16].

GeneChip arrays are subject to slightly
different consideration when it comes to
normalization. Currently, the leading tech-
nique is RMA. RMA is a series of different
steps and goes beyond gene level summar-
ies. It also involves background estimation
and a fit of an additive model on the log
scale that accounts for probe specific ef-
fects.

17.4

Class Comparison – Differential Expression

Perhaps the simplest type of microarray ex-
periment is to search for sets of genes that
are differentially expressed between two or
more predefined classes. For example, we
might be interested in finding all genes that
are significantly over or under-expressed in
tumor tissue compared with normal tissue.
Identification of differently expressed genes
with known function can lead to insight
into the biological differences between the
classes. Alternatively, this method might
enable us to identify differently expressed
genes for further study.

Initial strategies for detecting differently
expressed genes between two classes are
straightforward (Fig. 17.2). Essentially they
involve two-sample comparison of the dif-
ferences between mean log expression of
the classes. This is nothing more than a t-

test or its nonparametric analogs. When
more than two classes are involved, F-statis-
tics and nonparametric analogs can be ap-
plied. Almost all gene expression and statis-
tics software contain routines for perform-
ing these analyses.

At least three problems are associated
with such simple tests. First, within-class
variation of expression and the magnitude
of different expression tend to be gene spe-
cific. This necessitates the use of methods
that weigh inter-class variation against
intra-class variation. Second, if we decide
on a P-value of α and test n genes in this
manner, we expect, under the null hypothe-
sis that no genes are differently expressed,
α×n false positives. For α = 0.01 and n =
10,000, this gives 100 false positives. Be-
cause it is common for these sets of distin-
guished genes to be further interrogated by
use of (costly) low-throughput techniques,
for example Southern blotting and RT-PCR,
it is important to minimize the number of
false positives. Third, such univariate gene-
by-gene tests of different expression ignore
important underlying dependencies between
gene expression levels. Because all genes
are measured by the same device (and are
therefore subject to the same sources of er-
ror) and the genes are related by complex
underlying biological networks (and there-
fore expression levels are not independent),
it makes sense to apply joint estimation
techniques.

Standard statistical approaches to ad-
dressing these concerns include Bonferroni
or Fisher’s LSD adjustments to P-value cal-
culations. More advanced sampling strate-
gies have been proposed [20] although such
strategies require a relatively large number
of samples. The ArrayAnalyzer software (in
S-PLUS) provides an alternative strategy
called local pooled error (this algorithm is
also available in R). The intuition is to pool
variance estimates for genes with similar
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expression intensities and to construct a
smooth variance function in terms of aver-
age expression intensity.

Another popular and useful tool is signifi-
cance analysis of microarrays (SAM) [21].
SAM is a tool for correlating gene expres-
sion with an outcome value (class, treat-
ment, survival time). One of the main uses
of the software is to detect differently ex-
pression genes, and recent implementa-
tions [22] contain more modern treatments
of controlling the proportion of false posi-
tives. Essentially, they adjust their test sta-
tistic for the within-gene variance to take

into account the dependencies between dif-
ferent expression and absolute intensity.

Intuitively, Bayesian approaches relax the
assumption that the variances in expression
levels are equal and model them explicitly.
They enable specification of prior distribu-
tions for the model parameters. For exam-
ple, the log expression for a given gene and
class are normally distributed with an un-
known mean and variance drawn from a
specific prior distribution. These tech-
niques are particularly useful when the
number of samples per class is small. The
Cyber-T package (in R) from Baldi and Long

Fig. 17.2 Scatterplot of average log red vs. green channel for replicate two-color
microarrays. The dotted line indicates a twofold change threshold for different
expression. The dashed line indicates the 99.9% confidence interval for different
expression. Notable is the increased variance at low intensity, which is not
accounted for by the fold change threshold.
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[23] provides an implementation of this
strategy that enables users to provide a
broad prior distribution for the mean of ex-
pression for genes. Within-class variability
is estimated as a weighted combination of
the within-class variability of the distin-
guished genes and the estimated within-
class variability of genes with similar ex-
pression levels.

Using an empirical Bayes approach,
Efron [24] present a framework that esti-
mates the probability that a gene is differ-
ently expressed whilst avoiding the need to
specify distributions on the parameters. Es-
sentially, means and variances are deter-
mined empirically as a mixture of two dis-
tributions; the first models differently ex-
pressed genes and the second models non-
differently expressed genes. The EBarrays
(in R) empirical Bayes approach [25] shares
many similarities to the Efron [24] system.
Smyth et al. developed a hierarchy-based
model called linear models for microarray
analysis (Limma) (in Bioconductor) for an
arbitrary number of samples [26, 27].

17.5

Class Prediction

Class prediction methods in microarray
analysis are aimed at discovering subsets of
genes that can best distinguish between
two or more classes of sample. These tech-
niques have been widely applied to discrim-
inate between different classes of leukemia
or between tumor and normal breast tissue,
and for prognostic prediction. A wide varie-
ty of statistical techniques is available for
class prediction, including LDA (linear dis-
criminant analysis), weighted voting, near-
est-neighbor classifiers, support vector ma-
chines, neural nets, and Bayesian methods.
At the center of all of these methods is the
issue of feature selection. The goal is to se-

lect a subset of features (genes) that best
distinguish between known classes and pre-
dict well new, unseen samples.

Numerous prediction methods are avail-
able. Class prediction methods generally re-
quire some form of pre-selection of genes
to limit the noise present in microarray
data. The usual approach is to select genes
with different expression between the class-
es being compared. Linear and quadratic
discriminant analysis (LDA and QDA) are
well-known classification methods [28].
LDA and QDA can take into account corre-
lation between the genes, whereas diagonal
linear or quadratic discriminant analysis as-
sume independence.

A well-known variant of diagonal linear
discriminant analysis is Golub’s weighted
voting method, a restricted form of a naïve
Bayes classifier [29]. This method calculates
the correlation of each gene vector with an
“ideal” expression profile between two
classes of sample. The correlation for a
gene is defined as the difference between
the mean expression of each class, divided
by the sum of the standard deviations for
each class. Permutation testing can identify
genes with statistically significant correla-
tion. The top n significantly correlated (and
anti-correlated) genes are selected for use in
the predictor. Classification is performed
on unseen samples by having each gene
cast a vote according to a discriminant func-
tion. The sum of the votes for a sample will
be either positive or negative, indicating
that the sample belongs to one class or the
other.

As with support vector machines (SVM),
a common technique is to perform a di-
mensionality reduction. This reduces the
vector of expression values for a sample to a
single scalar through a weighted combina-
tion of the elements. The differences
between methods lie in how those weights
are calculated. In each case, the weights are
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selected to maximize or minimize some tar-
get function. SVM use kernel functions that
reduce the sample vector into a simpler ker-
nel. The algorithm then finds a hyperplane
that separates the classes and maximizes
the distance between the instances and the
hyperplane.

Nearest neighbor classification requires
one to select a distance metric to measure
the similarity of expression profiles. The
choice of distance metric can have a dramat-
ic impact on the results of nearest neighbor.
Correlation or Euclidean distances are most
commonly employed. The k-nearest neigh-
bors method calculates the distance from
the expression profile to be classified to eve-
ry sample of known class. The k nearest pro-
files are selected and the unknown sample
is classified to the majority vote.

PAM (prediction analysis for microar-
rays) is a variant of the nearest centroid
method. Nearest centroids classifies un-
known samples by their distance from the
centroids of samples in known classes.
PAM modifies this methodology by calcu-
lating “shrunken” centroids that give higher
weight to genes with low variance within a
class. For further details, we recommend
Tibshirani et al. [30].

The question of prediction error arises in
any classification situation. In microarray
analysis there are often insufficient samples
to furnish an explicit training and test data-
set. To assess the accuracy of a classifier
that has been trained on the entire dataset,
the classic methods of cross validation or
bootstrapping can be applied. Both involve
separation of the data into training and test-
ing sets. A new classifier is trained on the
training data and tested on the testing data.
Because the classifier has not seen the test-
ing data, this is an unbiased test of its ability
to classify unknown data. Bootstrap estima-
tion of prediction error involves sampling
data with replacement from the original

data set and performing feature selection
and training on that sampled data. This
classifier is used to predict the class of the
data not present in the training set for that
iteration. This procedure is repeated for
many iterations and an overall prediction
error can be estimated.

Most of these algorithms can be found in
add-on packages for R and in most software
packages.

17.6

Class Discovery

17.6.1

Clustering Algorithms

It is often informative to try to discover
underlying, unknown classes in microarray
data. For example one may want to search
for classes of cancer with a particularly inva-
sive phenotype. Several methods are used
for this purpose; the most popular tech-
niques are possibly k-means clustering,
hierarchical clustering, self-organizing
maps (SOM), and principal component
analysis (PCA). A good review of these tech-
niques can be found elsewhere [31].

The goal of clustering is to organize simi-
lar sample data together. Microarray data is
typically clustered in any of two dimen-
sions. Either the gene or the array dimen-
sion can be clustered according to some
measure of similarity. Clustering can be
performed independently on both the ar-
rays and the genes, enabling one to see both
genes with similar expression profiles
across arrays, and arrays that have underly-
ing similarities across genes (Fig. 17.3).

Clustering on both genes and arrays si-
multaneously can sometimes show cases
where a subset of genes have similar behav-
ior in a subset of the arrays. The bicluster-
ing algorithms introduced by Cheng and
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Church are systematic approaches to this
problem [32]. Although clustering is not as
sophisticated as some of the other model-
based methods for class discovery, it has
the advantage of being both easy to use and,
usually, of giving a visual result that is easy
to understand.

The framework described by Barash and
Friedman [33] is of particular interest. This
is an extension of the naïve Bayes classifier
in which the goal is to discover dependen-
cies between genes and class membership
using the structural EM algorithm. Genes
are allowed to depend upon the class vari-
able with different distributions for each in-
stance of the class variable.

17.6.2

Validation of Clusters

By clustering it is possible to verify the ac-
curacy of the discovered classes computa-
tionally before proceeding to the wet labora-
tory. Once again, cross validation and boot-
strapping can be applied for this purpose.
Another useful technique is called paramet-
ric bootstrap clustering [34]. The intuition is
to assume that all values are sampled on the
basis of a specific distribution which can be
estimated (Kerr et al. use ANOVA). Boot-
strapping re-samples additional values
from this distribution and re-clusters the
data. If the bootstrap clusters are very close

Fig. 17.3 Heatmap showing hierarchical clustering of seven microarray samples
and several hundred differently expressed genes. Green indicates high
expression, and red indicates low expression.
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to the original cluster, this might indicate
the cluster is stable.

17.7

Searching for Meaning

It commonly occurs in gene-expression ex-
periments that our analysis produces a set
of “distinguished genes”. This set might,
for example, represent a list of differently
expressed genes between two classes, or a
list of genes found to be co-expressed over
many experimental conditions. Irrespective
of the origins of such a set, we are often
interested in determining possible relation-
ships between its members. The hope, of
course, is that there is some underlying pat-
tern or classification that leads to biological
insight into why the genes in this particular
set are in fact differently expressed or show
co-expression. There are now several tools
for exploring such questions.

The first such approach involves “map-
ping” the distinguished set of genes on to
the gene ontology (GO). The mandate of the
GO project [35] is to enumerate all biologi-
cal objects and the relationships among
these objects. These categories are recur-
sively refined into more specific compo-
nents, processes, and functions. Each gene
is mapped on to one or more categories de-
pending on the specific level of knowledge
about the particular gene. Software such as
OntoMiner [36] and GoMiner [37] enable us-
ers to map sets of distinguished genes onto
this hierarchy in a graphical manner. At the
visual level, the user can determine if some
category has a surprising number of genes
mapped to it. These applications also pro-
vide routines for estimating the significance
of the over-representation (or, under-repre-
sentation) of categories.

Although GO continues to expand its on-
tology into new domains and organisms,

the main disadvantage of such approaches
is its incompleteness in respect of some bi-
ological domains and for some organisms.
It is common that the list of genes map to
very broad, generic categories that lead to
little insight. When genes from some or-
ganisms are not contained in GO or are cat-
egorized in very broad terms, the user must
rely on sequence similarity (for example,
BLAST) of these genes to better classify
them.

In a manner similar to the use of GO, a
second approach maps distinguished sets
of genes to metabolic pathways [38]. For or-
ganisms like yeast, for which there are well-
developed databases of metabolic networks,
and signaing pathway such tools can work
quite well. Occasionally one can readily see
that specific pathways tend to contain many
member enzymes that are differently ex-
pressed over one or more mRNA expres-
sion experiments. This might lead to more
specific hypotheses regarding the signifi-
cance of the distinguished set of genes.

Several tools for exploring mRNA expres-
sion data with known protein–DNA and
protein–protein interaction databases have
now appeared in the literature. Cytoscape
[39] is currently one of the better known
tools. The underlying assumption is that
protein expression levels are well correlated
with mRNA expression levels; the intuition
is to map expression data on to the protein
interaction network. This approach can
yield important insights into the protein
complexes perturbed in a given experiment
and establish functional roles for the distin-
guished genes.

When co-regulation of a set of distin-
guished genes is suspected, because of pat-
terns of co-expression of the genes, several
tools can be used to identify common mo-
tifs in the regulatory regions of these genes.
These common motifs presumably corre-
spond to binding sites of transcription fac-
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tors regulating the genes. Finding such
common motifs can lend credence to the
hypothesis of a biological role for the clus-
ter, as opposed to members in a common
cluster by chance. Several tools can be used
to explore such questions, including IN-
CLUSive [40]. The framework of the proce-
dure introduced by Segal et al. [41] com-
bines the search for transcription factor
binding sites with the construction of clus-
ters via gene expression data in a Bayesian
setting. In a series of papers these authors
progressively develop a framework that in-
tegrates many (heterogeneous) types of data
including mRNA expression data, binding
site motifs, cell-cycle information and so-

called “ChIP on Chip” data via a Bayesian
network. Their results for yeast suggest that
this approach is powerful and the coherent
statistical framework enables further types
of data to be incorporated easily. The down-
side of such techniques, however, is that
they are somewhat unproven for higher-or-
der Eukaryotic organisms and there is a
general lack of tools available for non-ex-
perts. Although there are general-purpose
tools for Bayesian networks, these tools are
still somewhat inaccessible to researchers
without explicit knowledge in this area.
Efforts such as BIAS (http://www.mcb.
mcgill.ca/~bias) [42] promise to offer open
source tools soon.
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18.1

Introduction

Given estimates based on the draft se-
quence of the human genome [1, 2] of
between 30,000 to 80,000 human genes, it
is apparent that a minority of these genes
encode conventional metabolic enzymes or
transcription–translation apparatus. Se-
quencing of the genomes of metazoans
and, more specifically, vertebrates has un-
covered large numbers of complex multi-
domain proteins, many containing interact-
ing modules, such as SH3 domains, which
generally bind proline-rich protein regions.
The complexity of the DNA blueprint is
augmented exponentially when one consid-
ers the possibility that these multi-domain
proteins could bind to several other biomol-
ecules either simultaneously or at different
points in the cell cycle or in different cell
types. A molecular interaction is a specific
binding event resulting from atomic-level
physicochemical forces [3]. Multiple bind-
ing events among many different proteins
in a cell form “interaction networks”. These
networks form conventional signaling cas-
cades, classical metabolic pathways, tran-
scription activation complexes, vesicle
mechanisms, and cellular growth and diffe-

rentiation systems, indeed all of the sys-
tems that make cells work [4].

The ultimate manifestation of gene func-
tion is through intermolecular interactions.
It is impossible to disentangle the mechan-
istic description of the function of a biomol-
ecule from a description of other molecules
with which it interacts. One of the best
forms of the annotation of a gene’s func-
tion, from the perspective of a machine-
readable archive, is information linking
specific molecular interactions together, an
interaction database. Thus, interactions, de-
fining molecular function, and interaction
databases are critical components as we
move toward complete and dynamic func-
tional description of the cell at a molecular
level of detail. Interaction databases are es-
sential to the future of bioinformatics as a
new science. In this review, what can be
achieved through integration of current
interaction information into a common
framework is broadly considered, and a
number of databases that contain interac-
tion information are examined.
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18.2

Scientific Foundations of Biomolecular 
Interaction Information

Interaction information is based on the ex-
perimental observation of a specific interac-
tion between two or more molecules. For the
purposes of this discussion, natural, biologi-
cal molecules spanning the entire range of
biochemistry are spoken of, including pro-
teins, nucleic acids, carbohydrates, and
small molecules, both organic and inorganic
and even light. Interaction information
could also be considered for genes, as in a
synthetic lethal genetic interaction, although
this interaction is less direct. Interaction in-
formation is an inference that two or more
molecules have a preferred specific affinity
for each other, within a living organism, and
that inference is based on experimental evi-
dence using conventional experimental mo-
lecular and cell biology techniques.

The number of experimental types that
can provide this evidence is large. Primary
interaction experiments can be broadly de-
scribed as being based on direct observation
of two molecules directly interacting or of a
measurable phenomenon directly related to
that interaction. This might be in vivo, for
example a yeast two-hybrid assay, or in vitro
as in a fluorescence polarization experiment
using purified reagents in a cuvette. Experi-
mental genetic evidence provides another
type of information. For example a tandem
gene knockout in an organism might cause
a particular phenotype to appear, for exam-
ple a growth defect or lethality. This pheno-
typic readout provides evidence that the two
genes are involved in pathways affecting the
phenotype, and might imply molecular
interaction between the two gene products
or that the two genes act in redundant path-
ways. These data are indirect and possibly
dependent on other genes in the back-
ground of the experimental system. None-

theless all this information is important in
helping us to understand gene and protein
function in dynamic molecular interaction
networks. Storage of primary interaction
data in a common machine-readable ar-
chive, as is currently done for gene se-
quence and molecular structure informa-
tion, would give us a tremendous resource
for research biology and data retrieval.

Interaction databases should, ideally,
contain information in the form of a corre-
lated pair or group of molecules, some link
to the experimental evidence that led to the
interaction, and machine-readable informa-
tion about what experimental interaction
data are known. For example, did the inter-
acting molecules undergo a chemical
change during the interaction? Was the
binding reversible? What are the kinetic
and thermodynamic data, if they were
measured in the experiment? Were the
forms of the molecules in the experiment
wild type or mutated variants? What are the
binding sites on the molecules?

18.3

The Graph Abstraction for Interaction 
Databases

Consider the collection of molecules in a
cell as a graph. Each molecule is a vertex or
node, and each interaction is an edge. Clas-
sical bioinformatics databases hold protein
sequence, DNA sequence, and small mole-
cule chemistry databases, i.e. collectively
hold molecules which are the vertices of
this graph. In contrast, the ideal interaction
database will hold the edge information –
which two molecules come together, under
which cellular conditions, location and
stage, how they interact, and what happens
to them in the course of the interaction.
This concept is referred to as the graph-the-
ory abstraction for interaction databases. It
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is a powerful data abstraction as it simpli-
fies the underlying concepts and allows one
to apply algorithms that are well under-
stood from the field of computer science to
the larger problems of data mining and vis-
ualization. Having a clear picture of a gen-
eral graph abstraction for interaction data-
bases is the key to the integration of data
into a universal framework.

Nodes in a graph do not have to represent
single parts of a cell; a single node can repre-
sent multiple related parts. For example, a
protein and its orthologs could be represent-
ed by one node in a graph of a metabolic
pathway. The graph would thus correspond
to a generalized pathway across more than
one organism. Edges in graphs can have di-
rection from cell-signal information flow
(e.g. from cell surface to nucleus) or from
chemical action direction (e.g. kinase phos-
phorylates a protein substrate). Nodes and
edges can be assigned a weight that could be
mapped from information in a database. For
instance, a node could be assigned a higher
weight if it is a larger protein and this could
be translated as a larger node in a graph vis-
ualization system. An edge can be assigned a
weight based on the confidence in an inter-
action. This probability value could be de-
rived from a function of the type and num-
ber of experiments that were performed to
conclude that two molecules interact.

The Biomolecular Interaction Network
Database (BIND) [5–7] seeks to create a
database of interaction information around
a generalized graph theory abstraction of
interaction data.

18.4

Why Contemplate Integration 
of Interaction Data?

In building the BIND data model, a proto-
typing approach was pursued, which is very

different from the way many biological
databases are created. A comprehensive
data model was designed that enabled inter-
action information to be represented in a
machine-readable format, spanning all type
of molecular interaction, including protein,
RNA, DNA and small molecules and the bi-
ochemical reactions, complexes and path-
ways they are involved in. The BIND data
specification was created in accordance
with the NCBI ASN.1 architectural model
[8] and the NCBI software development
toolkit for implementing early versions of
the BIND database and its tools. A substan-
tial amount of time was spent focusing on
designing the data model for BIND, con-
templating the way molecular interaction
and molecular mechanism information
would be stored, from inferences as broad
as a genetic experiment to as precise as the
atomic level of detail found in a crystal
structure of an interacting complex. The hy-
pothesis was that there is a plausible uni-
versal computer readable description of
molecular interactions and mechanisms
that can suffice to drive whole cell visualiza-
tion, simulation and data-retrieval services.
The design phase involved asking ourselves
and others questions such as: What data
should be represented? What abstractions
should be used? How can interactions be
described together with chemical altera-
tions to the interacting molecules? The out-
come of this hypothesis testing exercise is
described in detail in the BIND specifica-
tion [5].

18.5

A Requirement for More Detailed 
Abstractions

Molecular interaction data must be ab-
stractly represented so that computations
can be performed and data maintained in a



436 18 Protein Interaction Databases

machine-readable archive more easily. This
is a simple idea with an analogy in biologi-
cal sequence information. Biopolymer
molecules, DNA and proteins, are abstract-
ed for the computer as strings of letters.
This information tells us nothing about the
conformation or structure of the molecule,
just its composition and biopolymer se-
quence. The IUPAC single letter code for
DNA and for amino acids are abstractions
that contain sufficient information to recon-
struct chemical bonding information, pro-
vided that a standard form of the biopoly-
mer is being represented, and not a phos-
phorylated, methylated or otherwise modi-
fied form.

One cannot imagine a database of cellular
biomolecular assembly instructions without
first having an enumeration of the contents
of the cell, the biomolecular parts list. Se-
quence databases only partially fulfill this
parts list requirement, because precise in-
formation about post-translational modifi-
cation of biopolymers is not encoded. Also,
small molecules such as metabolites are not
included in sequence databases. To encode
exact information about biomolecules, one
must have the capacity to describe the bio-
polymer both as a sequence and as an atom-
and-bonds representation, the chemical
graph.

A chemical graph description of a biomol-
ecule is sufficient to recreate the atoms,
bonds and chirality of the molecule, but
without specifying the exact location of the
atoms in 3D space. In other words, a chem-
ical graph is an atomic structure without co-
ordinate information. A chemical graph
data abstraction exists within the NCBI
MMDB data specification and database of
molecular structure information [9]. This
specification is the only example of a chem-
ical graph based structure abstraction, and a
complete chemical structure might be en-
coded in MMDB without knowing a single

X,Y,Z atom coordinate. Neither the PDB
(protein database) nor the newer mmCIF
molecular structure file format has a chem-
ical graph data structure that can describe
the complete chemistry of a molecule with-
out atomic coordinate information [10].

Sequence alphabet abstractions have
been invaluable in bioinformatics, having
enabled all computer-based sequence analy-
sis. This would have been very difficult to
compute had an exact database of atoms
and bonds making up each biopolymer se-
quence been chosen as the abstraction.
While this information might bog down se-
quence comparison, it is required for a
more precise record of the chemical state of
a biopolymer after post-translational chang-
es. These chemical states, once accessible
through a precise database query, are im-
portant to have recorded, because they form
the control points for uncounted pathways
and mechanisms for cellular regulation.

Abstractions are rarely universally appli-
cable for all kinds of computation. As com-
puting power increases, abstractions can be
expanded in detail to fulfill the require-
ments of more kinds of computation. So far
there has been resistance against expanding
the abstractions of sequence information to
more complete descriptions like a chemical
graph, but it is clear these will be required
to describe large and important parts of mo-
lecular biology such as phosphorylation,
carbohydrate or lipid modification, and oth-
er post-translational changes upon which
many molecular mechanisms depend.

Interaction databases can be contemplat-
ed now because it has been demonstrated
that computer infrastructure can keep up
with genomic information. The representa-
tional models selected must, however, be
carefully chosen so that they not preclude
computation that might be required in fu-
ture research. It might be time to find an
abstraction that can accommodate the most
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complete description for molecular infor-
mation one can imagine. With adequate
standard data representations for mole-
cules that are unambiguous for the purpos-
es of general computation, specifying se-
quences, structures, and small molecule
chemistry, it should be possible to move
ahead with annotation of molecular func-
tion in a very complete fashion. Without
this, machine-readable descriptions of
knowledge will be ambiguous and will be
limited in the precision which biological
simulation, visualization, and data-mining
tools will require.

18.6

An Interaction Database as a Framework 
for a Cellular CAD System

To achieve the goal of a computing and
software system that can achieve whole-cell
simulation, something like a CAD (comput-
er-aided design) system must be built. CAD
systems are used in engineering, for exam-
ple, in the design of electronic circuitry. In
biology, such a system could be used for
representation and possible design of cellu-
lar circuitry. Unlike engineering, the bio-
logical CAD system could be used back-
wards as a reverse-engineering tool to en-
able understanding of the complexity of cel-
lular life. This system would have a detailed
representation of biochemistry sufficient to
enable output of a data description of a
snapshot of a living cell to a simulation,
data-mining, or visualization system. In en-
gineering, CAD systems are database-driv-
en software, and the utility of a particular
CAD system is proportional to the content
of its database of parts, the symbols used to
describe electronic components. Likewise,
a biological CAD system will require a com-
plete list of parts as an integrated software
and database system. The fragmentation in

the Bioinformatics parts list community
must obviously be resolved to achieve such
a list [11]. Federated databases with highly
latent network interconnections and impre-
cise data models will not suffice for large
cellular information systems. Interaction
and parts information is best stored as an
integrated system to meet the data de-
mands of whole-cell simulation, visualiza-
tion, and data mining. Overall, such a sys-
tem requires a formal data model for mo-
lecular interactions that enables good ab-
straction of the data with precise comput-
ability without sacrificing the complexity of
the information. The emergence of a stan-
dard will enable diverse groups to collabo-
rate and work towards their common goals
more efficiently.

18.7

BIND – The Biomolecular Interaction 
Network Database

The Biomolecular Interaction Network
Database (BIND, http://bind.ca) has been
designed as a system for storage of biomo-
lecular interactions with the positive attrib-
utes of an interaction database discussed
above. BIND is a web-based database sys-
tem that is based on a data model written in
ASN.1 (abstract syntax notation, http://
asn1.elibel.tm.fr/). ASN.1 is a hierarchical
data description language used by the NCBI
to describe all of the data in PubMed, Gen-
Bank, MMDB, and other NCBI resources
[12]. ASN.1 is also used extensively in air-
traffic-control systems, international tele-
communications, and Internet security
schemes. The advantages of ASN.1 com-
pared with other computer readable data
description languages such as XML include
being strongly typed and having an efficient
cross-platform binary encoding scheme
that saves space and CPU resources when
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transmitting data. Disadvantages are that
commercial ASN.1 tools are very expensive
and that the ASN.1 standard process is
closed. The NCBI, however, provides public
domain cross-platform software develop-
ment toolkits written in the C and C++ lan-
guages to deal with the NCBI data model
and with ASN.1. Each toolkit can read an
ASN.1 defined data model and generate C
or C++ code that enables automatic reading
(parsing), writing, and management of
ASN.1 objects. Also supported is the ability
to automatically translate ASN.1-defined ob-
jects to and from XML, and the automatic
generation of an XML DTD for an ASN.1
data specification. These toolkits are cur-
rently available at ftp://ncbi.nlm.nih.gov/
toolbox/. This powerful data-description
language and toolkit combination enables
us to circumvent the large and time-con-
suming problem in bioinformatics of pars-
ing primary databases to integrate data for

effective research use. With the toolkit,
parsing is automatic, through use of ma-
chine-generated parsing code. The use of
ASN.1 also allows the BIND specification to
use mature NCBI data types for biological
sequence, structure and publications.

Recently, the XML (extensible markup lan-
guage, http://www.w3.org/XML/) language
has gained popularity for data description.
XML matches ASN.1 in its ease of use, al-
though it does not provide strong types. For
instance, ASN.1 recognizes integers and can
validate them whereas XML treats numeric
data as text. The advantages of XML are its
open nature and familiarity, because it is
similar to HTML. Many tools currently use
XML, although free code-generation and rap-
id application development tools are only be-
ginning to mature. XML also wastes space
because it does not have a binary encoding
scheme and because it is tag based (Fig.
18.1). An XML message will be many times

Fig. 18.1 Examples of ASN.1
and Equivalent XML. (A) An
example of how a date data type
is specified in ASN.1. (B) An
example of how an instance of
specific date data is represented
in the print form of ASN.1. The
BER binary encoded form of this
ASN.1 would only take up less
than 20 bytes. (C) An example of
how the same date data as in (B)
is represented in XML. XML
does not have a binary encoded
form. Note the excess of
information required to specify a
date.
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larger than a binary encoded ASN.1 mes-
sage. Recently, the XML Schema standard
(http://www.w3.org/XML/Schema) has be-
come popular and partially solves some of
the problems of XML, such as lack of strong
types. A wide range of commercial and
open-source developer community support
is available, thus XML Schema can be re-
garded as a replacement of ASN.1.

The BIND data specification describes bi-
omolecular interaction, molecular complex,
and molecular pathway data. Both genetic
and physical interactions can be stored.
Chemical reactions, photochemical activa-
tion, and conformational changes can be
described down to the atomic level of detail.
Everything from small molecule biochemis-
try to signal transduction is abstracted in
such a way that graph theory methods can
be used for data mining. The database can
be used to study networks of interactions, to
map pathways across taxonomic branches,
and to generate models for kinetic simula-
tions. The database can be visually navigat-
ed using a Java applet and queried using a
text search or the BLAST against BIND ser-
vice. BIND is an open effort; all records are
in the public domain and source code for
the project is made freely available under
the GNU Public License. Users are encour-
aged to submit their favorite interactions.
BIND has been used to manage and auto-
matically discover new knowledge residing
in large yeast protein–protein and genetic
interaction networks in Saccharomyces cerev-
isiae determined using mass spectrometry,
phage-display, yeast two-hybrid, and roboti-
cized synthetic lethal screens. Recently, a
large curation effort run by the non-profit
Blueprint Initiative has been developed to
keep BIND up-to-date with the growing
amount of published molecular and genetic
interaction data.

18.8

Other Molecular-interaction Databases

Most molecular interaction data resides in
the scientific literature, in unstructured
text, tables, and figures in thousands of pa-
pers in molecular and cellular biology. It is
currently impossible to retrieve information
from this archive using computational tools
such as natural language query methods
with the accuracy required by scientists.
Many databases currently available, mainly
over the Internet, contain interaction infor-
mation, although most of these databases
are not focused on storing biomolecular
interactions. Most of these databases are
small and have very select niches of interac-
tion information, for example, the restric-
tion enzyme database REBase [13] main-
tained by New England Biolabs, while not
an interaction database per se does contain
interactions between restriction enzymes
and the specific patterns of DNA that they
recognize and cleave. These protein–DNA
interactions satisfy the node and edge cri-
terion of the graph abstraction of interac-
tion data and are thus a very valuable source
of information.

18.9

Database Standards

The pathway informatics community has
recently started to develop common data-ex-
change formats. The PSI (Proteomics Stan-
dards Initiative) has developed the first ver-
sion of an XML-based format for exchang-
ing protein–protein interactions, called PSI-
MI (PSI molecular interactions) [14]. The
data model of the format is simple, contain-
ing an “interaction” record comprising a set
of proteins that interact, an experimental
conditions-controlled vocabulary, and infor-
mation about publication references and
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protein features, for example binding sites
and post-translational modification sites.
The BIND, DIP, HPRD, MINT, and IntAct
databases make their data available for
download as PSI-MI files. Also network vis-
ualization tools, for example Cytoscape [15],
can read and write PSI-MI-formatted XML.

An effort, called BioPAX, involving the
BIND, EcoCyc, and WIT databases, among
others, to develop an XML-based format for
exchanging full pathways is nascent and
might be available by the time this book is
published (http://www.biopax.org).

18.10

Answering Scientific Questions Using 
Interaction Databases

The main purpose of building a computa-
tional infrastructure, such as an integrated
molecular-interaction database, is to use it
to answer scientific questions. For example,
many of the protein–protein interactions of
macromolecular signaling complexes are
mediated by domains that function as rec-
ognition modules to bind specific peptide
sequences found in their partner proteins
[16]. SH3, WW, and EVH1 domains bind to
proline-rich peptides [17–19], EH domains
bind to peptides containing the NPF motif
[20, 21], and SH2 and FHA domains bind to
peptides phosphorylated at Tyr and Thr, re-
spectively [22, 23]. For particular modules
within the same family, specificity is deter-
mined by critical residues in the binding
partner flanking the core peptide motif [24,
25]. A major challenge is to construct pro-
tein–protein interaction networks in which
every module within the predicted prote-
ome of a sequenced organism is linked to
its cognate partner.

In budding yeast, the network of interac-
tions mediated by SH3 domains has been
mapped [26]. Yeast two-hybrid and phage

display screens were used to gather protein
interaction information about the 28 SH3
domains in 24 different proteins in the
yeast proteome. Two-hybrid methods are
known to have a high false-positive rate for
interaction determination, and phage dis-
play results in a binding motif that can only
be indirectly used to predict protein–pro-
tein interactions by scanning the yeast pro-
teome for the binding motif for each SH3
domain. Conveniently, these two indepen-
dently derived protein–protein interaction
networks have orthogonal error profiles,
thus an intersection of the networks should
contain higher-quality interactions than are
found by each method separately (Fig.
18.2). This was found to be true by compar-
ing the intersection network to a gold stan-
dard and was shown to be statistically sig-
nificant compared with a random model of
the overlap procedure [26]. Throughout this
work, an interaction database was used to
organize the experimental information and
was used as a base to build tools that per-
formed the intersection, the random model,
and the network visualization (Fig. 18.2)
enabling this particular scientific question
to be answered more efficiently.

18.11

Examples of Interaction Databases

Examination of the literature and the Inter-
net results in a large and varied list of data-
bases that contain interaction information
covering proteins, DNA, RNA, and small
molecules. In fact, over 100 Internet-access-
ible interaction-related databases have been
catalogued in the pathway resource list
(http://www.cbio.mskcc.org/prl). The num-
ber of projects indicates the importance of
this data. The variety of data representation
and file formats, data architecture, and li-
cense agreements is, however, a daunting
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challenge to integration of this information
into a common scheme. One can classify
databases according to whether they are
linked back to primary experimental data in
the literature or are secondary sources of in-
formation based on review articles or the
knowledge of expert curators. Databases
based on primary information are few in
this list, yet are among the most valuable.

The following database review highlights
a number of representative resources and
whether their data is present in a machine-
readable form. Many databases are packed
with information, but the information is en-
tered in such a way that it cannot be unam-
biguously matched with those in other data-
bases. For example, some databases are
missing key data descriptors, for example

Fig. 18.2 The overlap of the protein–protein
interaction networks derived from phage display
and two-hybrid analysis is shown. All these
interactions are predicted to be mediated directly
by SH3 domains. The arrows originate from an
SH3 domain protein and point to the target

protein. The original phage display predicted a
network containing 394 interactions and 206
proteins whereas the original yeast two-hybrid
network contains 233 interactions and 145
proteins.



442 18 Protein Interaction Databases

sequence accession numbers, CAS chemi-
cal compound numbers, PubMed identifi-
ers for publication references, or unambig-
uous taxonomy information when data
from multiple organisms are present. This
limits the usefulness of the information, be-
cause it is difficult to tie it to other knowl-
edge, which is required on a large scale if it
is to be mined and more broadly under-
stood. It is critical that these projects move
toward sound database principles when de-
scribing data such that it can be manipulat-
ed unambiguously and precisely by comput-
er. Where possible, the primary reference
and license terms of the database to aca-
demic and industrial users of the data is list-
ed to aid future data integrators when
choosing databases to import into a data
warehouse.

aMAZE
URL: http://www.amaze.ulb.ac.be/
Refs. [27, 28]

The aim of the aMAZE is to describe metab-
olism, gene regulation, molecular transport,
and signal transduction. aMAZE is based
on a formal object-oriented data model that
will be integrated with CORBA. The data-
base is chemical reaction-based, was started
by describing metabolic pathways only, and
was seeded from data from BRENDA [29].
aMAZE uses a graph abstraction for the
interaction data and can describe chemical
reactions and pathways. This has enabled
pathway-finding and visualization tools to
be implemented.

Aminoacyl-tRNA Synthetase Database
URL: http://rose.man.poznan.pl/aars/
index.html
Ref. [30]

Contains aminoacyl-tRNA synthetase
(AARS) sequences for many organisms.
This database is simply a sequence collec-
tion, but collated pairs of AARS + tRNA can

be used to create RNA–protein interaction
records. The database is freely available
over the web.

ASEdb (Alanine Scanning Energetics
Database)
URL: http://www.asedb.org
Ref. [31]

ASEdb is a database of protein side-chain
interaction energetics determined by ala-
nine-scanning mutagenesis; it is curated
manually by a single group. The database is
not very large, but does provide valuable in-
formation on proteins binding with other
molecules, mainly other proteins. This is
derived from alanine scanning mutagenesis
followed by a measurement of the change
in free energy of binding that the mutation
caused. The database is web-based and text
searchable, but only contains a few special-
ized database fields.

BBID (Biological Biochemical Image
Database)
URL: http://bbid.grc.nia.nih.gov/
Ref. [32]

The BBID is a searchable database of imag-
es from publications about cellular path-
ways and other biological relationships. It
focuses on signal-transduction pathways.
The molecules in the figures and the publi-
cations from which the figures are taken are
indexed in a database that enables searching
of the figures. Although molecular interac-
tion information is available in the figures, it
is not extracted in a machine-readable form,
thus BBID remains a human reference only
and is not machine-readable.

BindingDB (The Binding Database)
URL: http://www.bindingdb.org/
Refs. [33–35]

BindingDB is a public, web-based database
containing kinetic and thermodynamic
binding constants for interacting biomole-
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cules. The data are only from isothermal ti-
tration calorimetry and enzyme-inhibition
experimental methods, but may include
data from other methods in the future. The
database is rigorously designed and imple-
mented using the latest database technolo-
gy. The search interface is very advanced
and even enables searching for small mole-
cules that are similar to an input structure.
Although it does contain information about
biomolecular interactions, the data specifi-
cation is focused on binding constant infor-
mation and experimental method descrip-
tion for two specific methods.

Biocarta
URL: http://www.biocarta.com/

Biocarta is a commercial website which
provides manually created clickable path-
way maps for signal transduction as a re-
source for the scientific community, al-
though the purpose of the site is to sell re-
agents. The presence of a standard set of
symbols to represent various different pro-
tein components of pathways make the
pathway maps clear and easy to under-
stand. Proteins are linked to many different
primary databases including PubMed, Gen-
Bank, OMIM, Unigene [36], KEGG,
SWISS-PROT [37], and Genecard. Compa-
nies can sponsor genes and links to com-
mercially available reagents are present. Bi-
ocarta invites volunteer users to supply
pathways as figures, and Biocarta then
creates clickable linked maps and makes
them available via the web. The data model
is not public and the database has not been
published in peer-reviewed literature.

Biocatalysis/Biodegradation Database
URL: http://www.labmed.umn.edu/
umbbd/
Ref. [38]

The UM-BBD contains data about microbi-
al biocatalytic reactions and biodegradation

pathways primarily for xenobiotic, chemical
compounds. Approximately 140 pathways,
over 915 reactions, 860 compounds, 580 en-
zymes, and 330 microorganisms are cur-
rently represented. The data model is chem-
ical reaction-based with graph abstraction
for pathways. Graph abstraction enables the
“Generate a pathway starting from this re-
action” function. PDB files for some of the
small molecules are available. Graphics
(clickable GIFs) are available for the differ-
ent pathways. The work is funded by sever-
al organizations and is free to all users.
Data are entered on a volunteer basis and
records contain literary references to Pub-
Med.

BRENDA
URL: http://www.brenda.uni-koeln.de/
Refs. [29, 39]

BRENDA is a database of enzymes. It is
based on EC number and contains much
information about each particular enzyme
including reaction and specificity, enzyme
structure, post-translational modification,
isolation/preparation, stability and cross
references to structure databanks. Informa-
tion about a chemical reaction is extensive,
but some of it is in free-text form and thus
is not machine-readable. The database is
copyright and is free to academics. Com-
mercial users must obtain a license.

BRITE (Biomolecular Reaction pathways
for Information Transfer and 
Expression)
URL: http://www.genome.ad.jp/brite/

BRITE is a database of binary relationships
based on the KEGG system. It contains pro-
tein–protein interactions, enzyme–enzyme
relations from KEGG, sequence similarity,
expression similarity, and positional corre-
lations of genes on the genome. The data-
base mentions that it is based on graph the-
ory, but no path-finding tools are present.
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BRITE contains some cell cycle-controlling
pathways that have now been incorporated
into KEGG.

COMPEL (Composite Regulatory 
Elements)
URL: http://compel.bionet.nsc.ru/
Ref. [40]

Contains protein–DNA and protein–protein
interactions for Composite Regulatory Ele-
ments (CRE) affecting gene transcription in
eukaryotes including the positions on the
DNA to which the protein binds. The data-
base is organized in a fielded flat-file format
and provides links to TRANSFAC. The data
model does not use a graph theory abstrac-
tion. In January 1999 COMPEL 3.0 con-
tained 178 composite elements. A profes-
sional version is available for purchase.

COPE (Cytokines Online Pathfinder 
Encyclopedia)
URL: http://www.copewithcytokines.de/

COPE is an encyclopedia of cytokines and
related biological terms. COPE provides a
free-text textbook-like entry describing each
of the many terms and a dictionary for term
definitions. Protein and other biomolecular
interactions relating to the terms in the en-
cyclopedia are described. The database can
be browsed and searched using keywords
but contains no formal data model and is
thus not natively machine-readable.

CSNDB (Cell Signaling Networks
Database)
URL: http://geo.nihs.go.jp/csndb/
Ref. [41]

CSNDB contains cell-signaling-pathway in-
formation for Homo sapiens. It has a data
model that is specific to cell-signaling only
and is constructed on ACeDB [42]. It is
based both on interactions and reactions,
and stores information mainly as unstruc-
tured text in fields within a structured

record. The data model is sound and some
fields contain controlled vocabulary. An ex-
tensive graph theory abstraction is present.
It is probably one of the first databases to
use a simple graph theory abstraction since
its first publication in 1998. It can limit the
graph to a specific organ and can mask sub-
trees for this feature. Fields have been add-
ed as they are needed and the system is not
general. CSNDB contains interesting phar-
macological fields for drugs, for example
IC50. The database can represent proteins,
complexes, and small molecules. It is linked
to PubMed and TRANSFAC. TRANSFAC
recently imported the CSNDB to seed its
TRANSPATH database of regulatory path-
ways that link with transcription factors. An
extensive license agreement limits corpo-
rate use. Free to academics. Funded by the
Japanese National Institute of Health Sci-
ences.

Curagen Pathcalling
URL: http://curatools.curagen.com/

The commercial Curagen Pathcalling pro-
gram visualizes information from high-
throughput yeast two-hybrid screening of
the yeast genome along with other yeast pro-
tein–protein interaction from the literature.
It contains only protein–protein interac-
tions. Pathcalling uses a graph theory ab-
straction that enables the use of a Java applet
to visually navigate the database. Each pro-
tein may be linked to SGD [43], GenBank, or
SWISS-PROT. Because it is proprietary, the
database does not make any of its informa-
tion, software, or data model available.

DIP (Database of Interacting Proteins)
URL: http://dip.doe-mbi.ucla.edu
Ref. [44]

The DIP database stores only protein–pro-
tein interactions. It is based on a binary
interaction scheme for representing inter-
actions and uses a graph abstraction for its
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tools. A visual navigation tool is present.
DIP does not use a formal grammar for its
data specification. The DIP data model en-
ables the description of the interacting pro-
teins, the experimental methods used to de-
termine the interaction, the dissociation
constant, the amino acid residue ranges of
the interaction site, and references for the
interaction. DIP contains over 40,000 pro-
tein–protein interactions representing ap-
proximately 110 different organisms. Aca-
demic users may register to download the
database for free if they agree to the click-
through license. Commercial users must
contact DIP for a license.

DRC (Database of Ribosomal 
Cross-links)
URL: http://www.mpimg-berlin-
dahlem.mpg.de/~ag_ribo/ag_
brimacombe/drc
Ref. [45]

This database keeps a collection of all pub-
lished cross-linking data for the E. coli ribo-
some. This is a database of hand-curated
dBASE IV files with a web interface (last up-
dated March 7th, 1998). Possibilities of ma-
chine-parsing of the database seem limited,
because the field data are non-standardized
and meant to be human-readable only.

DPInteract
URL: http://arep.med.harvard.edu/
dpinteract/
Ref. [46]

DPInteract is a curated relational database
of E. coli DNA binding proteins and their
target genes. It provides BLASTN searching
for DNA and has links to SWISS-PROT, Ec-
oCyc, PubMed, and Prosite [47]. The data-
base is text-based with a limited data spec-
ification. Interestingly, position-specific
matrices are available to describe the DNA
binding motif. Records are organized by
protein structure family (e.g. Helix–turn–

helix family proteins). Updating of the data-
base continued from 1993–1997 and has
now stopped. The database is copyright, but
is freely available over the web and contains
information about 55 E. coli DNA-binding
proteins with known binding sites.

EcoCyc (and MetaCyc)
URL: http://biocyc.org/
Ref. [48]

EcoCyc is a database (freely available to aca-
demics) that contains metabolic and signal-
ing pathways from E. coli. EcoCyc is one of
the oldest pathway databases. It is based on
an object-oriented data model. Chemical re-
actions are used to describe the data, which
is intuitive in this case, because EcoCyc’s
main goal is to catalog metabolic pathways
from E. coli. It is currently being retrofitted
to deal with protein–protein interactions in
cell-signaling pathways, although data are
still described using a chemical reaction
scheme. The fields of this database are
mostly free-text based. All types of molecule
from small molecules to molecular com-
plexes can be represented and small mole-
cule structures are present for common me-
tabolites. EcoCyc uses a graph abstraction
model that has enabled pathway traversing
and visualization tools to be written. EcoCyc
contains interactions of proteins with pro-
teins and small molecules. MetaCyc con-
tains EcoCyc and also pathways from over
150 other organisms. BioCyc was recently
created to contain EcoCyc, MetaCyc, and
computationally derived pathway databases
for recently sequenced genomes, similar to
the WIT project.

EMP (Enzymes and Metabolic Pathways
Database)
URL: http://www.empproject.com/
Ref. [49]

EMP is an enzyme database that is chemi-
cal reaction-based. It stores information as
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detailed as chemical reaction and km. Over
300 fields are stored as semi-structured text
that might enable most of the database to be
easily machine-readable. The database is
part of the WIT project and can also be ac-
cessed from the WIT system. GIF and SVG
images of many pathways are available and
the project is heavily curated. Recently this
project underwent a major website reorgan-
ization and is now very user friendly and
easily searchable. Some source code is avail-
able for the project via a CVS server and the
database is freely available over the web.

ENZYME
URL: http://www.expasy.ch/enzyme/
Ref. [50]

This database contains enzyme, substrate,
product and cofactor information for over
4200 enzymes. It has been a crucial resource
for metabolic databases including EcoCyc. It
is chemical reaction-based. This database can
be translated to an interaction model by
breaking down the chemical reactions into
substrate–enzyme, product–enzyme, and co-
factor–enzyme groups. ENZYME links to
BRENDA, EMP/PUMA, WIT, and KEGG.
The database is free and is run by the not-
for-profit Swiss Institute of Bioinformatics.
There are no restrictions on its use by any
institutions as long as its content is not
modified in any way.

FIMM (Functional Molecular Immunology)
URL: http://sdmc.krdl.org.sg:8080/fimm/
Ref. [51]

The FIMM database contains information
about functional immunology. It is primari-
ly not an interaction database but contains
information about major histocompatibility
complex (MHC)/human leukocyte antigen
(HLA) associated peptides, antigens, and
diseases. The database contains informa-
tion about more than 1400 peptides and al-
most 1400 HLA records at time of writing.

It is linked to GenBank, SWISS-PROT,
MHCPEP, OMIM, and PubMed, among
others. This data provides records of pro-
tein–peptide interactions that are important
immunologically and some records contain
HLA class I structure models. The database
is provided “as-is” by Kent Ridge Digital
Labs in Singapore.

FlyNets
Ref. [52]

FlyNets is now defunct, but originally
stored information about molecular interac-
tions (protein–DNA, protein–RNA, and
protein–protein interactions) and genetic
interaction networks in the fruit fly, Dro-
sophila melanogaster, focusing on develop-
mental pathways. Information was linked
to PubMed and FlyBase. Version 3.0 was
available in May 1999 and contained 200
interactions. FlyNets was based on a graph
abstraction and provided a visual graph nav-
igation tool to draw networks from the data-
base.

GeneNet (Genetic Networks)
URL: http://wwwmgs.bionet.nsc.ru/
systems/mgl/genenet/
Refs. [53, 54]

GeneNet describes genetic regulatory net-
works from gene through cell to organism
level using a chemical reaction based for-
malism, i.e. substrates, entities affecting
course of reaction and products. The data-
base is based on a formal object-oriented
data model. GeneNet contains 23 gene net-
work diagrams and over 1000 genetic inter-
actions (termed relations in GeneNet) from
a variety of organisms including Homo sapi-
ens. The database is current and is regularly
updated. Visual tools are present for exam-
ining and querying the pathway data in the
context of a simple diagram of a cell, but are
plagued by network latency problems that
can prevent complete loading.
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GeNet (Gene Networks Database)
URL: http://www.csa.ru/Inst/gorb_dep/
inbios/genet/genet.htm
Ref. [55]

GeNet curates genetic regulatory networks
for a few example species. It provides Java
visualization tools for the genetic networks.
The database contains extensive informa-
tion about each example network in free-
text form. This database is not machine-
readable, although is a good genetic interac-
tion resource.

GRID (General Repository for Interac-
tion Datasets)
URL: http://biodata.mshri.on.ca/grid
Ref. [56]

GRID, or the general repository for interac-
tion datasets, contains protein–protein and
genetic interactions, currently for budding
yeast (Saccharomyces cerevisiae), YeastGRID,
fruit fly (Drosophila melanogaster), FlyGRID,
and Caenorhabditis elegans, WormGRID.
GRID is actively being expanded and other
species might be available in the near fu-
ture. GRID provides a simple summary of
each interaction along with gene names,
gene ontology (GO) annotation, and the ex-
perimental system used to determine the
interaction. A network visualization tool
called Osprey is also available for visualiz-
ing, browsing, and analyzing the interac-
tion networks of the various GRIDs.

HIV Molecular Immunology Database
URL: http://hiv-web.lanl.gov/
immunology/index.html
Ref. [57]

This database contains information about
binding events between HIV and the im-
mune system including HIV epitope and
antibody binding sites that could provide
data for an interaction database. HLA bind-
ing motifs are included and enable predic-

tion of HLA–peptide interactions. This in-
formation is freely available from the
database’s FTP site.

HPRD (Human Protein Reference Data-
base)
URL: http://hprd.org
Ref. [58]

HPRD, or the human protein reference data-
base, is a recently released database of hu-
man proteins, but also contains a significant
amount of information about protein– pro-
tein interactions. Information about the do-
main and region of interaction, if available,
is present, as is the type of experiment per-
formed to detect the interaction. Expression,
domain architecture, and post-translational
modifications are also curated for each pro-
tein. Several curated pathways created from
the interaction data are available as images.
HPRD data can be browsed and searched by
a number of common database fields and by
BLAST over the Web. Data are freely avail-
able to academics in the PSI-MI format but
commercial users require a license.

HOX Pro
URL: http://www.iephb.nw.ru/hoxpro
Ref. [59]

The main purpose of this database is to pro-
vide a curated human-readable resource for
homeobox genes. It also stores extensive in-
formation about genetic regulatory net-
works of homeobox genes for a few model
organisms. Clickable pictures and a Java
applet are available for visualizing the net-
works. The visualization system is the same
as that used for GeNet.

InBase (The Intein Database)
URL: http://www.neb.com/neb/
inteins.html
Ref. [60]

The main purpose of this database is as a
curated resource for protein splicing. The
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database contains descriptions of intein pro-
teins (self-catalytic proteins) that are good
examples of intramolecular interactions.
The database records are present in a ma-
chine-readable format. Each record could be
used by an interaction database to generate
intramolecular interaction records contain-
ing chemical reaction description using in-
formation about the mechanism of protein
splicing present on the InBase website.

Indigo
URL: http://195.221.65.10:1234/Indigo/

Indigo contains information about codon
usage, operons, gene neighbors, and meta-
bolic pathways for Escherichia coli and Bacil-
lus subtilis. The metabolic pathway informa-
tion contains information about enzymatic
reactions and can be accessed using click-
able images in a Java applet. Enzyme names
in the pathway map are linked back to pri-
mary sequence databases.

IntAct
URL: http://www.ebi.ac.uk/intact
Ref. [61]

IntAct is a relatively new database of freely
available protein interactions maintained by
the European Bioinformatics Institute
(EBI). An initial implementation available
from mid-2003 focuses on protein–protein
interactions collected from large-scale pub-
lished studies and some literature. It en-
ables searching by protein name and brows-
ing using a graphical network interface.
One difference between the IntAct data
model and those of many other pro-
tein–protein interaction databases is that
interactions are not necessarily binary, but
rather are sets. The advantage of using sets
to store interactions is that they can repre-
sent certain types of protein complex data
where information is not known about the
exact physical interactions in the complex,
but only that the set of proteins co-purifies.

Representing information this way has be-
come more important since the release of
large-scale biochemical co-purification
studies [62, 63]. Data are available in the
PSI-MI XML format.

Interact
Ref. [64]

Interact is an object-oriented protein–pro-
tein-interaction database based on Java and
the POET database (www.poet.com) that is
now defunct. It has a formal data-model
that describes interactions, molecular com-
plexes and genetic interactions. It stores in-
formation about experimental methods and
is based on an object-oriented description
of proteins and genes. The database does
not provide other details about the interac-
tion and the underlying description of
genes and proteins is simplified compared
with that of GenBank. The database is not
publicly available, but the object-oriented
design approach has been described in the
literature. The database contains over 1000
interactions.

ICBS (Inter-Chain Beta-Sheets)
URL: http://www.igb.uci.edu/servers/
icbs/
Ref. [65]

ICBS contains protein–protein interactions
mediated by beta-sheets taken from the
PDB database. The database contains over
3600 PDB structures that contain protein
complexes mediated by this type of interac-
tion. Basic information about each PDB file
is provided, as is detailed physical and
structural information about the beta sheets
at the interaction interface. This database is
similar to MMDBind, but is a more highly
curated subset.

JenPep
URL: http://www.jenner.ac.uk/JenPep/
Ref. [66]



44918.11 Examples of Interaction Databases

JenPep is a peptide binding database that
contains more than 8000 peptide–protein
interactions for MHC Class I, II, CD8, and
CD4 T cells and TAP (transport of antigen)
complex. All information in JenPep, for ex-
ample IC50 and peptide origin, is from
published experiments. Peptide epitopes
can be searched over the web using a sim-
ple query interface.

KEGG (Kyoto Encyclopedia of Genes and
Genomes)
URL: http://www.genome.ad.jp/kegg/
Ref. [67]

KEGG depicts many known metabolic
pathways and some regulatory pathways for
many different species as graphical dia-
grams that are manually drawn and updat-
ed. Each of the metabolic pathway drawings
is intended to represent all chemically fea-
sible pathways for a given system. As such,
these pathways are abstractions on to which
enzymes and substrates from specific or-
ganisms can be mapped. KEGG stores reac-
tions mediated by each enzyme in the data-
base and these are linked to from the path-
way maps. The database is machine-read-
able, except for the pathway diagrams. Each
enzyme entry contains a substrate and a
product field that can be used to translate
between the chemical reaction description
scheme and a binary interaction scheme.
The KEGG project distributes all databases
freely for academics via FTP. KEGG is one
of the best freely available resources of
metabolic and small molecule information
(the LIGAND database).

Kohn Molecular Interaction Maps
URL: http://discover.nci.nih.gov/kohnk/
interaction_maps.html
Ref. [68]

Kohn molecular maps are one researcher’s
attempt to create a standard for represent-
ing biochemical pathways and molecular

interactions using a symbolic language sim-
ilar to electronic circuit diagrams. Kohn
created detailed maps of the mammalian
cell-cycle control and DNA repair systems
as examples. The maps are pictures only
and thus are not machine-readable, al-
though they do have a grid system as in nor-
mal street maps. A separate annotation list
is provided that enables mapping of mole-
cules from the list of the map using the co-
ordinate system. The ideas represented in
these maps are useful for further research
on pathway visualization systems and the
first two maps provide a resource for manu-
al extraction of molecular interaction infor-
mation.

MDB (Metalloprotein Database)
URL: http://metallo.scripps.edu/
Ref. [69]

MDB contains the metal-binding sites from
entries in the PDB database. The database
is based on open-source software and is
freely available. The data are present down
to the atomic level of detail. An extensive
Java applet is available to query and exam-
ine the data in detail. Ad-hoc queries of the
database using SQL are available and tools
are being developed to predict a metal bind-
ing site in a given protein structure.

MHCPEP
URL: http://wehih.wehi.edu.au/
mhcpep/
Ref. [70]

MHCPEP is a database containing over
13,000 peptide sequences known to bind
MHC molecules compiled from the litera-
ture and from direct submissions. It has
not been updated since mid-1998. Although
this database is not a typical interaction
database, it provides peptide–protein inter-
action information relevant to immunolo-
gy. The database is freely available via FTP
in a text-based machine-readable format.
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MINT (Molecular-interaction database)
URL: http://mint.bio.uniroma2.it/mint/
Ref. [71]

MINT is a database of molecular interac-
tions gathered from the literature and man-
ually input. Apart from a simple relational
scheme for storage of set relationships
among proteins, MINT can store some pro-
tein post-translational modifications, ex-
periments, cellular location, pathways, and
complexes. MINT contains more than
42,000 protein interactions and only a hand-
ful of complexes. An extensive graph ab-
straction is present which enables the use of
a graphical Java viewer for the interactions.
Interestingly, the size of the molecules is
represented relative to each other in the vis-
ualization, so heavier proteins are drawn as
larger circles.

MIPS Comprehensive Yeast Genome
Database
URL: http://mips.gsf.de/proj/yeast/
Ref. [72]

The MIPS comprehensive yeast genome
database (CYGD) summarizes current
knowledge about the more than 6200 ORF
encoded by the yeast genome. This database
is similar to SGD and YPD and is not pri-
marily an interaction database. The MIPS
center, however, makes available large ta-
bles for direct protein–protein interactions
and genetic interactions in yeast free for
download at http://mips.gsf.de/proj/yeast/
tables/interaction/index.html. Each interac-
tion contains an experimental method used
and, usually, a literature reference. Manual-
ly created clickable pathway maps are also
available for a variety of metabolic and regu-
latory pathways in yeast. The MIPS yeast ge-
nome database uses a relational model, but
most fields use unstructured text. For exam-
ple, the experimental method used to deter-
mine the interaction field is unstructured

and the same experimental type can be rep-
resented in many different ways. Although
this makes the database difficult to parse
with a computer, the CYGD is an extremely
useful resource for yeast protein–protein
interaction information. Recently, MIPS
has made available a protein–protein inter-
action, complex, and genetic interaction
query tool for searching this data.

MMDB (Molecular Modeling Database)
URL: http://www.ncbi.nlm.nih.gov/
Structure/
Ref. [73]

This database is an NCBI resource that con-
tains all the data in the PDB database in
ASN.1 form. The MMDB validates all PDB
file information and describes all atomic
level detail data explicitly and in a formal
machine-readable manner. Although this
database is not an interaction database, it
does contain atomic level detail of molecu-
lar interactions present in some records
that describe molecular complexes. Se-
quence linkage is improved and MMDB is
readily accessed by machine-readable meth-
ods that can obtain information about mo-
lecular interactions. MMDB is in the public
domain and all software and data are freely
available to academics or corporations.

NetBiochem
URL: http://medlib.med.utah.edu/
NetBiochem/NetWelco.htm

NetBiochem is primarily an education re-
source that focuses on teaching detailed bi-
ochemistry of specific metabolic pathways,
for example fatty acid metabolism, at the
level of an introductory biochemistry course
at a university. There is no formal data
model, but the available pathways represent
a good collection of different ways of pre-
senting biochemical pathway data to an un-
trained audience. This site would, there-
fore, be useful as a resource for curators to
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enter data into a molecular-interaction data-
base and as a source of ideas for pathway-
visualization research.

ooTFD (Object Oriented Transcription
Factors Database)
URL: http://www.ifti.org/
Ref. [74]

The ooTFD contains information on tran-
scription factors from a variety of organ-
isms, including transcription factor bind-
ing sites on DNA and transcription factor
molecular complex information. Thus it
contains protein–DNA and protein–protein
interactions. The database is based on a for-
mal machine-readable object-oriented for-
mat and is available in numerous forms.
The database contains thousands of sites
and transcription factors and is freely avail-
able (including software) from http://ncbi.
nlm.nih.gov/repository/TFD/.

ORDB (Olfactory Receptor Database)
URL: http://senselab.med.yale.edu
Ref. [75]

The ORDB is primarily a database of se-
quences of olfactory receptor proteins. It
contains a section on small molecule li-
gands that bind to olfactory receptors.
About 100 ligand–protein interactions are
present in the database with about 130
small molecules. Structures of these small
molecules are also available, in the associat-
ed OdorDB.

PATIKA (Pathway Analysis Tool for Inte-
gration and Knowledge Acquisition)
URL: http://www.patika.org/
Ref. [76]

PATIKA is a combination of a Java pathway
modeling tool and an object-oriented path-
way database. A data specification is
present using a state and transition notion
for pathway descriptions. This data model
combines elements from BIND, EcoCyc,

and Petri Nets. Interestingly, the data mod-
el allows multiple levels of abstraction to
enable the description of cellular events
when not all of the details are known. For
instance, a transition can describe the
change of one state to another and that state
can be very detailed chemically or can be a
very general cellular state. The Java tool en-
ables one to build pathways and query the
database remotely over the Internet. The
data model is currently quite simple and is
only designed to store human pathway in-
formation.

PhosphoBase
URL: http://www.cbs.dtu.dk/databases/
PhosphoBase/
Ref. [77]

This database contains information on ki-
nases and phosphorylation sites. The phos-
phorylation sites are stored with kinetic in-
formation and references for each kinase.
Although this is not an interaction database
directly, information is present about pro-
tein–protein interactions involved in cell
signaling and their chemistry. A neural net-
work-based phosphorylation site-prediction
tool has recently been made available.

PIMRider (Protein Interaction Map –
Hybrigenics)
URL: http://pim.hybrigenics.com/

PIMRider is a graphical Java applet-based
protein interaction network visualization
tool driven by a database of protein–protein
interactions. All interactions have been de-
termined using the sequence fragment (do-
main)-based two-hybrid screen experimen-
tal approach by the Hybrigenics company.
All of the data and the data model are pro-
prietary and only partially publicly available.
The PIM database contains information on
Helicobacter pylori, HIV (human immuno-
deficiency virus), HCV (hepatitis C virus)
and Homo sapiens.
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PIMdb (Drosophila Protein Interaction
Map Database)
URL: http://proteome.wayne.edu/
PIMproject1.html

PIMdb is a collection of two-hybrid generat-
ed protein–protein interactions for Drosoph-
ila melanogaster. A single laboratory is gen-
erating these data, which are currently un-
published. A simple binary interaction data
model is used to store the information. Cur-
rently, PIMdb does not make available any
query tools, but is rather just a manually
created list of experimental results from one
academic research group. Without peer re-
view, the quality of the data is in question.
The group asks to be contacted if any of
their data are used for other projects.

ProChart (Axcell)
URL: http://www.axcellbio.com/
products.asp

The ProChart database is sold by Axcell Bio-
sciences and contains proprietary data on
protein–protein interactions garnered using
Axcell’s proprietary experimental methods.
No part of the database or data model is
publicly accessible or has been published.

ProNet (Myriad Genetics)

This commercial database provides pro-
tein–protein interaction information to the
public from Myriad Genetics proprietary
high-throughput yeast two-hybrid system
for human proteins and from published lit-
erature. Each protein record describes inter-
acting proteins and a Java applet is available
for navigating the database. The database
stores only protein-interaction information
with links to primary sequence databases
and PubMed. It uses a graph abstraction to
display the interactions. The database is ful-
ly proprietary and has not been published.

REBASE
URL: http://rebase.neb.com
Ref. [13]

REBASE is a comprehensive database of in-
formation about restriction enzymes and re-
lated proteins, for example methylases. Al-
though it is not an interaction database, re-
striction enzymes and methylases partici-
pate in specific DNA–protein interactions.
REBASE describes the enzyme and the rec-
ognition site, and thus can be used to create
binary interaction records with chemical ac-
tions. Useful links are present to commer-
cially available enzymes. REBASE is freely
available to the academic community in
many different formats.

Relibase
URL: http://relibase.ebi.ac.uk/
Ref. [78]

Relibase is a software query tool that enables
powerful searches to be conducted on PDB
entries containing protein–ligand interac-
tions, where a ligand is anything that is not a
protein. DNA and RNA are also considered
ligands, but are ignored in searches. The
purpose of Relibase is to help examine small
molecules, for example therapeutics, that
are currently in the PDB as binding to pro-
teins. Full crystal structure and binding sites
of ligands are available. The database can be
searched by text, sequence, SMILES strings,
and 2D/3D small molecule structures. The
Relibase project is currently run by the Cam-
bridge Crystallographic Data Centre, which
makes the tool available over the web.

RegulonDB
URL: http://www.cifn.unam.mx/
Computational_Genomics/regulondb/
Ref. [79, 80]

RegulonDB is mainly an E. coli operon data-
base, although it does contain protein–DNA
interactions (e.g. ribosome binding sites
and promoters) and protein complexes. The
database is free for non-commercial use.
Commercial users require a license.
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SELEX_DB
URL: http://wwwmgs.bionet.nsc.ru/
mgs/systems/selex/
Ref. [81]

SELEX_DB is a curated resource that stores
experimental data for functional site se-
quences obtained by using SELEX-like ran-
dom sequence pool technologies to study
interactions. The database contains interac-
tions, including binding sites, between ran-
dom DNA sequences and various types of
ligand, most of which are proteins. It is
available over the web and via SRS and the
records are available in a machine-readable
flat-file format.

SoyBase
URL: http://soybase.ncgr.org/

SoyBase is an ACeDB [42] database that
contains information about the soybean, in-
cluding metabolism. Metabolic pathways
are based on a chemical reaction abstrac-
tion. SoyBase contains over 850 automati-
cally generated diagrams of metabolic path-
ways covering over 1500 enzymes and more
than 1200 metabolites. Clicking on an en-
zyme or ligand on the diagram triggers a
query for that molecule in the database.
SoyBase is based on a formal machine-
readable data model, as is any AceDB in-
stallation, and is available over the web.

SPAD (Signaling Pathways Database)
URL: http://www.grt.kyushu-u.ac.jp/
eny-doc/

SPAD provides clickable image maps for a
handful of pathways. Clicking on an ele-
ment of the pathway diagram links to se-
quence information of the protein or gene.
Protein–protein and protein–DNA interac-
tions are covered with regard to signal
transduction. The database does not have a
formal data model. SPAD has not been up-
dated since 1998 but still gives useful over-
views of the pathways it contains.

SPIN-PP (Surface Properties of Inter-
faces – Protein–Protein Interfaces)
URL: http://trantor.bioc.columbia.edu/
cgi-bin/SPIN/

SPIN-PP is a database of all protein–protein
interfaces in the PDB. Molecular surfaces are
organized in a taxonomy based on surface
curvature, electrostatic potential, sequence
variability, and hydrophobicity. SPIN-PP con-
tains 855 protein–protein interfaces and is
searchable by PDB code and the various
surface structural properties listed above.
Surfaces of interest can be viewed using the
GRASS server [82]. The database does not
seem to have been updated regularly since
1999, but is freely available.

STKE (Signal Transduction Knowledge
Environment)
URL: http://www.stke.org/
Ref. [83]

STKE is a curated resource for signal-trans-
duction information. It provides a manually
created clickable picture of various signal
transduction pathways linked to primary
database, the Connections Map. The data
model is based on an upstream and down-
stream components view, which is a graph
abstraction. Database fields are unstruc-
tured and thus are not machine-readable.
STKE is available via a paid subscription to
Science magazine.

SYFPEITHI
URL: http://www.uni-tuebingen.de/uni/
kxi/
Ref. [84]

SYFPEITHI is a database of MHC ligands
and peptide motifs. It contains over 3500
peptide sequences known to bind class I and
class II MHC molecules. All entries have
been compiled from the literature. Although
this database is not a typical interaction data-
base, it provides peptide–protein interaction
information relevant to immunology.
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TRANSFAC
URL: http://www.gene-regulation.com/
Ref. [85]

TRANSFAC is a database of transcription
factors containing genomic binding sites
and DNA-binding profiles. As such, it is not
a typical interaction database, but it does
contain protein–DNA interactions. A tran-
scription factor DNA-binding site predic-
tion tool is available. TRANSFAC is avail-
able via license.

TRANSPATH
URL: http://transfac.gbf.de/TRANSFAC/
Ref. [85]

TRANSPATH is an effort underway at
TRANSFAC to link regulatory pathways to
transcription factors. The database is based
on a chemical reaction view of interactions
and contains a strong graph abstraction.
Graph algorithms have been implemented
to enable navigation of the data. The data-
base can describe regulatory pathways, their
components, and the cellular locations of
those components. It can store information
about various species. TRANSPATH in-
cludes all of the data from the CSNDB and
it is obvious that TRANSPATH is using
graph theory ideas from the CSNDB.
TRANSPATH is available via license.

TRRD (Transcription Regulatory Regions
Database)
URL: http://wwwmgs.bionet.nsc.ru/
mgs/dbases/trrd4/
Ref. [86]

TRRD contains information about regulato-
ry regions including over 3600 transcription
factor binding sites (DNA–protein interac-
tions). This database is very similar to
TRANSFAC. It is freely available over the
web via an SRS database interface.

WIT (What Is There?)
URL: http://wit.mcs.anl.gov/WIT2
Ref. [87]

WIT is a database project whose purpose is
to reconstruct metabolic pathways in newly
sequenced genomes by comparing predict-
ed proteins with proteins in known meta-
bolic networks. Predicted metabolic net-
works are stored in a chemical reaction-
based scheme with a graph abstraction. All
information in the database can be queried
and pathways can be viewed as a computer-
generated diagram which is hyper-linked
back to the database.

YPD (Yeast Proteome Database – Incyte
Genomics)
URL: https://www.incyte.com/
proteome/index.html
Ref. [88]

This proprietary commercial curated prote-
ome database from Incyte contains exten-
sive information about all known proteins
in yeast. Extensive data about protein inter-
actions, molecular complexes, and subcel-
lular location is present. Most of the data-
base fields are free-form text, but there is
enough structure in the data model to make
it amenable to machine reading of pro-
tein–protein interaction information. Incyte
also makes available other proteomes for
other model organisms including Caeno-
rhabditis elegans and Human, but YPD is
the most completely annotated in the Prote-
ome BioKnowledge Library. All of Incyte’s
proteome databases are proprietary and are
available on a subscription basis.
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19.1

Introduction

In living organisms metabolism is neces-
sary to sustain life and for reproduction.
Metabolism, defined as the sum of all the
chemical transformations taking place in a
cell or organism, occurs in a series of en-
zyme-catalyzed reactions that constitute
metabolic pathways [1]. To survive and
grow, cells must be able to reproduce the
whole cell and replace its constituent parts,
and to perform a varying range of chemical
functions. To perform these chemical func-
tions the cell uses biomolecules called pro-
teins, which are encoded in the DNA. DNA
is a long, threadlike molecule with the
shape of a double helix, made up of con-
nected subunits called nucleotides. The se-
quences of DNA that code for proteins are
called genes. To synthesize a protein from a
gene the DNA must first be transcribed
into RNA. When the RNA has been copied,
proteins can be produced from the se-
quence in a process called translation. A
protein is made up of amino acids. For each
amino acid there is at least one correspond-
ing triplet of nucleotides, called a codon.
During the translation process, the strand

of RNA is read in frames of length three,
each time adding an amino acid to the
growing protein sequence. The proteins
which carry out the functions of breaking
down and synthesizing new biochemicals
are called enzymes, each of which usually
catalyzes only one type of reaction. We can
then have a series of reactions. Many mole-
cules involved in one reaction can also be
found in other reactions in which the mole-
cules act as substrate, activator, or repres-
sor, thus forming a densely connected, in-
tricate and precisely regulated reaction net-
work. Thousands of enzyme-catalyzed reac-
tions occur every second in a living cell. The
network of reactions is very large and com-
plex. This metabolic network enables living
organisms to synthesize, interconvert, and
breakdown molecules required by the cell.

Some genes code for proteins that turn
other genes on and off. Groups of these
genes constitute networks with complex be-
havior. These networks control other genes
whose protein products catalyze specific bi-
ochemical reactions, and the small mole-
cules that are substrates or products of
these reactions can in turn activate or deac-
tivate proteins that control transcription or
translation. For this reason gene regulation
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can be said to indirectly control biochemical
reactions in cellular metabolism, and cellu-
lar metabolism itself exerts control on gene
expression. As a result, these connected re-
actions are normally called gene-regulated
metabolic networks. For these reasons, the
interdependent biochemical processes of
metabolism and gene expression can and
should be interpreted and analyzed in terms
of complex dynamic networks. Hence mod-
eling and simulation are necessary. Analy-
sis of metabolic pathways is a central topic
in understanding the relationship between
genotype and phenotype. Molecular biolo-
gists and bioinformatists have begun the
studies on gene expression [2], gene control
[3], and metabolic regulation [4].

As a result of great achievements in the
pre-genomic era, more and more experi-
mental data have been systematically col-
lected and stored in specific databases, for
example gene sequence (e.g. GenBank [5],
EMBL [6], DDBJ [7]), protein (e.g. Swiss-
Prot [8], PIR [9], BRENDA [10]), biochemical
reactions (e.g. KEGG [11], WIT/EMP [12]),
regulatory genes (e.g. GeneNet [13]), tran-
scription factors (e.g. TransFac [14], EPD
[3]) and signal-induction reactions (e.g.
CSNDB [15], TransPath [16]). URL of these
databases are appended at the end of this
chapter. This rapid accumulation of biologi-
cal data provides the possibility of studying
metabolic pathways at both genome and
metabolic levels. To improve our under-
standing of cells and organisms as physio-
logical, biochemical, and genetic systems
we have to study the whole system, an inte-
grative metabolism system. One major task
in the post-genomic era is to implement
molecular information systems that will en-
able integration of different molecular data-
base systems and the design of analysis
tools (e.g. simulators of complex biochemi-
cal reactions). Effective possibilities for
database integration are provided by World

Wide Web (WWW) technology. One of the
most developed technologies of WWW inte-
gration of molecular databases uses the Se-
quence Retrieval System (SRS) [17]. This is
based on local copies of each component
database, which must be provided in a text-
based format. The results of the query are
sets of WWW links. Users can navigate
through these links. Within the framework
of this approach, however, data fusion is
still a task for the user. We also do not find
real data fusion; i.e. data for one real world
object (e.g. an enzyme) coming from two
different databases (e.g. KEGG and BREN-
DA) is represented twice by different WWW
page objects. Therefore research groups try
to integrate molecular databases on a high-
er level than the SRS approach. The first
step toward that goal is the integration of
databases under a specific biological per-
spective. The next step will be user-defined
molecular information fusion. No special
systems are yet available for successful ful-
fillment of both objectives.

Beyond databases, simulators for metabol-
ic networks that employ most of the current-
ly popular modeling methods are also avail-
able via the Internet. In addition to the classi-
cal methods of differential equations, dis-
crete methods have become quite important.
Examples are graphs [18], knowledge-based
simulation [19], Petri nets [20], rule-based
systems [21], object-oriented approaches
[22], and Boolean nets [23]. Because of the
extreme complexity of metabolic networks,
there are less prominent tools that can
model, simulate, and analyze entire aspects
of cell behavior.

Hence, one of the next goals of bioinfor-
matics is implementation of a uniform en-
vironment for a homogeneous access to dif-
ferent databases and the presentation and
analysis of metabolic networks under spe-
cific biological perspectives. With these
considerations in mind we developed a soft-
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ware system to integrate access to different
databases, and exploited the Petri net meth-
od to model and simulate metabolic net-
works in the cell.

19.2

Formal Representation of Metabolic 
Pathways

Metabolic pathways are normally represent-
ed as graphs [24]. This is because biochemi-
cal reaction information is rarely collected
and handled verbally in scientific texts. Re-
searchers list the reactions and draw their
interrelation graph by hand in their original
research papers. If, however, one wants to
conduct a general survey of biochemical re-
actions and metabolic interrelationships, it
is difficult and time-consuming to extract
their overview from numerous lists of sin-
gle reactions. Computer-based graphics en-
able rapid drawing and retrieval of informa-
tion details.

Traditionally, a metabolic pathway is rep-
resented as a directed reaction graph with
substrates as vertices and directed, labeled
edges denoting reactions between sub-
strates catalyzed by enzymes (labels). Sever-
al well known databases, for example Swiss-
Prot and KEGG have been developed to
present diagrams depicting metabolic path-
ways (networks) which provide online maps
of metabolic pathways and the ability to fo-
cus on metabolic reactions in specific or-
ganisms. Normally, a metabolic pathway is
said to be a subset of those reactions that
describe the biochemical conversion of a
given reactant to its desired end product. It
can also be said that a metabolic pathway is
a special case of a metabolic network with
distinct start and end points, initial and ter-
minal vertices, respectively, and a unique
path between them [25].

Let M = {m1,m2,...,mn} be a set of metab-
olites that are involved in the enzymatic re-
actions by acting as substrates and prod-
ucts; let E = {e1,e2,...em} be a set of enzymes.
In metabolic reactions, enzymes act as cata-
lysts in the conversion of some metabolites
(substrates) into other metabolites (prod-
ucts). The representation of a metabolic
pathway P might be given graphically as a
set of related E′, i.e. P = (E′,A), where E′ ⊆ E,
A is a set of edges of the form (u,v), where
u,v ∈ E.

Current metabolic pathway databases
have several limitations. They are based on
the idea of the static representation of mo-
lecular data and knowledge. Some contain
only well known pathways and lack auto-
matic construction of dynamic and graphic
metabolic pathways. They contain no com-
prehensive information about metabolic
pathways, for example regulation properties
of the enzymes that are involved. Also,
problems arise if certain reactions are still
unknown or new reactions are recently dis-
covered. For this reason, integrative ap-
proaches and new methods of pathway
drawing/visualization are demanded.

19.3

Database Systems and Integration

19.3.1

Database Systems

Computational analysis of metabolic path-
ways on the basis of information about
genes, enzymes and metabolites requires
access to suitable databases. We exploit a
number of major biological databases rang-
ing from genomics to metabolism. To
name a few, GenBank [5] is a database that
contains an annotated collection of all pub-
licly available DNA sequences. Internet ac-
cess is provided through several interfaces
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directly from the American National Center
for Biotechnology Information (NCBI) web-
site. Each sequence is linked to other se-
quences that are similarly based on se-
quence alignments. Swiss-Prot [8] is a curat-
ed protein database that provides a protein
retrieval interface that can be searched by
AC, ID, description, gene name, organism,
etc. Several mirror sites of Swiss-Prot are
available in Europe, America, and Asia.
BRENDA [10] systematically collects en-
zyme data. It is essential both for interpreta-
tion of kinetic aspects of enzymatic reac-
tions and for retrieval of enzymes by use of
various query terms.

Metabolic pathway databases such as
KEGG [11], WIT/EMP [12], and EcoCyc/
MetaCyc [26] have been developed to
present diagrams depicting metabolic path-
ways. KEGG is composed of three intercon-
nected sections – genes, molecules, and

pathways. It represents data about interact-
ing molecules or genes by using the sim-
plest form of representation – binary rela-
tionships that correspond to pairwise inter-
actions. It provides both an online static
map of metabolic pathways and the ability
to focus on metabolic reactions in specific
organisms. WIT/EMP includes some 3000
pathway diagrams covering primary and
secondary metabolism, membrane trans-
port, signal transduction pathways, intracel-
lular traffic, translation, and transcription.
Initially, EcoCyc/MetaCyc described only
metabolic pathways. Now it is extended to-
ward an integrative information system that
represents the genes (sequences, function),
enzymes (amino acids, function, and struc-
ture), and metabolic pathways of E. coli [27].

Figure 19.1 shows the databases that en-
able integrative retrieval of information
about metabolic pathways.

Fig. 19.1 A diagram of biological information sources for metabolic pathway analysis.
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19.3.2

Database Integration

The presence of numerous informational
and programming resources on gene net-
works, metabolic processes, gene expres-
sion regulation, etc., described above, raises
an acute problem of data integration and
suitable access. The idea of data integration
in molecular biology is not new – several
previous and underlying projects focus on
the challenging problem of interoperability
among biological databases. Karp first ad-
dressed biological database integration in
early nineties [28]. At the same time the re-
quirements for these integration approach-
es were formulated [29]. Many integration
approaches for molecular biological data
sources are currently available. These sys-
tems are based on different data-integration
techniques, e.g. federated database systems
(ISYS [30] and DiscoveryLink [31]), multi
database systems (TAMBIS [32]), and data
warehouses (SRS [17] and Entrez [33]). Ad-
vantages and disadvantages of different ap-
proaches are analyzed by comparing the fol-
lowing five properties:
• degree of integration,
• materialization,
• query languages,
• application programming interface (API)

standards, and
• various output formats.

ISYS stands for Integrated SYStem and can
be characterized as a component-based im-
plementation. The main goal of ISYS is to
provide a dynamic and flexible platform for
integration of molecular biological data
sources. This system is developed as a Java
application. Although the system must be
installed on a local computer, it has many
advantages. Different platforms, for exam-
ple MS Windows or Solaris, are supported.
The locally installed system accesses the

distributed data sources on the Internet.
One main feature is the global view on to
the integrated data sources with the help of
a global scheme. Materialization of the inte-
grated sources is not required. ISYS pro-
vides a JDBC (Java database connectivity)
driver. This feature implements SQL (struc-
tured query language) as query language.

The DiscoveryLink system was developed
by IBM. It is also based on federated data-
base techniques. A federated system re-
quires the development of a global scheme,
thus the extent of integration must be rated
as tight. DiscoveryLink accesses its original
data sources through views. Read-only SQL
is supported as query language. A JDBC
and an ODBC (open database connectivity)
driver are also provided, and different out-
put formats can also be generated.

TAMBIS integration system is based on
multi-database techniques. It can be used
through a Java applet. Because of the use of
a multi-database query language, it is not
necessary to built an integrated global
scheme. The degree of integration can
therefore be described as loose. As a query
language in TAMBIS, a kind of CPL (collec-
tion query language) [34] is implemented.
CPL is hardwired into the system architec-
ture. This is why it is not so easy to use this
query language from outside of the system.
Other disadvantages of TAMBIS are the ab-
sence of an API, or other public interfaces.
The number of input formats, which is lim-
ited to one – generated by the Java applet –
also proves disadvantageous.

SRS is based on local copies of each inte-
grated data source with a special format that
is described in the Icarus language specifi-
cation. Icarus can help represent the struc-
ture of the integrated data source. Through
use of these local copies SRS is completely
materialized. But during this transfer into
the new format no scheme integration is re-
alized. Therefore, the degree of integration
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can be characterized as loose. SRS runs on a
Web-server and is accessible via any Web-
browser. An HTML interface for data quer-
ies is provided and the system can be quer-
ied by constructing special URLs. But no
query languages, for example SQL or OQL
(object query language), are supported. SRS
also offers a C-API. Different output for-
mats are possible (HTML or ACSII text).
One problem with result presentation in
SRS is the need to parse the outputs for a
further computer-based processing. The ab-
sence of any scheme integration is also a
disadvantage of the SRS system.

Similar to SRS is the Entrez system. This
system integrates only data sources of NCBI.
No materialization of the integrated sources
is realized. Entrez uses views onto the origi-
nal sources. Consequently, scheme integra-
tion could not be established. Therefore, the
degree of integration can be classified as
loose. Statements used with SRS to query
the system are completely transferable to
Entrez. There are no standard query lan-
guages, no standardized API, or other inter-
face standards like JDBC. HTML is the only
interface provided. Another Entrez feature is
the manual construction of special URLs.
Various output formats prove to be useful.
These include HTML or ASCII text, and
XML and ASN.1 files. The greatest disadvan-
tage of the Entrez approach is the restricted
number of integrated data sources (only
NCBI internal data sources) and the lack of

support of query languages. In contrast, the
various output formats, primarily XML, are
advantageous for the use of this system.

19.3.3

Model-driven Reconstruction of Molecular
Networks

Molecular databases provide collected and
structured information about molecular ob-
jects. Our approach (Fig. 19.2) aims at the
integrative and model-driven reconstruc-
tion of molecular networks, whereby infor-
mation from databases is used mostly auto-
matically and interactively to support the
process of systems modeling. Data integra-
tion is used to overcome the problems of
distribution and heterogeneity. In general,
information about objects of our molecular
model is spread over several databases. Ob-
ject fusion is used to merge all information
about every object into unique objects. Ac-
cess to different databases and database
management systems (DBMS) thus in-
volves structural, syntactic, and semantic
problems which must be solved in order to
provide homogeneous access.

Biological knowledge is needed in the
second step to model networks conceptual-
ly. The modeler identifies recent types of
object and process appearing in the biologi-
cal model to create a conceptual model of
the system under study. Conceptual models
only contain design principles without con-

Fig. 19.2 Model-driven reconstruction of molecular networks.



46719.3 Database Systems and Integration

crete objects or processes. All information
available from databases will be integrated
into the conceptual model and relatively
complex networks will be created automati-
cally. Finally, models are extracted and
studied in detail afterwards. Extraction ap-
plies methods to filter specific information
for the modelling of systems, e.g. the flow
of material and parameters.

19.3.3.1

Modeling Data Integration
In practice, integrative modeling requires
local availability of data. Thus, data integra-
tion applied to molecular databases results
in ad-hoc integrated databases, which are
databases merging data collected from sev-
eral databases called data sources. Media-
tor-based integration has been implement-
ed and applied in the past [35] to overcome
the heterogeneity of data sources. In order
to integrate and collect molecular objects
into integrated databases, we implement a
technique similar to object fusion [36].

Each model contains an integrated data-
base storing information about all elements
of the model. Data sources and integrated
databases are both represented by database
tables. For each type of element in the mod-
el a corresponding table in the integrated
database has to be defined.

A table is a relation r (R )⊆A1 ×A2 ×…×An,
where the factors Ai define the type of each
column. To integrate tuples from data
sources, the modeling of mappings
between corresponding tables at both sites
is required. Each mapping defines the way
how to reconstruct tables of the integrated
database from tables of a given data source.
Let T be a set of tables in the model, D a set
of datasources and Q a set of database quer-
ies. A mapping m: T × D → Q is valid, if for
each element ((t,d),q) ∈ M the query q(d) de-
livers a relation with the schema R of the
corresponding table. The number of map-

pings that has to be modeled depends on
the overlap of information in the data sourc-
es. The modeling of separate mappings for
each source enables us to flexibly add and
remove datasources.

After the specification of mappings we
use them as rules to automatically construct
the relations of the model. In the first step,
the mappings are translated into a query
plan. A plan is an ordered sequence of quer-
ies, which are then sent to a mediator or
directly to the related data sources. Fig. 19.3
illustrates the process of fusing the result
sets. Because the schema of the result set
equals the schema of the corresponding ta-
ble in the model, we are able to fuse them
using the union operation. Using this oper-
ation, identical tuples from different data
sources will be removed automatically.

Depending on the content, merging all
information about a type of object using
one relation will consume a lot of memory.
To avoid this, each relation only exists virtu-
ally. As explained in the next section, we
use an object-oriented model to store the
fused information as objects.

To give an example, we briefly explain the
definition of mappings for enzymes as
drawn in Fig. 19.4. A table “Enzyme” dis-
played in the left part of the mapping will
collect different information about en-
zymes. On the right side we see tables of a
single data source containing related infor-
mation. What we have to do is to define
rules connecting each property of “Enzyme”
with corresponding elements of the source.
In short, such combinations of different ta-
bles are possible, if at least all tables of a
mapping can be joined transitively together.

Actually, connected data sources and the
biological background change over time.
Furthermore, the specification of mappings
reflecting the user’s point of view cannot be
computed automatically. Modeling data in-
tegration is required and it consists in:
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Fig. 19.4 Mapping example for enzymes.

Fig. 19.3 Operations of data integration with object fusion.
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1. selecting and preparing adequate data
sources;

2. designing the integrated database de-
pending from the applications back-
ground; and

3. defining mappings between integrated
databases and data sources.

At the top-down approach the structure of
integrated databases is already given. The
task then is to define mappings to the data
sources. The second approach is called bot-
tom-up, where the user initially has no idea
about how to design the integrated database
and he simply copies tables from data
sources into identical tables in integrated
databases. Both approaches can be com-
bined.

19.3.3.2

Object-oriented Modeling
Obviously, the integration of data is a use-
ful method addressing problems appearing
in distributed database environments. Ac-
tually, a homogeneous access to recent data
sources is provided and new databases with
integrated information can be delivered.
Respecting the structure of biochemical
systems we can see that their complex
structure is not discussed with the relation-
al structure of these databases. Evidently,
an adequate organization of integrated in-
formation is required, which provides a
more intuitive exploration of biochemical
networks.

The object-oriented approach is a power-
ful and established method for the organiza-
tion of complex structured information in
general. Most of the object-oriented tools in
bioinformatics only provide previously de-
fined and statically implemented data struc-
tures. With our system iUDB (individually
integrated user databases, http://tunicata.
techfak.uni-bielefeld.de/proton) [37] the
method is dynamically applicable to the
modelling of complex biochemical net-

works. Moreover, it enables the user to au-
tomatically construct models using data in-
tegration, as it has been explained in the
previous section.

To be able to work with the method, scien-
tists have to be familiar with typical object-
oriented concepts. In practice here are a lot
of systems using different implementations
of the approach, but generally they all in-
clude a set of the same basic concepts.
Common standards for the conceptual
modeling are, e.g. the Unified Modeling
Language (UML) and the Interface Defini-
tion Language (IDL), which both have been
developed by the Object Management
Group (OMG). Before we can create molec-
ular objects we have to conceptually model
them. Every object has be be associated to a
type, e.g. enzymes, genes or metabolites. In
the model discussed here all objects of the
same type are members of the same class of
objects. An object-oriented schema than
contains a set of classes. Every class holds a
set of attributes, which determine the type
of information that should be stored within
all objects of the class. Attributes can have a
standard datatype (integer, double, …) or a
type of objects that has been defined in the
same schema (enzyme, gene, …). Object-
based attributes represent relationships
between objects. The structure of all rela-
tionships in a schema can be interpreted as
a direct graph. Only if there are cycles in the
graph of the schema networks of objects
can be stored in the model.

For the automated implementation of ob-
ject-oriented schemata several tools for
CASE (Computer Aided Software Engineer-
ing) are available. Based on the conceptual
model most of the tools produce source
code for different object-oriented languag-
es. Our tool iUDB additionally implements
an Internet service for each model on the
fly, which allows together with a graphical
user interface the interactive modeling of
objects of the modeled types.
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To give an example, Fig. 19.5 shows an
object-oriented schema displayed as a direct
graph. The model contains the five classes
“Pathway”, “Enzyme”, “Organism”, “Reac-
tion” and “Metabolite”. Each class holds a
set of attributes, visualized as additional
nodes. References are visualized as directed
edges pointing to an object type (e.g. “ec” of
“Pathway” points to “Enzyme”). The exam-
ple contains different types of relationships.
While pathways are constructed of enzymes
(aggregation), reactions are catalyzed by en-
zymes (association).

After the conceptual modeling of the bio-
chemical systems static structure we have to
enter objects as “facts” into the model.
Faced with hundreds of growing molecular
databases a systematic as well as automated
mechanism is necessary for this task. As
mentioned in the previous section, objects
can be reconstructed from relations using

object fusion [36]. Therefore we have to add
specific constraints to our model. For each
class the uniqueness of the objects must be
defined. In our approach we are using ob-
ject keys, whereby a key is a subset of the at-
tributes defined in a class. Let C be the set
of objects of a given class and the mapping
key: C → � the keys of all objects in C. The
following implication ensures the integrity
of the objects:

∀a,b (a,b ∈ C%key (a) = key (b) ⇒ a = b)

With key constraints given for each class we
can proceed with fusing the information ex-
tracted and integrated in the last section
into the model. The tuples retrieved from
data sources during the integration proce-
dure are processes sequentially. For each
appearing key a separate object is created.
Does an object for a given key already exist

Fig. 19.5 Object-oriented schema of biochemical networks.
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in the model, the related object will be load-
ed and the information stored in the tuple
added to the attributes. Because a high rank
of the requested relations can induce per-
formance problems, this bottleneck can be
lowered by a pairwise requesting of the at-
tributes in the result. If a class of objects
consist of n attributes where one attribute
of them is the objects key, a query has to be
split into a total number of n subqueries.

Using a database management system
for the persistent storage of the model, we
are able to query the model using query lan-
guages, e.g. OQL. Result sets of the queries
contain all objects of the model, which sa-
tisfy the constraints given in the query. To
give an example, the query

SELECT c
FROM c IN PathwayExtent
WHERE c.ec.reaction.product.
name = ”Putrescine”

will search the database based on the sche-
ma in Fig. 19.5 and compute all objects of
the class “Pathway” producing putrescine.

In Fig. 19.6, a part of the environment of
the object “Alkaloid biosynthesis II” has
been drawn as a direct graph. Note that the
objects are associated to different classes.
The network visualizes the structure of the
integrated model. The object “Alkaloid bio-
synthesis” of the class “Pathway” points to
nine objects of the class “Enzyme”. At ob-
ject “4.3.1.5”, which is the enzyme L-tyro-
sine ammonia-lyase we can see that this ob-
ject appears in four different pathways,
which are Alkaloid biosynthesis, Nitrogen
metabolism, Tyrosine metabolism and
Phenylalanine metabolism. The enzyme
Ornithine decarboxylase labeled with
“4.1.1.17” is catalyzing the reaction from 
L-Ornithine to Putrescine.

19.3.3.3

Systems Reconstruction
Data integration automatically integrated
distributed information as objects into the
previously defined models. We can now ex-
plore integrated databases almost manually
starting at known objects. Databases pro-

Fig. 19.6 Environment of alkaloid biosynthesis pathway.
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vide several mechanisms to retrieve infor-
mation about the stored objects automati-
cally. Query languages, e.g. OQL enable the
user to flexibly query integrated database to
select objects of interest.

Approaching molecular networks, it is
not sufficient to discuss objects and their re-
lationships only. Moreover, integrated data-
bases should be interpreted at the point of
biochemical systems at different levels. Re-
actions can have different type, they are
highly interconnected, placed at different
loci and they also transform substances of
different classes placed at different loca-
tions in the cell. As will become apparent in
the next section, different models are ap-
plied to the design of biological systems,
into which we have to transform integrated
data. Actually, we apply view concepts im-
plemented within database systems and
methods from graph theory to retrieve, e.g.,
metabolic, gene regulatory, or signaling net-
works.

Obviously, this is a task for KDD (knowl-
edge discovery in database), in which we in-
tegrate and analyze databases for character-
istic patterns. For extraction of biochemical
models we get a workflow similar to KDD,
as has been drawn in Fig. 19.7. Integrated
databases will be translated into different
views using view-based transformation.
Views contain information at different lev-
els, which are needed for systems modeling.
Classes of molecular object hold all objects

of the systems. Classes of processes do the
same for processes. At parameter level the
kinetic parameters of processes are defined.
Networks detect and cluster interconnected
objects and processes as, e.g., pathways. Fi-
nally, the location of objects and processes
is essential to reflect the hierarchical struc-
ture of biological systems.

19.4

Different Models and Aspects

The availability of rapidly increasing vol-
umes of molecular biology data enhances
our capability to study cell behavior. To
understand the logic of cells we must be
able to analyze metabolic processes in qual-
itative and quantitative terms. Modeling
and simulation are important methods.
Mathematical models can be classified as
analytical or discrete. Analytical models per-
form the processes of element functioning
as some functional relationships (algebraic,
integral-differential, finite-differential, etc.)
or logical conditions. They can be studied
by qualitative, analytical, or numerical
methods. Discrete models are based on
state transition diagrams.

The analytical approach to metabolic sim-
ulation, for example, typically requires the
determination of steady-state rate equations
for constituent reactions, followed by nu-
merical integration of a set of differential

Fig. 19.7 Extraction of models from integrated databases.
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equations describing fluxes in the metab-
olism. The feasibility of the analytical ap-
proach is, however, limited by the extent to
which the metabolic processes of interest
have been characterized. For most metabol-
ic pathways either we are unaware of all the
steps involved or we lack rate constants for
each step. This lack of information pre-
cludes the use of the mathematical ap-
proach to describe the process. Even when
reaction rates are known, differential equa-
tions incur great computational costs. Ana-
lytical representations, such as differential
equations, lack the robustness required to
handle partial and uncertain knowledge. In
addition, because analytical simulations
model relatively similar structures over rel-
atively similar temporal intervals, interleave
simulations are highly constrained.

The discrete-event approach can provide
declarative representations for both the
structures in the domain and the processes
that act on these structures. Most impor-
tantly, discrete-event simulations provide
natural support for qualitative representa-
tion and reasoning techniques, which offer
explicit treatment of causality. The graphi-
cal model of Kohn and Letzkus [18], which
enables discussion of metabolic regulation
processes, is representative of the class of
graph theoretical approaches. They expand-
ed the graph theory by a specific function
that enables modeling of dynamic process-
es. In this case, the approach of Petri nets is
a new method. Reddy et al. [20, 38] present-
ed the first application of Petri nets in mo-
lecular biology. In recent years, more appli-
cations of Petri net methodology to meta-
bolic pathway modeling and simulation ap-
peared. The following section explores
various aspects of modeling biochemical
pathways using Petri nets. The interest and
potential of Petri nets to help understand-
ing of complex biological processes is re-
flected.

19.4.1

Petri Net Model

19.4.1.1

Basics
Since the nineteen-sixties, when the Petri
net was first introduced and formally de-
fined by Petri [39], the Petri net and its con-
cepts have been extended and developed,
and both the theory and the applications of
this model have flourished. In contrast to
naive graph, the Petri net is a graph orient-
ed design, specification, simulation and
verification language. It offers a formal way
of representing the structure of a discrete
and/or event system, simulating its behav-
ior, and drawing certain types of general
conclusions about the properties of the sys-
tem. Because of their good properties in
theoretical analysis, practical modeling, and
graphical visualization of concurrent sys-
tems, Petri nets, especially high-level Petri
nets, are widely used in work-flows, flexible
manufacturing, operations research, rail-
way networks, defense systems, telecom-
munications, the Internet, commerce and
trading, and biological systems.

Petri nets are conceptually simple: they
consist of places, transitions, and arcs. Each
place has a non-negative number of tokens.
A transition is enabled if the number of tok-
ens exceeds the weights of the arcs connect-
ing the places. A definition of the ordinary
Petri net is given below [40, 41]:

Definition 1 An ordinary Petri net is a 3-tu-
ple, PN = (P,T,F) with:

P = {p1,p2,…,pm} is a non-empty, finite set
of places, drawn as circles;
T = {t1,t2,…,tn} is a non-empty, finite set of
transitions, drawn as bars;
P ∩ T = ∅ and P ∪ T ≠ ∅;
F ⊆ (P × T ) ∪ (T × P) is a non-empty, fi-
nite set of arcs, connecting places to transi-
tions or transitions to places but never two
places or two transitions.
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The ordinary Petri net contains structural
elements only. To define dynamic Petri nets
and their firing rules, we need some termi-
nology to identify special sets of places and
transitions and the concept of markings.

Definition 2 Pre- and Post-Sets

The pre-set ºti of a transition ti ∈ T contains
all places that are connected to ti via a 
directed arc from the place to the transition:
ºti = {p ∈ P:(p, ti) ∈ F}. The elements of ºti

are often called input places.

The post-set tiº of a transition ti ∈ T con-
tains all places that are connected to ti via a
directed arc from the transition to the place:
tiº = {p ∈ P:(ti, p) ∈ F}. The elements of tiº
are often called output places.
The pre-set pi and post-set pi of a place pi ∈
P are defined in the same way:
ºpi = {t ∈ T:(t, pi) ∈ F}
piº = {t ∈ T:(pi, t) ∈ F}

Definition 3 Marking
A marking of a Petri net is a mapping
M:P → N, that assigns a finite non-negative
integer number of tokens to each place of the
ordinary Petri net. M0:P → � is the initial
marking.

State changes are carried out by firing ena-
bled transitions. In an ordinary Petri net, a
transition is enabled when all its input places
have at least one token. When an enabled
transition t is fired, a token is removed from
each input place of t and a token is added to
each output place of t. This gives a new state.

19.4.1.2

Hybrid Petri Nets
Ordinary Petri net models do not have such
functions as quantitative aspects, so there
are some extension of Petri nets that can
support dynamic change, task migration,
super imposition of various levels of activ-

ities and the notion of mode of operations.
Various extensions of PN, such as (stochas-
tic) timed PNs [42, 43], colored PNs [44],
predicate/transition nets [45] and hybrid PN
[41], enable qualitative and/or quantitative
analysis of resource utilization, effect of
failures, and throughput rate. Hofestädt
[46] also presented an extension formaliza-
tion, a self-modified Petri net, which en-
ables quantitative modeling of regulatory
biochemical networks. We exploit the meth-
odology of hybrid Petri net to model gene
regulated metabolic networks in the cell, ex-
plain the importance of sustaining core re-
search, and identify promising opportu-
nities for future research.

Herewith a brief description of hybrid Pe-
tri nets is presented as the following context.

Definition 4 A hybrid Petri net is a sextuple
Q = (P, T, Pre, Post, h, M) such that:

P = {p1, p2,...,pn} is a not empty, finite set of
places;
T = {t1, t2,...,tm} is a not empty, finite set of
transitions;
P ∩ T = ∅, i.e. the sets P and T are dis-
jointed;
h:P ∪ T → {D, C} , called “hybrid func-
tion”, indicates for every node whether it is a
discrete node (sets PD and TD) or a continu-
ous node (sets PC and TC);
Pre:P × T → �+ or N, is the input incidence
mapping (�+ denotes the set of positive real
numbers, including zero, and N denotes the
set of natural numbers);
Post:P × T → � + or N is the output inci-
dence mapping;
M:P → + or � is the marking.

We denote by M(t) = (m1
t, m2

t,...,mn
t) the vec-

tor which associates with each place of P its
marking at the instant t. M0 = M(t0) = (m1

0,
m2

0,...,mn
0) is the initial marking. At any

time the present marking M is the sum of
two markings Mr and Mn, where Mr is the



47519.4 Different Models and Aspects

reserved marking and Mn is the non-re-
served marking. If h(Pi) = D or C then mi(t)
= mi

r(t) + mi
n(t). When a variable dTj (called

the delay time of Tj) is assigned to each dis-
crete transition Tj(h(Tj) = D) and Tj is fired
at time t + dTj, then:

∀Pi ∈ ºTj (ºTj denotes the set of input
places of transition Tj), mi(t) ≥ Pre(Pi,Tj),
mi(t + dTj) = mi(t) – Pre(Pi,Tj)
∀Pi ∈ Tjº (Tjº denotes the set of output
places of transition Tj),
mi(t + dTj) = mi(t) + Post(Pi,Tj)

When a variable vTj (called the speed of Tj)
is assigned to each continuous transition
Tj(h(Tj) = C) and Tj is fired at time t during a
delay dt, then:

∀Pi ∈ Tj, mi
n(t) ≥ Pre(Pi,Tj),

mi(t + dt) = mi(t) – vj(t) × Pre(Pi,Tj) × dt

∀Pi ∈ Tjº,
mi(t + dt) = mi(t) + vj(t) × Post(Pi,Tj) × dt

where vj(t) is the instantaneous firing flow
of Tj at time t.

Given the concept that an inhibitor arc of
weight r from a place Pi to a transition Tj al-
lows the firing of Tj only if the marking of
Pi is less than r, we can extend the above-de-
fined hybrid Petri net. If the inhibitor arc
has its origin at a discrete place and has a
weight r = 1, the corresponding transition
can be fired only if mi > 1, actually, only if
mi = 0, because mi is an integer. If the ori-
gin place is continuous, then a convention-
al value 0+ is introduced to represent a
weight infinitely small but not nil. The new
definition of an extended hybrid Petri net is

similar to the definition of a hybrid Petri
net (Definition 4), except that:

One can have, in addition, inhibitor arcs; 
The weight of an arc (inhibitor or ordinary)
whose origin is a continuous place takes its
value in � + ∪ {0+} instead of � +;
The marking of a continuous place takes its
value in � + ∪ {0+} instead of � +.
Test arcs have no token flow between input
places and transitions, i.e. mi(t + dt) = mi(t).

So far, hybrid Petri nets are unified repre-
sentations of continuous variables repre-
sented as continuous place token counts
(real numbers) and of discrete ones repre-
sented as discrete place token counts (inte-
gers). The defined hybrid Petri net turns
out to be a flexible modeling process that
makes sense to model biological processes,
by allowing places using actual concentra-
tions and transitions using functions.

Figure 19.8 shows the basis elements of
the hybrid Petri net VON++—discrete place,
continuous transition, continuous place,
and discrete transition connected with test
arc, normal arc, and inhibitor arc, respec-
tively. The tool can be downloaded via its
web site at http://www.systemtechnik.tu-
ilmenau.de/ ~drath/visual.htm.

The discrete transition is the active ele-
ment of discrete event Petri nets. A transi-
tion can fire if all places connected with in-
put arcs contain equal or more tokens than
the input arcs specify. It can be assigned
with a delay time. The continuous transi-
tion differs from the traditional discrete
transition; its activity is not comparable
with the abrupt firing of discrete transition.

Fig. 19.8 Elements of a hybrid Petri net.
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The firing speed assigned to a continuous
transition describes its firing behavior and
can be constant or a function, i.e. transport
of tokens according to v (t), in Fig. 19.8, v (t)
= 1. However, the rate of bioprocesses is not
defined within a Petri net, it should be spec-
ified separately. In most chemical systems
the rate of processes (transitions) can be de-
fined by the mass action law. The rate of
change in the number of tokens (or concen-
tration) is proportional to the number of
tokens (or concentration) in all starting plac-
es. In biochemistry, the most commonly
used expression that relates the rate of en-
zyme-catalyzed formation of a product to
substrate concentration is the Michaelis–
Menten equation, which is given as v =
vmaxS/(Km + S). Such enzyme reactions are
characterized by two properties, Vmax and
Km, and biochemists are interested in deter-
mining these experimentally. Fortunately,
some public biological databases such as
BRENDA are available to provide enzyme-
reaction data collected from research litera-
ture.

19.4.1.3

Applications
After early application to modeling metabol-
ic pathways [20, 47], Petri nets as new tools
and terms for modeling and simulating bio-
logical information systems have been in-
vestigated more and more. Reddy et al. [48]
then presented an example of the combined
glycolytic and pentose phosphate pathway
of the erythrocyte cell to illustrate the con-
cepts of the methodology. However, the re-
actions and other biological processes were
modeled as discrete events and it was not
possible to simulate the kinetic effect.
Hofestädt [46] investigated a formalization
showing that different classes of conditions
can be interpreted as gene, proteins, or en-
zymes, and cell communication and also
presented the formalization of self-modified

Petri nets, which enable the quantitative
modeling of regulatory biochemical net-
works. Chen [49] introduced the use of hy-
brid Petri nets (HPN) for expressing glycol-
ysis metabolic pathways. Using this ap-
proach the quantitative modeling of meta-
bolic networks is also possible. Koch et al.
[50] extended the Reddy’s model by taking
into account reversible reactions and time
dependencies. Kueffener [51] exploited the
knowledge available in current metabolic
databases for functional predictions and the
interpretation of expression data on the lev-
el of complete genomes, and described the
compilation of BRENDA, ENZYME, and
KEGG into individual Petri nets and unified
Petri nets. Goss [52] and Matsuno [53] used
Petri nets to model gene regulatory net-
works by using stochastic Petri nets (SPN)
and HPN, respectively. In the DFG work-
shop “Modeling and Simulation Metabolic
Network” 2000, participants also discussed
the applications and perspective of Petri
nets [54]. Genrich et al. [55] discussed exe-
cutable Petri net models for the analysis of
metabolic pathways. Heiner et al. [56] stud-
ied the analysis and simulation of steady
states in metabolic pathways with Petri
nets. Srivastava et al. [57] also exploited a
SPN model to simulate the σ32 stress cir-
cuit in E. coli. Oliveira et al. [58] developed
the mathematical machinery for construc-
tion of an algebraic-combinatorial model to
construct an oriented matroid representa-
tion of biochemical pathways. Peleg [59]
combined the best aspects of two models—
Workflow/Petri net and a biological concept
model. The Petri net model enables verifi-
cation of formal properties and qualitative
simulation of the Workflow model. They
tested their model by representing malaria
parasites invading host erythrocytes, and
composed queries, in five general classes,
to discover relationships among processes
and structural components. Recently, a spe-
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Table 19.1 Summary of Petri net tools used for modeling and simulation of biological systems.

Petri nets Petri net Brief description of tool Application Refs.
type tool 

High level Stella The STELLA software is based on a feedback Modeling dynamic 65, 66
control framework. The basic self-regulatory, biological systems,
or homeostatic, mechanisms that govern especially ecolog-
the way living systems operate, are reinforc- ical systems.
ed by the way the software itself operates, it 
enables users to make their hypotheses ex-
plicit using simple iconic building blocks, 
and then to test these hypotheses by simula-
tion.

Hybrid VON++ Visual object net++ is an innovative Petri net Gene regulatory; 49, 53,
CAE tool for PC that supports mixed continu- metabolic path- 67–69
ous and discrete event Petri nets. Beside the ways; bioprocesses
new continuous net elements, the whole well 
tried concept of the traditional Petri nets is 
available. The goal of visual object net++ is 
to study the behavior and characteristics of 
a class of hybrid Petri nets. 

Stochastic UltraSAN UltraSAN employs stochastic activity net- Protein synthesis 52, 57,
works (SAN), a variation of Petri nets, to from mRNA; 70
model and analyze the performance and plasmid replication;
dependability of software, hardware and prion propagation
network system designs. UltraSAN provides 
analytical solvers and discrete-event 
simulators.

Hierarch- PED PED supports basically the construction of Pentose phosphate 50
ical hierarchical place/transition nets with the pathway

specification of different types of places, 
transitions, and arcs, including their marking.

High level THORNs THORNs is a general-purpose, graphical, Ecological systems 71, 72
discrete-event simulation tool based on a 
special class of high-level Petri net called 
timed hierarchical object-related nets. 
THORNs enable the specification of indivi-
dual tokens, they provide delay times and 
firing durations for transitions, and THORN 
models can be hierarchically structured with 
respect to transition refinement and subnet 
invocation.
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cial issue on “Petri nets for Metabolic Net-
works” has appeared in ISB journal [60]. It
covers topological analysis of metabolic net-
works based on Petri net theory [61], qualita-
tive analysis of steady states in metabolic
pathways [62], hybrid Petri net modeling
and simulation [63], and introduction of the
hybrid functional Petri net (HFPN) [64].

Table 19.1 presents a summary of the Pe-
tri net tools used to model biological sys-
tems. Most publications presented their
models based only on a general Petri net
tool utilization. These publications are not
listed in the table. More Petri net tools can
be found at http://www.daimi.au.dk/Petri-
Nets/tools/quick.html.

So far, the intuitively understandable
graphical notation and the representation of
multiple independent dynamic entities
within a system makes Petri nets the model
of choice, because they are highly suitable
for modeling and simulation of metabolic
networks.

19.4.1.4

Petri Net Model Construction
Although many Petri net tools are available,
most import and/or export Petri net dia-

grams in a binary file format which poorly
supports the possibility of making diagrams
distributed in multiple format files; less
mention constructing a net from a text for-
mat file. That means it is impossible to ex-
tract data from biology databases and con-
struct a Petri net model automatically. For-
tunately, several Petri net tools such as PNK
(http://www.informatik.hu-berlin.de/top/
pnk/), Renew (http://www.renew.de/), and
CPN (http://www.daimi.aau.dk/CPnets/)
have been equipped with an XML-based file
format. The XML-based Petri net inter-
change format standardization that consists
of a Petri net markup language (PNML) and
a set of document type definitions (DTD) or
XSL schemes has been released and intend-
ed to be adopted.

To present a Petri net model automatically
from biology databases, we developed an
XSLT file to convert the original XML source
file from our metabolic pathway data stored
in an Oracle system into the desired XML
format that can be executed by the Renew
XML parser. Figure 19.9 shows the automat-
ic layout of Petri net model with Renew.

Although the above-mentioned Petri net
XML standards are available, they have their

Table 19.1 Continued

Petri nets Petri net Brief description of tool Application Refs.
type tool 

High level Design/ Design/CPN supports CPN models with Glycolysis 51, 55,
CPN complex data types (color sets) and complex 

data manipulations (arc expressions and 
guards). The functional programming 
language Standard ML enables the software 
package to support hierarchical CP-nets and 
generate a model from the data extracted 
from databases. 73

Functional GON/ Genomic object net is an environment for Biopathways; 64, 74,
Cell simulating and representing biological cell development 75
Illustrator systems. The Commercialized version of 

GON is named Cell Illustrator (CI).
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different definitions and ontologies be-
cause of different design destinations. For
application of the Petri net methodology to
metabolic networks, a new standard should
be presented. We proposed a general
scheme for biology Petri net markup lan-
guage (BioPNML) [76], presenting the con-
cepts and terminology of the interchange
formats and its syntax, which is based on
XML. It should provide a starting point for
the development of a standard interchange
format for bioinformatics and Petri nets.
The purpose of BioPNML is to serve as a
common framework for exchanging data
about metabolic pathways, and to provide
guidance to researchers who are designing
databases to store networks and reaction
data and modeling them on the basis of Pe-
tri nets.

In the iUDB system we also present a
means of integrating data and model meta-
bolic networks with Petri nets. After the in-
tegrated scheme and applicable rules are
designed, integrated data can be trans-
formed into the rule formats by mapping

database objects (pathways, reactions, and
enzymes) directly into rules. The applica-
tion of the Petri net rule enables display of
these data as a Petri net model.

19.5

Simulation Tools

Many attempts have been made to simulate
molecular processes in both cellular and vi-
ral systems. Several software packages for
quantitative simulation of biochemical
metabolic pathways, based on numerical in-
tegration of rate equations, have been devel-
oped. A list of biological simulators can
found at http://www.techfak.uni-bielefeld.
de/~mchen/BioSim/BioSim.xml. The most
well known metabolic simulation systems
are compared in Table 19.2.

Each tool possesses some prominent fea-
tures which are not present, or are rarely
present, in others. After a decade of devel-
opment, Gepasi is widely applied for both
research and education purposes to simu-

Fig. 19.9 Petri net model layout based on XML. An XSLT file was used to trans-
form the original database XML format into the Renew Petri net XML format.
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late the dynamics and steady state of bio-
chemical systems, because of its powerful
simulation engine and user-friendly inter-
face. Jarnac, a replacement of SCAMP, has a
good pathway graphic editor, called Jdesign-
er, which enable users to draw interactively
a biochemical network and export the net-
work in XML format. Dbsolve is good for
model analysis and optimization. It uses
numerical procedures for integration of
ODE (ordinary differential equations) or
NAE (nonlinear algebraic equations) to de-
scribe the dynamics of these models and of-
fers an explicit solver, an implicit solver,
and a bifurcation analyzer. The primary fo-

cus of E-Cell is to develop a framework for
constructing simulatable cell models based
on gene sets derived from completed ge-
nomes. In contrast with other computer
models that are being developed to repro-
duce individual cellular processes in detail,
E-Cell is designed to paint a broad-brush
picture of the cell as a whole. Another pro-
gram, DynaFit [http:// www.biokin.com/dy-
nafit/], is also useful for analysis of complex
reaction mechanisms, for which traditional
(algebraic) kinetic equations cannot be de-
rived.

In predicting cell behavior, the simula-
tion of a single pathway or a few intercon-

Table 19.2 A comparison of metabolic simulators.

Tools Gepasia) Jarnacb) DBsolvec) E-Celld) VON++/GONe)

Stoichiometry matrix presentation + + + + –

Core algorithm and method MCA* MCA* MCA* SRM, MCA* Petri net

Pathway DB retrievable – – WIT/ EMP KEGG, EcoCyc KEGG

Pathways graphic editor – ++++ ++++ – +++++

Kinetic types ++++ +++ +++ ++ ++++

Virtual cell model – – – + +

Simulation graphic display ++++ +++ ++ ++ +++

Mathematical model accessible + + + + +
and modifiable

Data XML import/export SBML** SBML** SBML** SBML** Biopathway XML

User interface ++++ +++ ++++ +++ ++++

Programming language C++ Delphi 5 C++ C++ Delphi/Java

a) Gepasi [http://www.gepasi.org/]
b) Jarnac [http://members.lycos.co.uk/sauro/biotech.htm]
c) Dbsolve [http://homepage.ntlworld.com/igor.goryanin/]
d) E-Cell [http://www.e-cell.org/]
e) VON++ is further developed to GON. GON has been sold, the commercial name is Cell Illustrator

[http://www.gene-networks.com/ci/]
*) MCA (metabolic control analysis) is a phenomenological quantitative sensitivity analysis of fluxes and

metabolite concentrations [77]
**) SBML (systems biology markup language) [http://www.cds.caltech.edu/erato/] is a description language

for simulations in systems biology. It is oriented toward representing biochemical networks that are
common in research on a number of topics, including cell-signaling pathways, metabolic pathways,
biochemical reactions, gene regulation, and many others. SBML is the product of close collaboration
between the teams developing BioSpice [http://biospice.lbl.gov/], Gepasi, DBSolve, E-Cell, Jarnac,
StochSim [http://www.zoo. cam.ac.uk/comp-cell/StochSim.html] and Virtual Cell
[http://www.nrcam.uchc.edu/]
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nected pathways can be useful when the
pathways being studied are relatively isolat-
ed from other biochemical processes. In re-
ality, however, even the simplest and most
well studied pathways, for example glycoly-
sis, can exhibit complex behavior because
of connectivity. In fact, the more intercon-
nections between different parts of a sys-
tem, the harder it becomes to predict how
the system will react. Moreover, simula-
tions of metabolic pathways alone cannot
account for the longer time-scale effects of
processes such as gene regulation, cell divi-
sion cycle, and signal transduction. When
systems reach a certain size they will be-
come unmanageable and non-understand-
able without decomposition into modules
(hierarchical models) or presentation of
graphs. Moreover, modeling and simula-
tion of large-scale metabolic networks re-
quires intensive data integration. In this
sense, tools mentioned above seem to be
weak.

In comparison, Petri nets capture the ba-
sic aspects of concurrent systems of metab-
olism both conceptually and mathematical-
ly. The major advantages of Petri nets are
graphical modeling representation and
sound mathematical background; these
make it possible to analyze and validate the
qualitative and quantitative behavior of a
Petri net system, enable clear description of
concurrency and long experience in both
specification and analysis of parallel sys-
tems, and enable description of a Petri net
model on different levels of abstraction
(hierarchical models). In addition, the de-
velopment of computer technology enables
Petri net tools to have more friendly inter-
faces and the possibility of standard data
import/export support.

The requirements of a biology-specific
Petri net tool are discussed in the following
paragraphs.

19.5.1

Metabolic Data Integration

At present a Petri net tool that can process
data integration is still missing. Coupled
with the data integration techniques dis-
cussed above it is possible to construct an
integrative model out of various data sourc-
es. Another possibility is to use standard
data format. XML is already a standard for
storing and transferring data. Many biologi-
cal databases such as Transpath and MPW
have already considered using the tech-
nique or are doing so now. The intended
software should support XML import and
export, link to internal and external related
databases of genes, enzymes, reactions,
kinetics, organisms, compartments, and
initial values of (ODE-NAE) systems.
BioPNML is intended to be a standard.

With the complete annotated sequence of
a genome we can, moreover, generate
drafts of the organism’s metabolic net-
works. For the next generation of metabolic
models, which will probably be integrated
with genome databases, it should be pos-
sible to include fields containing informa-
tion on the evidence for particular values,
e.g. evidence codes in gene ontology [http://
www.geneontology.org/doc/GO.evidence.
html].

19.5.2

Metabolic Pathway Layout

Structural knowledge of a physical system
is the foundation of a simulation. Petri net
representation is a type of object-oriented
representation. It can present a structure of
metabolic pathways naturally. The metabol-
ic pathway editor tends to be based on Petri
net methodology.  In addition, Petri nets
can be executed and the dynamic behavior
observed graphically. When the model be-
comes very large, however, e.g. for a whole
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cell model, computation time and space in-
crease exponentially.

19.5.3

Dynamics Representation

Dynamics representation is critical to the
success of a simulation. To build a quantita-
tive model, kinetic properties of enzyme-
catalyzed reactions involved in pathways
should be outlined. Traditionally, ODE and
NAE models, for example Michaelis–Men-
ten kinetic models, are used to simulate
metabolic reactions. Different types of en-
zyme kinetics (Michaelis–Menten equation,
reversible mass action kinetics equation, al-
losteric inhibition equation, etc.) and initial
parameter values can, in part, be obtained
from databases and the literature. Other-
wise, a user-defined model should be built
as E-Cell and Gepasi do. Nevertheless, a Pe-
tri net-based simulation system still can
deal with bioprocesses as discrete-event or
semi-quantitative models when the re-
quired kinetic data are unavailable.

19.5.4

Hierarchical Concept

Hierarchical biochemical systems are bio-
chemical systems that consist of multiple
modules that are not connected by a com-
mon mass flux, but communicate only
through regulatory interactions. The mod-
els of a virtual cell should contain metabolic
pathways and the levels of transcription and
translation, and so on. Reactions in differ-
ent compartments require hierarchical
model representation. E-Cell models per-
form this technique very well. With mature
mathematical support, Petri nets also can
handle it and at the same time it enables
structural reduction of the Petri net, be-
cause otherwise the state space of Petri net
structure will be very large in graphs.

19.5.5

Prediction Capability

Because metabolism is far less well under-
stood than a manufactured system, biologi-
cal simulations often yield highly uncertain
results. For this reason a bifurcation analyz-
er or a fuzzy analyzer should be included in
the software, as Dbsolve does. Also, because
concentration values of metabolites within
a cell fluctuate within a normal range; pre-
arrangement of such data in the software is
necessary.

The pathway simulator is also able to pre-
dict pathways and find alternative pathways
from several known biochemical reactions.
Each reaction is thermodynamically fea-
sible, i.e. ∆G is equal to or less than zero. It
can calculate thermodynamic characteris-
tics. Otherwise, the requirements for
coupling of reactions (combined with ATP
utilization) should be checked and any two
coupled reactions must proceed via a com-
mon intermediate. The reversibility of one
reaction is determined and displayed in
case abnormal situations occur, even
though metabolite flow tends to be unidi-
rectional.

19.5.6

Parallel Treatment and Development

After many years of development, quantita-
tive modeling can now be handled by Petri
nets. They have a mature mathematical al-
gorithm and can solve NAE and ODE and
stoichiometric matrices. But biochemical
systems are also rich in time scales and
thus require sophisticated methods for the
numerical solution of the differential equa-
tions that describe them. Especially in virtu-
al cell modeling and simulation, parallel
treatment of these equations during simu-
lation is of importance, yet difficult to
achieve. When, moreover, we consider oth-
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er functions of the metabolism, for example
MCA methodology and bifurcation analy-
sis, it is necessary for the tool to be powered
by a more efficient algorithm. MatLab is
one of the most popular software systems
in applied mathematics, so integrating Mat-
Lab [http://www.mathworks.com/] in Petri
net models is probably a good solution. In
addition, MatLab can itself be applied as an
attractive Petri net tool builder. It is now
possible to analyze and visualize Petri net
models by transferring them to convenient
graphical design tools. Export to matrix rep-
resentation in MatLab is possible, and
Svádová [78] has reported an approach us-
ing the MatLab standard to build a Petri
nets toolbox that enabled Petri net model-
ing, analysis, and visualization of simula-
tion results.

19.6

Examples and Discussion

Model-driven approaches enable conceptu-
al and integrative modeling of large-scale
molecular networks. Without directly know-
ing single objects, processes, and properties,
biochemical classification, mechanisms and
resulting networks are modeled conceptual-
ly. Data integration enables the modeler to
automatically fill the conceptual model with
data loaded from molecular databases. Al-
though data integration is based on com-
mon database models only, we introduced
advanced concepts for the modeling of sys-
tems based on data integration.

At the objects level, views enable concep-
tual modeling of different types of network,
e.g. metabolic or regulatory gene networks.
Using searches based on graphs the com-

Fig. 19.10 Conceptual model and integrated pathway.
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putation of bound networks, e.g. alternative
pathways, is possible. The conceptual spec-
ification of loci enhances the model with in-
formation about the placement of each ob-
ject and process; this enables filtering of
networks by, e.g., organisms, tissues, and
pathways.

At the left of Fig. 19.10 we show an exam-
ple of a view which retrieves pathway-relat-
ed information from an integrated database.
Objects of the classes “Metabolite” and “En-
zyme” participate in reactions of the type
“Catalysis”. Pathways and organisms speci-
fy the locations of processes. By filtering the
view using the parameters pathway = “Urea
cycle*” we obtain all the processes related to
the urea cycle pathway. The network auto-
matically retrieved is shown in middle of
the figure. By selecting objects from the net-
work found we obtain additional informa-
tion merged from the data sources, which is
here the enzyme ornithine transacetylase.

Object-oriented approaches and Petri
nets are new methods in the domain of
metabolic modeling and simulation re-
search. Both concepts are suitable because
they represent the natural behavior of these
systems. A Petri net model of the urea cycle
is presented and simulated by VON++ in
this section. A rough model and its data is
obtained from the iUDB. The urea cycle hy-
brid Petri net model is shown in Fig. 19.11.
This model of the intracellular urea cycle is
made of the composition of the gene regula-
tory network and metabolic pathways. It
comprises 153 Petri net elements, 15 kinet-
ic blocks, 42 dynamic variables, and 23 reac-
tion constants.

The dynamic behavior of the model sys-
tem, such as metabolite fluxes, NH4

+ input,
and urea output are well described by con-
tinuous elements whereas control of gene
expression is outlined with discrete ele-
ments. The initial values of the variables

Fig. 19.11 A screenshot of VON++.
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were assigned and tuned so that the behav-
ior of the model system would comply max-
imally with available experimental data on
the dynamic characteristics of the system’s
behavior. The places of the main metab-
olites are directly linked to their transitions
and the reaction rates are obtained by use
differential equations. In the model, inhibi-
tor arcs are used to represent negative ef-
fects of repressors and/or inhibitors of gene
expression. On the biochemical reaction
level, negative effects of metabolites are ex-
pressed as enzyme inhibition; these include
competitive inhibition, noncompetitive in-
hibition, irreversible inhibition, and feed-
back inhibition. Sequentially, regulation of

urea cycle enzyme activity can be achieved
in two ways. First, gene expression regulat-
ed by activators and inhibitors controls en-
zyme synthesis whereas enzyme synthesis
and degradation determine the amounts of
the enzymes. Second, the activities of these
enzymes can be altered during metabolic
catalysis. The Petri nets model is executed;
the dynamic behavior is observed graphical-
ly in Fig. 19.12.

Hybrid Petri nets enable easy incorpora-
tion of qualitative insights into a pure math-
ematical model and adaptive identification
and optimization of key parameters to fit
system behavior observed in gene regulated
metabolic pathways. The advantages of ap-

Fig. 19.12 Results from simulation of
the urea cycle. Concentrations of NH4

+,
urea and other metabolites remain
constant within a certain range. The
oscillations arise from production of
enzymes encoded discretely by the
corresponding genes.
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plying hybrid Petri nets to metabolic model-
ing and simulation are:
• with discrete and continuous events, the

HPN can easily handle gene regulatory
and metabolic reactions;

• the HPN model has a user-friendly graph-
ical interface which enables easy design,
simulation and visualization; and

• powered with mathematical equations,
simulation is executed and dynamic re-
sults are visualized.

Using powerful Petri nets and computer
techniques, data for metabolic pathways,
gene regulation, and signaling pathways
can be converted for Petri net destination
application. Thus, a virtual cell Petri net
model can be implemented, enabling at-
tempts to understand cell activity
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Nathan Goodman

20.1

Introduction

Numerous definitions of systems biology
are offered in the literature and on the web.
TheFreeDictionary.com has a good general
definition: “Systems biology is an academic
field that seeks to integrate biological data
as an attempt to understand how biological
systems function. By studying the relation-
ships and interactions between various
parts of a biological system … it is hoped
that an understandable model of the whole
system can be developed.” Although this
definition could be applied to many areas of
biology, the term as commonly used is lim-
ited to work in molecular biology.

Systems biology is a young, interdiscipli-
nary field with fluid boundaries. The litera-
ture is vast, duplicative, and unwieldy. For-
tunately, excellent reviews have been pub-
lished from various points of view which
provide good introduction to the primary
literature. This chapter includes a guide to
these reviews in lieu of inline citations. Sys-
tems biology rests on analyses of large-scale
datasets – gene expression, protein–protein
interactions, gene–phenotype relationships,
and many others – individually or in combi-
nation. These datasets provide a global view

of the system under study, albeit incom-
plete and imperfect. As a first step, investi-
gators use these data to study the general
properties of the system. A more ambitious
goal is to construct mathematical models
that explain how the system works and pre-
dict its response to experimental or natural
perturbations. Several next steps are pos-
sible. Some investigators study the models
themselves, looking for general patterns
and properties that reveal biological in-
sights. Others work on better modeling
methods. Yet others proceed to test the
models’ predictions using classical labora-
tory methods. A more far-reaching strategy
is to refine and expand the models through
additional rounds of large-scale data gener-
ation and data analysis. Taken to this level,
the practice of systems biology becomes an
iterative process in which researchers ana-
lyze large-scale datasets to devise models,
analyze the models to make predictions,
and conduct further large-scale experi-
ments to test the predictions and refine the
models. Few studies have reached this level,
but this is the vision expounded by many
leaders in the field.

Because of the emphasis on large-scale
data sets and experimentation, the methods
of systems biology cannot be applied in all
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situations. A prerequisite is having an ex-
perimental system that is amenable to large-
scale experimentation. This generally
means working with a system that can be
readily perturbed in numerous ways and
interrogated using global methods. To get
started without spending a lot of time and
money, it is desirable to work with experi-
mental systems for which baseline datasets
have already been collected.

Most systems biology research to date has
studied simple model organisms. Yeast is
far and away the most widely used model.
There is also considerable work on prokar-
yotes – including E. coli and an archeon Ha-
lobacterium – and a smattering of work on
worm, fly, and sea urchin. Research on hu-
man and mammalian models is limited,
and is generally small scale, preliminary in
nature, or peripheral to studies of simpler
organisms.

Systems biology emerged from the con-
fluence of three trends. First is the contin-
ued success of molecular biology in charac-
tering the genes and proteins involved in bi-
ological processes, and the organization of
these elements into pathways of increasing
scope and complexity. Second is the grow-
ing success of mathematical modelers in
devising pathway models that can be ana-
lyzed and simulated. Third, and most press-
ing, is the explosion in methods for large-
scale data production, starting with the
ramp-up of DNA sequencing in the early
1990s and continuing with technologies for
measuring gene expression, protein–pro-
tein interactions, gene–phenotype relation-
ships, and many others. The traditional
models of molecular biology have been un-
able to cope effectively with the flood of
data. Many investigators simply cherry pick
the best bits for further study, leaving most
of the data untouched on the tree. “Best” in
this setting usually meant players – genes or
proteins – that can be readily connected to

existing pathways, or else there would be no
way to interpret the findings – to “tell a sto-
ry” as the saying goes.

Systems biology is an attempt to rescue
the data left behind by traditional methods,
to let the data tell the story with the help of
sophisticated data analysis. It is simultane-
ously an evolutionary extension of estab-
lished approaches and a radical new way of
doing biology.

20.2

Data

20.2.1

Available Data Types

Systems biology has a voracious appetite for
data and works with many kinds of data
produced in many different ways.

The foundation is data generated by
large-scale data-production methods and in-
cludes:

• genome and gene sequences;

• gene expression profiles generally from
microarrays and, to a lesser extent, SAGE;

• protein–protein interactions from yeast
two-hybrid and affinity purification meth-
ods;

• gene–phenotype relationships and
gene–gene interactions from large-scale
gene-deletion projects and, increasingly,
from RNA interference;

• protein–DNA interactions from ChIP-
chip;

• protein identification and abundance
from mass spectroscopy; and

• sub-cellular protein localization data
from systematic imaging studies.

As new data productions methods come on-
line, additional data types will come into use.
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These laboratory methods are augmented
by data produced by large-scale computa-
tional analysis. This includes:

• predictions of transcription factor bind-
ing sites;

• identification of binding domains in pro-
tein sequences;

• predictions of binding domains from em-
pirically determined or computed three
dimensional protein structures

• functional clustering of genes and pro-
teins through text mining of the litera-
ture,

and many others.
Biological interpretation of large-scale

datasets requires connection of novel data
to known biological “truth”. The connec-
tion comes from manually curated datasets
produced by experts. Examples include
gene annotation databases, lists of known
transcription factor binding sites, curated
pathways, and data from small scale pro-
tein–protein interaction experiments that
are manually extracted from the literature.
These curated datasets are occasionally
quite large and greatly expand the data
available from large-scale experiments.

20.2.2

Data Quality and Data Fusion

Many large-scale datasets suffer from high
error rates. Error rates have been studied
extensively for protein–protein interaction
data from yeast. Large-scale datasets pro-
duced by different laboratories using simi-
lar methods have been compared, as have
datasets produced by the same or different
laboratories using different methods, spe-
cifically yeast two-hybrid vs. affinity purifi-
cation. Other studies have compared large-
scale datasets with interactions reported in
the literature or with known protein com-

plexes. The conclusion is that 50% or more
of reported interactions are false, and that
many known interactions are not detected
even under conditions that favor their de-
tection. There are fewer studies of other
data types, but the general consensus is that
all high-throughput data are suspect. No
single data point can be believed.

To draw valid inferences from such error-
prone data, it is necessary to combine mul-
tiple data points, preferably from different
sources. Combining data in this way is a
central theme of systems biology.

Another line of study is to assess the con-
cordance of different data types, for exam-
ple protein–protein interaction vs. gene ex-
pression data. Of course, one would not ex-
pect perfect agreement in such instances,
because each data type measures a different
aspect of the system. But, if the concordance
were too low, it would call into question the
basic premise of combining multiple data
types to overcome the errors in each.

Some research in this area is descriptive,
and seeks to characterize data quality and
concordance, whereas other work is pre-
scriptive and aims to devise ways of improv-
ing the situation. The latter includes work
on statistical methods for assessing the
quality of individual data points, making it
possible to filter the dataset and select data
which are most reliable. It also includes
work on methods for combining multiple
data types to create a reliable merged data-
set.

Merging of multiple data types to pro-
duce a more reliable dataset is a major
theme in systems biology. Remarkably,
there is no standard term for this in the
field. Most often, it goes by the banal label
of data integration, a very generic term that
refers to any activity in which data from
multiple sources is combined. A better
term, I think, is data fusion. This is a term
borrowed from the field of remote sensing



494 20 Systems Biology

where it refers to the process of combining
multiple incomplete data streams to yield a
more comprehensive view of remote phe-
nomena.

20.3

Basic Concepts

20.3.1

Systems and Models

The term system is very general. Two stan-
dard definitions are, “an assemblage of in-
ter-related elements comprising a unified
whole” (from TheFreeDictionary.com), and
“a group of interacting, interrelated, or
interdependent elements forming a com-
plex whole” (from Dictionary.com). These
definitions are hardly limiting, because
everything in the universe, with the excep-
tion of elementary particles, is composed of
interacting or inter-related parts. This in-
cludes everything in biology. The real mean-
ing of the term comes from usage: when we
call something a system, the connotation is
that we intend to study the whole in terms
of its parts and their inter-relationships, and
the properties we intend to study arise from
non-trivial interactions among the parts.

A model is “an abstract or theoretical rep-
resentation of a phenomenon” (from TheF-
reeDictionary.com) that represents some as-
pects of reality and ignores others. A good
model represents those aspects that are sig-
nificant for the problem at hand and ig-
nores all others.

A simple model of a biological system
might represent the proteins encoded by the
genome of an organism, potential physical
interactions among those proteins deter-
mined by means of large-scale yeast two-hy-
brid experiments, and estimates of protein
abundance measured by gene expression
microarray experiments. Obviously, this

model is a gross simplification of reality.
Such simplification is the essence of model-
ing.

Systems have static properties that do not
change and dynamic properties that do. Dy-
namic properties can vary over any dimen-
sion of interest, including time, space, ex-
perimental condition, genetic background,
disease state, etc. In our simple example,
static properties include the proteins them-
selves (because we are working with a sin-
gle organism) and the protein–protein
interactions (because yeast two-hybrid ex-
periments are usually performed under ge-
neric baseline conditions). The dynamic
properties are the gene-expression levels,
assuming these experiments are conducted
over a range of time points or experimental
conditions.

20.3.2

States

The state of a system (more precisely, the
state of a system model) is the ensemble of
its dynamic properties at one point in the
multidimensional space over which these
properties vary. In the example of the pre-
ceding section, the state is simply a gene ex-
pression profile for one time point and ex-
perimental condition. The totality of all pos-
sible states for a system is called its state-
space.

Most biological systems are homeostatic,
meaning that if the system is unperturbed, it
will remain in a single state or, more typical-
ly, will travel among a set of related states.
The state or set of states is a stable region of
the state space. When the system is per-
turbed, it might deviate temporarily from the
stable region and then return, or travel to a
new stable region, or become unstable and
fluctuate between widely separated states.

An important goal in analyzing biological
systems is to understand the control mecha-
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nisms that keep the system in the appropri-
ate stable region or that guide the system
from one stable region to another.

20.3.3

Informal and Formal Models

In biology as traditionally practiced, most
models are informal and are intended to
communicate ideas among fellow scien-
tists. Ideker and Hood explain it well [1]:
“Conventionally, a biological model begins
in the mind of the individual researcher, as
a proposed mechanism to account for some
experimental observations. Often, the re-
searchers represent their ideas by sketching
a diagram using pen and paper. This dia-
gram is a tremendous aid in thinking clear-
ly about the model, in predicting possible
experimental outcomes, and in conveying
the model to others. Not surprisingly, dia-
grammatic representations form the basis
of the vast majority of models discussed in
journal articles, textbooks, and lectures.”

In systems biology, the models are for-
mal (i.e. mathematical) and can be analyzed
and simulated rigorously. It is important
that these models be intelligible to the sys-
tems biologists who work with them, but
there is no pretense that the models will
make sense to traditionally trained scien-
tists.

The construction of a formal model is a
difficult balancing act which must accom-
modate the conflicting demands of realism
and tractability. As a model represents
more aspects of the real phenomenon, it be-
comes more complex and more difficult to
study. On the other hand, if the model is
not sufficiently realistic, the conclusions
drawn from it might be biologically mean-
ingless. In words attributed to Albert Ein-
stein, “Make everything as simple as pos-
sible, but not simpler.” A further constraint
is the availability of data: there is little point

in modeling an aspect of biological reality
for which no data are available except, per-
haps, for theoretical purposes.

20.3.4

Modularity

A module is a portion of a model that is rea-
sonably self-contained. The elements with-
in a module can be highly inter-related, but
there should be relatively few connections
between elements of different modules. A
model that is modular can be decomposed
into smaller units – the modules – which
can be understood more or less indepen-
dently. Modules can be formed from static
or dynamic aspects of a model. Modules in
biological systems include structures, for
example protein complexes, organelles, and
membranes, and processes and pathways.

A modular model can be hierarchical with
low-level modules serving as building
blocks for higher-level modules. Thus, the
ribosome (a protein complex) is a compo-
nent of translation (a process), and transla-
tion is a component of numerous cellular
activities, e.g. proliferation. Hierarchical
modularity is an essential design principle
for human-engineered systems without
which large systems would be unintelligible
even to their designers.

It is self evident that biological systems
are modular and hierarchical at least in
some respects. At the bottom of the hierar-
chy are genes, proteins, and other mole-
cules. Next are direct interactions among
these elements, for example, physical pro-
tein–protein interactions or the binding of a
protein (transcription factor) to DNA for the
purpose of regulating the expression of a
gene. These direct interactions are orga-
nized into less direct, but still local, phe-
nomena such as protein complexes and
groups of co-regulated genes (sometimes
called transcription modules or regulons).
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These local interactions are organized into
higher-level modules that implement partic-
ular processes, e.g. transcription or trans-
port, and these processes are combined to
achieve cellular functions, e.g. proliferation.

There is growing evidence that hierarchi-
cal modularity is pervasive in biological sys-
tems and is a fundamental property of
evolved systems. A key goal is to discover
the hierarchical modularity that underlies
phenomena of interest. Whether or not na-
ture is hierarchical, models of large biologi-
cal systems must almost certainly be hierar-
chical. This is because models are human-
engineered and must be intelligible to the
researchers who develop them.

20.4

Static Models

Static system models address structural as-
pects of the system – the parts and how they
are related. Static models can also consider
states in isolation, for example to derive re-
lationships between gene-expression levels
for different genes at one time point and ex-
perimental condition, or to identify groups
of genes whose expression levels are co-reg-
ulated across conditions. Static models are
much simpler than dynamic ones, and
much of the work in the field to date has
focused on these.

20.4.1

Graphs

Graphs have become the mathematical for-
malism of choice for static models in sys-
tems biology (Fig. 20.1). A graph can be vis-
ualized as a diagram consisting of dots, and
lines connecting the dots. The dots are
called nodes or vertices, and lines are called
edges or arcs. Edges can be undirected (usual-
ly drawn as an arrowless line) or directed

(usually drawn as a line with an arrowhead).
Graphs in which all edges are directed are
sometimes called networks. It is possible to
attach additional information (called labels)
to the nodes and edges. The density of a
graph is the ratio of edges to nodes.

In a model of protein–protein interaction
data the nodes would represent proteins
and the edges would indicate which pro-
teins interact. In the undirected case the
two endpoints are symmetric – an edge
from protein A to protein B would indicate
that A interacts with B and that B interacts
with A. Directed edges are able to represent
asymmetric relationships, for example to
distinguish between the bait and prey pro-
teins in a yeast two-hybrid experiment.
Edge labels can be used to indicate the kind
or strength of evidence that supports the
interaction.

Graphs can naturally represent all kinds
of pairwise interaction data or relation-
ships. For example, data telling which pro-
teins regulate which genes can be repre-
sented by a graph in which each node repre-
sents both a gene and its protein product
(this is biologically sloppy, but remember it
is just a model), and a edge from node A to
node B means that protein A regulates gene
B. Gene expression data from knockout ex-
periments can be represented by a graph
whose nodes represent genes, and an edge
from gene A to gene B means that knocking
out A affects the expression of B. Genes
with correlated expression patterns can be
represented by a graph whose nodes repre-
sent genes, and whose edges indicate which
genes have highly correlated profiles.

It is possible to combine multiple graphs
to analyze multiple data types simultaneous-
ly. Merging all the graphs from the example
above yields a graph indicating which pro-
teins interact, which proteins regulate which
genes, which genes affect the expression of
other genes, and which genes have similar
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a)

b)

Fig. 20.1 Static model depicted as a graph 
(a) This graph is a model of protein–protein and
protein–DNA interactions centered on the GAL
genes in yeast. The data are from Ref. [2]. The graph
was drawn using Cytoscape [3] and is based on the
small network tutorial on the Cytoscape website
(http://www.cytoscape.org). Black edges are
protein–protein interactions, and red edges are

protein–DNA interactions. Node colors reflect gene-
expression levels under one of twenty experimental
conditions. (b) The same graph with additional
edges connecting nodes that are annotated in GO
as participating in the same biological process (at
level 6). This illustrates the ability of graphs to
represent multiple kinds of relationship and also the
difficulty of working with dense graphs.
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expression patterns. It is easy to imagine an-
alyzing the combined graph to look for pat-
terns that are biologically meaningful. Al-
though easy to imagine, it is quite challeng-
ing to do this in a mathematically rigorous
fashion. Integrated analysis of this sort is a
major research area in systems biology.

The study of graphs is a major topic in
mathematics and computer science. Mathe-
maticians have cataloged a vast number of
interesting graph properties, and computer
scientists have devised effective algorithms
for solving many graph problems. The ad-
vantages of building on top of this existing
knowledge are obvious.

Graphs also have some disadvantages.
One is that they are only good at represent-
ing pairwise relationships. Although it is
possible to represent higher-order relation-
ships, the resulting graphs are often clumsy
and difficult to manipulate. A second prob-
lems is that even with pairwise relation-
ships, graphs are only effective over a limit-
ed range of densities. If there are too many
edges or too few, the graph will not have
enough structure to be useful.

20.4.2

Analysis of Static Models

A large fraction of the field is devoted to
analysis of static models represented as
graphs. These graphs may embody just a
single data type or multiple data types that
have been fused into a single dataset.

One general thrust is to use these graphs,
perhaps in conjunction with other data, to
identify functionally related groups of
genes. This has been achieved by using
graph-clustering methods which divide the
graph into highly connected sub-graphs.
Another approach is to look for sub-graphs
that are highly correlated with gene expres-
sion changes. Having found a group of pu-
tatively related genes, the natural next step

is to assign a function to the group. This is
done by connecting the model to curated
datasets of functional annotations. It is also
possible to include functional annotations
from the beginning and use them as part of
the grouping process; if sufficient weight is
given to the annotations, the effect is to ex-
tend existing known functional groups rath-
er than finding groups de novo. A related,
less ambitious problem is to assign func-
tions to individual novel genes by connect-
ing them to known groups.

Similar methods have been used to find
groups of genes apparently regulated by the
same transcription factors; such groups
have been dubbed transcriptional modules or
regulons by some investigators. This usually
requires that the model include data on
transcription factor binding from empirical
protein–DNA binding studies (e.g. ChIP-
chip), curated datasets, or computational
prediction of transcription factor binding
sites. Some authors have proposed feeding
the results back to refine binding-site pre-
dictions.

Another surprisingly fruitful avenue has
been the study of general, mathematical
properties of these graphs. One profound
conclusion is that biological systems (or, at
least, static models of such systems) are
scale-free. This implies that most nodes have
a small number of neighbors whereas a few
nodes have a large number of neighbors.
The latter have come to be called hubs. Fur-
ther research has explored the biological
significance of hubs – relationships have
been found between hubs and protein com-
plexes, and between hubs and essential or
synthetically lethal genes. Other studies of
graph properties have found evidence of
hierarchical modularity. Another direction
examines relationships between graph
properties and evolution to determine, for
example, whether genes with many neigh-
bors evolve more slowly, or whether genes
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and their neighbors co-evolve. Some au-
thors have explored evolutionary processes
that can give rise to systems with the ob-
served properties.

20.5

Dynamic Models

Dynamic models are concerned with how
systems change over time, space, experi-
mental condition, disease state, or other di-
mension of interest. Like a static model, a
dynamic model starts by defining the parts
and how they are inter-related. It then adds
a definition of the allowable states the mod-
el can occupy (in other words, the state-
space), and a set of transition rules that pre-
scribe how the state at one point is trans-
formed into the state at another point. Deri-
vation of these rules is a difficult problem
that is central to systems biology.

Research in dynamic modeling follows a
logical progression. The first step is to de-
velop mathematical formalisms for express-
ing models. Next these formalisms are used
to create models for specific systems of
interest. Finally the models are studied (by
mathematical analysis or simulation) to
gain biological insight.

In systems biology at present these steps
tend to be tightly linked. The same research
groups often do all three activities, and fre-
quently a single paper will introduce a new
formalism, describe a new model, and re-
port some biological conclusions. There has
been little systematic or rigorous compari-
son of formalisms or models. The net effect
is that the field is littered with a large num-
ber of modeling formalisms and models,
each used by one or a few groups, with little
rationale for deciding which are best. The
situation should be rectified as the field ma-
tures, but it is hard to say how quickly this
will happen.

20.5.1

Types of Model

Dynamic models are classified into four
broad biological categories. Metabolic path-
ways produce the substances required for
cellular functioning. Signal transduction
pathways transmit and transform informa-
tion, for example, to communicate a signal
from the cell surface to the nucleus. Gene
regulatory networks control the pattern of
gene expression to keep the cell in a stable
region of the state space or guide the sys-
tem from one stable region to another. Gen-
eral regulatory networks combine all of these.

Metabolic pathways are the mainstay of
classical research on mathematical model-
ing of biological systems. In these models,
the parts are enzymes and metabolites. The
inter-relationships are enzymatic reactions
that consume input metabolites and pro-
duce output metabolites. The states are con-
centrations of metabolites. The transition
rules are rate equations or other means that
specify the effect of each reaction as a func-
tion of the concentrations of its input and
output metabolites.

In systems biology, gene regulatory net-
works are a major focus. In these models,
the parts are genes and their encoded pro-
teins which most models treat as one and
the same thing. The inter-relationships in-
dicate which proteins (transcription factors)
regulate the expression of which genes and
might include protein–protein relation-
ships that can be used to deduce connec-
tions that close the loop from genes back to
transcription factors. The states are gene-
expression levels which also serve as surro-
gates for protein abundance. The transition
rules specify how expression levels at one
point in time affect expression levels at a
later time.



500 20 Systems Biology

20.5.2

Modeling Formalisms

Dynamic modeling formalisms are diverse.
Some are mechanistic and directly encode
reactions or regulatory events, for example
“protein A binds B activating C which travels
to the nucleus and enables the expression of
gene D”. Others express functional relation-
ships and say things like “proteins A and B
are required to activate expression of gene
D”. Yet others are quantitative and describe
how the abundance of molecules at one
point in time affects the abundance at the
next point in time. Many are graph-based.
Most formalisms are designed to enable au-
tomatic inference of models from data, but
some are intended for manual use, to enable
an expert to hand-craft a model. Most are de-
signed to be studied using simulation, but
some also enable mathematical analysis.

Modeling formalisms differ in the nature
of the states that are allowed. The most gen-
eral models allow states to be continuous; in
such models, expression levels would be
represented as real numbers. The other ex-
treme is Boolean models which permit
on/off values only. In between are models
with discrete, but multi-valued, states. This
includes qualitative models in which states
are categories like high, medium, and low,
and stochastic models in which states are
integers. Stochastic models can directly rep-
resent the number of molecules available
for various reactions; this can be important
for modeling activities that involve small
numbers of molecules.

Another aspect is the nature of the transi-
tion rules. These can be deterministic and
define unequivocally how one state is trans-
formed into the next, or probabilistic and
define distributions of next states. The
mathematical framework for expressing the
transition rules can also vary. Some exam-
ples are differential equations, difference

equations, Boolean logic, general mathe-
matical or computational logic, and Baye-
sian or other probabilistic networks.

20.6

Summary

Systems biology, like most science, is driv-
en by data. The foundation is data generat-
ed by large-scale data-production methods
augmented by large computationally de-
rived datasets. Biological interpretation
comes from manually curated datasets pro-
duced by experts, some of which are quite
large and greatly expand the data available
from large-scale experiments. The field can
be expected to embrace new data sources
and data types as they become available.

Large-scale datasets are often plagued by
high error rates, and a major theme in sys-
tems biology is coping with these errors.
The usual solution is to combine multiple
data sources and data types to produce a
more reliable dataset, a process we term
data fusion.

The main activity in systems biology is
modeling of biological systems. A model is
an abstraction of reality that represents as-
pects that are significant for the problem at
hand and ignores all others. Models in biol-
ogy have traditionally been informal and
serve to communicate ideas among fellow
scientists. In systems biology, the models
are formal (i.e. mathematical) and can be
analyzed and simulated rigorously.

Static models represent the structure of a
system – the parts of the system and their
inter-relationships. Graphs have emerged as
the mathematical formalism of choice for
static models in systems biology. Graphs
can naturally represent all kinds of pairwise
relationships, and a huge body of existing
mathematical and computer science re-
search on graphs can be exploited directly.
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A major research area in systems biology
is analysis of static models represented as
graphs. One general topic is identification
of groups of functionally related genes, for
example, by means of graph clustering. An
important case is groups of genes that are
regulated by the same transcription factors.
A second theme is study of general, mathe-
matical properties of these graphs. A key
finding is that these graphs are scale-free,
implying the presence of a small number of
highly connected hubs. Research on the bi-
ological significance of hubs has found con-
nections between hubs and protein com-
plexes, and between hubs and essential or
synthetically lethal genes. Other studies of
graph properties have found evidence of
hierarchical modularity.

Dynamic models describe how the sys-
tem state changes over any dimension of
interest, including time, space, experimen-
tal condition, or disease state. The core of a
dynamic model is a set of transition rules
that prescribe how the state at one point is
transformed into the state at another point.
Dynamic modeling formalisms are diverse
and range from highly mechanistic to high-
ly abstract. They vary as to the kinds of
states that are allowed, the nature of the
transition rules, and the mathematical
framework for expressing these rules. Most
enable automatic inference of models from
data, but some are intended for manual
hand crafting of models.

Dynamic modeling of complex biological
systems is a central activity in systems biol-
ogy. Much current work is focused on gene
regulatory networks which are important
control mechanisms. A large number of
modeling formalisms and models have
been published, but there has been scant
work comparing these results in a systemat-
ic or rigorous fashion. At present, no meth-
ods have gained widespread acceptance,
and there is little evidence favoring one for-
malism or model over the others.

Systems biology is a vibrant field. Investi-
gators are aggressively pursuing many dif-
ferent problems with different approaches.
The field will probably mature over the next
few years, but for now it remains a frontier
with few rules to guide newcomers.

20.7

Guide to the Literature

Because of the interdisciplinary nature of
the field, the systems biology literature is
vast and diverse. A good way to get started
with the literature is to work from the many
excellent reviews that have been published.
Here we provide a list of recommended re-
views.

20.7.1

Highly Recommended Reviews

Comments Refs.

General perspectives. Note that reference 
[4] avoids the term systems biology, but 
covers the same ground 4–7

General technical overview. An excellent 
introduction to many topics in systems 
biology: data production methods for 
protein–protein and protein–DNA inter-
actions; computational methods for pre-
diction of protein–protein interactions; 
integration (fusion) of protein–protein 
interaction datasets; inference of 
Boolean and Bayesian networks; and 
graph properties 8

Data production. Comprehensive over-
view of the major large-scale data types 
used in systems biology 9

Data quality. Excellent discussion of 
data quality issues in large-scale data-
sets – microarray vs. SAGE; gene ex-
pression vs. protein abundance; ChIP-
chip vs. gene expression; protein–
protein interactions; gene deletions 10
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Comments Refs.

Data fusion. High level, but insightful, 
review of data fusion issues and what 
can be learned by combining data types 11

Graph properties of static models. Detailed 
introduction to analysis of graph proper-
ties of static models. Includes graph 
motifs, evidence for hierarchical modu-
larity, and evolutionary considerations 12

Interaction inference. Review of protein 
interaction domains, and their relevance 
for inferring regulatory networks 13

Dynamic modeling of gene regulatory networks

Very detailed and comprehensive review 
of dynamic modeling formalisms 14

Comprehensive review of modeling 
methods for gene regulatory networks. 
Includes a classification of methods 15

Focus on Boolean networks, clustering 
of gene-expression data, and inference 
of models from gene expression data. 
Other modeling formalisms are also 
covered 16

Detailed description of the model and 
modeling method developed by the 
authors to study regulation of the sea 
urchin endo16 gene. 17

Mammalian example. Three models 
drawn from the study of immune 
receptor signaling. Focus on the biology 
and biological insights from the models 18

20.7.2

Recommended Detailed Reviews

Comments Refs.

Broad perspective of many issues in sys-
tems biology with a philosophical bent 19

General discussion of protein–protein 
interactions focused on data-production 
methods and data quality. Some discus-
sion of gene expression, gene-deletion 
studies, and data analysis 20

Comments Refs.

Overview of protein–protein interactions. 
Covers the basic biology, data-production 
methods, data-quality issues, and data 
analysis 21

Data production methods for protein–
protein interactions with some discus-
sion of computational methods for 
predicting interactions 22

Modeling methods for static and 
dynamic models. Includes a discussion 
of graph properties. Some description 
of data integration, but not data fusion 23

Introduction to gene (transcriptional) 
regulatory networks. Combines discus-
sion of modeling methods and evolutio-
nary considerations 24

Formalisms for continuous models. 
Proposes evaluation criteria for com-
paring formalisms and evaluates five 
methods using simulated data 25

Detailed explanation of the authors’ 
approach to inference of gene regulatory 
networks from microarray data 26

Case study of modeling a gene regulatory 
network for specification of endomeso-
derm in sea urchin 27

Methods for predicting gene function 
from sequence 28

Experimental design considerations for 
inference of gene regulatory networks 29

Discussion of graph properties and 
possible biological significance of these 
properties. 30

Interactions among signaling domains 
in yeast 31

20.7.3

Recommended High-level Reviews

Comments Refs.

Perspectives 32
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Comments Refs.

Perspectives with some detailed 
examples 1, 33

Modeling goals and issues. Compares 
high level functional models with low 
level mechanistic models 34

Overview of protein–protein interactions 
touching on data production, data 
quality, and data analysis. Discusses 
computational methods for predicting 
interactions, and for extrapolating inter-
actions from one species to another 35

Very high-level overview of protein–
protein interactions 36

Analysis of protein–protein interaction
data, including computational predic-
tion of interactions. Contains a list of 
protein–protein interaction databases 37

Computational methods for predicting 
interactions 38

Data fusion 39, 40

Modeling methods for gene regulatory 
networks 41

Comments Refs.

Modeling methods for gene regulatory 
networks. Use of ChIP-chip data and 
computational prediction of transcrip-
tion factor binding sites 42

Modeling methods for gene regulatory 
networks. Inference of models from 
time series microarray data. Inference 
of gene function from models 43

Computational methods for predicting 
transcription factor binding sites. Also 
discusses ChIP-chip 44

Review of ChIP-chip data production 
method with some examples of how 
data can be used 45

Many topics pertaining to gene regu-
latory networks. Focus on empirical and 
computational approaches to transcrip-
tion factor binding sites and integration 
with protein–protein interaction data 46

Review of graph properties and dynamic 
modeling 47
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21.1

Introduction

Genetic research is increasingly used to
cover a wide range of research activity. This
activity extends from classical research into
diseases following Mendelian patterns of
inheritance, to the search for genetic risk
factors in common diseases, to the more re-
cent interest in pharmacogenomics and, fi-
nally, to the actual need for studies of nor-
mal genetic variation across entire popula-
tions. This all-encompassing nature of the
term genetic research would not be so prob-
lematic were it not for the fact that corre-
sponding distinctions (if necessary) cannot
be found in ethical norms applied to evalu-
ate such research. To address this issue we
need to understand the ethical concerns
raised by the different types of genetic re-
search. Beginning with a overview of the
types of genetic research (Sect. 21.2), we
then proceed to an introduction to the eth-
ics norms of research in general (Sect.
21.3), before analyzing their further elab-
oration in genetic research (Sect. 21.4). Par-
ticular attention will then be paid to the
problems raised by DNA banking (Sect.
21.5), with the conclusion focusing on the
issue of ownership of the samples in an in-

creasingly commercial environment (Sect.
21.6). Finally, the term “human genetic re-
search databases” will be used to cover all
systematic collections of stored tissue sam-
ples used in genetic research whether ob-
tained during medical care or specifically
for research.

21.2

Types of Genetic Research

The Human Genome Project, which identi-
fied 3 billion DNA base pairs, offered scien-
tists an invaluable source of genetic infor-
mation – the nearly complete sequence
map of the human genome. Further pro-
jects such as the SNP consortium, aiming
to identify single-nucleotide polymor-
phisms and the International HapMap con-
sortium, which seeks to draw a haplotype
map of the human genome (ancestral
blocks of SNPs), are furthering researchers’
understanding of genetics and genomics.
The parallel development of biotechnology
and bio-informatics has enabled access to
advanced tools for data storage and analy-
sis. As a result, the focus of medicine and
genetic research has shifted from diagnosis
(symptomatic medicine with the study of
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single-gene disorders and their manifesta-
tion), to prevention and individualized med-
icine (asymptomatic medicine and pharma-
cogenomics). This change of emphasis has
been accompanied by increased reliance on
human genetic research databases, diverse
not only in their nature but also in their
scale and duration (e.g. Refs. [1, 2]).

Incredible progress has been achieved in
our ability to discover and develop diagnos-
tic tests for hereditary, single-gene disor-
ders, and the possibility of predicting mor-
bidity and mortality. The same progress has
not been made in the treatment of these
conditions. These conditions are, however,
prime candidates for gene therapy research.
Often inherited not only through families
but also through racial and ethnic lines,
these latter features, and the quasi-certainty
of expression have led to the development of
ethical guidelines and legislation sensitive
to both potential discrimination and to the
possibility of stigmatization by association
Ref. [3] (Sect. 21.4).

Understanding the role of genetic factors
in common conditions such as hyperten-
sion, cancer, and diabetes is more complex.
Other than perhaps rare forms of these con-
ditions that follow familial patterns, their
expression is often determined by the inter-
play of environmental, socio-economic, cul-
tural, and other influences. This poses
interdisciplinary challenges to reviews of
ethics, to say nothing of determining the ap-
propriateness of legislation in this area.

Pharmacogenomics is seeking to under-
stand the role of genetic variation (polymor-
phisms) in individual response (e.g., toxic-
ity, efficacy, dosage, etc.) and requires the
expansion of epidemiology studies to entire
populations (whether ill, at-risk, or not) to
enable understanding of genetic diversity
(e.g. Ref. [4]).

Population genetics research holds much
promise. It poses new ethical challenges

and requires frameworks adapted to its
unique scale and purpose. Interestingly,
most population studies of genetic variation
do not require identifying medical informa-
tion but rather seek to use coded, double-
coded, or anonymized DNA samples and
associated data (Sect. 21.5).

Across this spectrum then, from certain-
ty, to probabilistic percentages in common
diseases, to individual susceptibility, to the
coded or anonymized sample, the possibil-
ity of applying uniform ethical criteria is
unlikely. The same difficulties might not be
present, however, in the application of the
larger ethical framework governing bio-
medical research generally.

21.3

Research Ethics

The last few years have seen the adoption of
numerous international, regional, national,
and professional codes which govern, make
recommendations, or draw guidelines for bi-
omedical research generally, or for more spe-
cific areas such as health or genetic research
and genomic databases. Reports by national
ethics committees questioning the need to
establish, regulate and govern national popu-
lation human genetic research databases
have also been published – see, e.g., Refs.
[5–8] (International), Ref. [9] (Regional), and
Refs. [10–12] (National). This proliferation
and specialization of laws and policies have
posed international, regional and national
challenges to possible harmonization.

While internationally, some consensus
has been achieved on the broad general eth-
ical principles pertaining to biomedical and
genetic research, the multiplicity of stan-
dards and rules and the variability of the vo-
cabulary used to describe the same reality is
detrimental to research workers. This is
even more worrisome in an era of height-
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ened data and knowledge sharing and in
which there is a desperate need for in-
creased international collaboration. Har-
monization is a priority for the internation-
al circulation of data (access and transfer)
and cooperation between countries, re-
searchers and/or clinicians, as well as inter-
national organizations. The Council for
International Organizations of Medical Sci-
ences states that “the challenge to interna-
tional research ethics is to apply universal
ethical principles to biomedical research in
a multicultural world with a multiplicity of
health-care systems and considerable varia-
tion in standards of heath care” (Ref. [5], In-
troduction). Likewise, the Secretary-Gener-
al of the United Nations Economic and So-
cial Council affirms that:

“… despite the existence of numerous declar-
ations, guiding principles and codes dealing
with the issue of genetic data, the changing
conditions of genetic research call for the es-
tablishment of an international instrument
that would enable States to agree on ethical
principles, which they would then have to
transpose into their legislation (Ref. [13],
para. 44, p. 11).”

Nationally, countries are submerged in a
myriad of rules with various systems and
approaches existing in parallel. This creates
confusion, overlap, conflicts, or even areas
lacking regulation. There is no comprehen-
sive or coherent legal and/or ethical frame-
work regulating tissue or genetic research
(e.g. Refs. [2, 14]). For instance, in France
the National Consultative Ethics Commit-
tee for Health and Life Science notes that:

“… neither the collection of elements, tissues,
cells, etc. of human origin, nor the study of
the genetic characteristics of an individual,
nor the establishment of computerized files,
nor the processing of the resulting informa-
tion, are unregulated activities, on the con-
trary, several systems co-exist so that the prob-
lems are approached from different angles
which ignore each other (Ref. [1] (France)).”

The US National Bioethics Advisory Com-
mission has also emphasized this state of
disorganization [15]. Indeed, in the US, fed-
eral regulations (privacy legislation, regula-
tion by the Food and Drug Administration,
Common Law rules), and state laws all find
application (e.g. Ref. [14]). Harmonization
on both the national and international are-
na is thus considered a fundamental issue
for national ethics committees (see, e.g.,
The 3rd Global summit of National Bioeth-
ics Commissions, Imperial College, London,
UK, Sept. 20–21, 2000; Ref. [1] (France)).
They are, furthermore, calling for the im-
plementation of a “new regulatory frame-
work” addressing more specifically the is-
sue of tissue banking or population genetic
research databases – see, e.g., Refs. [11] (Is-
rael) and [16] (Singapore).

Globalization, the explosion of new tech-
nologies, the North–South divide, sensitiv-
ity to differing cultural and religious world-
views and to the lessons learned from the
biodiversity debate make such harmoniza-
tion difficult but not impossible. The real
test might well be that of ensuring that not
only the public sector but also the private
sector (which is the largest source of fund-
ing), abide by a future international ap-
proach. The other challenge relates to an
endemic problem, that of proper on-going
oversight.

It is interesting to note that there is a
growing recognition of the need to involve
the public and professionals in the drafting
of harmonized ethical frameworks for re-
search and banking, the latter having
shown their concern and interest with the
adoption of policies (e.g. Ref. [14]). For ex-
ample, the Singapore Bioethics Advisory
Committee recommends that:

“ … given the background of a rapidly shift-
ing and evolving body of ethics, legal rules
and opinion governing human tissue re-
search and banking in the leading scientific
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jurisdictions, we recommend that a continu-
ing professional and public dialog be initiated
towards: setting the principles which should
guide the conduct of tissue banking against
the background of evolving consensus on
these principles in the leading scientific juris-
dictions … This dialog should be undertaken
with a view towards ensuring the harmoniza-
tion of our laws with accepted international
best practice and consensus on relevant legal
doctrines and principles such as being devel-
oped in the leading jurisdiction around the
world.” (Ref. [16], rec. 13.6 and 13.7; see, also,
Ref. [17], art. 28, Ref. [18], rec. 9, Ref. [19],
sect. 3.5, and Ref. [10], rec. 1).”

Following the adoption of the Nuremberg
Code (1946–1949) [20], of the Helsinki Dec-
laration [21], and more recently of the
CIOMS guidelines [5], the main tenets of re-
search ethics are both integrated into the bio-
medical world and yet evolving. The most
common elements include respect for priva-
cy and autonomy through the process of in-
formed consent and choice, the right to with-
draw, and the protection of the vulnerable.

The last decade has seen the emergence
of new issues and additional elements such
as: community consent, right not to know,
commercialization, statutory regulation of
clinical trials, benefit-sharing, inclusive-
ness, equitable access to research trials and
benefits, and free flow of information.
There is also a much greater specificity in
that particular areas or groups of persons
are singled out, for example those suffering
from mental disorders, HIV/AIDS, fetuses,
deceased individuals, persons deprived of
liberty, and the disabled. Moreover, as al-
ready mentioned, frameworks are being de-
veloped for particular areas such as organ
transplantation, reproductive technologies,
stem cells, tissue banking, genetic or ge-
nomic databases, etc. (e.g. Refs. [14, 22]).

The adoption of the European Conven-
tion on Biomedicine and Human Rights

[17] illustrates the difficulty of finding com-
mon principles and positions when tech-
nologies are already well-entrenched and
different countries have adopted legislation.
For example, no agreement could initially
be reached in the Convention on embryo re-
search, an area where guidance is required
now stem cell and therapeutic cloning tech-
niques are promising new breakthroughs.
Only in 2001 was the Additional Protocol on
the Prohibition of Cloning Human Beings
[23] finally added to the Convention. On
September 7, 2000, the European Parlia-
ment narrowly passed a resolution (237 vs.
230 votes with 43 abstentions) condemning
the deliberate creation of embryos for thera-
peutic cloning [24]. The same difficulty
finding consensus will no doubt hold true
in the actual elaboration of specific proto-
cols pursuant to the Convention or Europe-
an resolution on, for example, stem-cell re-
search, or the attempt to adopt a council de-
cision amending decision 2002/834/EC on
the specific program for research, techno-
logical, development and demonstration:
“Integrating and strengthening the Europe-
an research area” [25].

The Convention [17] is, however, notable
in its broadening of the inclusion criteria
governing incompetent adults and children.
Rather than excluding them from biomedi-
cal research in the absence of direct benefit,
the Convention would permit inclusion
with the consent of the legal representative
even if the benefits were only indirect, that
is, for persons of the same age and condi-
tion (art.17). The same principle was up-
held by the Council for International Or-
ganizations of Medical Sciences provided
the research is of minimal risk and is scien-
tifically and ethically justified; such justifi-
cation must be overriding when the re-
search presents a risk that is more than
minimal (Ref. [5], guideline 9). This was
further upheld by the World Health Organ-
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ization when addressing the inclusion of
vulnerable individuals in genetic databases
(Ref. [19], para. 4.3). In short, the evolution
of biomedical ethics in human research in
general has received wider acceptance. Is
the same true for the field of bioethics and
genetics [22]?

21.4

“Genethics”

At the international level, UNESCO adopt-
ed the Universal Declaration on the Hu-
man Genome and Human Rights in 1997
[26]. The Declaration is prospective in na-
ture. It embraces the concepts of human
dignity and the diversity of the genome as
the common heritage of humanity, of non-
commodification, of the need for interna-
tional solidarity, and of concern over tech-
nologies such as germ-line interventions
that could affect future generations (art.
24). It specifically prohibits human repro-
ductive cloning (art. 11).

The proliferation of genetic/genomic
databases over the last decade, and the de-
velopment of genetic research using such
resources have prompted international or-
ganizations to implement a set of guiding
principles with regard to the collection, pro-
cessing, use, and storage of genetic infor-
mation [7], and/or the management of ge-
netic [19] or genomic databases [8]. These
texts reaffirm the principles embodied in
the Universal Declaration on the Human
Genome and Human Rights. They assert
the communal value of genetic data or data-
bases and insist on the fundamental nature
of the principles of human dignity, solidar-
ity, equality, justice and on the need for re-
search to be carried out transparently and
responsibly. UNESCO’s International Dec-
laration on Human Genetic Data aims to
“… ensure the respect of human dignity and

protection of human rights and fundamen-
tal freedoms in the collection, processing,
use and storage of human genetic data, hu-
man proteomic data and of the biological
samples from which they are derived …”
(art. 1a).

The WHO embraces “… the pursuit of
human well-being, the quality of human
dignity, including fundamental human
rights and the principle of nondiscrimina-
tion, the principle of respect for persons, in-
cluding the imperatives of beneficence and
nonmaleficence and the principle of respect
for individual autonomy …” (Sect. 2.2) as
primary guiding values; it also specifies that
“… accepted principles regarding personal
information and human rights apply also to
genetic information.” It acknowledges,
however, the western philosophical under-
tone of the report and the principles en-
dorsed, and recommends the examination
of other perspectives.

Both these documents, while warning
against the risk of discrimination and stig-
matization, insist on the need to avoid ge-
netic determinism or exceptionalism which
could ensue from the current scientific and
public focus on genetics and genomics (re-
ducing individuals to their genetic charac-
teristics and distinguishing genetic infor-
mation from other health information even
when not justified, thus creating “genetic”
specificity) (Ref. [7], arts. 3 and 7(a) and Ref.
[19], Preface; see also Ref. [4], art. 33). Final-
ly, the Human Genome Organization, pro-
moting the free flow of data and fair and
equal sharing of research benefits, holds
human genomic databases to be global pub-
lic goods, i.e. goods “… whose scope extends
worldwide, are enjoyable by all with no
groups excluded, and, when consumed by
one individual are not depleted for others
…” [8]. These international instruments
then, come at the beginning of a technology
and hopefully will serve to guide national
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approaches, thus ensuring a minimum of
harmonization.

Also anticipatory in nature and 10 years
in the making, the 1998 European Directive
on the Legal Protection of Biotechnological
Inventions [27], not only a clarifies (if not
ratifies) existing trends but also innovates.
The Directive reaffirms the nonpatentability
of human genes in their natural state and,
under the umbrella of public policy (an eth-
ical filter also found in the European Patent
Convention), prohibits techniques such as
human cloning and germ-line intervention
(art. 5(2)). The preamble (“recital”), while
not having legal force, requires that a patent
application for an invention using human
biological material must be “… from a per-
son who has had the opportunity of express-
ing free and informed consent thereto, in
accordance with national law …” (para. 26).
This means that, at a minimum, partici-
pants in genetic research and banking must
be notified of the possibility of eventual
commercialization. In the absence of the
Directive’s implementation into “national
law”, however, its impact will be weakened.
(see, also, Ref. [18]).

It is interesting to note that both interna-
tional and regional instruments are
strengthening barriers to access by third
parties (e.g. insurers, employers, education-
al institutions). This is achieved either im-
plicitly by limiting the purposes for which
genetic information and/or tests can be
used or with the adoption of express provi-
sions circumscribing access to information
(biological material, data derived, and re-
sults). Notable in this regard is the Europe-
an Convention on Human Rights and Bio-
medicine [17] mentioned earlier, which, in
confining genetic testing to health purposes
(art. 12), effectively limits requests for test-
ing by insurers and employers (see also,
Data Protection Working Party, Ref. [28].
p.7, which would enable genetic tests to be

used by insurers and employers only in the
most exceptional situations). International-
ly, the collection, processing, use and stor-
age of human genetic and proteomic data
can only be undertaken for purposes of di-
agnosis and health care, research (medical
and scientific), forensic medicine, and in-
vestigations subject to certain exceptions,
and “… any other purpose consistent with
the Universal Declaration on the Human
Genome and Human Rights and the inter-
national law of human rights …” (Ref. [7],
arts. 1 and 5). Furthermore, access by third
parties to identifiable genetic, proteomic in-
formation and samples is proscribed except
when consent of the individual has been se-
cured or where provided for by national
laws within the limits of important public
interests (art. 14b). Similarly the World
Health Organization recommends that par-
ties “… concerned with their own financial
gain …” not be allowed access to genetic
data or databases (Ref. [19] Sect. 6.1).

A significant development is the creation
of a right not to know alongside the more
traditional right to know one’s own genetic
information. Adopted by the Convention on
Human Rights and Biomedicine under arti-
cle 10(2), it has been ascertained in later
international and regional documents (see,
e.g., internationally, Ref. [7] art. 10 and Ref.
[19] rec. 16; and, regionally, Ref. [9] art.
18(iii) and Ref. [28] arts. 12(3) and 12(4)).
This right to decide whether or not to be in-
formed is not absolute. It is subject to the
data being identifiable, to the limitations
laid down by law in the interests of public
health, and to the results being individual
and not just general (on return of results
see, e.g., Ref. [4] art. 34, Ref. [19] rec. 8
(Quebec), and Ref. [10] rec. 6) The right not
to know, an expression of the individual
right to autonomy, remains uncertain in
scope because it implies the providing of
information in order for consent to be in-
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formed as well as limits in such informa-
tion not to impact on the decision of the in-
dividual not to be informed.

As emphasized by the World Health Or-
ganization “… in circumstances where
there is no evidence of what an individual
would want to know, it is not possible to
seek to advance their autonomy by asking
them if they would wish to know, for to do
so is to indicate that there is, indeed, some-
thing to know, and thereby any possible
harm will have been caused.” It thus pro-
poses a list of factors to be taken into ac-
count and weighed before an individual is
approached, one of which is the vague” …
question of how the individual might be af-
fected if subjected to unwarranted informa-
tion, and whether the individual has ex-
pressed any views on receiving information
of this kind” (Ref. [19], rec. 16).

The right not to be informed becomes
more controversial when applicable to ge-
netic relatives, as established by UNESCO’s
Declaration on Genetic Data (art. 10), as
they have not voluntarily and in an in-
formed way decided to be subjected to test-
ing or to participate in research. The man-
ner in which this right will be implemented
bears examination.

Correlative to the recognition of a right
not to know is the development of a new ex-
ception for professional disclosure to at-risk
family members of serious preventable or
treatable conditions where the patient re-
fuses to do so. This emerging duty to warn,
subject, in critical situations, to ethical ap-
proval, has been adopted by many interna-
tional instruments. This is the position of
the 1998 Proposed International Guide-
lines of WHO [29], of the 1998 HUGO
Statement on DNA Sampling: Control and
Access [30] of the ESHG [31], of the 2003
UNESCO Declaration on Genetic Data [7],
and of the 2003 WHO Genetic Databases
report and recommendations [19]. Thus,

this ethical duty is not only an option for cli-
nicians but is also applicable in the research
or banking context, and thus creates an on-
going ethical obligation for the research-
er/banker as new tests become available.
The existence of an ethical duty to warn is,
however, sometimes opposed nationally by
proponents of a strict notion of confiden-
tiality in the patient/subject–clinician/re-
searcher relationship (see infra. 5.3 (Fran-
ce) [1]).

Finally, another change in international
“genethics” is the attempt to move away
from traditional, categorical, wholesale pro-
hibitions in the area of cloning and germ-
line therapy. Although the International Bi-
oethics Committee of UNESCO in its pe-
nultimate draft had agreed to keep the Uni-
versal Declaration on the Human Genome
and Human Rights [17] free from mention
of any specific technology, the aim being to
guarantee its viability over time and its uni-
versality and to strengthen the impact of
concepts such as human diversity and dig-
nity, prohibitions were added by representa-
tives of governments as a condition of ap-
proval. Indeed, governmental representa-
tives who were convened to approve the
Committee’s final draft sought (political?)
refuge in inserting “technique-specific”
prohibitions in the Declaration with regard
to human cloning and germ-line therapy as
mentioned earlier. Currently, an interna-
tional declaration on human cloning is be-
ing discussed at the United Nations. The
main point of contention is its scope, that
is, whether it is to be limited to reproductive
cloning or include therapeutic cloning. It
bears noting that the WHO in both its 1998
Proposed International Guidelines [29], its
1999 Draft Guidelines on Bioethics [32],
and its resolution on Ethical, Scientific and
Social Implications of Cloning in Human
Health [33] distinguishes between the dif-
ferent types of cloning. Both WHO and
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HUGO [30] prohibit human reproductive
cloning but encourage relevant research in
the field of therapeutic cloning and stem-
cell research. This is instructive in the bank-
ing context where, as we shall see, formerly,
wholesale proclamations about DNA as
“person” or as “property” have ultimately
proved secondary to the need to ensure per-
sonal control, irrespective of the legal qual-
ification and without impact as regards
commercialization.

21.5

DNA Banking

The last fifteen years have seen tremendous
upheaval and uncertainty in the world of
DNA banking and research. Indeed, 1995
saw the hitherto unfettered access by re-
searchers to archived samples come to a
halt with the report of an NIH study group
on informed consent for genetic research
on stored tissue samples suggesting that
proof of consent to research was required
even for samples already stored during rou-
tine medical care [34]. Although, in general,
the ethical and legal norms governing bank-
ing had been moving toward a more in-
formed choice approach with options in the
case of samples provided in the research
context per se, the implementation of this
approach would effectively have halted the
largest “source” of DNA samples for genetic
research to say nothing of epidemiological
or public health research (even if the latter
wished to use only anonymized samples)
(e.g. Refs. [35, 36]). This conservative posi-
tion was followed by a myriad of contradic-
tory positions around the world.

Five years later, in May 2000, the UK’s
Royal College of Physicians Committee on
Ethical Issues in Medicine published its rec-
ommendations on Research based on Ar-
chived Information and Samples [37] and

the circle seemed closed. Indeed, the Com-
mittee did not consider unethical the secon-
dary “unconsented-to” use for research of
biological samples obtained during clinical
care (e.g. “left-over”), post-mortem exam-
ination, or research, provided certain condi-
tions were met and anonymization oc-
curred at the earliest stage possible; the
minimum level of anonymization being
that which precludes identification of the
individual from the research [37]. This re-
port, even though to be welcomed for adopt-
ing a more liberal approach to research,
could, however, be regarded today as inade-
quate when applied to human genetic re-
search databases or “biobanks”, because an-
onymization might not always be welcome.
Biobanks differ from traditional hypothesis-
driven genetic research using stored sam-
ples and data, notably, in their fundamental
nature, that of “resources” for researchers.
As a consequence, it is impossible to en-
compass all possible uses when they are es-
tablished, because they aim to store sam-
ples and data indefinitely.

In 2004, the German National Ethics
Council published its opinion on “Biobanks
on Research” [38], closing the discussion on
the ethical principles that should govern the
establishment of biobanks that started with
the adoption of a joint statement by the
French and German National Ethics Com-
mittees in 2003 [12]. In that statement, both
Committees concluded that “… despite
some differences, there is a need in both
France and Germany, to elaborate a new
regulatory framework covering collection,
conservation, processing, and utilization of
the elements and data assembled in bio-
banks, and the development of research
protection of individuals … “

Balancing patients rights, through re-
spect for the most fundamental ethical prin-
ciples, and freedom of research, through
the adoption of a practical and sensible ap-
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proach, the opinion of the German Nation-
al Ethics Council goes further than existing
norms pertaining to biobanking. Recogniz-
ing the need for archived samples (obtained
for diagnosis and treatment) to remain
available for further use while respecting
consent requirements, they hold that a
“form-based” broad consent should be ob-
tained at the time of collection (regulatory
proposal 2). They further conclude that con-
sent requirements can be waived when
samples and data are anonymized, or even
coded (“pseudonymized”) provided re-
searchers do not have access to the code,
the data protection officer being respon-
sible for ensuring respect for privacy re-
quirements (regulatory proposal 3). Accord-
ing to German data-protection legislation,
even where no “precautionary consent” was
secured, consent can be waived for research
on data and samples in a personalized form
when donors’ interests are outweighed by
the scientific importance of the research
and the research cannot proceed otherwise
or can proceed only at too high a cost, and
disproportionate efforts. However, the con-
sent of the individual should be obtained if
possible (regulatory proposal 4). Finally, for
biobanks created for research purposes,
consent can be general as to the type of re-
search and length of storage, the informa-
tion provided to the donors being limited to
“… personal risks to the donor arising di-
rectly in connection with the use of samples
and data in biobanks …” and not extending
to more general risks such as those of dis-
crimination or stigmatization (regulatory
proposals 5, 6, 9, and 12). All research pro-
jects intending to use a biobank ought,
however, to receive prior ethical approval
(regulatory proposal 17).

Where does this position stand relative to
international norms or that of other coun-
tries? To answer that question we will ex-
amine the varying responses in the period

1995–2004 with respect to samples already
archived which were obtained during medi-
cal care, and then samples obtained for re-
search but where other research is now pro-
posed.

It should be mentioned at the outset that
perhaps more confusing than the plethora
of contradictory positions is that of the ter-
minology used. Only terms such as “identi-
fied”, “nominative”, or “personally identi-
fied” are understandable by all. In contrast,
“identifiable”, “traceable”, or “pseudonym-
ized”, “proportional”, or “reasonable” ano-
nymity are used interchangeably with the
terms “coded” or “double-coded”, and the
term “anonymous” (i.e. never had any iden-
tifiers, such as specimens found on archeo-
logical sites) is often confused with “ano-
nymized.”

For the purpose of clarity, we use the
term “anonymized” (e.g., originally identi-
fied or coded/identifiable/traceable/pseu-
donymized to include clinical or demo-
graphic data but now stripped except for
clinical or demographic data) and the term
“coded” or “double-coded” (e.g., identifiable
only by breaking the unique code or the two
unique codes given the sample). We will ex-
amine international (Sect. 21.5.1) and re-
gional (Sect. 21.5.2) positions on “medical
care” samples and then on research sam-
ples before turning to the positions of par-
ticular countries (Sect. 21.5.3).

21.5.1

International

Prior to the beginning of this century, with
the notable exception of the Human Ge-
nome Organization’s 1998 Statement on
DNA Sampling: Control and Access [30],
international statements and guidelines on
the ethics of genetic research failed to ad-
dress the specific issue of archived samples
originating from medical care, the context
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of medical care being largely left to individ-
ual countries. This was regrettable for many
reasons, the major one being the extreme
difficulty, if not impossibility, of fulfilling
the ethical obligation of international collab-
oration due to the lack of international guid-
ance and harmonization. Acknowledging
the value of such archived material and in-
formation, the impracticability in many cas-
es of obtaining renewed consent, and the
harm that could be caused to individuals
who could be “… faced with an unwarranted
approach with information that they might
not wish to know …” (Ref. [19], sect. 4.4),
international instruments are beginning to
include limited exceptions to the traditional
need for renewed informed consent. At a
minimum, ethical committees can dispense
researchers with consent requirements for
studies on anonymized samples and data.

While in its 1998 Proposed International
Guidelines the World Health Organization
did not take a position on left-over or “aban-
doned” samples except to say that “… speci-
mens that could be useful to families in the
future should be saved and should be avail-
able …” (Ref. [29], Tab. 10, guideline 10), it
specifically addressed the issue of archived
material in its 2003 report on genetic data-
bases. The latter enables the use of such
material (e.g. “… pre-existing health records,
specific health disorder databases or physi-
cal samples that have been retained …”),
when anonymized and provided no future
identification is possible of the “sample’s
source” notably through research results
(Ref. [19], rec. 10).

HUGO [30], CIOMS [5], and UNESCO [7]
have adopted an even less restrictive ap-
proach, enabling stored samples and data to
be used not only in an anonymized but also
in a coded form, provided certain conditions
are met. For example, the Human Genome
Organization Ethics Committee held in
1998 that:

“Routine samples, obtained during medical
care and stored may be used for research if:
there is a general notification of such a poli-
cy, the patient has not objected, and the sam-
ples obtained during medical care and stored
before notification of such a policy may be
used for research if the sample has been ano-
nymized prior to use (Ref. [30], rec. 2).”

In the same way, the Council for Interna-
tional Organizations of Medical Sciences,
in its 2002 ethical guidelines for biomedical
research, states that consent requirements
can be waived if individuals are notified and
their confidentiality or anonymity is pro-
tected. However, it holds that “… waiver of
informed consent is to be regarded as un-
common and exceptional, and must in all
cases be approved by an ethical review com-
mittee …” (Ref. [5], guideline 4). It further
decides that such a committee can waive
some or all the requirements of informed
consent only for studies that pose minimal
risks, are expected to yield significant bene-
fits, and could not realistically or reasonably
take place were consent requirements to be
imposed (impracticability). The guidelines
consider that prior opting out must be re-
spected, except in situations of public emer-
gencies, and that reluctance or refusal to
participate is not sufficient to establish im-
practicability (Commentary under guide-
line 4).

Finally, UNESCO’s 2003 International
Declaration on Human Genetic Data leaves
to national legislation the task of imple-
menting the specific conditions pertaining
to the secondary use of samples and data
collected in the course of medical care (Ref.
[7], art.16). Nevertheless, it holds that re-
search can be undertaken without consent
if the information is anonymized (“… irre-
trievably unlinked to an identifiable individ-
ual …”) or when consent cannot be ob-
tained, provided proper ethical oversight oc-
curs (art. 16b). Waiver of informed consent
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might also be warranted when an impor-
tant public interest is at stake, assuming
fundamental human rights are respected
(art. 16a).

With regard to samples and data collected
for a specific research project that are to be
used subsequently for other research pur-
poses, similar waivers are contemplated
(e.g. Ref. [30] rec. 3, and Ref. [7] art. 16). The
Council for International Organizations of
Medical Sciences specifies that subsequent
research be circumscribed by the original
consent, and that any conditions specified
in that initial assent apply equally to secon-
dary uses (Ref. [5] Commentary on guide-
line 4). It affirms the critical need for antic-
ipation of future uses when samples and
data are first collected. Thus, investigators
should, during the original consent pro-
cess, inform potential participants about
any foreseen secondary uses, privacy pro-
tection, or destruction procedures that will
be implemented, and of their rights to re-
quest destruction of any material or infor-
mation they deem sensitive, or to opt out
(Commentary on guideline 4; see also, e.g.,
for genetic databases, Ref. [19] rec. 6). As
for biological samples and data collected as
part of clinical care, however, elements of
informed consent can be waived by an ethi-
cal review committee in exceptional circum-
stances (Guideline 4 and its attached com-
mentaries). UNESCO’s 2003 Declaration on
Human Genetic Data holds that, health
emergencies excepted, secondary uses in-
compatible with the conditions set out in
the initial consent form cannot proceed
without a renewed consent (Ref. [7] art. 16).

Turning to consent procedures pertain-
ing to the collection of new research sam-
ples, it is worth outlining the emergence of
the notion of well-informed generalized or
broad consent to future research, particu-
larly adapted to large-scale longitudinal ge-
netic studies on variation using human ge-

netic research databases. Broad consent,
sometimes called “authorization”, has not,
however, become the principle, but rather
an acceptable exception for certain types of
research, if it is justified both scientifically
and ethically and certain criteria are met.

As early as 1998, and in stark opposition
to the more conservative positions of the
time, the World Health Organization’s Pro-
posed International Guidelines (Ref. [29]
Tab. 10, guideline 10) maintained that “… a
blanket informed consent that would allow
use of a sample in future projects is the
most efficient approach …” (Tab.10). This
was somewhat tempered by the assertion
that “… genetic samples from individuals
must be handled with respect, should be
taken only after the consent is obtained,
and, should be used only as stated in the
document …” (p. 4). In its 2003 report on
genetic databases [19], the World Health
Organization reaffirms the possibility for a
limited “… blanket consent for future re-
search …” when data and samples are ano-
nymized. Referring to large-scale popula-
tion human genetic databases, it insists on
the need for strong ethical justification to
deviate from traditional consent require-
ments. A certain number of criteria must
be satisfied with regard to the expected ben-
efits, privacy protection, and education of
the public (Ref. [19] rec. 14).

The Human Genome Organization de-
fines informed consent for research as in-
cluding “… notification of uses (actual or fu-
ture), or opting out, or, in some cases, blan-
ket consent …” (Ref. [8] rec. 4). Finally, the
Consortium on Pharmacogenetics is of the
opinion that some flexibility should be al-
lowed for in consent forms, consent to a “…
range of related studies over time …” being
a reasonable policy under certain circum-
stances (Ref. [4] Research B).

In conclusion, the international efforts
undertaken to differentiate between data
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and samples that are anonymized, coded, or
identified should be emphasized and wel-
comed. These distinctions affect the rules
which apply to secondary uses of data and
samples, publication of results, transfer and
trans-border exchange of information, and
rights to withdraw, to name but a few. Fur-
thermore, UNESCO’s 2003 Declaration on
Human Genetic Data holds that “… human
genetic data and human proteomic data
should not be kept in a form which allows
the data subject to be identified for any
longer than is necessary for achieving the
purposes for which they were collected or
subsequently processed …” (Ref. [7] art. 14e).
The World Health Organization, acknowl-
edging the value of anonymization with re-
gard to participants’ privacy, requires the an-
onymization process to be scrutinized by an
ethics committee, a necessary intermediary
to ensure its legitimacy and maintain ade-
quate standards (Ref. [19] sect. 4.2. and rec.
7). Finally, the Consortium on Pharmacoge-
netics assesses the advantages and draw-
backs of anonymization compared with cod-
ing or double-coding, stating its preference
for the latter (Ref. [4] Research F).

Regrettably, however, as mentioned earli-
er, the terminology used to describe sam-
ples and data is rather confusing. The re-
sulting complexity undermines possible
harmonization, especially when new con-
cepts such as reasonable or proportional an-
onymity are introduced by the WHO (Ref.
[19] para. 4.2).

21.1.2

Regional

At the regional level, other than upholding
the need for informed consent for all medi-
cal interventions including research, the
Council of Europe’s Convention on Human
Rights and Biomedicine [17] provides little
guidance on genetic research with regard to

either archived samples left over after clini-
cal care or research samples. Article 22
maintains that: “… when in the course of an
intervention any part of a human body is re-
moved, it might be stored and used for pur-
poses other than that for which it was re-
moved only if this is done in conformity
with appropriate information and consent
procedures.” No definition of what is con-
sidered appropriate can be found in the
Convention, because it is left to the discre-
tion of national states.

Guidance can, however, be found in the
European Society of Human Genetics
(ESHG) 2001 Recommendations on Data
Storage and DNA Banking [39] and in the
Council of Europe Proposal for an Instru-
ment on the Use of Archived Human Bio-
logical Materials in Biomedical Research [9].

These texts do not specifically refer to
samples left-over from clinical care but
rather to archived samples or existing col-
lections in general. The ESHG recommen-
dations are notable in that they distinguish
existing collections based on the degree of
identifiability of the samples and data and
the length of storage [39]. The Society con-
siders that consent requirement can be
waived when samples are anonymized (rec.
9), and, provided it is approved by an ethics
committee, in situations where the collec-
tion can be considered as abandoned (“old
collections”) (rec. 14). For collections of
coded information, although, in principle,
re-consent of participants for new studies is
necessary, ethics review committees can
waive the requirement for such consent
when re-contact is impracticable and the
study poses minimal risks (rec. 12). Finally,
post-mortem uses of samples are subject to
the donor’s advance wishes (rec.13). In the
absence of any known wishes, use of those
samples should be regulated, a policy of un-
fettered use not being ethically justified
(rec.13).
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In contrast, the Council of Europe does
not allow re-consent to be waived when
stored biological clinical material and data
are to be used subsequently for research
(Ref. [9] art. 14). Consent can, however, be
either implicit or explicit depending on the
intrusiveness of the study and the previous
directives of the donor (art. 16). Individuals
enjoy the right to withhold their sample
from certain future research uses of their
sample and the right to consent to subse-
quent procedures (art. 15.1). Finally, post-
mortem uses or uses of data from individu-
als unable to consent have to meet satisfac-
tory information and consent measures
(art. 17). However, the Steering Committee
on Bioethics (CIOB) working party on Re-
search on stored Human Biological Materi-
al held that this draft proposal did not apply
to biobanks for resarch in the future but
only to specific research projects (Ref. [64]).
The Council of Europe and the ESHG both
insist on the need to differentiate data ac-
cording to their degree of identifiability. On
the one hand, the Council of Europe propo-
sal holds that the decision to use coded,
identified or linked anonymized human bi-
ological material or personal data “… shall
be justified by the needs of the research …”
(Ref. [9] art. 9). On the other hand, the Eu-
ropean Society of Human Genetics ex-
plains that while anonymization is accept-
able for “… sample and information sharing
for research purposes with minimum risk
…” maintaining identifiability as protected
by coding is valuable and advisable because
it “… will permit more effective biomedical
research and the possibility of re-contacting
the subject when a therapeutic option be-
comes available …” (Ref. [39] recs.10 and 11).

Only the ESHG document explicitly ad-
dresses the issue of consent for new collec-
tions. It retains the fundamental principles
of ethics committee’ oversight and in-
formed consent for “… all types of DNA

banking …” (Ref. [39] rec. 3). While not
mentioning blanket consent, it contem-
plates the possibility of obtaining consent
for broad research uses, the consequence
being that individuals need not be re-con-
tacted although they are to be kept in-
formed and are to be given the possibility to
express their desire to withdraw (rec. 8). Al-
though international documents urge
groups, communities, and populations to
become involved in the discussion sur-
rounding the establishment of large-scale
population human genetic research data-
bases, the ESHG goes one step further re-
quiring additional consent “… at a group
level through its cultural appropriate au-
thorities …” for population studies (rec. 15).
This latter consent bears examination. How
it will be implemented in practice remains
to be seen. Indeed, it might prove difficult
to define what would amount to an ade-
quate community or group consent, what
amount of opposition would result in the
study not being undertaken, and the conse-
quences as far as other rights, notably that
of withdrawal, are concerned.

21.5.3

National

Before 2000, most countries did not distin-
guish between clinical or archived research
samples nor had positions on the issue of
other uses. As a consequence, in the ab-
sence of a new and explicit consent, valuable
archived material collected in the course of
clinical care or research was not exploitable
for purposes other than those outlined in
the original protocol. Although today this
distinction is not always made, several docu-
ments have addressed the issue – e.g. Refs.
[40] (Australia) and [16] (Singapore).

We are, furthermore, witnessing a spe-
cialization of laws and ethical guidelines
with the drafting of legal instruments ad-
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dressing the specific issue of human genet-
ic research databases or biobanks, and the
growing recognition of the ethical validity of
broad or general consent to genetic research
or banking.

As a preliminary comment, as previously
mentioned, it should be noted that national
jurisdictions are insisting on the need to in-
volve the public in any debate related to the
establishment of populational or commu-
nity-based human genetic research databas-
es to ensure both transparency and accep-
tance of the project, and to address the con-
cerns thus voiced – e.g. Refs. [41] (para. 2)
and [42] (USA), Ref. [1] (France); Ref. [10]
rec.1 (Quebec), and Ref. [16] rec.13.17 (Sin-
gapore). It is recommended that public in-
volvement take the form of public consulta-
tion or engagement mechanisms. While not
constituting “consent” per se, it is advocated
that strong opposition could jeopardize a
project’s lifespan. What remains to be seen,
however, is the amount of public objection
that will prevent the establishment of a hu-
man genetic research database.

With regard to tissues primarily collected
for therapeutic, diagnosis purposes or so
called “left-over” tissue, the need for a new
consent for further use in research is
strongly emphasized, waiver of consent, as
a principle, not being ethically justified. As
outlined by the Singapore Bioethics Adviso-
ry Ethics Committee “… clinicians should
not assume that tissues left over after diag-
nosis or research can be used for research
without consent …” (Ref. [16] rec. 13.13).
The Australian Law Reform Commission
further states that “… it is easier to argue
that consent should be waived for research
purposes than for research on tissue origi-
nally collected for other purposes (therapeu-
tic or diagnostic). In the latter case … re-
search is an unrelated secondary purpose
[not] within expectations of the individual
concerned …” (Ref. [40] para. 15.5). In stark

contradiction with the principles men-
tioned, the Icelandic Act on Biobanks allows
samples taken for clinical purposes to be
stored in the absence of any objections from
the donor – Ref. [43] art 3 (Iceland). This
controversial presumed consent is depen-
dent upon information being posted in
medical institutions. However, similar pro-
visions of the Health Sector Database Act
have been held unconstitutional by the Ice-
landic Supreme Court and the existing de-
code biobank has obtained explicit consent
from all the participants. Ref. [65]. Despite
the established principle of informed con-
sent, some documents do allow for the un-
consented-to further use of left-over tissues
for ethically approved research procedures
if the information is anonymized (e.g. Ref.
[44] rec. 5.9 (UK)) or when the intended use
is incidental to the original purpose (e.g.
Ref. [16] para. 8.8 (Singapore)). To avoid
confusion when faced with archived tissue
collected primarily for therapeutic or diag-
nostic purposes, it is also recommended
that individuals be required to consent in
two separate forms to the diagnostic or ther-
apeutic act on the one hand, and to the stor-
age of residual tissues and further use for
research at the time of collection on the oth-
er hand – e.g. Ref. [44] rec. 6.2 (UK) and
Ref. [16] para. 8.9 (Singapore).

In general, national jurisdictions are be-
coming less reluctant to allow for the pos-
sibility of deviating from the traditional
principle of explicit re-consent for future
use of samples collected for a specific re-
search purpose. For instance, Australia’s
1999 National Statement on Ethical Con-
duct in Research Involving Humans [45]
“normally” calls for informed consent from
donors of archived samples (princ. 15.7).
Yet, the possibility of waiver by an ethics
committee for the obtaining of another con-
sent is foreseen in the context of research
samples (princ. 15.6). Indeed:
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“ … an HREC (Human Research Ethics Com-
mittee) may sometimes waive, with or with-
out conditions, the requirement of consent.
In determining whether consent may be
waived or waived subject to conditions, an
HREC may take into account:

• the nature of any existing consent relating
to the collection and storage of the sample;

• the justification presented for seeking
waiver of consent including the extent to
which it is impossible or difficult or intru-
sive to obtain specific consent;

• the proposed arrangements to protect pri-
vacy including the extent to which it is pos-
sible to de-identify the sample;

• the extent to which the proposed research
poses a risk to the privacy or well-being of
the individual;

• whether the research proposal is an exten-
sion of, or closely related to, a previously
approved research project;

• the possibility of commercial exploitation
of derivatives of the samples; and

• the relevant statutory provisions.” (princ.
15.8)

In 2003, the Australian Law Reform Com-
mission approved of such an exception to
the principle of informed consent, further
recommending the HREC “… report annu-
ally to the Australian Health Ethics Com-
mittee (AHEC) with respect to human ge-
netic research proposals for which waiver of
consent has been granted under the Nation-
al Statement …” to ensure transparency and
accountability (Ref. [40] rec. 15-1). It must
be remembered that traditionally, waiver of
informed consent for secondary use of ar-
chived samples and data for research were
dependent on identifiability (anonymiza-
tion), the impracticability of obtaining con-
temporary consent, the minimum risk of
the contemplated study, and the approval of
a research ethics committee (e.g. Ref. [46] p.
88 (The Netherlands)), or for public safety
reasons. As underlined by the Australian
Law Reform Commission and the Austra-

lian Health Ethics Committee [47], what
amounts to “impracticability” needs further
definition and explanation (Australian Law
Reform Commission, Australian Health
Ethics Committee, 2003, prop. 12-2).

Turning to consent to new collections for
research and more particularly consent for
inclusion in human genetic research data-
bases, national jurisdictions seems to be
moving toward recognition of broad con-
sent procedures. As stated by the French
National Consultative Ethics Committee:

“ … these alterations to the notion of individ-
ual consent rests on the notion that the mass
of information and connected data have in
fact only acquired value for those participat-
ing because they are assembled and cross-
matched for a great many people. They grad-
ually constitute an asset which is detached
from the person who has supplied an ele-
ment of his/her body, the only value of which
is the common use that progress has made
possible … “(Ref. [1] p. 5 (France)).

To take but a few examples, the Japanese
Bioethics Committee of the Council for Sci-
ence and Technology in its Fundamental
Principles of Research on the Human Ge-
nome [48] mentions that:

“ … if a participant consents to provide a re-
search sample for a genome analysis in a par-
ticular research project and, at the same
time, anticipates and consents to the use of
the same sample in other genome analyses
or related medical research, the research
sample may be use for ‘studies aimed at oth-
er purposes’ …” (princ. 8.1.a)

(see, also, (U.S.A.) Council of Regional Net-
works for Genetic Services, [49], which did
not exclude blanket consent for samples ob-
tained by the medical profession). The Ger-
man Senate Commission on Genetic Re-
search goes even further [50]. Supporting
the need for less stringent consent proce-
dures for epidemiological and genetic re-
search, it considers that:
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“ … in principle … decisions taken in a delib-
erate state of ignorance and uncertainty can
be an expression of the donor’s right to self-
determination …” (p. 46).

They conclude that:

“ … consequently, no overriding objections
can be raised to a consent phrased in general
terms which does not specify all possible uses
of specimens and data, or even to an all en-
compassing blanket authorization …” (p. 46).

However, some jurisdictions remain faith-
ful to traditional requirements and specific
consent and re-consent must be obtained
for any further use not contemplated in the
original consent form (Ref. [51] Chapt. 3,
Sect. 5 (Sweden)).

In short, on the national level, three posi-
tions typify the move away from the strict
rule of requiring a new consent for other
uses of samples. The first is that of requir-
ing ethics review when foreseeing the pos-
sibility of either anonymizing or coding the
sample without going back to the source
provided there is only minimum risk and
confidentiality is ensured (e.g. Ref. [15] rec.
9f (USA); Refs. [45] and [47] proposal 15-1
(Australia); and Ref. [52], 10.2 (UK)). The
second requires ethics review but samples
must always be anonymized (an option
found in older documents: e.g. Ref. [46]
(The Netherlands); Ref. [53] (USA); and Ref.
[54] (Canada)). Finally, the third eschews
the automatic exclusion of “blanket con-
sents” to future research (e.g. Ref. [16] para.
8.11 (Singapore) and Ref. [50] pp. 46–47
(Germany)). Indeed, members of the Na-
tional Bioethics Commission of the United
States would allow the use of “coded materi-
als” for any kind of future study without fur-
ther specification as to what kind of re-
search, or the need for further consent, or
even anonymization (Ref. [15] rec.9). Cod-
ing raises, however, other issues such as
that of recontact should subsequent find-
ings become clinically significant.

The advantages and drawbacks of ano-
nymization and coding are outlined by the
French and German National Ethics Com-
mittees [12]. They both:

“ … are in any case aware of the difficulties
arising out of two antagonistic viewpoints as
regard free informed consent: on the one
hand, the best interest of patients and the
protection of their personal data, in the name
of which one might be tempted to erase as
quickly as possible the link between biologi-
cal material, corresponding information, and
an identified individual; on the other hand
there is scientific interest which justifies the
possibility of being able to locate the person
concerned so as to correlate his/her particu-
lar circumstances to new results. The person
concerned may also wish to access these new
results” (p. 38).

Indeed, the advantage of coded samples is
that clinical data can be added over time
and so remain scientifically viable. The dis-
advantage for researchers over time is that
at a certain point in time the combination of
research and clinical knowledge will be-
come significant enough to have medical
importance in the situation where preven-
tion or treatment is available. This in turn
calls into question the right to know/not to
know and in failing to discharge it, the duty
to warn.

The National Bioethics Advisory Com-
mission of the United States has recom-
mended that in this “exceptional” circum-
stance (of clinical significance) recontact
and disclosure should occur (Ref. [15] Rec.
14). Similarly, other jurisdictions have rec-
ognized a right to know (and not to know)
to research participants. Although the right
to know is unconditional in some countries
(e.g. Ref. [55] paras. 11, 12 (Estonia)), most
ethics committees advocate a much more
circumscribed or cautious approach. The
right to know is thus not automatically ap-
plicable, but depends on the seriousness of
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the condition (significant clinical value), the
existence of an available cure and the avail-
ability of genetic counseling (e.g. Ref. [52]
sect. 8.1 and 8.2 (UK) and Ref. [50] sect. 5.3,
p. 36 (Germany)).

While adapted to a clinical setting or a
single-purpose or specific research, the
right to know (and not to know) might nev-
ertheless be ill-suited when applied to large-
scale population human genetic research
databases, in light of the nature of the re-
search (genetic variation), the limited
amount of personal information collected
and the absence of a clinical setting to con-
vey the results. As outlined by the UK Bio-
bank Ethics and Governance Framework:

“ … it is questionable whether telling partici-
pants the results of measurements would be
useful to them, as the data would be commu-
nicated outside of a clinical setting and
would not have been evaluated in the context
of the full medical record or knowledge of
medication or other treatment. The signifi-
cance of the observations might not be clear
and the research staff will not be in a position
to interpret the implications. Further it
would not be constructive and might be
harmful to provide information but not inter-
pretation, counseling or support …” (Ref. [56]
comment I.B.3).

This absence of a personal right to know is
balanced by the fact that “… researchers will
regularly share data out of respect for the
participation of the population … “(rec. 6) in
accordance with the principle of reciprocity
(Ref. [10] (Canada)). This commonly takes
the form of periodic publication of general
aggregated results that will not enable
participants’ identification (see, also, Ref.
[16] para. 13.1.8 (Singapore)).

In the same vein as the right to know, on
the issue of access by relatives to informa-
tion arising out of research (once again not
applicable to large-scale human genetic re-
search databases), Japan’s Bioethics Com-

mittee of the Council for Science and Tech-
nology holds that:

“ … in case the genetic information obtained
by research may lead to an interpretation that
a portion of the genetic characteristics of the
participant is or, is supposed to be, connected
to the etiology of a disease, this interpretation
may be disclosed to his/her blood relatives
following authorization by the Ethics Com-
mittee only if a preventive measure or cure
has already been established for the disease
in question” (princ. 15.2) (Ref. [48] (Japan)).

The conditions under which such a duty to
warn arises, and its scope, are still uncer-
tain. The Australian Law Reform Commis-
sion [47] would uphold it in situations
where the threat to the life or health of the
relative is not imminent but where the in-
formation disclosed would be relevant in
light of the high risk to develop the disease
and provided the family member’s right not
to know is given full consideration. Further-
more, it argues that “… in some circum-
stances … a health professional has a posi-
tive ‘duty to warn’ third parties – even if do-
ing so would infringe the patient’s confi-
dentiality” (21.45) (Ref. [47] Chapt. 21, and
recommendations). The existence of a duty
to warn in violation of a patient’s right to
confidentiality remains controversial, how-
ever. For instance, the French National
Consultative Ethics Committee for Health
and Life Sciences holds that “… medical
confidentiality must be observed as regards
to (sic) third parties including family mem-
bers” (Ref. [57] (France)). The Council is of
the opinion that the duty to reveal any infor-
mation lies with the individual, the non-
communication of critical findings not con-
stituting grounds for finding physician
criminally liable (Ref. [58] (France)).

The scientific advantage of coded sam-
ples has to be weighed against the emer-
gence of such ongoing obligations that may
be eventually adopted in national legisla-
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tion. Even if such obligations could be fore-
seen in part by asking research participants
in advance whether they would want to be
recontacted or not in the event of medically
significant findings, what is the longevity or
validity of an anticipatory “yes” or “no”? No
doubt, the courts will settle this latter ques-
tion and in the meantime the option should
be presented. If not, automatic communica-
tion of at-risk information to participants
might run foul of the emerging right not to
know and yet, on failure to do so, of an
emerging duty to warn!

To conclude this section on banking, the
following comments can be made with re-
gard to the issue of other uses without ob-
taining another explicit consent:

1. the wholesale prohibition against both
general/blanket consent to future unspec-
ified uses of research samples and against
the use of left-over samples from medical
care without a specific consent is increas-
ingly nuanced;

2. the automatic anonymization of samples
as the expedient solution to ethical and le-
gal quandaries is being re-examined and
coding is emerging as the preferred op-
tion in many situations;

3. a distinction is more clearly drawn
between refusal of access to third parties
such as insurers or employers and the le-
gitimate need (in prescribed circumstanc-
es) for communication to blood relatives;

4. discussion is required on the issue of re-
contact and communication of results in
the situation of other research that yields
medically relevant information; and

5. the specificity of population human ge-
netic research databases should be clearly
established and a harmonized set of prin-
ciples developed; in relation to this partic-
ular type of genetic research the role of
the public should be clearly defined.

Underlying these difficult choices is the ul-
timate question – to whom does the DNA
belong in this commercialized research en-
vironment ?

21.6

Ownership

Intimately linked to the issue of ownership
is that of the legal status of human genetic
material. Even though this issue is one of
principle, surprisingly a different legal stat-
us – person or property – has not had a con-
comitant impact on the ultimate issue, that
of control of access by the individual over its
use by others.

Internationally, regionally, and national-
ly, all the legal and ethical instruments ac-
knowledge the sensitivity and special status
of genetic material. This results from its in-
dividual but also familial and communal
nature, and foreseen and potential value
and significance (e.g. Ref. [7] art. 4a (Inter-
national), Ref. [59] sect. 7 (Canada)). Tradi-
tional legal categories (property or person)
cannot account for the allegedly unique na-
ture of genetic information. A sui generis ap-
proach has been suggested as more appro-
priate (e.g. Ref. [60], and Ref. [59] sect. 7.4
(Canada)).

Internationally, there is increasing recog-
nition and confirmation that, at the level of
species, the human genome is the common
heritage of humanity (e.g. Refs. [61] and [26]
art.1 internationally) and that human genet-
ic research databases are global public re-
sources [8]. In contrast with common mis-
understanding, the notion of “common her-
itage of humanity” means that, at the collec-
tive level, like outer space and the sea, no
individual exclusive appropriation is pos-
sible by nation states. Other characteristics
of this approach include peaceful and re-
sponsible international stewardship or cus-
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todianship with a view to future generations
and equitable access. In the absence of a
binding international treaty (UNESCO’s
Declaration and HUGO’s positions being
only proclamatory in nature), it remains to
be seen if this concept will come to legally
binding fruition.

This position, however, is particularly im-
portant in that it serves to place new se-
quences and information that fail to meet
the strict conditions of patenting or copy-
right into the public domain. While patent-
ing is not the subject of this chapter, both a
personal or property approach to DNA sam-
ples would theoretically require a specific
personal consent to eventual patenting. In-
deed, whether the DNA sample has the stat-
us of “person” or property, consent must be
obtained, or at a minimum notification of
patenting, as mentioned under the 1998
European Directive (Ref. [27] para. 26). At
the international level, then, this position in
favor of both the common heritage level of
the collective human genome and that of
personal control over individual samples
and information has slowly been consoli-
dated.

The last few years have seen the emer-
gence of a new concept in the international
arena, that of benefit-sharing. This ap-
proach largely initiated by HUGO and
adopted by UNESCO and WHO, is gradual-
ly taking hold in industry. It mandates rec-
ognition of the participation and contribu-
tion of participating individuals, popula-
tions, and communities. Founded on no-
tions of justice, solidarity and equity, it
upholds the common heritage approach
and so encourages the “giving-back” by re-
searchers or commercial entities (Human
Genome Organization [8]). This return of
benefit “… to the society as a whole and the
international community …” (UNESCO [7]
art. 19) accrues to the participating individ-
uals or group to which they belong (for in-

stance WHO [19] rec. 19), to healthcare ser-
vices notably through the resulting avail-
ability of new prevention and diagnostic
tools and treatments proceeding from re-
search, the research community, and also to
developing countries that do not possess
the means and techniques to adequately
collect and process data in their own territo-
ry (for instance UNESCO [7] art. 19; see also
more specifically with regards to developing
countries, CIOMS [5] guidelines 10 and 20).

Turning to the regional level, the “gift”
language of a decade ago, was replaced with
“source,” and “owner”, only to return in the
following years (e.g., ESHG [31]). Although
mentioning the traditional gift relationship
as worthy of consideration, however, the
European Society of Human Genetics in its
Data Storage and DNA Banking of Biomed-
ical Research [39] adopts the position that
ownership and access agreements should
be private and not regulated by legislation.
It upholds the principle according to which,
unless anonymized and thus abandoned,
samples and data should remain under the
control of the individual, with the investiga-
tor and processor acting as custodians.
Interestingly, it affirms that in determining
intellectual property rights due considera-
tion should be paid to the notion of benefit
sharing (art. 27).

In general, the language of gift is not
found in international instruments, the for-
mer emphasizing the common heritage
concept (Human Genome Organization
[61]) or the notion of “general property” or
“public domain” (Human Genome Organ-
ization [8]), thus obviating the issue of stat-
us, excluding private ownership by the “do-
nor”, and concentrating on “shared goods.”
One exception to this trend is, however,
worth mentioning – the World Health Or-
ganization position on Genetic Databases:
Assessing the Benefits and the Impact on
Human and Patient Rights [19]. Promoting
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the protection of individual interests and
rights, the World Health Organization
maintains, similarly to the European Soci-
ety of Human Genetics, that individuals
should remain the primary controllers of
their genetic information. Such control is
not, however, unfettered, but subject to the
information bring identifiable. In contrast
to the general return to “gift” language, it
recommends that

“ … serious consideration should be given to
recognizing property rights for individuals in
their own body samples and genetic informa-
tion derived from those samples …”

while ensuring that

“ … some kind of benefit will ultimately be re-
turned, either to the individual from whom
the materials were taken, or to the general
class of person to which that individual be-
longs …” (rec.19).

The European Convention [17] mirroring
both UNESCO and WHO, limits itself to
prohibiting financial gain by stating “… the
human body and its parts shall not, as such,
give rise to financial gain …” (art. 21), thus,
indirectly, eschewing a property approach.
This principled proscription of financial
gain is reiterated specifically in the context
of archived human biological material and
personal data used in biomedical research in
its 2002 Proposal on Archived Biological Ma-
terials [9]. The Proposal further maintains
that “… research on human biological mate-
rials and personal data shall be undertaken
if this is done in conformity with appropri-
ate consent procedures …” (art. 14). This
specific consent to further use of stored
samples and data for research includes con-
sent to eventual commercialization as the
participant must be informed of “… any fore-
seeable commercial uses of materials and
data, including the research results.” Finally,
the Council of Europe in its 2001, Recom-
mendation 1512 – Protection of the Human
Genome by the Council of Europe, adopts
the notion of the human genome as the

“common heritage of mankind” in order to
limit patenting rights, urging member states
to change “… the basis of patent law in the
international fora …” (Ref. [18] rec. II (vi)).

At the national level, it should be stated at
the outset that payment to a research partic-
ipant for time and inconvenience or cost re-
covery by the researcher or institution (both
being minimal in the case of DNA sam-
pling) neither affords the status of property
to a sample nor undermines the notion of
gift. Furthermore, the notion of gift, while
obviously involving transfer, might not nec-
essarily create immediate property rights of
the researcher. Indeed, in the absence of in-
tellectual property which could be afforded
to any invention, increasingly we will see
that the researcher–banker is described as a
custodian. This is both a real and symbolic
statement. Real, in that the current com-
plex, private-public funding of research in-
volves multiple economic partners in any
eventual profits from patenting. Symbolic,
in that the researchers involved can be
bench scientists or clinician-researchers
and so may be both simple guardians and
fiduciaries of the samples for the research
participants or patients and their families.

The “nonownership” language of most
national legal and ethical documents is sub-
ject to some exceptions, notably with regard
to population human genetic research data-
bases. In Estonia, by virtue of paragraph 15
of the Human Gene Research Act [55] own-
ership rights of samples and uncoded infor-
mation are vested with the bank’s chief pro-
cessor. In the United Kingdom, UK Bio-
bank Limited, the biobank legal entity, will
be the legal owner of both the database and
the sample collection (Ref. [56] part. II. sect.
A). However, in both cases, these owner-
ship rights are circumscribed, and it ap-
pears that the so-called “owners” of the
banks act as traditional custodians enjoying
certain rights over the samples and data.
The chief processor in Estonia is prohibited
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from transferring his rights or the written
consent of gene donors. In the United
Kingdom, the Ethics and Governance
Framework specifies that UK Biobank Lim-
ited will act as the steward of the resource;
it will not exercise all the rights akin to own-
ership (e.g. selling the samples), and will
ensure that the public good is being served.
This position is in accordance with the
Medical Research Council Operational and
Ethical Guidelines on Human Tissue and
Biological Samples for Research, which has
placed the onus on the custodian of a tissue
collection to manage access to samples
which are seen as gifts (Sect. 21.4.1) [52]. Its
definition of custodianship “… implies
some rights to decide how the samples are
used and by whom, and also responsibility
for safeguarding the interests of the donor
…” (Ref. [52] glossary).

In contrast and surprisingly, Iceland,
with its controversial presumed consent to
the storage and use of health data, extends
the notion of “nonownership” to any com-
pany licensed by the Government to do re-
search on accompanying samples:

“The licensee shall not be counted as the
owner of the biological samples, but has
rights over them, with the limitations laid
down by law, and is responsible for their
handling being consistent with the provi-
sions of the Act and of government directives
based on it. The licensee may thus not pass
the biological samples to another party, nor
use them as collateral for financial liabilities,
and they are not subject to attachment for
debt.” (Ref. [43] art. 10).

Interestingly, at the national level, the no-
tion of benefit-sharing is acknowledged as
worthy of consideration in relation to hu-
man genetic research databases, this being
the result of their large commercial poten-
tial, and possible abuse by commercial en-
tities and biased researchers. The French
Conseil Consultatif National d’Éthique
pour les Sciences de la Vie et de la Santé

and the German Nationaler Ethikrat [12], in
a joint statement on the necessity to pro-
mote a public debate on the establishment
of national biobanks or “biolibraries”, argue
that the concept of benefit-sharing that has
arisen on the international forum should be
studied in depth. They support the sharing
of benefits (rather than profits or advantag-
es) with the population as a whole, and the
nonmarketability of the human body and its
parts, proscribing any right to financial re-
turn to individual participants (Ref. [12] art.
39–40).

The German National Ethics Council, in
its recent opinion on “Biobanks for Re-
search,” confirmed this earlier position by
holding that although individual donors
should not benefit from the research, “…
benefit sharing at a level higher than that of
the individual, in the form of voluntary con-
tributions to welfare funds, is conceivable
and desirable …” (Ref. [38] regulatory pro-
posal 30).

Similarly in Canada, “… population re-
search should promote the attribution of
benefits to the population …” and not be
limited to those who participated (Ref. [10]
rec.7). In Israel, the sharing of benefits is
seen as primordial both to ensure the partic-
ipation of private individuals in the research
and to attract investment (Ref. [11] para. 15).

In contrast, the German Research Foun-
dation, although considering voluntary
agreements on benefit-sharing as “… wel-
come policy decisions …” does not believe
that researchers have an ethical or moral
obligation to do so, the question of benefits
and their allocation not bearing any particu-
lar significance and importance in the field
of genetics. They argue that:

“ … such a line of argumentation (the ab-
sence of any benefit-sharing policy, more
specifically to donors) would equally ques-
tion the fairness of national and international
public policy which governs private-sector in-
dustry, fiscal policy, national and global
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health policies. There is no objective justifica-
tion for describing, in the public debate, the
distribution of potential benefits derived
from research based on gene data as a specif-
ic problem … Provided adequate donor priva-
cy is ensured, investors need not have a ‘-
guilty conscience,’ nor do they have any spe-
cial ‘redistribution obligations’ …” (Ref. [50]
art. 48-49).

In short, with regard to human genetic ma-
terial (in general), the language of “dona-
tion” prevalent in the countries of civilian
tradition (e.g. Ref. [62] (Quebec)), has also
been adopted in common law jurisdictions
(e.g. Ref. [16] (Singapore)). In the United
States, even those American states that have
adopted the Genetic Privacy Act [36] have
not included the original articles on the
property rights of the “source”. Theoretical-
ly, the implementation of this approach
would have given every “source-owner” an
opportunity to sell and/or bargain for a per-
centage of eventual profits (if any).

The result of all this debate and of in-
creased commercialization of genetic re-
search, is that most, if not all, consent forms
now inform research participants of eventu-
al commercialization and possible profits
(and the policy concerning their sharing).
Ultimately, with the exception of existing
and future population human genetic re-
search databases, for which sharing of bene-
fits with the population as a whole is con-
templated, it is usually universities, re-
search institutes, and/or commercial en-
tities that maintain human genetic research
databases and share in any profits that
might ensue (e.g. Ref. [63]).

21.7

Conclusion

Genetic research has moved to the forefront
of the bioethics debate in the last few years.

This is, in part, the consequence of the
growing public interest in understanding
the role of genetic factors in common dis-
eases and in benefiting from drugs tailored
to individual genetic susceptibility. Ethical
frameworks have started to make the corre-
sponding shift from an emphasis on mono-
genic diseases and the stigma they carry to
the “normalization” of genetic factors in
common diseases. This is especially impor-
tant as the study of normal genetic variation
(diversity) requires large population human
genetic research databases. Paralleled “nor-
malization” of the treatment of DNA sam-
ples and genetic information with increased
protection when necessary will also have to
be made.

Two issues have been the primary focus
of this chapter as an example of the ethical
issues surrounding genetic research and
DNA sampling – consent (with its related
questions) and commercialization. We have
seen that the issue of consent is increasing-
ly characterized and stratified by the origin
of the sample (medical or research), the de-
gree of identifiability of the information ac-
companying the sample, and the issue of
secondary uses. A more sensible and realis-
tic approach is being adopted with regard to
consent procedures, with the freedom of re-
searchers on the one hand and the protec-
tion of participants on the other being bet-
ter balanced. Furthermore the need to dis-
tinguish between coded and anonymized
samples has been recognized; the scientific
and personal value of the former being fa-
vored over the low-risk of possible socioeco-
nomic discrimination of the latter. Increas-
ingly, participants want to be “coded” and
followed-up over time and be offered that
choice over time. This will also be required
when the emerging rights to know, not to
know, and correlative duty to warn are fully
shaped. From the standpoint of research-
ers, anonymized samples might lose their
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scientific utility over time considering the
absence of ongoing clinical information.
Researchers might also come to favor cod-
ing, because the issue of recontact is being
clarified.

On the issue of commercialization of re-
search, some clarification has been forth-
coming in that raw sequences with no spe-
cific or substantial utility are seen as being
in the public domain and not patentable per
se. The issue of benefit-sharing raises the
possibility of balancing the legitimate re-
turn on investment (profit-making) with
concerns with equity, justice and reciproc-
ity for participating individuals, families,
communities, and populations. The pros-
pect of personal benefit by research sub-
jects is being largely limited to ensuring
clear renunciation of any interest in poten-
tial monetary profit including intellectual
property. The next step will consist in clar-
ification of the role and responsibility to be
played by the researcher, the private or pub-
lic institution, the governance and ethics
structure (if applicable), and the industry.
The possibility of conflicts of interest is real
and actual where the researcher is not only
a clinician but also the custodian of the

sample and has a financial interest in the
research.

As we move from gene mapping to gene
or protein function, there is a need to
understand normal genetic variation and
diversity. This requires the participation of
large populations. The lessons learned in
the last fifteen years, specifically the need to
not only respect personal values and choic-
es in the control of and access to DNA sam-
ples in genetic research but also to clearly
communicate its goals without necessarily
emphasizing general vague risks, should
serve to direct the next decade. Transparen-
cy, ongoing communication and public en-
gagement strategies will do much to ensure
public trust in the noble goals of genetic re-
search and hopefully, reduce the “stigma”
of the term “genetic”.
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22.1

Introduction

From prehistoric times mankind has dem-
onstrated an interest in and understanding
of the principles and practice of genetic sci-
ence. Historically, the development of agri-
culture and the cultivation of plants and an-
imals for domestic and for commercial use
is evidence of this interest. Greek philoso-
phers including Hippocrates, Aristotle, and
Plato wrote about the passing of human
traits from generation to generation, noting
that some are dominant and passed directly
from parent to child [1]. Embedded in this
history are humanity’s hopes and fears, its
noblest and most horrific aspirations.

With the mapping of the human genome
[2, 3] there is optimism that society will
benefit profoundly from innovations stem-
ming from the Human Genome Project
(HGP). The next major challenge for the
HGP is to translate this knowledge into tan-
gible health benefits [4]. A series of techno-
logical advances, including high-through-
put DNA sequencing methods, improved
modes of data storage and new bioinfor-
matics tools will enable the translation of
science to clinical practice. It is expected
that analysis of data procured in large-scale

studies of population genetics will enable
researchers to gain a better understanding
of the genetic bases of disease, hereditary
transmission patterns, and gene–environ-
ment interactions that are implicated in
complex diseases such as heart disease, dia-
betes, multiple sclerosis, and Alzheimer’s
disease [5, 6]. Such studies depend on large-
scale population genetic research – often in-
volving many thousands of research partici-
pants – and requiring national and interna-
tional collaboration [7].

Population genetic research can be based
either on previously collected and stored
biological samples or on the creation of new
(and often very large) repositories. We use
the term “biobank” to describe a collection
of physical specimens from which DNA can
be derived, the data that have been derived
from DNA samples, or both. This paper fo-
cuses on the issues relevant to prospectively
collected population genetic biobanks that
will be used for translational and basic sci-
entific research and for clinical research.
We assume such collections will be perma-
nent in nature.

As with other technological advances,
there are attendant risks and benefits asso-
ciated with population genetic research. De-
spite the optimism that human health and
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well being will ultimately be improved as a
result of population genetic research, nu-
merous ethical, legal and social concerns
have been raised. For example, concerns
about the role of informed consent [8–10],
the relevance of community or group con-
sent [11, 12], ownership of human biological
materials [13–15], privacy and confidentiality
[16–19], genetic discrimination and stigmati-
zation [20–22], and eugenics [23–25] are of-
ten raised. Researchers focusing on the
“ethical, legal, and social” issues (ELSI) of
the HGP have commented extensively on
these topics. Numerous professional organ-
izations, including the Human Genome Or-
ganization (HUGO), the United Nations
Educational, Scientific and Cultural Organ-
ization (UNESCO) and the Council for
International Organizations of Medical Sci-
ences (CIOMS) have issued guidance docu-
ments and policy statements relevant to
these topics.

The issues raised by large-scale biobank
projects are particularly relevant to those
countries that have biobanks, and to others
like Canada that are considering launching
such an initiative. The Canadian Lifelong
Health Initiative is at the planning stage. It
is expected to be a two-pronged population
genetic research initiative comprising the
Canadian National Birth Cohort and the
Longitudinal Study on Aging (Canadian In-
stitutes of Health Research, CIHR). The
stated purpose of the studies is to facilitate
the analysis of “… the role and interaction of
different genetic and environmental expo-
sures involved in the human development
and aging processes over the life course, the
multi-factorial causes and evolution of com-
mon diseases and the utilization of health
care services …“ [26]. The infrastructure and
data will provide the resource platform from
which Canadian (and other) scientists can
draw. Promoters of the project expect that
the CLHI will “… place Canada at the fore-

front of modern health research and help
attract and retain the best investigators and
trainees.”

The two Canadian projects expected to
comprise the CLHI are similar to, though
not identical to, projects already com-
menced or planned in Iceland (www.de-
code.com), Estonia (www.geenivaramu.ee),
and the United Kingdom (www.ukbio-
bank.ac.uk). There are many important les-
sons to be gleaned from studying these
planned or existing projects, and from expe-
rience in the United States with private-sec-
tor biobanks. In this chapter we focus spe-
cifically on issues arising from the commer-
cialization of human genetic information
derived from population genetic research
and its implications for society. The issues
we consider include funding arrangements,
allocation of research benefits, public opin-
ion and the role of public engagement, and
ethical implications for the responsible gov-
ernance of biobanks.

22.2

Background

The 20th Century has seen an exponential
increase in the rate of technological devel-
opment. The HGP, although initially pre-
dicting that the sequencing of the human
genome would take fifteen years, was com-
pleted under budget and more than three
years ahead of schedule. The HGP sparked
an interest in elucidating the functions of
genes. Large-scale population genetics re-
search initiatives are aimed at uncovering
gene–environment interactions implicated
in a variety of complex human diseases. A
shift has occurred in medical genetics away
from traditional linkage analysis that focus-
es on specific heritable conditions, impact-
ing relatively small numbers of affected in-
dividuals and their families, to population
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genetic research initiatives that focus on
large heterogeneous populations.

Practically speaking, population genetic
research requires the simple collection of
biological samples from individual partici-
pants. Typically a blood sample or a buccal
swab is obtained. Genotype data are then
derived from the sample and stored in a
database as “sequence data”. To a large ex-
tent the value of the sequence data resides
in its persistent linkage to associated health

information about the person from whom
the sample is obtained. In Canada, as in the
United Kingdom, Iceland, and Estonia, the
linkage to health information is necessarily
facilitated by, and through, publicly funded
healthcare systems.

Table 22.1 illustrates the broad range of
population genetic initiatives that have
commenced or are at various stages of de-
velopment. Funding arrangements range
from predominantly public to predomi-

Table 22.1 Summary of various existing and proposed large-scale population genetic/genomic 
repositories and databases. (Adapted from Ref. [27])S

Project Financial base DNA Budget Website
sample size

American Cancer Society Public 110k – www.cancer.org/
Cancer Prevention Study, docroot/RES/content/
Lifelink Cohort (CPS-II) (US) RES_6_2_Study_

Overviews.asp

Parents and Children Public (Wellcome 25k(?) £3 M www.alspac.bris.ac.uk/
(ALSPAC) (UK) Trust) welcome/index.shtml

BioBank UK Public 500k $66M www.ukbiobank.ac.uk/

CDC National Health and Public 7300 – www.cdc.gov/nchs/
Nutrition Examination Survey nhanes.htm
(NHANES III) (US)

Estonian Genome Project Public/Private 1M $150M www.geenivaramu.ee/
(Estonian Genome 
Project/eGeen 

European Prospective Public 520k (10 – www.ism.uit.no/
Investigation into Cancer and countries) kk/e/EPIC 
Nutrition (EPIC) (Europe) %20international.htm

Genomic Research in the Public/Private 25k – www.genomecenter.
African Diaspora (US) howard.edu/grad.htm

Icelandic Health Sector Public/Private 280k $212M www.decode.com/
Database (Decode genetics)

Latvian Genome Database Not Known 60k $1.7M bmc.biomed.lu.lv/
gene/ (under 
construction)

Marshfield Personalized Public/Private 40k $3.8M www.mfldclin.edu/
Medicine (US) pmrp/default.asp

Mayo Clinic Life Sciences Public/Private 100k – www.mayoclinic.org/ 
System (US) (IBM) (no project-specific

website)
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nantly private, and various combinations of
the two. The trend toward large sample siz-
es is indicative of the shift noted above away
from linkage analysis to large-scale genomic
research requiring data from heterogeneous
populations.

This surge of interest in biobanking has
occurred for several reasons. First, we have
previously noted mankind’s enduring inter-
est in understanding the genetic basis of
human health and disease. In addition, ad-
vances in bioinformatics have enabled
countries or regions with ready access to ar-
chived health information referable to a
population to mine the data in association
with existing or prospectively collected ge-
netic data. In some instances large-scale bi-
obank initiatives have been developed, at
least in part, in response to a perceived com-
mercial potential of such resources.

The speed with which scientific and so-
cio-political developments are occurring in
the context of population genetic research is
cause for concern. This is especially true
given the recognition that our abilities to
deal with the ethical fallout appear not to be
keeping pace with technological develop-
ment. This is evident in a number of key
scientific areas including genetic research,
stem-cell research [28], and nanotechnology
[29].

22.3

Population Genetic Research 
and Public Opinion

The consideration of public opinion is criti-
cally important to the social and political va-
lidity and viability of large-scale scientific
enterprises including biobank initiatives.
Although desirable, ascertaining meaning-
ful responses is difficult given that the con-
cept of biobanking is largely unknown to
the general public. In Canada, for example,
a survey conducted in 2003 revealed there is
almost no understanding of how popula-
tion health research or genetic studies are
conducted [30]. In general people have no
idea whether biobanks are prevalent and, if
so, who might be administering them. In
addition, the knowledge that the public
does have about biobanks seems to focus on
genetic information as opposed to the phys-
ical samples that are the source of the infor-
mation. Despite this, there seems to be an
increasing awareness of research efforts to
trace genetic histories through families and
to gather data from related people.

The perception by the general public of
the relative importance of genetic informa-
tion serves as an important indicator about
how biobanks will be viewed. Genetic infor-
mation has two features that people gener-
ally identify as being distinct from other
types of medical or biological information.

Table 22.1 Continued

Project Financial base DNA Budget Website
sample size

National Children’s Study Public 100k – www.nationalchildrens
(US) study.gov/

Nurses’ Health Study (US) Public (NIH) 66k – www.channing.
harvard.edu/nhs/

CARTaGENE (Canada) Not known 50+k $19M www.cartagene.qc.ca/
en/
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First, it is imbued with a predictive quality
for the health of the individual from which
the sample is derived. Second, although di-
rectly referable to a particular individual,
genetic information has implications for
family members. Public opinion in favor of
greater protection for genetic information
is related to a belief that genetic informa-
tion is somehow unique and should be af-
forded greater protection than other types
of health information [31].

Public views are also modulated by the
intended uses for which genetic informa-
tion is collected. Canadians are usually
quite open to research uses of genetic infor-
mation – especially where the focus is to
find cures for genetic diseases [32]. Cana-
dians seem to be more willing than Euro-
peans for genetic information to be used in
criminal investigations and health research.
Over 70 % of Canadians support develop-
ment of DNA testing technologies for crim-
inal investigations versus 45 % of Euro-
peans [33].

It is also important to note that there are
significant cross-cultural variations con-
cerning the acceptable uses of genetic tech-
nologies. An international survey asked re-
spondents in a number of countries wheth-
er “parents should be allowed to use gene
technology to design a baby to satisfy their
personal, cultural, or aesthetic desires”. The
percentages of those who said they disap-
proved ranged from 97 % in Denmark, 92
% in the UK, and 87 % in the US to 76 % in
Mexico, 67 % in Taiwan, and 53 % in Tur-
key (www.genetics-and-society.org/analy-
sis/opinion/summary.html).

Understanding the evolution of public
opinion and the reasons for those opinions
in the context of population genetic re-
search is a critical first step in assessing the
acceptable uses to which the highly sensi-
tive and personal data contained in bio-
banks can be put. It is also essential to con-

sider the opinions, values, and priorities of
the public when designing the necessary
and most appropriate governance struc-
tures to ensure that the research partici-
pants are protected, the potential benefits
for society are maximized, and that com-
mercial involvement is appropriately man-
aged and aligned with society’s interests.
With regard to this last point, efforts to
create biobanks and to exploit them for re-
search and commercial drug development
have not been without controversy [34–36].
We now turn to consideration of the chal-
lenges associated with commercialization
of biobank resources.

22.4

The Commercialization 
of Biobank Resources

A major objective of population genetic re-
search is the development of beneficial and
marketable preventative, diagnostic and
therapeutic products. From this perspec-
tive, commercialization of the results of ge-
netic research is both necessary and desir-
able. Commercialization is the means by
which socially useful innovations are devel-
oped into products that are marketed and
used in society. The commercial process is
a complex, iterative process that requires in-
novation, research and development (in-
cluding clinical trials), product develop-
ment, market definition and analysis, regu-
latory approval, and post-approval market-
ing. The commercial process is frequently
viewed simply as business interactions –
with profit-seeking the primary motivator,
and attention to ethical issues as a detractor
from profit. In reality, corporate actors are
becoming increasingly aware that to main-
tain public trust, they must devote resourc-
es (including time, energy, and money) to
consideration and solution of ethical issues
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[37]. Companies that fail to consider rele-
vant ethical issues and fail to behave as re-
sponsible corporate citizens face the risk of
market failure.

Of necessity, the private sector is assum-
ing a greater role in earlier stages of the
commercial trajectory in the biotechnology
sector. Industry is increasingly involved in
performing and funding basic and transla-
tional research. The private sector performs
much of the research and development re-
quired as part of the drug and medical de-
vice approval processes. Government fund-
ing of research remains significant and fre-
quently provides the initial incentive that
spurs the innovative and commercial pro-
cesses. Identification and promotion by gov-
ernment of innovation strategies that focus
on biotechnology and information technolo-
gy justify the supportive role of government
in funding research and in providing sup-
port to researchers – in both the public and
private sectors. The implications of this in-
creased intermingling of academia and in-
dustry continue to be a dominant theme in
medical, legal, bioethics, and policy litera-
ture [38–42].

In the context of human genetic and ge-
nomic research, the blurring of the private
and public sectors has stirred controversy.
Specific concerns have been raised, includ-
ing the following:

1. the commercial process will inevitably
lead to the undesirable commodification
of the human body;

2. the commercialization process (and the
patenting process specifically) will result
in academic secrecy and unwillingness to
collaborate on research efforts that are po-
tentially commercializable;

3. commercial pressures will result in the
premature implementation of new tech-
nologies in the marketplace (i.e., before
the clinical, ethical, legal, and social is-

sues have been appropriately considered);
and

4. intellectual property (especially patents)
might adversely and unduly hinder pa-
tient access to new technologies.

We specifically consider the role and per-
ceptions of intellectual property in the com-
mercialization of human genetic research.

22.4.1

An Emerging Market for Biobank Resources

Developments in genetic technology have
made human biological materials and the
genetic information derived from them in-
creasingly valuable as raw materials for bio-
medical research. Biomaterials can provide
insight into biological processes that cannot
be gleaned from other sources. Molecular
profiling and clinical validation of specific
biological targets necessitates high-quality
human biological materials and relevant
clinical information from hundreds or even
thousands of individuals. Accordingly, a
commercial market for human biological
materials has emerged [43, 44]. Notably, “…
the number of high-volume tissue banking
efforts around [the US] has gone from “a
handful” 10 years ago to thousands today
…“ [44]. Firms established for this purpose
in the US include, among others, Ardais
(www.ardais.com), Asterand (www.asterand.
com), DNA Sciences (substantially all assets
purchased by Genaissance Pharmaceuti-
cals, online at www.dna.com), First Genetic
Trust (www.firstgenetic.net), Genomics
Collaborative (www.genomicsinc.com), and
TissueInformatics (www.tissueinformat-
ics.com, now www.paradigmgenetics.com).

The corporate history of DNA Sciences,
an applied genetics firm with headquarters
in Fremont California, provides an example
of the potential problems associated with
the commercialization of human genetic
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materials and associated clinical data. The
company was described as “… a large-scale
consumer-focused, Internet-based research
initiative designed to discover the links
between genetics and common diseases.”
[45]. As part of its business efforts, DNA
Sciences created the “Gene Trust” – a bio-
bank to facilitate genomic research. It solic-
ited biological samples from donors over
the internet who were asked to assist in the
common fight against human genetic dis-
eases. More than 10,000 samples were ob-
tained by DNA Sciences [45] before it was
forced to sell off all of its assets, including
the Gene Trust, to Genaissance Pharma-
ceuticals in an effort to avoid bankruptcy
[46]. Although Genaissance opted against
continuation of the Gene Trust for business
reasons, this case raises important issues
about the commodification of biomaterials
and the appropriate governance of biobanks
[47]. Questions remain as to whether the
samples and associated data should be de-
stroyed, whether the samples could be re-
sold, and whether the donors who offered
their samples to the Gene Trust face ongo-
ing risks that their genetic data might be at
some point used against their interests.
This situation highlights a particular need
to examine legal options that could be used
to protect donor-participants in genetic and
genomic research. Specific legal mecha-
nisms including legal trusts might be use-
ful in the protection of donor interests vis a
vis public or private biobank entities [48,
49].

22.4.2

Public Opinion and the Commercialization
of Genetic Resources

In addition to private biobank initiatives, lo-
cal, national, and regional governments are
increasingly entering the “business” of bio-

banking. In virtually all of the initiatives
that have been widely reported, the issue of
commercial gain has been a contentious is-
sue. For example, in Iceland serious con-
cerns have been raised over the grant of an
exclusive license to deCODE Genetics to ex-
ploit the national Health Sector Database
for profit [34, 50]. In the United Kingdom,
public consultations in preparation for UK
Biobank have revealed public concerns over
any commercial involvement in Biobank.
One study sponsored by the Human Genet-
ics Commission revealed the British
public’s strong preference that databases
should not be owned or controlled by com-
mercial interests and that products devel-
oped through the initiative should be pub-
licly owned [51].

In Canada, public opinion data suggest
that, although the public generally supports
biotechnology and the development of the
biotech sector, there are serious reserva-
tions about certain aspects of commercial-
ization and ownership of human genetic
material. For example, among Canadians
there seems to be deep resistance to the
idea that biobanks could sell genetic data to
other parties – even if informed consent is
obtained [32]. In the Canadian context this
might be more indicative of a judgment
against the role of profit in association with
healthcare than a considered decision about
the particular circumstances of the use of
genetic information. On the whole, howev-
er, studies of opinion in several countries
suggest the public generally lacks trust in
corporate participants in biomedical re-
search [52]. This is certainly true in Canada
where it has been determined that “… med-
ical researchers are far more trusted to do
what is right and are given more latitude in
their ability to access personal informa-
tion.” [32].
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22.5

Genetic Resources and Intellectual Property:
What Benefits? For Whom?

It is hoped that research on banked samples
will lead to commercializable diagnostic
and therapeutic products. Typically, a re-
searcher who discovers a disease gene
might seek to file a patent application over
the gene and its specific uses in diagnosis
and/or therapy. Who, ultimately, should be
entitled to benefit from research discoveries
of this nature? Although an inventor has a
legal right to obtain intellectual property
protection of his or her invention, when a
patentable invention depends on donated
biological samples, novel ethical issues
emerge. What are and what ought to be the
proper limits of “patentable subject mat-
ter”? Should the sequencing and identifica-
tion of a gene sequence implicated in specif-
ic biological processes be construed as an
“invention”? Are individuals or commu-
nities that participate in population genetic
research entitled to share in any benefits
arising from the use of their biological ma-
terial? If not, should they be so entitled? Do
the benefits that patents bestow on society
outweigh the anticompetitive behavior they
might also inspire? What is the actual rela-
tionship between patenting and innovation?

22.5.1

Patents as The Common Currency 
of the Biotech Industry

In essence, patents are contractual agree-
ments made between an inventor and the
state. The ultimate objective of patent stat-
utes and the intellectual property regime is
to benefit society. By granting market exclu-
sivity for a limited period (typically 20
years), patents provide inventors with an op-
portunity to recoup their research and de-

velopment costs and to enjoy a period of
time to exploit their inventions commercial-
ly without infringing competition. In re-
turn, the state is provided with an enabling
description of the invention, sufficiently de-
tailed to allow a person skilled in the art to
work the invention. Descriptions of all in-
ventions, including gene sequence listings,
are made publicly available in patent data-
bases at a specified time after filing. Accord-
ingly, patent databases are valuable reposi-
tories of technical information to which
others in academia or industry can turn to
stimulate their own innovative efforts. The
rationale underlying publication is that du-
plication will be avoided and improvements
on the state of the art are promoted.

In the pharmaceutical industry and in the
life sciences, in which research and devel-
opment costs are high and the likelihood of
developing a product that will generate rev-
enues is small, patent applications and
granted patents are seen to be critically im-
portant to industrial success. Patents, some
argue, ensure the development of necessary
drugs and medical devices that would not
be developed in the absence of patents
[53–56]. Patents and patent applications
have become the de facto currency of the bi-
otech industry. The unsettling reality is that
we do not understand the impact of patents
on the economy or on society more broadly
[57]. Questions persist about the overall ef-
fect of patents on innovation and social wel-
fare in the life sciences and other industrial
sectors. Allan Greenspan, Chairman of the
United States Federal Reserve Board has re-
cently questioned whether “… we are strik-
ing the right balance in our protection of in-
tellectual property rights …“ and whether
the protection is “… sufficiently broad to en-
courage innovation but not so broad as to
shut down follow-on innovation.” [58].
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22.5.2

The Debate over Genetic Patents

The extent to which industry has embraced
gene patenting has caused much consterna-
tion. In 2001, Robert Cook-Deegan and Ste-
phen McCormack reported in Science mag-
azine that more than 25,000 DNA-based
patents had been issued in the US by the
end of 2000 [59]. The intense scientific fo-
cus on, and public investment in, the HGP
combined with the sharp increase in the
rate of genetic sequence patenting (includ-
ing whole gene sequences, EST, and SNP)
stimulated much debate about the relative
benefits and risks of genetic patenting [60].
Over the past several years numerous com-
mentaries and reports suggesting a variety
of reforms, both inside and outside patent
law, have been promulgated by internation-
al agencies, research institutes, non-govern-
mental organizations, government agen-
cies, and individual academics around the
world [61–65].

Despite the frequently heralded benefits of
patents, their utility in the field of genetics
and genomics remains contested. In an oft-
cited paper, published in Science magazine,
on the effects of patents on innovation in bi-
omedical research, Michael Heller and Re-
becca Eisenberg describe the “tragedy of the
anticommons” wherein a scarce resource is
prone to under use when multiple owners
each have a right to exclude others and no
one has an effective privilege of use [66, 67].
In conclusion, the authors warn that:

“… privatization must be more carefully de-
ployed if it is to serve the public goals of bio-
medical research. Policy makers should seek
to ensure coherent boundaries of upstream
patents and to minimize restrictive licensing
practices that interfere with downstream
product development. Otherwise, more up-
stream rights may lead paradoxically to fewer
useful products for improving human
health.” [66]

Although it is accepted that genes, includ-
ing human genes, are patentable subject
matter in most, if not all jurisdictions, the
debate continues to rage about the ethical
appropriateness of patentability. In its re-
port on gene patenting, The Nuffield Coun-
cil on Bioethics aptly concluded on this
point that:

“… exclusive rights awarded for a limited pe-
riod are, in the main, defensible and that the
patent system has in general worked to the
benefit of the people. Nonetheless, we con-
sider that in the particular case of patents
that assert property rights over DNA, consid-
eration should be given to whether the bal-
ance between public and private interests has
been fairly struck [63].”

A growing body of data tends to support
Heller and Eisenberg’s thesis. It has, for ex-
ample, been shown that transaction costs
resulting from high licensing fees and roy-
alties might deter laboratories from provid-
ing genetic tests [68, 69]. In France, an eco-
nomic study of the cost-effectiveness of ge-
netic testing strategies including BRCA1/2
testing showed that the latter had the high-
est average cost per mutation detected. The
authors of this study conclude that the
broad scope of the patent inhibits health-
care systems from choosing the most effi-
cient testing strategy [70]. There is evidence
of these same effects in Canada. Though
these specific concerns seem valid, caution
must be applied in presuming that the ef-
fects are, in sum, negative.

At least one commentator has taken issue
with the approach taken by Heller and Ei-
senberg and argues that many of the prob-
lems described in a series of papers au-
thored by Eisenberg and Rai [66, 71–74]
would be worse if patents were not available
[75]. Patents, argues Kieff, increase output
by increasing both input and efficiency and,
although not perfect, they are the best op-
tion and they act to ensure that biological
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research will be funded, to some extent,
through the private sector. Similarly, an
OECD report published in 2002 entitled
“Genetic Inventions, Intellectual Property
Rights and Licensing Practices” concludes
that:

“… the available evidence does not suggest a
systematic breakdown in the licensing of ge-
netic inventions. The few examples used to il-
lustrate theoretical economic and legal con-
cerns related to the potential for the over-frag-
mentation of patent rights, blocking patents,
uncertainty due to dependency and abusive
monopoly positions appear anecdotal and are
not supported by existing economic studies
[65].”

More research in this area is clearly needed.
Several studies sponsored by the National
Institutes of Health in the US aim to pro-
vide evidence that will enable rigorous as-
sessment of the impact of university-held
gene patents [76, 77]. Without clear evi-
dence that a problem exists, or without a
clear understanding of an identified prob-
lem, attempts to fix the system seem ill-ad-
vised. The case of Myriad Genetics is fre-
quently cited as justification for patent re-
form.

22.5.3

Myriad Genetics

Around the world, numerous patents have
been granted to Myriad Genetics over two
genes – BRCA1 and BRCA2 – associated
with familial breast and ovarian cancer. My-
riad has been harshly criticized for failing to
broadly license testing methods covered by
its patents. In hindsight, the decision to re-
fuse to broadly license its patented genetic
testing methods might have been a poor
business decision – if for no reason other
than that it has become a public relations
disaster. The practice itself is not inherently

wrong or immoral and, in fact, many firms
across a variety of industrial sectors employ
similar business strategies.

The problem for Myriad lies in the fact
that the genetic testing services it seeks to
promote are of profound interest to individ-
uals who require testing. In addition, in
countries with publicly funded healthcare
systems, monopolistic business practices
and pricing can adversely impact the ability
of the state to provide healthcare services.
This reality seems to account for the relative
enthusiasm shown by countries like France
and Canada in opposing Myriad’s monopo-
ly. For example, as a result of the Myriad
patents the cost of BRCA1 and BRCA2 test-
ing in Canada increased from $1000–1500
to $3850 per test. In response to the price
increase, provincial Ministries of Health in
Canada were forced to make tough deci-
sions over whether or not to publicly fund
testing in their province. To our knowledge,
Quebec is the only Canadian province to of-
fer the service to its residents through Myri-
ad Genetics. Other provinces tacitly argue
that Myriad’s patents are invalid and contin-
ue to provide potentially infringing testing
in defiance of the Myriad patents. To date,
legal action has not been commenced by
Myriad against a single Canadian province
despite continued testing.

On this same issue, headlines were made
in Europe and around the world on May 18,
2004, when the Opposition Division of the
European Patent Office granted an appeal
against Myriad Genetics over patent EP
699754 for a “Method for Diagnosing a Pre-
disposition for Breast and Ovarian Cancer”
[78, 79]. As a prelude to this decision several
notices of opposition were filed at the EPO
against Myriad Genetics. In France, a no-
tice of joint opposition was filed by the In-
stitute Curie, the Assistance Publique-Hop-
itaux de Paris, and the Institute Gustave
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Roussy. The initiative was supported by the
French Hospital Federation, the French
Ministries of Public Health and Research,
and the European Parliament. Further no-
tices of opposition were filed by a group led
by the Belgian Society of Human Genetics
and the genetics societies of Denmark, Ger-
many, and the United Kingdom [80, 81].
Myriad’s patent was challenged on the basis
that there was no sufficient inventive step
and that the patent application failed to dis-
close a sufficient description of the inven-
tion. It is important to note that patent laws
in Canada and the United States provide no
similar summary opposition procedure that
can be used to challenge issued patents.
Rather, the validity of patents must be test-
ed in costly patent-infringement litigation.

Ultimately, the patent at issue was revoked
on the basis that the invention claimed by
the applicant was not inventive. Opponents
of the patent had uncovered discrepancies
between the sequence described in the in-
itial application filed in 1994 and in the pat-
ent granted in 2001. The correct sequence
was only filed by Myriad after the same se-
quence had already been published by an-
other party and had thus become part of the
“prior art”. Myriad has until the end of this
year to appeal the decision. An earlier deci-
sion of the EPO Opposition Division in
February of this year struck down another
of Myriad’s patents relating to BRCA2, be-
cause the charity Cancer Research UK had
filed a patent application on the gene first
[78]. Myriad faces two additional opposition
hearings in 2005 relating to others of its
granted patents [78, 79]. Although these de-
cisions continue to make headlines and are
seen by many as moral victories against in-
dustry writ large, it remains unclear how
much weight the ethical concerns over gene
patenting potentially hold.

22.5.4

Proposed Patent Reforms

Largely in response to the concerns over
gene patents and the patenting of higher
life forms, academics have called for sub-
stantial reform of patent laws. A variety of
changes have been recommended; these in-
clude:

• creating a statutory definition of “patent-
able subject matter” that includes or ex-
cludes certain biotechnological inven-
tions;

• adding an “ordre public” or morality
clause to the Patent Act;

• adding a statutory opposition procedure
similar to that which exists in Europe
(and which has been successful thus far
in striking down two of Myriad Genetics’
breast cancer patents);

• creating a narrow compulsory licensing
regime that would facilitate access by oth-
ers to key patented technologies; and

• creating a specialized court to ensure that
only judges with expertise in technology
and patent law can hear intellectual prop-
erty cases.

Of these recommendations, the adoption of
an “ordre public” or morality clause is the
most contentious. In effect, such a clause
would enable patent examiners (or an ap-
pointed ethics panel or other agreed upon
ruling body) to determine the patentability
of inventions on the basis of morality [82].
Gold and Caulfield recommend the crea-
tion of an independent, transparent and re-
sponsible tribunal made up of specialists in
ethics, research, and economics with the
power to suspend or withhold patents in
certain limited circumstances. The authors
envisage a mechanism that “… avoids de-
lays in the patent-granting process, that



548 22 Biobanks and the Challenges of Commercialization

leaves ethical decisions to specialists and
that prevents frivolous complaints against
patentees.” On this issue, the Canadian Bio-
technology Advisory Committee (CBAC) al-
ternatively recommends the status quo be
maintained and that:

“… social and ethical considerations raised
specifically by biotechnology should continue
to be addressed primarily outside the Patent
Act. While some proposals have been made
to modify the Patent Act (see Annex D), the
existing range of mechanisms available to re-
strict or prevent activities determined to be
socially or morally undesirable, is quite exten-
sive. If new limits are required, it will be
more effective at present to modify or expand
current regulations than to introduce a com-
pletely new mechanism into the Patent Act
[83].”

Whatever steps countries opt to take with
respect to their patent laws, the issues
raised by patenting in the life sciences will
inevitably continue to be debated.

Allowing patents over human biological
materials, including human genetic materi-
al, is frequently criticized on the basis that it
will create a demand for such materials and
will increase the likelihood that individuals
will be inappropriately exploited [84]. Al-
though the connection between patents and
commodification of the human body has
been explored in the context of gene patent-
ing, to date, the debate has had little impact
on patent policy. Indeed, it is important to
critically consider whether or not patent law
or procedure is the correct forum for ad-
dressing morality [85]. It might well be that
regulation of specific uses of patented prod-
ucts or processes is a better approach. We
believe it is important to recognize the rela-
tive values inherent in human biological
materials, human life, and the patent sys-
tem in promoting the development of prod-
ucts and processes that could benefit soci-
ety. Importantly, the potential of significant

benefits accruing to society as a result of the
patent system should not be lightly dis-
counted without solid evidence to the con-
trary.

22.5.5

Patenting and Public Opinion

Public perceptions on patenting in the field
of biotechnology are diverse. A variety of
groups in Japan, including the public and
scientists, were asked whether “people
should be able to obtain patents and copy-
rights” with regard to new plant varieties,
new animal varieties, existing plant/animal
genes and existing human genes. Support
for patenting fell among both groups as the
focus moved from new plant and animal va-
rieties to patenting existing plant/animal
and human genes [86]. This hostility toward
patenting genetic material already in exis-
tence was also evident among members of
the New Zealand public [87].

The Canadian public strongly supports
the mapping of the human genome and,
with the success of this enterprise, has
shown increased support for the idea of pat-
enting genes. Concerns have been raised,
however, about the possibility of patents
driving up prices of medical products and
reducing accessibility. Most Canadians as-
sociate genome research with these prod-
ucts and have indicated in a national survey
that equality of access should be the pri-
mary guiding principle in commercializa-
tion, including patenting of the products
[88]. Another concern is the patenting of
higher life forms. Half of Canadians who
were asked about patenting of the Harvard
mouse said they were “not very comfort-
able” or “not at all comfortable” with the
earlier Court of Appeal decision to grant a
patent on the mouse [88].

Swedish perceptions of commercializing
genetic information reveal similar concerns
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[89]. Assessment of responses to commer-
cializing technology made it clear that al-
though respondents had little concern over
commercializing information technology,
gene technology posed serious concerns
about “ethics”, chief among which was the
idea of commercializing such information
[89].

22.6

Human Genetic Resources 
and Benefit-Sharing

In addition to specific concerns about pat-
enting, concerns are frequently raised that
the process of commercialization in the
field of genomics has the potential to en-
courage inequitable distribution of the ben-
efits (and burdens) of technology [90]. In re-
sponse to this potential, the concept of ben-
efit-sharing has emerged in the internation-
al law arena. Although conceived in the
realm of international law, the principles
are useful in the context of population ge-
netic research initiatives at national, region-
al, and community levels [47].

The human genome is a unique natural
resource and one that has qualities that
might appropriately render it a “common
heritage” resource [91–93]. In addition, ge-
nomic information has qualities that have
led some to argue it should be characterized
as a “global public good” [94, 95]. The effect
of characterizing the human genome in
these ways is to morally, if not legally,
oblige researchers and exploiters to pro-
mote the equitable sharing of the resource
and of the information gleaned from use of
the resource. The justification for benefit-
sharing in the context of non-human genet-
ic material is logically extendable to human
genetic material [47]. Currently there seems
to be a clear ethical imperative that de-
mands benefit-sharing in the context of hu-

man genetic research and a nascent legal
obligation to do the same.

Despite the lack of a fully crystallized le-
gal obligation to share benefits in the con-
text of human genetic research it is a topic
that has sparked discussion amongst schol-
ars in law, medicine, philosophy, and bio-
ethics [11, 48, 96–99]. Benefits are defined
broadly to ensure that many types of gain
(not necessarily limited to financial gain)
are distributed equitably – to the research-
ers and industry partners who transform re-
search findings into products and services,
the international research community, the
patients, communities and populations
who participate in the research process, and
to society in general. The often forgotten
corollary is that if the benefits are to be con-
sidered shareable, so ought the burdens.
On reflection, benefit-sharing seems to be
best conceived as a means to effect distribu-
tive justice in circumstances where there is
evidence that distributive justice is lacking
under an existing regime. The concept is re-
medial and flexible and might vary dramati-
cally from project to project. Fairness is the
key consideration when developing a bene-
fit-sharing strategy.

The Convention on Biological Diversity
[100] and the associated Bonn Guidelines
[101], which apply to nonhuman genetic
materials, elucidate requirements for bene-
fit-sharing arrangements that must be em-
ployed in that context. Details of benefit-
sharing agreements are not strictly deter-
mined by the Bonn Guidelines. Rather, the
guidelines simply suggest that a variety of
types of benefit might form part of a bene-
fit-sharing agreement. Table 22.2 provides a
nonexhaustive characterization of mone-
tary, nonmonetary, and hybrid benefits that
might be considered and included in a ben-
efit-sharing agreement.

Benefit-sharing mechanisms typically
contemplate the equitable distribution of
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the benefits that arise as a result of the re-
search process. Although strongly discou-
raging individual inducements to partici-
pate in genetic research, the HUGO Ethics
Committee expressly acknowledges that “…
agreements with individuals, families,
groups, communities or populations that
foresee technology transfer, local training,
joint ventures, provision of health care or of
information infrastructure, reimbursement
of costs, or the possible use of a percentage
for humanitarian purposes …“ are not simi-
larly prohibited [102]. In fact, HUGO’s
Statement on Benefit-Sharing discloses po-
tential mechanisms that might be used to
effect benefit-sharing between sponsor
companies and communities that partici-
pate in population genetic research. In addi-
tion to the benefits listed in Tab. 22.2, non-
monetary benefits in the context of human
genetic research might also include such
things as the provision of health care (in-
cluding the provision of drugs or treatment
developed as a result of research), develop-
ment of information infrastructures, social
recognition, or simply communication of
the results of the research [103]. Appropri-
ate sharing arrangements will depend on
the particularities of the research, the par-
ties involved, and the pre-existing social,
cultural and political environment. Parties
to such arrangements might include gov-
ernmental, nongovernmental, or academic
institutions and indigenous and local com-
munities.

It is relevant to note that compensation
paid to individual participants for participa-
tion in research or to induce individuals,
groups, communities or populations to par-
ticipate in genetic (or other) research are in-
ducements to participate and as such are
not properly considered “benefit-sharing”.
In fact, inducements to participate in genet-
ic research are discouraged in international
ethical statements and in national research
guidelines and policy statements [102, 104,
105].

To the extent that patents create or pro-
mote inequity, benefit-sharing might be
used as a corrective mechanism. Benefit-
sharing should neither be used nor viewed
as a tool to undermine the existing intellec-
tual property regime. Rather, the accrual
and exploitation of intellectual property
combined with the use of appropriate bene-
fit-sharing mechanisms will provide incen-
tives to innovators and a mechanism by
which sustainable development in the con-
text of human biological resources can be
equitably achieved [47].

There is currently a clear ethical impera-
tive demanding the consideration of bene-
fit-sharing arrangements in the context of
human genetic research. There is, however,
no clear or crystallized legal imperative to
demand benefit-sharing. Having said this,
planners of biobank initiatives are well-ad-
vised to recognize that failure to adequately
address concerns and expectations of a sub-
ject population that participates in the es-

Table 22.2 Types of monetary, nonmonetary, and hybrid benefits that may accrue as a result of genetic
research.

Monetary benefits Hybrid benefits Nonmonetary benefits

Access fees Joint ventures or other collaborations Information
Royalties Joint ownership of IPR Participation in research
License fees Technology transfer Contribution to education
Research funding Social recognition
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tablishment of biobank resources – includ-
ing the sharing of benefits – might result in
total failure of such initiatives. Prospective-
ly planned and implemented benefit-shar-
ing arrangements can be used to foster and
maintain public trust in the commercial
process and to enable the long-term viabil-
ity of biobank initiatives.

22.7

Commercialization and Responsible 
Governance of Biobanks

Governance refers to “… those processes by
which human organizations, whether pri-
vate, public or civic, steer themselves …“
[106]. It is “… the process whereby societies
or organizations make their important deci-
sions, determine whom they involve in the
process, and how they render account …“
[107]. In the context of biobanking, govern-
ance issues arise in and between organiza-
tions, including public and private institu-
tions, sponsor companies, regulatory agen-
cies, research ethics boards, researchers, re-
search participants, and the general public.
The roles assumed by these different insti-
tutions and agencies, how they interact, the
decisions they make, and how they relate to
the stakeholders are all part of the govern-
ance mix.

The governance of biobanks plays a key
role in ensuring accountability and in
building and maintaining the requisite
public trust. To do this, the various institu-
tional structures and procedures implicated
in the governance processes and the inter-
relationships between the governing en-
tities must be clearly articulated. Biobanks
require participation, cooperation, and
oversight from numerous entities includ-
ing research ethics boards, data protection
bodies (or privacy commissioners), profes-
sional associations, and regulatory agencies.

The need to develop oversight mechanisms
that are independent of the management of
such an enterprise has been stressed [108,
109]. For example, the Biobank UK website
(http://www.biobank.ac.uk/ethics.htm) pro-
vides that:

“The Funders [of Biobank UK] have commit-
ted to the establishment of an Ethics and
Governance Council (EGC) to act as an inde-
pendent guardian of the project’s Ethics and
Governance Framework and to advise the
Board of Directors on the conformance of the
UK Biobank’s activities within this Frame-
work and the interests of participants and the
public.”

Tools for governance also include the appli-
cable law, policy, and ethical norms. A
pressing question that remains is whether
currently available governance tools ade-
quately address the concerns that arise in
the context of biobanking. Are the existing
tools sufficiently adaptable or are other
tools including legislation, regulations, and
policy statements that are specific to bio-
banks needed? When considering the ap-
propriateness of the current governance
framework, public concerns about commer-
cial involvement and the potential misuse
of genetic information cannot be underesti-
mated. With the increasing trend to collec-
tion and use of genetic information, in-
stances of misuse could also potentially in-
crease unless measures are taken to ensure
the integrity of population genetic research,
providing an appropriate balance between
encouraging innovative research, protect-
ing research participants, and providing
beneficial outcomes to society.

Given the focus of research on human ge-
netics and genomics and the trend toward
establishment of biobank resources, there
is an urgent need for development of guid-
ance documents that can be used by re-
search ethics boards and private industry.
Canada’s Tri-Council Policy Statement
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[105] provides insufficient guidance to eth-
ics boards charged with ethical review of bi-
obank projects. Specifically, guidance on
the applicability of privacy law and consent
options that might exist in the context of
population genetic research needs to be de-
veloped for each jurisdiction. It is possible
that existing regulatory frameworks might
have to be changed to accommodate ge-
nomic research. What is needed is an open
and accountable regulatory framework that
incorporates the legal and ethical norms
governing research on human subjects and
the evolving ethical norms of corporate gov-
ernance. In considering what such a frame-
work might look like, the following ques-
tions are relevant and require substantial
consideration:

• Who can or should own or control a pop-
ulation genetic biobank?

• How is access to biobank resources grant-
ed? To whom? Under what conditions?

• Should population genetic research be
considered more akin to communitarian
public health research or to traditional au-
tonomy-driven human subject research?

• If more akin to public health research,
how might this characterization affect the
governance framework?

• How should the interests of the commu-
nity or population and the interests of the
research participants be represented in
any commercial agreements that flow
from biobanking?

• Can the commercialization of products
and services developed from population
genetic research be simultaneously pro-
moted and aligned with the best interests
of society?

• Is there an emerging legal obligation that
would require the incorporation of bene-
fit-sharing mechanisms into population
genetic initiatives?

• How might benefit-sharing arrange-
ments be implemented? In what circum-
stances are such arrangements neces-
sary?

Given the overall lack of experience in creat-
ing and managing biobank resources and
the emerging appreciation of what might be
accomplished as a result of genomic re-
search, answers to some of these questions
can be garnered only through practical ex-
perience. However, proactive consideration
of the issues known to be implicated in the
establishment of large scale population ge-
netic initiatives is necessary and might en-
courage the development of innovative ap-
proaches to biobank governance. The chal-
lenges presented by large-scale biobank in-
itiatives suggest that what might be
required is a legislative framework that en-
sures that the governance of such initiatives
proceed in the public interest. It has been
argued for the UK Biobank that self-regula-
tory mechanisms are no longer sufficient in
the face of erosion of public confidence and
trust [108].

22.7.1

The Public Interest and the Exploitation 
of Biobank Resources

As noted previously, the main objective of
population genetic research is to develop
new methods to prevent, diagnose, and
treat human disease. It is inevitable that pri-
vate industry will be involved in the process
and that it will seek to accumulate intellec-
tual property rights over innovations. The
key is to effectively align the needs of indus-
try with the needs of the broader research
community and with the populations that
enable such research. Numerous concerns
have arisen in the context of the commer-
cialization of genetic research, not least of
which is the potential adverse effect on pub-
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lic trust. Although the public is generally
supportive of genetic research there is a real
risk that over-emphasis of the commercial
aspect will result in a backlash against pop-
ulation genetic research and the commer-
cial products developed as a result of the re-
search.

In Iceland, for example, DeCode Genet-
ics was granted an exclusive license to de-
velop and exploit a Health Sector Database
[34, 50]. On this point, harsh criticism has
been levied against the Icelandic govern-
ment for entering a bad deal on behalf of its
citizens. For example, Professor Greely
notes that:

“With the sale or lease of other assets of spec-
ulative value such as oil and gas deposits, the
government typically keeps a financial inter-
est in the output, often in the form of royal-
ties. This share of the risk may limit the
amount initially paid for the concession or
lease, but it guarantees that government will
share proportionately in a successful enter-
prise. Iceland has neither negotiated for a
substantial initial payment nor a continuing
interest. Its arrangement with DeCODE may
turn out to be very one-sided [50].”

Similarly, in a paper that is highly skeptical
of the commercial focus of the Icelandic
Health Sector Database, Merz et al. con-
clude that:

“The major ethical concerns posed by the
HSD [the Icelandic Health Sector Database]
arise because its primary purpose is com-
mercial, and only secondarily does it support
legitimate governmental operations. There
are simply too many provisions of the overall
project that serve DeCODE’s interests and
not those of the government or individual cit-
izens.” [34].

The Icelandic model, the authors argue, “…
provides an informative counterexample
that must be critically examined by others
considering similar ventures.” Although, in
the end, pure public funding might be an

unattainable ideal, an appropriate balance
might be struck between public and private
funders. Establishment of collaborative
consortia of public and private companies
that prevents unfair monopolistic behavior
is one such possibility.

22.7.2

The Role of the Public and Biobank 
Governance

It is important that the general public be
provided information about how biobank
enterprises are funded, the expected bene-
fits for the community or society, how the
risks are managed, and the role of the initia-
tive in the national innovation agenda. Re-
search participants should be specifically in-
formed about the foreseeable uses of their
biological sample or associated data, con-
sent conditions for future research access or
secondary uses of the data, the potential for
commercialization, specific information
about how privacy and confidentiality will be
maintained, storage conditions, and project
maintenance and oversight [110]. Any bene-
fit-sharing arrangements with individuals
and/or the community at large, should these
be relevant, must also be clearly articulated.

The need for the public to understand
and to participate in the governance ar-
rangements of biobanks cannot be over-em-
phasized. We have described governance as
the processes by which decisions are made
and how accountability, legitimacy and pub-
lic trust are maintained. Although the need
for public consultation and ongoing debate
and dialog are recognized, efforts to address
the need have not, to date, been adequate.
To address this need a complement of inno-
vative and flexible tools including public
opinion surveys, focus group analysis, stake-
holder consultation, community consulta-
tion, and web-based consultations must be
developed. In addition, tools to educate the
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public (including media and professionals)
about genetic and genomic research must
be developed. Ongoing research into the ef-
fectiveness of these tools is essential.

Public trust in research depends on the
ability of governments to appropriately
manage the research, development, and
marketing phases of the commercial pro-
cess. Developments in large-scale popula-
tion genetic research point to a need to 
implement public education strategies to in-
form people about the purpose of popula-
tion genetic research, the risks to partici-
pants, and the necessary role of private in-
dustry in the commercialization process.
They also point to a need to develop reliable
data-protection safeguards and liberal ac-
cess mechanisms so that valuable research
can proceed. This liberalization must only
occur, however, in the context of robust
safeguards and oversight mechanisms to
minimize the potential risks to research
subjects, many of which are both unknown
and unknowable.

22.8

Conclusion

Failure to apply the highest scientific, legal
and ethical standards to biobank initiatives
will inevitably undermine public trust and
confidence in science and in the down-
stream products of such research [111]. Es-
tablishing and maintaining integrity over a
project’s planning and research/use phases
is critical. Errors made in the development

of the Icelandic health sector database are
instructive. On this topic, one commentator
notes that:

“… the procedural haste, the refusal to solicit
the opinions of foreign experts (who have
greater experience with industry/sci-
ence/ethics conflicts), the unwillingness to
take domestic criticism into account, the po-
liticized and partisan debate in the case, the
crude oversimplifications in the discussions
and controversies over the biological process-
es basic to the inheritance of disease, the
power of private interests, the plebiscitarian
legitimation procedures in a case of subtle
ethical, social and scientific controversy, all
this is bound to raise a lot of misgivings, to
say the least. It does not augur well for the
search for consensual solutions of ethical
conflicts in vulnerable domains of social
life.” [112].

The planners of new biobank initiatives
should take every opportunity to learn from
both the positive and negative experiences
that others have encountered in the plan-
ning of existing biobank projects. It is nec-
essary to understand the characteristics of
the participating population, the opinion of
the relevant public, and the specific regula-
tory environment in which the biobank will
operate. Planners must pay close attention
to the complex ethical concerns that sur-
round the commercialization of research
and the patenting of genetic material. Bene-
fit-sharing arrangements, specifically tail-
ored to particular initiatives, might be used
to solidify the requisite public trust and en-
able the long-term success of biobank initia-
tives.
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Gebhard Fürst

I would like to introduce you to my thoughts
about a topic the importance of which for
our time cannot be underestimated. Since
cloning of the sheep Dolly, and as a result
of other related news, or as a result of direct
confrontation with the topic, many people
are challenged by the questions which arise
from new discoveries and technology in the
field of biotechnology. All of us now have to
be more responsible for our actions than
ever before. This responsibility needs stan-
dards and guidelines.

German Bundespresident Johannes Rau
made an impressive and clear statement at
the conference “Ethics and Disability” in
December 2003. He also defined the scope:

“For the first time in the history of mankind
the question arises, if we should make use of
the option to change the human being and
redesign man genetically. I can understand
that many people are fascinated by the new
possibilities opened by gene analysis and
gene technology. If we discuss which pos-
sibilities we should utilize and which not the
issue is not first and foremost about scientif-
ic and technical questions. We have to come
to a qualitative decision. We have to decide,
which technological possibilities can be
matched with our value system, and which
cannot [1].”

The key question is defined by the above
statement. In view of current developments
in gene technology and biomedicine, far-
reaching changes in culture and civilization
can be expected. Never before did we know
so much, never before were we as capable
as today. But do we want to know every-
thing that we might be able to know? And
should we do, or are we allowed to do,
everything we could do, or might be able to
achieve?

I represent the German Catholic Confer-
ence of Bishops on the German National
Ethics Advisory Board, which has the man-
date to represent the ethical questions and
arguments regarding life sciences to the
German government. Life sciences include,
among others, biosciences and agricultural
sciences, and bioinformatics, biomedicine,
and pharmacy. The life sciences will deepen
our knowledge about humans dramatically
and therefore raise many expectations,
hopes and fears. New scientific findings
thus require examination if their utilization
can be justified ethically [2].

I would like to mention a few examples to
demonstrate that these thoughts are not
speculative generalizations: In Korea a nu-
cleus which was removed from a cell of a
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twelve year-old boy, was implanted into a fe-
male rabbit oocyte, which first had its own
nucleus removed: the utopic vision of a chi-
mera between human and animal might
soon be realized. In the United States, two
deaf lesbian women ordered, through con-
scious selection of a deaf sperm donor, an
embryo, which – as planned – developed
into a deaf child. The children are not al-
lowed to be different from those who or-
dered them.

Reproduction technology now makes it
possible for a child to can have five parents:
biological parents, social parents, and the
surrogate mother who carries the embryo. It
cannot be predicted which influence these
possibilities might have for the child. A last
example, as spectacular as it is recent, was
the bold announcements of the American
Raelian sect, who claimed to have given
birth to the first cloned children.

It is now demonstrated that “… all, who
played down the dramatic of the can do de-
lusion are caught in a naïve attitude towards
progress”. Right now, it is most probable
that the announced births of the first cloned
humans are not genuine, as distinguished
scientists assured me that it would be im-
possible to clone a human being.

But technical limitations like this have of-
ten been overcome in the past. The prob-
ability that cloned children will be disabled
or will develop diseases later in life is great;
the risk that cloning technology will be fur-
ther perverted by dictators and other egoma-
niacs is obvious. In view of all these risks,
the creation of a human clone is an “unsur-
passable cynicism”. It shows what science
without ethical orientation is capable of.
The common outrage [about human clon-
ing] was great and many political and cleri-
cal organizations distanced themselves
strongly from the idea and asked for a
worldwide ban of reproductive cloning. I
also want to emphasize that German re-

searchers are unanimous in their view that
therapeutic and reproductive cloning are in-
evitably connected. During “therapeutic”
cloning a patient is cloned with the goal of
breeding a microscopic embryo which
bears replacement tissue. During “repro-
ductive” cloning, the embryo is implanted
into the mother. Both techniques are there-
fore identical in their most important steps.
Scientists advancing therapeutic cloning
thus create the know how for the cloning of
babies [3].

It is essential to create an international
ban of all forms of human cloning. This
first point is very important to me – the pos-
sibility of cloning humans not only poses
new challenges for politics. It is society as a
whole, reflecting on dreams, wishes and
ideals, which creates the request for human
cloning. With all sympathy for particular
situations, I would like to mention as an ex-
ample the wish of infertile couples for a
child at any cost. Another example is the
egomaniac individualism of those who
would like to see themselves replicated. Fi-
nally I would like to mention certain imagi-
nations of eternal life, which are not found-
ed in scripture, but based on the promises
of biotechnology [3].

Please allow me to once again cite from
the talk of Bundespresident Johannes Rau:
to “… hold on to …” moral standards “… is
not always easy at a time when we are ex-
posed every day to the message that it
should be our goal to stay young forever, be-
come more beautiful, and never sick, and
stay productive indefinitely. Too many
internalize these slogans without reflection
or bad feelings, although they could see
with open eyes that this picture of mankind
has nothing to do with reality …” [1].
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23.1

Life Sciences and the Untouchable Human
Being

I would first like to question the term “life
sciences” critically, because I believe it usu-
ally is based on a simplistic, positivistic
understanding of “life” and that because of
this, predeterminations are made already
when the term is used, which have far-
reaching implications for the context.

The church therefore has to assert her
convictions about human beings, life, and
dignity, and social, economical, and politi-
cal order in the discourse of society. The
church understands herself as the advocate
of humanity and the untouchable human
being. This is implicated by the Christian
belief that life is more than just a biological
fact, because God created man in his own
image. In addition, “non-theological” rea-
soning also leads to the realization that hu-
man dignity is intrinsic to humans, solely
based on being human, and cannot be regu-
lated by law. It is therefore important for
me to state that we do not just represent a
moral standpoint internal to theology or the
church. “We are the group, which advocates
that human dignity has to be protected by
law and the constitution right from the be-
ginning. Therefore we are the best alley of
the law of the land [4].” The German Bun-
despresident Rau has also made an unam-
biguous statement about this:

“There is a debate since a while, which at-
tempts to distinguish between human dig-
nity on one side and the protection of human
life on the other side. But if human life at an
early stage is denied human dignity, so that
there can be a consideration of legal issues,
the goals of the constitution are neglected.
Legal considerations cannot replace basic
ethical considerations.
Human dignity, which for good reasons is
placed at the beginning of the opening chap-
ter of our constitution, is inseparable from
the obligation to protect human life.” [1].

In this context, the principle of human dig-
nity, in which the untouchable human be-
ing, including the bodily existence, is an-
chored, forms not only the foundation of
the democratic constitution, but is also the
basis for a broad consensus within society.

This dimension of the untouchable,
which defines the human being, is now
threatened with being replaced in favor of
secondary goals – this has been pointed out
many times by the catholic church. Doesn’t
a human being get torn apart in the conflict
of playing God, judging over life and death
on one hand, and on the other hand valuing
humans so low that human life becomes
only biomaterial, which can be utilized?
“We would rob ourselves of our humanity,
if we would attempt to improve ourselves by
our own power. The imperfect belongs to
human nature and human creation [4].”
The perfect human, who becomes his own
creator, is a dangerous utopia, which might
soon lead to classification of humans into
different categories of perfect and imper-
fect, of the especially well created and valu-
able and in contrast the unworthy and
avoidable. In view of the complexity of the
questions, further reflection is necessary to
determine how to act in any particular case.
The first question deals with the justifica-
tion of the goals: Can the road which leads
to the objective be morally justified? Of
great importance also is estimation of the
consequences of genetic activities – what
benefit can be expected and what damage
might result?

“I want to emphasize that the church is not
averse to science and research. On the con-
trary: we request from the researchers to
make every effort to find therapies for the
major diseases of our time.
All technologies, which do not endanger or
destroy human life even in the early stages
are ethically justified [4].”

The church is not against progress, but has
a positive attitude towards life. Therefore,
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she supports gene technology and bio medi-
cine, as long as human dignity is recog-
nized and protected; but she cannot abstain
from pointing out the dangers and conse-
quences resulting from such activity. Genet-
ics and gene technology can have large ben-
efits, but they can also come back to haunt
people. This happens when they try openly,
or secretly, to create a new human being.
This creature quickly becomes an idol, at
whose altar human sacrifices are made. In
our country children with Down’s syn-
drome, elsewhere girls because of their gen-
der, today children with genetic defects, to-
morrow those who lack intelligence, beauty,
or simply chances for success [5].

The refusal of people to accept them-
selves as an image of God or, in other
words, to accept the untouchability of hu-
mans, creates a wearing and destructive un-
happiness and hands over humanity to the
perfectionism of our own ideals without
protection. In what kind of society, and with
what kind of ideals, do we want to live?
Shouldn’t we have the goal

“ … to live in a society, which utilizes scientif-
ic progress, without being handed over to it,
which is conscientious on an every day basis
that differences are part of human life and
that nobody can be excluded because they are
different?” [1].

On the other hand, it is questionable if one
can preserve the untouchability of humans,
if one denies or ignores the fact that humans
are created in the image of God. On the slip-
pery slope of constant movement and push-
ing the borders of mankind, it is no longer
sufficient to find fulfillment, we have to find
and recreate ourselves. To realize that we are
God’s creation and created in His image, en-
ables us humans to accept ourselves in our
human dignity. This attitude allows humans
to grow beyond themselves without having
to show off [5]. Human dignity cannot be
earned, it is also impossible to loose. We

cannot assign dignity and therefore we also
cannot deny it either. Dignity is preassigned
and must not be touched. Dignity also can-
not be made dependant on criteria for per-
formance, happiness or social compatibility
defined by third parties.

23.2

Consequences from the Untouchability 
of Humans and Human Dignity 
for the Bioethical Discussion

Human dignity and being human cannot
be separated, because the development of
humans and being human are a continuous
process, which spans from the fusion of the
egg and the sperm, over the embryonic
phase to birth, over childhood to being an
adult, to illness, dying, and death. In hu-
man development there is neither from the
scientific nor the anthropological view a
real and evident break, independent from
judgment calls. The key question of the de-
bate is always the same – is the embryo al-
ready a human being? When does life be-
gin, which is always also personal life? Does
it begin, as defined in German law to pro-
tect embryos, from 1991, and in the Ger-
man law on stem cells, from 2002, at the
earliest possible time, i.e. the creation of the
gamete, resulting from the fusion of the nu-
clei, or later? Is it entitled from the begin-
ning to be protected by human dignity, or is
it just a “mass of cells”, and therefore a non-
personal thing, or at the most a being on
the level of an animal which can be made
an object of research for “important” causes
and therefore can be traded if needed and
killed in the process?

According to German law for the protec-
tion of embryos, the embryo is protected
from the beginning, according to criminal
law (§218) only after embedding in the uter-
us (approximately the 10th day). In neither
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is the embryo judged as being owned by the
mother, or as a thing. Therefore human life
(embryos) and ownership of it are incom-
patible.

The blurring of the border between thing
and person is what makes biotechnology
and research on stem cells so dangerous for
us. Even a four-celled or eight-celled stage
is not only potential but already real. On the
other hand are they currently existing hu-
mans also (hopefully) still capable of devel-
opment, and therefore have not yet realized
their full potential. Nobody would deny
them their existence and human dignity be-
cause of this fact.

German minister of justice Brigitte Zy-
pries questioned in her talk at the Hum-
boldt University in Berlin exactly this fact.
According to Zypries the embryo, which
was created in a test tube, is not “just any
mass of cells”, with which we can do as we
like. But it is questionable to her, if it has
human dignity, as defined in article 1 of the
constitution, because it cannot develop into
a human on its own, because this would re-
quire a woman. The minister therefore dis-
tinguishes between the basic right to live,
which she will also concede to the embryo,
which was created in a test tube, and the ba-
sic right to human dignity, which in her
opinion can only be assigned to a child in
the womb. Mrs. Zypries enters dangerous
territory – the environmental conditions are
necessary, but not essential, for the embryo
to be a human being. The womb does not
create new potential for the embryo. Also,
the remark that human dignity requires
“essential elements”, the possibility for
“self responsibility” and “self-determined
organization of life” is a risky thesis – se-
verely disabled people, patients in a coma
or suffering from dementia caused by old
age mostly cannot organize their lives in
the self-determined way defined by the jus-
tice minister.

The embryo is a human being and an in-
dividual person right from the beginning –
there is a lack of arguments for stepwise
protection, because there is no moment in
the development where one could define
that the embryo becomes a human being.
Also, therefore, there are not first and sec-
ond-class embryos, and it is wrong to distin-
guish between embryos worthy of protec-
tion and those that are not, as the German
justice minister attempts. It is not possible
to assign human dignity to the unborn life
in the womb and deny it to the artificially
created embryo. The only possibility of not
becoming unfocused is to accept the par-
allelism of the beginning of life and human
dignity.

Human dignity is an expression of the
meaning of life, which cannot be a means
to achieve other goals, but is an end in it-
self. Freedom of research and the search for
health can only be a goal as long as human
dignity is not touched. No human being has
the right to ask for a cure at the cost of the
life of another human being. Freedom of
research and the search for health can only
be a goal as long as human dignity is not
touched. If the embryo is created in vitro
and discarded after diagnosis, it is used
solely as a means for other goals, the end in
itself is ignored. Therefore a weighting
between the right to live for an embryo and
the expected advantages from research,
which uses embryos “for the benefit of oth-
ers” is unacceptable. The formula “Em-
bryos have to be killed, so that already born
humans can survive” is proven untenable,
even if it is used to in an attempt to justify
research using human embryos and em-
bryonic stem cells with the immense prom-
ises to find cures. To make a lasting contri-
bution to the development of our society,
medical and genetic research first and fore-
most have to be used to secure human life
and improve the quality of life. From a
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Christian point of view, this goal is ethically
legitimate and desirable. But at the same
time, we always have to be aware that re-
search has to be conducted hand in hand
with responsibilities toward society and that
even a “high ranking goal” like “healthy
life” cannot be pursued at all cost.

The church does not try to defend a nos-
talgic view of life here, rather one based on
the moral principles of the age of enlighten-
ment, and views with great concern that es-
pecially in so-called modern and enlight-
ened societies these principles are ques-
tioned and become available in view of eco-
nomical equations. From a Christian and
humanistic point of view objections must
be raised if embryos are to be “wasted” for
research purposes. The language used gives
away a lot about our society: The idea of pro-
creation is superimposed with the associa-
tion of “industrial production”. Anyone who
talks in this way about the creation and
transmission of human life is in danger of
dealing with the results of “production of
humans” in a similar way to manufactured
goods or “biomaterials”, and to assign the
seal “worthy to live” to specific embryos and
to condemn others to extermination. Our
language already gives a lot away. We have
to live up to human dignity and cannot con-
fuse this with what is often called, without
much thought, the value or diminished val-
ue of human life [5].

Scientific and technological experiments,
especially in medicine and pharmacy, have
to be proven to be for the benefit of humans,
including future generations. The principle
of human dignity implies that the human
being has to be the goal and purpose of all
social and scientific development, but can
never be used as a means for any goal. It has
to be demonstrated why something is done
in research and application and not why it
should not be done, or that it might be use-
ful some time in the future and might not be

harmful. Again, we deal here with the wish-
es and dreams of our society for health,
cures, and the perfect life. Especially from
the church’s point of view caution has to be
demonstrated here. Christian belief pre-
vents us dreaming that anything is doable
and prevents visions of salvation which are
connected to technical achievements [2].
Christian belief can also provide orientation
in cases of morally questionable goals and
morally wrong means which are used to
achieve goals. Health cannot be guaranteed,
not even through pre-implantation genetic
diagnosis or the breeding of replacement
organs for humans. In the end, we remain
finite beings who will eventually pass away
and therefore are ailing humans who gener-
ally become sick and without question will
die.

Let me interject a remark, which demon-
strates how fast some promises in medicine
and biotechnology become obsolete. The
TV Show “Report aus Mainz” (06.10.2003)
reported ground-breaking results which tre-
mendously reduced the potential of stem
cell research. We all still remember how
much interest there was at the beginning of
2003 in the debate about stem cell research.
Medical researchers, people working on
ethical aspects, and politicians dealt with
this topic and almost everyone had raised
hopes that this would get us closer to heal-
ing severe diseases like Parkinson’s or mul-
tiple sclerosis. A laboratory in Cologne im-
planted embryonic stem cells into live and
healthy mice. Fourteen days later the scien-
tists at the Max Planck Institute in Cologne
discovered rapidly developing tumors in the
animals. The tumors in the brain of the
mice mean a fiasco for stem cell research-
ers. This is because the same biological
rules apply to the implanting of mouse cells
into mouse brains as to the transfer of hu-
man cells between humans. Destruction in-
stead of a cure. With regard to the promis-
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ing, but ethically controversial, research on
embryonic stem cells the results from Co-
logne mean it is currently not possible to
exclude the possibility that embryonic stem
cells applied to humans could cause cancer.
The philosopher and ethics researcher
Honnefelder, Bonn, Germany, comment-
ed:

“I believe that we have learned in the last two
decades, that we have to be careful with bold
announcements. Research is always difficult,
and the discovery of useful opportunities is
always connected to the potential for side-ef-
fects and averse effects.”

The example mentioned above seems to be
significant to me for the basic problems re-
lated to biotechnology and related medical
research. Very often the debates are ham-
pered by unfounded promises for cures and
a complete lack of understanding of the
short-term and long-term consequences of
the new technology.

As already mentioned, the language used
is an indicator of the developments – in the
same way as “therapeutic cloning” is not a
new therapy, but means the breeding of
human biomaterials, pre-implantation di-
agnostics is not much help for childless
couples, but means the prevention and se-
lection of the diseased and disabled. It is a
contradiction in itself if research and devel-
opment, which is supposed to be for the
benefit of humans, “consumes” human life
in the process. In other words, in the same
way that any human has the right to be not
only the product of the art of genetic engi-
neering, but the child of his or her parents,
conversely parenthood does not mean just
the creation of an heir with especially wor-
thy features, but is an expression of a moral
and social relationship. Humans are fa-
thered and not created. A child is not a
ware, which can be returned when it devel-
ops defects. It is a cruel imposition for any
human to have to live with the knowledge

that they have been selected for detailed
promising criteria and are expected to de-
velop accordingly.

23.3

Conclusion

My remarks are central points for an ethical
orientation in questions of biological and
medical research and its application. Let
me, at the end, close the circle by relating
my experiences with the current political
discussion. Everyone is asked to participate
– every citizen, (especially) the scientists,
teachers, students, artists, and all who par-
ticipate in coming to conclusions in our so-
ciety and culture, so that we can derive a re-
sponsible opinion on central bio-ethical
questions. The catholic church has always
and repeatedly in the last few years asked
for a broad and transparent discussion of
these questions. This discussion has begun
in the meantime and we, including myself,
welcome this development.

Another point is also very important –
ethics cannot be delegated to ethics centers,
national ethics advisory boards or ethics
committees in clinics or elsewhere. Nobody
can be substituted on the topic of ethical re-
sponsibility. In the meantime, this is also
shown in the work at the National Ethics
Advisory Board in Berlin – this board (like
similar boards elsewhere) is in no position
to simply give a green or red light in re-
sponse to certain questions. The National
Ethics Advisory Board is no legislative in-
strument. It does not work like a traffic
light, where red means stop, green means
go, and yellows means to cross quickly. It is
important to collect all technical informa-
tion and the ethical and moral arguments to
enable those who carry autonomous re-
sponsibility to come to a solid conclusion.
The perceived benefits of gene technology
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lead some to visions that everything is do-
able, and others to a complete rejection,
both extremes are wrong. We have to devel-
op high sensitivity and moral competence.
The goals and methods of gene technology,
which can be ethically justified have to be
supported; improper goals must be under-
stood and we should not believe everything
that is promised, nor should we do every-
thing that is possible. It is especially impor-
tant to preserve human dignity, the basic
right to life and untouchability, and the
rights of self determination and personal
rights, and therefore support a culture of
life. Such a culture of life requires a categor-
ical imperative, to always keep the human
perspective in mind. For the scientists this
means, for example, weighing the chances
and risks of a research topic in a responsible
manner, carefully calculating the risks and
fully disclosing the activities. Our parlia-
ments are asked to recognize the complex-
ity, the dimension of the risk, the effects on
the future and the ethical implications of
gene technology by drafting appropriate
laws.

Let me conclude with remarks about the
title of my paper. It was inspired by an ex-
hibit in the German Hygiene Museum in
Dresden about disabled people in our soci-
ety. The title of the exhibit was “The
(im)perfect human being”, in which the syl-
lable “im” was enclosed in brackets in the
same way as in the title I chose. In a certain
sense, the basic lines of argument are sum-
marized in this title as I have shown in my
discussion. The “imperfect” is, of course, on
the one hand connected to human history.
Humans are characterized by their history
and tradition, they carry the traces of time,
of their ancestors, nobody begins life at ab-
solute zero – inheritance is always part of
the baggage. Imperfect: on the other hand
the title tries to establish humans to be non-
perfect in the sense of beings with short-

falls. The title therefore points to the old
dream of humans, told in so many science
fiction films, and which now seems to be-
come reality through gene technology. The
biotechnology boom and the fantasies
about what may now be possible, increase
the enormous pressure on society to be nor-
mal, or even better, perfect. Humans dream
about loosing imperfections, ugliness, dis-
eases, and disabilities. The double meaning
of the “imperfect human” leads to a dramat-
ic culmination: The stars of cinema, televi-
sion, or magazines, create new dreams for
humanity – and new images of the human
being. Through the ideals of our time, for
example beauty and health, ability to per-
form and enjoy, autonomy, and rationality,
humans are exposed to enormous pressure
to be perfect. Categories, which form our
understanding of life create the measure for
the self-realization of humans at the same
time. Enormous promises for cures from
research and medicine put the individual
under enormous pressure, which might
even kill. Nobel laureate Heinrich Böll (lit-
erature) wrote prophetic-sounding words
years ago:

“I prefer even the worst Christian world over
a perfect god-less world, because the Chris-
tian world gives room to those, which no god-
less world allows for: the crippled and sick,
old and weak. And beyond room, the Chris-
tian world gives love to those who seem to be
of no use to the god-less world.”

My title also reminds us of the message
which Christians, as followers of Jesus of
Nazareth, represent in this world – every-
thing must done to support the imperfect
human, create room for those that do not
match any of the norms, dedicated love and
sympathy for the humans at the fringes. Let
us fight for a world in which human beings,
as imperfect as we might be, have a home.
Instead of attempting to create more perfect
humans and re-create them, let us acknowl-



56923.3 Conclusion

edge the imperfect, because standardiza-
tion for impeccable beauty and defined
specifications will strangle us soon. My fi-
nal plea is therefore of special importance.
All who are involved in church and society

with a better understanding of the prob-
lems discussed above are asked to accompa-
ny the progress of life sciences with respon-
sibility, sensitivity, and critical-constructive
engagement.
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Christoph W. Sensen

24.1

Introduction

Genome research is a very rapidly evolving
field, making it hard just to keep up with all
the emerging developments. Although pre-
dicting several years into the future is es-
sentially impossible, on the basis of current
trends we can at least try to project some fu-
ture developments. The final chapter of this
book is an attempt to do that, and, as with
all predictions, might well generate some
controversy. To predict what might happen
in the next few years, it is worth looking at
the past and extrapolating from the pace of
previous developments. Reviewing some of
the other chapters in this book, it becomes
evident that nothing in the field of genome
research is really new – it only takes a much
larger-scale, automated, and integrated ap-
proach to biochemistry, biology and molec-
ular medicine. Almost all the technology
and techniques were in use before the ad-
vent of genome research, only on a smaller
scale and with less automation.

Two developments were crucial for the
emergence of genome research. The first
development was laser technology, which
enabled environmentally friendly versions
of several existing technologies. For exam-

ple, the use of radioactivity for DNA se-
quencing has all but been abandoned in fa-
vor of fluorescent biochemistries. Lasers
have “invaded” many aspects of the molecu-
lar biology laboratory, they are part of auto-
mated DNA sequencers, high density DNA
array scanners, MALDI mass spectrome-
ters, and confocal microscopes to name but
a few. The development was that of the
computer. Computers and the internet have
played a major role in the development of
genome research. All major machines in a
molecular biology laboratory are connected
to computers, and often the data collection
system is directly coupled to a laser-based
detector. At the same time, data exchange
in the genome research world is almost
completely computer-based. “It is on the
web.” is now a common notion and the
interface that is provided through web
browsers is considered the major work en-
vironment for many scientific analyses. Ge-
nomic databases are shared through the
web, to the point that all new data are en-
tered into web-accessible databases on a
daily basis, often before publication. Many
large-scale projects are now conducted as
international collaborations, there is even a
new word for this – collaboratory.
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A typical genome project involves many
individuals. This is a dramatic change from
the pre-genomic era when most molecular
biological publications included from two to
five authors. The large size of the laborato-
ries involved in genome research has result-
ed in new modes of operation, often more
or less along the lines of a factory operation.
Tasks are distributed in a defined way, al-
lowing few degrees of freedom for an indi-
vidual. We can easily predict that this trend
will continue, making single-author publi-
cations more or less a “thing of the past”.

24.2

Evolution of the Hardware

Hardware for genome research has devel-
oped at an astonishing rate. It is impossible
to predict details of future machine develop-
ments, but we see several trends where new
approaches might emerge in the near fu-
ture. The following paragraphs contain
speculations about some of these trends.

24.2.1

DNA Sequencing as an Example

As an example of the potential for future de-
velopment, we would like to look at auto-
mated DNA sequencing. Whereas it was
quite good to obtain 1000 to 2000 base pairs
(bp) of raw sequence per day from a radioac-
tive DNA-sequencing gel, today’s capillary
sequencers can produce up to 1,000,000 bp
per machine in the same time. A combina-
tion of robotics, which enables up to six au-
tomated machine loads per day, 384 capil-
lary machines, enhancements in biochem-
istry that enable the labeling of DNA frag-
ments, and automation of data processing
has resulted in this increased throughput.
Radioactive sequencing gels all had to be
analyzed more or less manually whereas

today’s data can be assembled automatical-
ly, enabling the researcher to spend most of
the time on data analysis. DNA sequencing
laboratories are well on the way toward re-
sembling the “Ford Model-T factory”.

In addition to the improvements de-
scribed above, there is certainly also room
for improvement in DNA separation tech-
nology. The DNA-sequencing reaction typi-
cally can cover more than 2000 bp whereas
detection systems can only use between 500
and 1200 bp. Use of more sophisticated sep-
aration strategies and better detection sys-
tems could lead to another two to fourfold
increase in DNA sequence production on a
single device, without any changes to the bi-
ochemistry.

Further enhancements of DNA sequenc-
ing can be predicted if the shortcomings of
acrylamide-based separation can be over-
come. The DNA polymerases used for DNA
sequencing today are selected for efficiency
in the first 2000 bp. If a separation technol-
ogy with a much longer separation range
could be established, it is easy to foresee
that DNA sequencing could see another or-
der-of-magnitude increase, because the bio-
chemistry could then be adjusted to accom-
modate the new technical possibilities. Rou-
tine future DNA sequencing reactions
could yield readouts many thousands of
base pairs long.

24.2.2

General Trends

The DNA sequencing example above high-
lights some general trends we can see oc-
curring right now. Some of these general
trends are discussed in more detail in the
paragraphs below and in much more detail
in other chapters in this book. In Germany,
we have a saying: “Das Bessere ist der Feind
des Guten”, which translates as: “The better
is the enemy of the good”. There will be a
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continuation of gradual updates and up-
grades, that result in dramatic enhance-
ments of performance, and completely new
approaches that will outperform known
technology by orders of magnitude. While
general laboratory technology, e.g. spectro-
photometers, liquid chromatography equip-
ment, and the like have a useful lifetime of
many years, this will probably not be true
for some genome research-related hard-
ware, which will need replacement at a
much faster pace because of unforeseeable
jumps in technology development. This
probably will not pose a major threat or
problem to genome research, because only
approximately 10 to 15% of the total cost of
a genome project is related to hardware.
Even with the current level of automation,
most of the expense in a Genome project is
related to consumables and human labor.
In future, the human component will be
even further reduced by increased automa-
tion.

24.2.3

Existing Hardware Will be Enhanced 
for more Throughput

Almost none of the machines currently
used in genome research are stretched to
their physical limits. Single-photon detec-
tion systems, which can dramatically in-
crease the detection sensitivity of genome
research hardware and bring the resolution
to the theoretical physical limit, higher-den-
sity data processing (many devices still de-
tect only on the 8-bit or 16-bit level), and
faster data-processing strategies can be
used to enhance current technology. Some
systems, e.g. DNA sequencers and high-
density DNA arrays can be scaled, which
has been shown through the development
of 384 capillary sequencers, which have re-
placed models with 96 capillaries, or an in-
crease of the number of spots on gene

chips. Separation-based machines (e.g. se-
quencing gels or protein gels) have seen
some improvements in capability over time.
They might be replaced by other technology
that enables higher resolution. The crucial
make or break for the establishment of a
completely new technology will always be
the cost factor. Even if a new concept were
proven to be technically superior, it still has
to compete on production cost. At the end
of the day, it does not really matter how data
are produced, as long as the data quality is
comparable.

24.2.4

The PC-style Computers that Run most 
Current Hardware will be Replaced with
Web-based Computing

One of the biggest problems in molecular
biology and genome research laboratories
today is that most machines are operated
with the help of a PC-style computer. Cur-
rently, there are almost as many different
operating systems in use (from MacOS to
Linux to Windows) as there are machines
and today it is not unusual to see all of these
operating systems in the same laboratory.
This situation causes several problems. The
PC-style computers age quickly and require
high levels of system maintenance. For ex-
ample, it was quite difficult to network
many of the original ABI DNA sequencing
machines using TCP/IP networks, which
have now become the standard, requiring
major computer upgrades to achieve the in-
tegration. A typical sequencing machine,
for example, might last 10 years, making it
necessary to replace the controlling PC two
to three times to keep up with the pace of
development.

To address the problems of PC-style com-
puters, we predict that client–server models
will replace the stand-alone systems cur-
rently in use. Thin clients that collect the



576 24 The Future of Large-Scale Life Science Research

data and post them to the web will be com-
plemented by platform-independent analy-
sis software that can be executed on large
servers or the latest workstations. An early
example of this approach was the LiCor
4200 Global system (Chapt. 6). Data collec-
tion on the LiCor 4200 Global system is per-
formed by a Linux-based Netwinder thin
client, which operates an Apache web server
for data access. Users can control and mon-
itor this kind of machine from any web
browser (e.g. Netscape or Internet Explor-
er). The analysis software for the LiCor 4200
is written in the Java programming lan-
guage, making it platform-independent,
thus enabling execution on any Java ena-
bled platform. LiCor has now adopted this
technology for their entire machine line.
Other manufacturers at least have web serv-
ers built into their systems, which allows
them to offer their client software through
the internet.

24.2.5

Integration of Machinery will Become Tighter

In the past, laboratories have operated many
devices that could not directly “talk” to each
other. Incompatible operating systems and
the lack of data exchange possibilities pre-
vented a high degree of automation. We see
attempts to change this, machines from dif-
ferent manufacturers are starting to “speak
the same language”. Interestingly, this does
not necessarily mean that all machines
understand a common, standardized data
format, instead they are capable of export-
ing and importing results generated by oth-
er devices. For example, spectrophotome-
ters have become capable of exporting data
sheets that can be imported into pipetting
robots, saving time in the setup of PCR re-
actions. Sequence assembly programs can
“pick” DNA sequencing primers and export
the lists to oligonucleotide synthesizers,

saving the time of retyping them before oli-
gonucleotide synthesis. Laboratories are
starting to build more and more “assembly
lines” for genome research and, logically,
the trend for integration and data exchange
will continue. International standards bod-
ies are now working on the definition of
data standards for molecular biology and
genome research. One example is the devel-
opment of the MIAME (minimum informa-
tion about microarray experiment) standard
(http://www.mged.org/Workgroups/MIAME/
miame.html), a joint development between
academia and several industrial partners,
which is now generally used for gene-chip
data.

24.2.6

More and more Biological and Medical 
Machinery will be “Genomized”

The initial “genome research toolkit” con-
sisted mainly of machines for DNA sequenc-
ing. The next add-on of major machinery
was proteomics-related mass spectrometers,
followed by machinery for expression stud-
ies, including DNA high-density arrayers
and DNA chip readers. As more and more
aspects of biological, biochemical, biophysi-
cal and medical research are automated, we
can expect more and more of the mostly
manual devices used today to be automated
and developed further for high throughput.
With the complete blueprints of organisms
at hand, it is logical that the current set of
genome research tools will be expanded by
in-vivo and in-vitro studies of organelles,
cells, organs, and organisms. Microscopy
equipment, and imaging equipment in gen-
eral, will be part of the genome research
toolkit of the future. Physiological research
will be increasingly automated to achieve a
level of throughput that enables study of the
global biological system rather than a single
aspect. Structural aspect of molecules will
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become increasingly important to genome
research, protein crystallization factories
might emerge to enable a dramatic increase
in the throughput of protein structure de-
termination. The latter will be a prerequi-
site for efficient use of synchrotron facil-
ities for determination of protein structure.

The lessons learned by automating proce-
dures in the molecular biology laboratory
will certainly be applied in the integration
and automation of an increasing number of
biological techniques. Although there have
been some attempts to create fully automat-
ed laboratories, we predict there will always
be a human factor in the laboratory.
Manned space flight, even though consid-
ered dangerous and costly, and thus not
feasible, is still a major factor today and we
expect that high-tech genome-research la-
boratories will develop under similar con-
straints.

24.3

Genomic Data and Data Handling

Bioinformatics is the “glue” that connects
the different genome research experiments.
The role of computer-based analysis and
modeling cannot be overestimated. Cur-
rently, several hundred genome research-
related databases exist. Many of these data-
bases are updated daily and growing expo-
nentially. New databases are being created
at an enormous pace, as more and different
experiments are added to the collected
works of genome research. It is completely
impossible to host all genomic data on per-
sonal computers or workstations; thus,
there is a requirement for high perfor-
mance computing environments in every
serious genome research effort. We predict
that in the future the computational infra-
structure for most bioinformatics laborato-
ries will be organized as a client–server

model. This will address the performance
issue that comes with the exponentially
growing data environment, while control-
ling computer maintenance aspects and
thus the major cost of the computational in-
frastructure.

To date, computer chip development has
been according to Moore’s law (which pre-
dicts that the computing power of a CPU
doubles approximately every 18 months)
and genomic data have been produced at a
rate that could be accommodated with the
current computer advancements. It is con-
ceivable that the pace of computer develop-
ment and genomic data production will in
the future lose this synchronization, caus-
ing problems with the amount of data that
must be handled. The likelihood of this
seems small, however, because there are
other large-scale databases (e.g. astronomi-
cal databases or weather data) that are
much more extensive than all the genomic
data under consideration.

In addition to scaling current computa-
tional environments, an increasing amount
of dedicated hardware is being developed
that can assist genome research. The goal
for future bioinformatics environments
should be to provide real-time analysis envi-
ronments. We are certainly far away from
this goal today, but as more systems like the
Paracel GeneMatcher (http://www.paracel.
com) or TimeLogic Decypher boards (http://
www.timelogic.com), which accelerate data-
base searches by up to a factor of 1000, en-
ter the market, they are poised to revolu-
tionize the computational environment.

Networking between genome research la-
boratories is a basic requirement for the
success of any genome project, thus biolog-
ical and genome research applications have
been a major application domain for the de-
velopment of advanced networking strate-
gies. For example, the Canadian Bioinfor-
matics Resource, CBR-RBC (http://www.
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cbr.nrc.ca) is the major test bed for new net-
working developments in Canada. The
trend to establish advanced networking con-
nections in genome research laboratories
will continue and ultimately all these labora-
tories will be connected to broad-band sys-
tems. Distributed computational infrastruc-
ture has been established in many genome
projects and efforts are in progress to create
nation-wide bioinformatics networks in sev-
eral countries, including European coun-
tries and Canada. Of special importance to
these efforts are computational GRIDs; sev-
eral countries in Europe, the United States
of America, and Canada are now establish-
ing dedicated bioinformatics GRID archi-
tectures. The ultimate goal of these activ-
ities is to offer powerful distributed compu-
tational environments to users who do not
need to know anything about their particu-
lar architecture but can use all resources as
if reside on their own machine.

A rather new development is the estab-
lishment of web services (http://biomo-
by.org). Similar to a GRID, these services
enable users to use a large number of ser-
vices without particular knowledge about
their physical location or details of their in-
stallation. We expect many software packag-
es to integrate either GRID technology or
web services into their functionality within
the next few years.

Almost all current databases are initially
organized as ASCII flat files, with no rela-
tional database infrastructure to support
them. Data access is currently handled
through web-based database integration
systems such as ENTREZ and SRS, or tool-
integration systems such as MAGPIE (http://
magpie.ucalgary.ca) or PEDANT (http://
pedant.gsf.de) In these examples, reformat-
ting of the original data into standardized
HTML files creates the illusion for the user
that they are dealing with a single database.
HTML has been accepted as the main work-

ing environment for biologists because web
browsers (e.g. Netscape and Internet Explor-
er) enable a platform-independent graphical
view of results from genome analyses.

The use of HTML for biological and med-
ical data is certainly very limited, because
HTML was originally designed for text files,
rather than data files. Several approaches
are currently being pursued to create a
more standardized approach to genome re-
search-related data. The most promising
candidate seems to be the XML language.
XML is an extendable web language, new
data types and display modes can easily be
introduced into the system. Many current
ASCII flat-file databases are also being pro-
vided in XML format, even Medline now of-
fers a XML formatting option. Genomics
data browsers of the future will be XML
compatible, enabling multiple views of the
same data without the need for the refor-
matting of the dataset or reprogramming of
the display interface (Chapt. 16).

Similar to HTML and XML, multidimen-
sional imaging data, for example from con-
focal microscopy, serial section electron mi-
croscopy, functional medical resonance im-
aging or micro-computer tomography ex-
periments, need standards to make them
widely accessible. Two formats are quite
common, VRML (the virtual reality markup
language) and the commercial OBJ format.
Both formats can be read by many software
packages. In the last couple of years Java 3D
has been added to the fold. Java 3D can im-
port VRML and OBJ files (and a large num-
ber of other formats). It has been already
used for a wide variety of tasks, including
the software operating the Mars rovers
(http://www.sun.com/aboutsun/media/
features/mars.html) and in oil exploration.
Many multi-dimensional display units, in-
cluding CAVE automated virtual reality en-
vironments have now been adapted to Java
3D technology, enabling bioinformaticians
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to develop multidimensional data integra-
tion systems on any computer platform (in-
cluding laptops, Linux machines or MacIn-
tosh computers) and then execute them us-
ing high-end display units up to the CAVE,
which enables ultra-high resolution through
a cubed display (billions of voxels) and im-
mersive interaction with the displayed ob-
jects. Figure 24.1 shows an example of the
CAVE experience.

We predict that these breakthroughs in
technology will be utilized rapidly by the bi-
oinformatics community. We are already
seeing a trend toward establishing virtual
reality systems at many universities.

In summary, the bioinformatics tools of
the future will integrate as many different
biological data types as possible into coher-
ent interfaces and enable online research
that provides answers to complex queries in

real time environments. Computer models
of biological systems will become sophisti-
cated enough to conduct meaningful “in sil-
ico” biology. This will certainly help reduce
the cost of genome research and assist in
the design of smarter wet-laboratory experi-
ments.

24.4

Next-generation Genome Research 
Laboratories

24.4.1

The Toolset of the Future

The first generation of genome research la-
boratories focused on the establishment of
“sequencing factories” that could deter-
mine the genomic sequence most efficient-

Fig. 24.1 Students at the University of Calgary, Faculty of Medicine, exploring a
small molecule in the immersive CAVE automated virtual reality environment.
More information about this technology can be obtained at:
http://www.visualgenomics.ca/
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ly. Initially, many of the sequencing pro-
jects, e.g. the European yeast genome pro-
ject, were set up in a distributed fashion.
This proved to be almost unworkable, be-
cause the entire project depended on the
slowest partner. Thus, most recent projects
involve relatively few partners of equal capa-
bilities. This has led to the development of
very large laboratories in industry and aca-
demia that are capable of producing up to
hundreds of megabases of finished se-
quence per year. Examples of such develop-
ment are the Wellcometrust Sanger Insti-
tute in Cambridge, UK (http://www.sanger.
ac.uk), the Genome Sequencing Center at
Washington University in St Louis (http://
www.genome.wustl.edu/gsc/), the forma-
tion of TIGR in Maryland (http://www.
tigr.org/) and companies such as Human
Genome Sciences (http://www.hgsi.com/).

The exceptions to the rule that genomic
DNA sequencing is conducted in large-scale
laboratories are projects in developing
countries, which are just entering the field.
Projects in these countries are sometimes
conducted in a set-up similar to the Europe-
an yeast project, but even here a concentra-
tion eventually takes place which restricts
genome research funding to the more ad-
vanced laboratories. The trend to larger and
larger DNA sequencing laboratories has
probably peaked, because the existing labor-
atories are capable of handling any through-
put necessary. It can be expected that most,
if not all, DNA sequencing in future will be
contracted to these large-scale laboratories,
similar to film-processing laboratories in
the photographic sector before the advent of
digital photography.

Over time it has become apparent that
much of the DNA sequence produced in-
itially stays meaningless. Many of the poten-
tial genes that are identified through gene
searching algorithms do not match any en-
tries in the public databases, thus no func-

tion can be assigned to them. Without func-
tional assignment the true goal of any Ge-
nome project, which is to understand how
genomes are organized, and how the organ-
ism functions, cannot be achieved. It is also
not possible to protect any intellectual prop-
erty derived from the genomic sequence if
the function of the molecule is not known
(Chapt. 21). The logical consequence is that
many genome laboratories today are trying
to diversify and broaden their toolset.

Proteomics was the first addition to the
genomic toolset and is also a very rapidly
evolving field. Today, many expressed pro-
teins can be identified via the 2D-gel–mass
spectrometry route (Chapt. 7), but there are
still many limitations that make it impos-
sible to obtain and examine a complete pro-
teome. Proteins that occur in very small
quantities in a cell, and proteins that are
rarely expressed can elude current detection
methods. Separation techniques have limi-
tations which are difficult to overcome (e.g.
membrane proteins and 2D protein gels). It
is to be expected that new proteomics-relat-
ed techniques and approaches will be intro-
duced at a fast pace. Protein chips and new
separation techniques that will bypass 2D-
gel systems will be introduced and will help
to advance protein studies dramatically. At
the same time, current technologies will
constantly be improved. As an example, we
have seen the development of dedicated
MS–MS-ToF systems coupled to a MALDI
front-end. More and more dedicated tech-
nology for large-scale characterization of
proteins can be expected within the next
few years. The large-scale study of proteins
will ultimately reach the same level as the
large-scale study of DNA molecules today.

Expression studies (macro arrays, high-
density arrays, chips) have become a very
popular addition to the genomic toolset
(Chapt. 11). The major bottleneck for this
technology is still the computer analysis
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component, especially with regard to nor-
malization of the data, which has not yet
fully caught up with the establishment of
the hardware for this technology. We expect
it will be seamless in the future to go from
an RNA extraction to functional analysis of
the DNA array or DNA chip experiment.
Whereas today’s chip readers are about the
size of a medium-sized printer, we expect
integrated handheld devices will be devel-
oped over time; these will enable field test-
ing with diagnostic chips, returning results
instantaneously.

Certain organisms, for example yeast,
Caenorhabditis elegans, and mice are being
subjected to intense knockout studies to
gain insight into the function of as many
genes as possible. This technology is not
without pitfalls, because the knockout of
many genes does not cause any “visible” ef-
fect, whereas the knockout of other genes is
lethal to the organism, which causes great
difficulty in interpretation of the function
of these genes. Moreover, most of the char-
acteristics of an organism are derived from
the actions of several genes. We predict that
this technology will not be applied widely
outside the current model systems, because
of the cost and the sometimes uninterpret-
able results. More promising is the develop-
ment of knock-down technologies using
siRNA and related methods. These technol-
ogies are already widely used and we expect
this trend to continue.

For many years, researchers have at-
tempted to use structural information to de-
duce the function of proteins (Chapt. 12).
Most of these attempts have been unsuc-
cessful, yet we predict there will be a better
chance of deduction of function from struc-
ture in the future, because then the entire
dataset (many complete genomes, and all
biologically relevant folds) will be known.
This knowledge can then be used to predict
the function of a similar gene with much

more accuracy. “Structure mining” projects
attempting to determine all biologically rel-
evant structures are currently in progress,
and even though this process is tedious and
slow, it is likely that within the next five to
ten years these efforts will be successful.

Although it will certainly be possible to
identify the function of many genes using
the technology mentioned above, existing
technology in other fields will need to be ap-
plied to genome research in innovative
ways, and entirely new technologies will
have to be added to existing biological, bio-
chemical, and medical tools, to gain a com-
plete understanding of the function of all
genes in the context of the living organism.

Imaging technologies are a prime candi-
date for systems that must be added to the
current tool to furnish three dimensional
data and time-related information about
processes in cells, organs, and organisms.
Automation has started to “invade” the mi-
croscopy sector, assisted by laser technology
that enables micromanipulations unheard
of twenty years ago. Today, automated mi-
croinjection, optical tweezers, and confocal
microscopes that can be switched to high-
speed imaging, shooting thousands of im-
ages per second are reality. Flow cytometry
is now capable of screening hundreds of
thousand of cells per minute, sorting candi-
date cells with desired features in an axenic
manner. This equipment will soon be intro-
duced to genome research to enable the lo-
cation of elements in a cell, monitor them
over time, and create the input for more re-
alistic computer models of life (virtual cell).

24.4.2

Laboratory Organization

There will probably be three types of ge-
nome research laboratory in the future:
• large-scale factories dedicated to specific

techniques;
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• integrated genome-research laboratories;
and

• laboratories that coordinate data produc-
tion rather than produce data.

Large scale factories will continue to exist.
The advantage of lower production cost that
comes with the scale and integration level of
these operations will justify their existence
for a long time. It is crucial to understand
that most of these factories will do most of
their business based on contracts with other
parties. The terms of these contracts (i.e.
who owns the rights to the data) have been
and will be the issue that determines the
success of such a factory. Most of these
large-scale factories are dedicated entirely to
a particular technology. We predict that new
large scale technology will lead to the rise of
further “factories” built around certain ex-
pertise, rather than being internalized by
the existing laboratories.

Most medium-scale genome research la-
boratories of the future will be tightly inte-
grated units that employ as many different
techniques as possible on a large scale, to
furnish a “complete” picture that helps to
build more precise models of how cells
function. This is the logical consequence of
the lessons learned from first generation ge-
nome-research laboratories. Development
in this direction is probably best described
with Leroy Hood’s term “systems biology”.
The integrated laboratories will not neces-
sarily have to produce any data on a large
scale; they might, for example, collaborate
with factory-style operations for large-scale
data collection in most of their projects. The
crucial aspect of an integrated laboratory is
the computer setup. The bioinformatics in-
frastructure of a “systems biology” laborato-
ry must be quite large and sophisticated and
therefore capable of handling and integrat-
ing many different data types into coherent
models. “Systems biology” laboratories will

thus employ large bioinformatics develop-
ment teams that can provide custom soft-
ware solutions to address research and de-
velopment needs.

We envisage the emergence of a new type
of laboratory without any capability to pro-
duce data, but rather a coordination office
with data-analysis capability. This kind of
laboratory will outsource all wet-laboratory
activity to third parties, resulting very low
overheads and high flexibility, because such
a laboratory can always draw on the latest
technology by choosing the right partners.
Many start-up companies have begun to
work this way, at least for part of their activ-
ity, and large pharmaceutical companies
are now outsourcing many of their genome-
research-related activity.

The risk in this arrangement is almost
completely on the side of the data producer.
This is an area in which governments will
have to involve themselves in genome re-
search and development, because many of
the risks in high technology environments
are hard to calculate and will probably not
initially be assumed by industry. The coun-
tries most involved in genome research to-
day all have large Government programs to
address this need and almost certainly this
involvement will have to continue for the
foreseeable future.

24.5

Genome Projects of the Future

As already mentioned, the goal of genome
research is to obtain the “blueprint” of an
organism to understand how it is organized
and how it functions. To achieve this goal,
genome projects of the future will have to
become truly integrated. Connecting all the
different bits and pieces available in many
locations around the world is certainly one
of the major challenges for future genome



58324.6 Epilog

research. To facilitate this, data will have to
be available instantaneously. Already DNA
sequences are often produced under the
“Bermuda agreement”, which calls for post-
ing of new data to the web immediately af-
ter data generation. Complete openness be-
fore publication is certainly a new approach
in biological and medical research. The no-
tion that only complex data analysis leads to
new insights and that any particular data
type in itself remains meaningless without
connection to all the other types of data is
becoming increasingly established.

Genome research will focus increasingly
on biological questions. Almost 20 years af-
ter the first plastid genomes were complete-
ly sequenced in Japan, there are still certain
genes in plastids, which have no identified
function. This can certainly be attributed to
the fact that much of the plastid genome re-
search stopped when these genomes were
released, because of the false notion that
now “the work was done”. The real work
starts with completion of the sequencing of
the genome and it might never stop be-
cause of the complexity of biological sys-
tems.

A key factor in the continuation of ge-
nome research will be the public perception
and level of acceptance of this kind of re-
search. Scientists have not yet been very
successful in two key areas – education of
the public about ongoing activity and evalu-
ation of basic science using ethical criteria.
Companies have been perceived as creating
“Frankenfoods” that are potentially harm-
ful rather than better products that serve
mankind. News such as that released in
2003 by the American Raelian sect that the
first humans might have been cloned have
shocked and outraged the general public.
Molecular biology experiments are very dif-
ferent from atomic research, because they
can be conducted almost anywhere with lit-
tle effort and thus it is quite hard to exercise

control. Future genome projects will have
to employ higher standards for evaluation
of ethical aspects of the research. A more
intense discussion with the public, and bet-
ter education of the public, are absolutely
necessary to generate the consensus needed
for continued support. All parts of society
have to be involved in the discussion
(Chapt. 23) and the legislature has to react
quickly as new technology emerges.

The openness asked for between scien-
tists in order to address the goals of genome
research should be a starting point for rela-
tionships with the general public. If every-
one has free access to the data, public con-
trol can be exercised more readily than in a
secretive environment. Much of today’s ge-
nome research is funded with tax dollars;
this is an easily forgotten but very impor-
tant fact. The openness being requested
should certainly not go as far as to conflict
with the protection of intellectual property,
but the general approaches to genome re-
search science should be common knowl-
edge and certain approaches should be out-
lawed because they do not lead to improve-
ments acceptable to our society.

24.6

Epilog

One of the most frequently asked questions
in genome research is: “ How long is ge-
nome sequencing going to last?”. Genome
sequencing will be around for a very long
time to come. The sequencing process has
become so affordable that it is feasible to
completely characterize a genome to an-
swer very few initial scientific questions.
Genomic data are now typically shared with
the entire scientific community. Unlike
many other biological data the genomic se-
quence is a fixed item, new technology will
not help to improve it further, and a com-
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plete genome of good quality is therefore
the true end product of the sequencing pro-
cess. In addition to sequencing individual
genomes, scientists are now characterizing
complete ecosystems by DNA sequencing.
“Environmental genomics” will be used to
gain insights into the large part of any habi-
tat, which cannot be cultured. This ap-
proach is another reason why DNA se-
quencing will not only persist, but increase.

Several million different species occur on
earth today, and each individual organism
has a genotype that is different from any
other individual. Comparative genome re-
search will lead to many new insights into
the organization of life. Knowledge about
the diversity of life will lead to new products
and cures for diseases at an unprecedented
pace. The need to characterize genomic data
will therefore be almost endless (Chapt. 2).

In a related research field, in study of the
phylogeny of species, many thousand 18S
rDNA sequences have been obtained to
date, even though the basic dataset that
could answer most questions had been gen-
erated more than 10 years ago. Today, prob-
ably more 18S rDNA sequences get pro-
duced in a week than in all of 1994. While it
took many years to produce the first 5S
rDNA sequence, today this technology is
standard in any sequencing laboratory
around the world.

The almost endless possibilities of ge-
nome research are very exciting for all of us
involved in this kind of research, but also
pose challenges every day, which go far be-
yond the laboratory that we usually work in.
This keeps us going through the enormous
efforts that it takes to complete any large-
scale genome project.
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– functional genomics   30
– Genome Initiative   27
– model organisms   25, 59, 110, 239, 411
– plant-specific functions   29
– potential functional assignments   29
– repeats of transposeable elements   28
– repetitive elements   28
– sequencing strategy   27
– stock centers   27
– tandem repeats   29
archaea   16
– halophilic   49
Archaeoglobales   16
Archaeoglobus fulgidus, model organisms   3
– carbon source   19
– characterization of the genome   18
– electron-micrograph   16
– gene density   19
– genes for RNA   18
– genome size   17
– iron sulfide   16
– IS elements   18
– isoelectric point   19
– long coding repeats   18
– minimum sequence coverage   17
– non-coding repeats   18
– paralogous gene families   19
– putative functions   19
– regions with low G+C content   18
– regulatory networks   20
– research articles   20
– sensory networks   20
– sequencing strategy   18
– sulfate reduction   19
archived human biological material   528
Ardais   542
argon ion laser   144
ARIA   287
Aristotle   537
array printing methodology, DNA microarrays

241
array scanners, DNA microarrays   250
ArrayAnalyzer   423
arrayers, DNA microarrays   243
ArrayExpress   420
ArrayIt SuperFilter plates   232
ArrayViewer   420
arrhythmias, familial   96
arrhythmogenic right ventricular cardiomyopathy

96
artifcicial neural nets   339
artificial intelligence   323
Asc gene   110
ASCII text   466

ASD   356
ASEdb   442
Asilomar conference   6
ASN.1   466
– tools   438
Asparagales, model organisms   64
assembly lines, genome research   576
Assistance Publique-Hopitaux de Paris   546
association studies   88
Asterand   542
at-risk information, automatic communication

526
ATH1 GeneChip   121
ATNOS   287
ATP-binding cassette permeases   11
attrition, protein crystallography   275
Australian Health Ethics Committee   523
Australian Law Reform Commission   522–523
AutoAssign   286
automated microscopes   279
automated sequencers, DNA sequencing   138
automatic communication of at-risk information

526
autonomic neuropathy   85
autosomes   84
– Caenorhabditis elegans 31
average difference   422
award, 21st Century Achievement Award   359
AXR1 gene   111

B
B-cell lymphoma   
– diffuse large   255
– large diffuse   245
B-statistics   253
B. subtilis see Bacillus subtilis
BAC   see bacterial artificial chromosomes
BAC fingerprint database   120
Bacillus subtilis, model organisms   3, 10, 448
– cold shock response   14
– collection of mutants   14
– Electron micrograph   10
– enzyme production   15
– food products, humanization   15
– foodsupply fermentation   15
– functional genomics   13–15
– gene classes   13
– gene families   11
– genes of completely unknown function   16
– genome   11
– hay bacterium   10
– humanization of the content of food products

15
– iron metabolism   15
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– leading replication strands   14
– macriarray studies   14
– natural selection   12
– normal habitat   10
– order of the genes   15
– osmotic stress   11
– proteome   14
– replication   12
– saltstress response   15
– strain 168   12
– traditional techniques   15
– transcription   14
– transformation   12
– truncated tagged protein, Bacillus subtilis 13
backcrosses   106
bacterial artificial chromosomes   62, 114
bacteriophage f1 DNA   129
bacteriophage RNA   129
bait and prey proteins   203, 496
band tilt, DNA sequencing   155
BandCheck   232
banking   509
barley, model organisms   110, 122
BASE   254, 420
base calling, DNA sequencing   155–156
bases   
– individual, DNA sequencing   156
– mispairing   249
Bayesian probabilistic approaches   331, 342, 424
BBID   442
BDGP   see Drosophila Genome Project
beamlines   279
Belgian Society of Human Genetics   547
benefit-sharing   512
– genetic material   527
– genetic resources   549
benefits, non-monetary   550
bermuda agreement   583
beta-blockers   373
bi-directional sequencing, simultaneous, DNA

sequencing   144
Bias   429
BIBAC vector    114
biclustering algorithms   426
bifurcation analyzer   482
BIND   338, 435
– data model   435
– database standards   439–440
– domains   440
– see also Biomolecular Interaction Network

Database
binding protein, FK506   265
BindingdB   442
bio-ethical questions   567

Biobank UK   551
Biobanks   516, 537–559
– ethical concerns   538
– for Research   529
– governance   551, 553–554
– initiatives, viability   551
– legal concerns   538
– linkage to health information   539
– risk and benefits   537
– social concerns   538
BioCarta   339, 443
Biocatalysis/Biodegredation Database   443
biochemical essay simulation, Bioinformatics

384
biochemical systems, hierarchical   482
BioChipNet   243
bioconductor project   254, 420
BioCYC   359, 445
bioethical discussion   564
biofilm   50
– acid mine drainage   50
– drinking water   50
Bioinformatics   299–322
– 2D gel analysis software   324
– 2D threading   343
– 3D threading   343
– alignment methods   299–305
– alternative splicing variants   356
– anti-cancer drug screen study   359
– applied   353–381
– assembly engine   387
– bending in a DNA double helix   312
– Berkeley Database Manager   385
– biochemical essay simulation   384
– Caenorhabditis elegans 31
– cheminformatics   359
– codon preference statsistics   318
– codon usage analysis   315
– coiled-coil domains   341
– coloration of analysis data   386
– consensus methods   309
– CpG islands   313
– data mining software   361
– database alignment algorithms   333
– databases   353–362
– detection of patterns   311
– disease-oriented target identification   364–365
– display idioms   386
– DNA comparison matrix   301
– domain identification   341
– dot plots   300
– drug-target discovery   362
– dynamic programming   305
– EST sequence database   355–356
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– evidence   384
– exact substring matches   332
– expression database   357–358
– fuzzy matching   332
– gaps   301
– General Feature Format   385
– genome features   384
– global alignment   301
– globularity   340
– graphical display systems   383
– helical wheels   345
– hidden Markov model   305, 334
– k-tuples   305
– local alignment   301–303
– local sequence similarity   332
– localized ungapped alignments   305
– MAGPIE hierarchy   386
– manual user annotations   385
– Mass Spectrometry   193–195
– metabonomic database   354
– microarray databases   369
– modular computer code   385
– Needleman-Wunsch   301
– neural network analysis   334
– nucleotide sequence pattern   314
– one-letter-code   309
– open reading frame   317–318
– open source effort   321
– pairwise alignment   300
– panes   391
– pathway databases   358
– pattern display   386
– pharmacoepidemology database   376
– polymorphism databases   356–357
– precomputed results   384
– profile-based similarity searching   363
– Proteomics database   360
– reading frame statistics   320–321
– repeat identification   310
– representation of the responses   386
– restriction mapping   315
– scoring methods   300
– sequence based homology searching   363
– sequence databases   354
– sequence variations   356–357
– shape   340
– similarity   299
– simple-sequence masking   309–309
– Smith-Waterman alignment   303
– splice site consenus sequences   305
– spliced cDNA sequences   300
– stability   340
– standard key identifiers   362
– static graphical mode   385

– substitution matrices   333
– threading   334, 342
– tilting technique   391
– transmembrane helices   339
– transmembrane helics prediction   340
– two dimensional canvas   385
– user preferences   385
– XML data   384
– XML documents   384
BioJava   420
biological material, ownership   538
biological samples, forseeable uses   553
Biology, in silicio   579
biomarker discovery   372–373
– projects   188
biomaterials, commodification   543
BioML   412
BIOMOBY   405
Biomolecular Interaction Network Database

437–439
BioPAX   440
BioPerl   420
BioPNML   478
biopsies   185
biosynthesis, natural-product   53
biotech industry, currency   544
biotechnology programs, EU   21
BioTools   345
bladder cancer   256
blanket conset, DNA banking   524
blanket conset    521
BLAST   331, 333, 345, 384
– database search program   301
– search   195
Blattner, F.   7
BLOCKS   336, 384
blood clotting   95
blotting, Western   326
Bluejay   384, 404–405
– applet   412
– application   412
– architecture   405–407
– context tree   408
– core   405
– data exploration   407
– document object model   406
– eurokariotic genomes   411
– individual elements   410–411
– information flow   406
– interactive legend   409
– interface   407–408
– operations on the sequences   408
– semantic zoom   408
– usable features   411
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– XLink standard   411
Blueprint   583
bodily existence   563
Bonferroni   423
Bonn Guidelines   549
Boolean models   500
Boolean nets   462
bootom-up approach   469
bootstrap clustering, parametric   427
Br gene   111
brain cancer   185
Brassica   
– genome project   27
– model organisms   26, 61
BRCA families   92
BRCA1   91, 546
BRCA1/2   545
BRCA2   91, 546
breast biopsies   185
breast cancer   91–93
Breast Cancer Linkage consortium   92
BRENDA   443, 462
Bristol-Myers Squibb   359
BRITE   443
bronchoconstrictor leukotrienes   374
brugada syndrome   96
budding yeast, model organisms   440
bulk segregant analysis   112

C
C. elegans see Caenorhabditis elegans
CAE tool, Petri net tools   477
Caenorhabditis briggsae, model organisms   32
Caenorhabditis elegans 4
– autosomes   31
– Bioinformatics   31
– cell lineage   30
– conserved genes   32
– GC content   33
– gene prediction   32
– genome project   31
– model organisms   29–30, 37, 218, 262, 354,

447, 581
– nervous systems   30
– physical map   30
– postgenome era   33
– predicted genes   32
– predicted protein products   32
– repeat families   33
– RNA genes   32
– tandem repeat regions   32–33
calmodulin   282
Calvin cycle enzymes, plants   71
Campbell-like integration of foreign DNA   12

Canada’s Tri-Council Policy Statement   551
Canadian Bioinformatics Resource   398, 577
Canadian Biotechnology Advisory Committee

548
Canadian DPG   35
Canadian Lifelong Initiative   538
Canadian National Birth Cohort   538
cancer   90–94, 255–256, 567
cancer genes   37
Cancer Genome Anatomy Project   355, 358
Cancer Research UK   547
CANDID   287
Candida albicans, model organisms   228
capillary electrophoresis   70, 183, 211–222, 232
– capillaries   212
– capillary sieving electrophoresis   215–216
– cell-to-cell variation   221
– critical micelle concentration   217
– detection   214
– detection limits   218
– dextran   216
– electrokinetic injection   212
– electroosmosis   212–213, 215
– electrophoresis   213
– fluorescence detection   214
– fluorogenetic reagents   214
– free solution electrophoresis   217–218
– high fields   213
– high-molecular-weight proteins   215
– high-performance liquid chromatography   220
– hydrodynamic injection   212
– injection   212
– instrumentation   212
– isoelectric focusing   215
– labeling chemistry   214
– mass spectrometry   214
– micellar separation   217
– non-crosslinked polymers   216
– poly(ethylene oxide)   216
– pressurized   215
– pullulan   216
– separation   213–214
– separation buffer   214
– separation time   213
– sheath-flow cuvette detector   219
– single-cell analysis   218–219
– spiking of the sample   221
– surfactant   214
– tandem   328
– two-dimensional separations   219–220
– UV absorbance   214
capillary gels, DNA sequencing   146, 151
capillary sieving electrophoresis, capillary

electrophoresis   215
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carbon source, Archaeoglobus fulgidus 19
carcinogens   91
cardiac troponin T   95
cardiomyopathy   
– arrhythmogenic right ventricular   96
– familial dilated   96
cardiovascular disease   94–97
– multifactorial   96
carrier screening, human genome   86
CAS chemical compound numbers   442
catalase genes   11
cation transporters   372
CAVE automated virtual reality environments

578
CBAC   548
CCD cameras, DNA microarrays   235
CDD   341
cDNA, microarrays   416
cDNA sequences   
– full-length   353
– spliced   300
CE   see capillary electrophoresis
cell behavior   472
cell-cycle regulator   94
cell-free in-vitro expression   284
cell lineage, Caenorhabditis elegans 30
cellular CAD system   437
Cenarchaeum symbiosum, model organisms   48
centi-Morgan   62, 109
central bio-ethical questions   567
CGI   385
chain-terminating nucleotide, DNA sequencing

130
chaos game representation   311
chaotropic action   246
chaperone-mediated folding   282
chaperones, molecular   11
CHEK2   91
chemical cleavage, DNA sequencing   130
chemical compound numbers   442
chemical graph description   436
chemical noise, mass spectrometry   199
chemical shifts   286, 288
– peak-assignment process   286
childhood eye cancer retinoblastoma   91
children, cloned   562
chimera   562
chimerism   114
ChIP on Chip   429
ChipWriterPro   234
cholesterol ester transfer protein   357
Christian point of view   566
chromatin immunoprecipitation   241
chromatin remodeling   92

chromatographic gradients, ultra-long, mass
spectrometry   200

chromatography   187
– microscale   183
chromosomal instability   93
chromosome   
– mitochondrial   61
– plastid   60
chromosome landing   112
CID   see collisionally induced dissociation
CIHR   538
CIN   see chromosomal instability
– tumors   93
CIOMS   518, 538
– guidelines   512
class discovery, microarrays   418
class prediction, microarrays   418, 425–426
client-server models   575
clinical care, sample collection   519
clinical trial   368
clinical validation   542
cloned children   562
cloned DNA, DNA microarrays   224
cloning, genes, structural genomics   277
cloning vectors, DNA sequencing   141
clotting factor V   95
clustering algorithms   252
– microarrays   426
cM   see centi-Morgan
co-suppression with sense RNA   76
codcmp   321
Code Link surface, DNA microarrays   242
coded, DNA banking   517
coding repeats, Archaeoglobus fulgidus 18
codomiant markers   106
codon preference statsistics, Bioinformatics   318
codon statistics   320
codon usage analysis, Bioinformatics   315
coeluting peptides, mass spectrometry   200
cold shock response, Bacillus subtilis 14
Cold Spring Harbor Phage course   6
colinearity   116
collaboratory   573
collisionally induced dissociation   192
colon cancer   91, 93–94
colorectal cancer   91
columns, mass spectrometry   200
COMET   360
commercial gain, biobank resources   543
commercial process   541
commercial structural genomics   275
commercialization   537
– of biobank resources   541–543
– of research   531
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– of biomaterials   543
common heritage concept, genetic material   527
common heritage of humanity, genetic material

526
common heritage resource   549
community consent   512
comparative genome research   365–366, 584
comparative mapping   115
comparison, DNA microarrays   245
COMPEL   444
complementation   72
complementation test   118
complete genome sequences   3
– sequence gaps   17
– shotgun approach   8
– whole-genome random sequencing   17
complex dynamic networks   462
Compugen   363
compund toxicity   369–372
Computer World Magazine   359
confidence values, DNA sequencing   157
confidentiality, Biobanks   553
confocal scanning devices, DNA microarrays   235
connexin gene   37, 96
consensus methods, Bioinformatics   309
consent   517
– for new collections   521
– forms   530
consequences of genetic activities   563
conserved gene orders, positional mapping   116
Consortium on Pharmacogenetics   519
contact printing   234
– DNA microarrays   224
contaminating proteins, Proteomics   330
contigs   48, 62
continuous infusion mode   198
controlled humidity cabinets, DNA microarrays

243
Convention on Biological Diversity   549
coordination office   582
COPE   444
CORBA   442
corn, model organisms   64
Corona virus, model organisms   354
correlation analysis   323
correlation spectroscopy, 2D   288
cosmid libraries, Saccharomyces cerevisiae 21
cosmid vector   54
Coulombic forces   223
Council for International Organizations of

Medical Sciences   511–512, 518–519
Council of Europe   521
Council of Regional Networks for Genetic

Services   523

COX-1   374
CpG islands   115
CPGISLE database   313
cpgplot   313
CPL   465
CPN   478
crenarchaeota   46
– mesophilic   53
criminal investigations   541
CRITICA   18
critical micelle concentration, capillary

electrophoresis   217
crop improvement   63
cryogenic data collection   274
cryogenically cooled probes, high-resolution

solution NMR   285
crystallization conditions   278
crystallography, protein   273–274
CSNDB   444, 462
cSNP   88
CTR1 gene   111
cultivation techniques   46
cultured cell lines   186
Curagen Pathcalling   444
cures for genetic diseases   541
currency of the biotech industry   544
cuvette detector   219
CYANA   287
cyanobacteria   28, 50
Cyber-T-package   424
cycle-sequencing, DNA sequencing   142
cyclooxygenase isozyme COX-3   374
cyclotron mass spectrometer   332
CYP   see cytochrome P450 isoenzymes
CYP genes, regulation of the expression   371
CYP2C9   371
CYP2C9*3 mutations   374
CYP2D6   371
CYP3A4   371
cystic fibrosis   86
cytochrome P450 isoenzymes   371
Cytophagales   51
Cytoscape   428, 440

D
Darwinian selection, human genome   83
data collection system   573
data fusion   462
data integration   483
Data normalization   252
data-protection safeguards, biobanks   553
Data Protection Working Party   514
data reduction, intelligent, DNA sequencing   153
data warehouse    465
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database alignment algorithms, Bioinformatics
333

database extension   470
database scheme   470
databases   
– Bioinformatics   353–362
– genome research   577
dbEST   118
Dbsolve   479, 482
DDBJ   462
dead-on-arrival fluorophores, DNA sequencing

160
deceased individuals   512
Declaration on Genetic Data   515
deCODE Genetics   543
deconvolution, DNA sequencing   156
Decypher TimeLogic   384
degradation strategy   161–162
Deinococcus radiodurans, model organisms   17,

220
Delbrück, M.   6
deletion method, nested, DNA sequencing   139
Delta2D   324
Denhardt’s regent   249
density lipoprotein receptor   366
deoxyviolacein   53
Design/CPN, Petri net tools   478
Desulfotalea psychrophilia, model organisms   19
detection limits, capillary electrophoresis   218
deuteration, high-resolution solution NMR   284
dextran, capillary electrophoresis   216
dextrometorphan   357
diabetes   87
diagnostics, pre-implantation   567
dideoxy method, DNA sequencing   130
differential equations   482
differentially expressed proteins   186
diffuse large B-cell lymphoma   245, 255
DIGE, multicolored multiplexed   324
digestion, reactor-based, Proteomics   198
dihedral angle restraints   286
DIP   338, 440, 444
direct cDNA selection   115
direct labeling procedure, DNA microarrays   247
disabled   512
Discovery Link   465
discovery research   223
Discovery Studio Gene   344
discrete-event approach   473
discrete models   472
discrimination   513
disease-oriented target identification,

Bioinformatics   364
disease-related proteins   182

disorders, mental   512
dispersion, anomalous   274
dissociation, collisionally induced   192
Distributed computational infrastructure   578
DMSO, DNA microarrays   234
DNA   
– arrays   54
– banking   509, 516
– based diagnosis   86
– based patents   545
– breaks, double-strand   92
– comparison matrix, Bioinformatics   301
– Data Bank of Japan   354
– degradation strategy, single molecule detection

161–162
– double helix, bending   312
– high-molecular-weight, purifying   51
– horizontal transfer   321
– hybridization strategy, single molecule

detection   163–164
– re-sequencing, human genome   90
– replication machinery, basic, Drosophila

melanogaster 36
– sciences   542
– seperation technology   574
– sequence analysis   153–158
– sequencers   575
DNA microarrays   223, 261
– amplicon   229
– amplicon generation   232–234
– application   239–260
– array content   242
– array printing methodology   241
– array scanners   250
– arrayers   243
– background   247, 249
– CCD cameras   235
– cloned DNA   224
– Code Link surface   242
– commercial array industry   242
– confocal scanning devices   235
– contact printing   224
– controlled humidity cabinets   243
– data analysis   251
– data aquisition   250–251
– data extraction   251
– data handling   228
– database   228–230
– definition   240
– design of the oligonucleotides   242
– direct comparison   245
– direct labeling procedure   247
– DMSO   234
– documentation   254
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– dye bias   244
– experimental design   244–246
– fabrication   224
– fabrication strategy   223–238
– flagging of amibigious spots   252
– fluorescent tags   244
– forward primers   229
– genome-wide arrays   240
– glass microscope slides   224
– high variability within expression values   253
– hybridization   235, 244
– hybridization kinetics   250
– hybridization step   249
– indirect comparison   245
– indirect labeling method   248
– ink-jet spotting   224
– inkjet technology   241
– instrumentation   228
– labeling   247
– long oligonucleotide   250
– main application   224
– melting temperature   249
– microarraying robots   234
– mismatched hybrids   250
– mispairing of bases   249
– multi-color fluorescent labels   235
– obtaining pure intact RNA   246
– oligonucleotide arrays   229
– PCR failures   230
– photolithography   223, 241
– post-synthesis arraying   224
– pre-made arrays   243
– probe   240
– probing   234
– production   241–243
– quantitation software   235
– reagent costs   231
– reverse primers   230
– sample preparation   246
– scanning   234
– slide substrates   242–243
– spatially ordered synthesis   223
– specifity   242
– spot saturation   251
– spotting concentration   230
– spotting pins   243
– target   240
– TIFF images   250
– unmodified or amino-modified oligonucleotide

sequences   228
– user of the technology   244
– variation   244
DNA sequencing   574
– Abbe’s Diffraction Limit   160

– acrylamide gel   131
– adaptive automation   153
– AmpliTaq   142
– applications   138–140
– automated   131
– automated sequencers   138
– automation   130
– background level   143
– band tilt   155
– base calling   155–156
– biochemistry   138–144
– by hybridization   152
– capillary gels   146, 151
– cDNA   see cDNA sequences
– chain-terminating nucleotide   130
– chemical cleavage   130
– cloning vectors   141
– compressions   143
– confidence values   157
– Cy5   133
– Cy5.5   133
– cycle-sequencing   142
– daily production   159
– de novo sequencing   138
– dead-on-arrival fluorophores   160
– deconvolution   156
– detectors   146
– dideoxy method   130
– double-stranded DNA template   140–141
– dR110   133
– dR6G   133
– dROX   133
– dTAMRA   133
– dye-labeled primer sequencing   142
– dye-labeled terminator sequencing   142
– electroosmotic pumping   151
– energy transfer   138
– excitation energy sources   144
– FAM   133
– fluorescein dye   133
– fluorescence detection   145
– fluorescence dye chemistry   131–138
– fluorescence lifetime   137–138
– fluorescence lifetime discrimination   138
– fluorescence samples   145
– fluorescent detection   131
– fluorophore blinking   160
– fluorophore characteristics   132
– forms of electrophoresis   149
– four dye/one-lane approach   138
– four-color discrimination   136
– gel matrix   146
– Heisenberg’s Uncertainity Principle   160
– identification of the individual bases   156
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– information independence   148
– information per channel   147–148
– information througput   147–148
– instrument design   148–149
– instrumentation   144–153
– intelligent data reduction   153
– internal labeling   142
– IRDye40   132
– IRDye41   132
– IRDye700   133
– IRDye800   132
– JOE   133
– labeled terminators   137
– labeling strategy   142–143
– lane detection   153
– lane trace profiles   155
– lane tracker   154
– large insert clones   141
– microfluidic channel gels   146
– micro-grooved channel gel electrophoresis   151
– mobility correction   156
– modified nucleoside triphosphates   130
– multiplex DNA sequencing   147
– nanopore filtering   161
– nested deletion method   139
– non-electrophoresis methods   152
– non-fluorescence methods   152–156
– oligonucleotide primer   143
– one-dye/four-lane approach   138
– PCR products   141
– PCR purification kit   141
– photobleaching   160
– PHRED values   158
– plasmid purification kit   141
– plus/minus method   129
– polymerases   141–142
– potential gradient   146
– primer walking   139
– quality predictor   157
– R110   133
– R6G   133
– random shotgun sequencing   139
– removal bases   152
– resequencing   138, 140
– ROX   133
– sample channels   147
– Sequenase v2.0   141
– simultaneous bi-directional sequencing   144
– single stranded DNA template   140
– single-base extension   152
– single-molecule detector   160
– slab gels   146, 149–151
– spectral wavelength of fuorescent emission

132

– Stokes Shift   132
– strategies   138–140
– TAMRA   133
– Taq DNA polymerase   142
– template   143
– template preparation   140–141
– template-primer-polymerase complex   143
– tethered donor and aceptor dye   137
– thermal diffusion   160
– Thermo Sequenase   142
– time per sample   148
– trace generation   155–156
– tracking   153
– transposon insertion   139
– universal sequencing primer   140
– whole-genome shotgun assembly   139
DNA sequencing technology   129
DNA synthesis, high-throughput   230–232, 575
DNA synthesis strategy, single molecule detection

162–163
DNA template   
– DNA sequencing   143
– double-stranded, DNA sequencing   140–141
– preparation, DNA sequencing   140–141
– single stranded, DNA sequencing   140
DNase   247
– activity   246
DNAstar   344
Dolly   561
domain identification, Bioinformatics   341
domains, SH33   433
dopamine D3 receptor   375
dot plots, Bioinformatics   300
dot-tup   306
dotmatcher   300
double-coded, DNA banking   517
double recombinants   109
double-strand DNA breaks   92
double-stranded DNA template, DNA sequencing

140–141
doubled haploids   106
Down’s syndrome   564
DPG   see Drosophila Genome Project
DPInteract   445
Draft Guidellines on Bioethics   515
DRC   445
Drosophila melanogaster 4
– basic DNA replication machinery   36
– gene regulation   36
– genetic analysis   37
– Genome Project   35
– genomic organization   35
– genomic resources   36
– heterochromatin   35
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– HOX genes   35
– model organisms   29, 34, 37, 262, 354, 446
– mutant phenotypes   34
– number of genes   36
– protein-protein interaction studies   37
– sequencing   35
– transcription factors   36
– transferrins   36
drug design, structure based   289
drug effects, adverse   366, 368
drug efficacy   373
drug life-cycle management   376
drug resistance   372
drug target   368
drug-target discovery   372
DS Gene   344
DTD   478
dual-labeled, microarrays   417
dust   309
duty to warn   525
dye bias, DNA microarrays   244
DynaFit   480
dynamic light scattering   278
dynamic models   
– mathematical formalism   499
– systems biology   499
dynamic Petri nets   473
dynamic programming   323
dynamic representation   481–481

E
E-cadherin   256
E-Cell   480, 482
E. coli see Escherichia coli
EASED   356
EBarrays   425
Eberwine method   235
EC   see Enzyme Comission
EcoCyc   10, 440, 445
EcoCyc/MetaCyc   464
EcoCYG   359
ecosystem   49
– marine   48
Edman degradation   332
effective number of codons statistics   320
EIN2 gene   111
einverted   310
electrokinetic injection, capillary electrophoresis

212
electroosmosis, capillary electrophoresis

212–213, 215
electroosmotic pumping, DNA sequencing   151
electrophoresis   213
– capillary   183, 211–222, 328

– capillary sieving   215
– DNA sequencing   149
– free solution   217
– gel   187
– gel, DNA sequencing   151
– two-phase   51
electrophoretic karyotypes, Saccharomyces

cerevisiae 21
electrospray ionization   68, 214
– mass spectrometry   189
Embden-Meyerhof-Parnas pathway genes   13
EMBL   397, 462
– see also European Molecular Biology

Laboratory
EMBL Data Library   354
EMBOSS   299
embryo, planed   562
embryo research   512
embryonic stem cells   565
EMP   445
EMSY   92
endosymbiont hypothesis   61
ENSEMBL   355, 361
– database   240
EnsMArt   361
Entrez   345, 398, 465, 578
environmental genomics   45–57, 584
environmental surveys   46
enzymatic processing, Proteomics   197
ENZYME   446, 476
Enzyme Comission   398
enzymes   461
– metabolic   433
– production, Bacillus subtilis 15
– with novel properties   53
EPD   462
epidemology studies   510
EPO Opposition Division   547
eQTL   121
equicktandem   310
Escherich, T.   5
Escherichia coli, model organisms   3, 284, 307,

448, 476, 492
– K12   6, 359, 407–408
– minimum set of genes   10
– nontoxic strains   9
– O157   7
– physical genetic map   7
– restriction map   7
– systematic sequencing   7
– toxic strains   9
ESHG   515, 520
ESI   see electrospray ionization
EST, plants   see expressed sequence tag
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EST databases   329
est2genome   304, 306
Estonia   524
– biobanks   538
etandem   310
eternal life   562
ethical aspects, genome research   509
ethical fallout, biobanks   540
ethical framework , tissue or genetic research

511
ethical guidelines   510
ethical issues   544
ethical norms   509
ethical obligation of international collaboration

518
ethical principles, general   510
Ethics and Governance Framework   528
ethics committee   510, 520
ethics review   524
ETR gene   111
EU biotechnology programs   21
eubacterium   4
eukaryotic genomes, counterparts, plants   63
eukaryotic organisms, evolution   38
European Parliament   547
EUROFAN   25
eurokariotic genomes, Bluejay   411
European Bioinformatics Institute   321
European Convention on Biomedicine and

Human Rights   512
European DGP   35
European Directive   527
European Directive on the Legal Protection of

Biotechnological Inventions   514
European Molecular Biology Laboratory   64
– see also EMBL
European Patent Convention   514
European Patent Office   546
European Society of Human Genetics   520
European yeast genome project   580
European Convention on Human Rights and

Biomedicine   520
exception for professional disclosure   515
exon trapping   115
ExPASy   386
experimental design   
– DNA microarrays   244
– microarrays   417–419
expressed sequence tag   64
expression, cell-free   284
expression levels   500
expression profiles   418
expression systems   277
– insect cells   277

extensible markup language   405
– see also XML
extreme thermophiles   49

F
F plasmid   114
F2 population   106
factor V Leiden   95
factories, large scale   582
faktor X   278
false positives, microarrays   423
familial adenomatous polyposis   93
familial arrhythmias   96
familial dilated cardiomyopathy   96
FAP   see familial adenomatous polyposis
FASTA   333, 384
federated database systems   437, 465
fenfluramines   376
fermentation, foodsupply, Bacillus subtilis 15
fetuses   512
filtering strategy, nanopore   164
FIMM   446
First Genetic Trust   542
Fisher volume ratio   341
Fisher’s LSD adjustments   423
FK506 binding protein   265
flagging of amibigious spots, DNA microarrays

252
flap endonucleases   20
Flicker   326
flow cytometry   581
fluorescein dye, DNA sequencing   133
fluorescence detection, capillary electrophoresis

214
fluorescence dye chemistry, DNA sequencing

131
fluorescence energy transfer, single molecule

detection   163
fluorescent biochemistries   573
fluorescent labels, multi-color   235
fluorescent tags, DNA microarrays   244
fluorogenetic reagents, capillary electrophoresis

214
fluorophore blinking, DNA sequencing   160
fluorophore characteristics, DNA sequencing

132
fly, model organisms   492
FlyNets   446
flyview   36
fold-space   283
– protein   273
Food and Drug Administration   511
foreign DNA, Campbell-like integration   12
formamide   249
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forseeable uses, biological samples   553
forward genetics, plants   72
forward primers, DNA microarrays   229
founder effect   87
four-color discrimination, DNA sequencing   136
Fourier-transform cyclotron mass spectrometer

332
fractionation procedures, Proteomics   186
frameshift mutation   11
Frankenfoods   583
free solution electrophoresis, capillary

electrophoresis   217–218
Freedom of Research   565
French Conseil Consultatif National d’Éthique

pour les Sciences de la Vie et de la Santé   529
French Hospital Federation   547
French Ministries of Public Health an Research

547
French National Consultative Ethics Committee

523
French National Consultative Ethics Committee

for Health and Life Sciences   525
frequency doubled solid-state

neodymium:yttrium-aluminum-garnet laser
144

FT-ICR   198
full-length cDNA sequences   353
functional assignment   580
functional genomics   
– Bacillus subtilis 13
– consortium   13
– plants   72
future, life science research   573–584
fuzznuc   315
fuzzy analyzer   482

G
G-protein coupled  receptors   362
G-protein fusion system   266–267
GA1 gene   111
GAI gene   111
gain-of-function   90
Gal4p   262
b-galactosidase complementation assay   269
gamete   564
gas chromatography   70
gas phase, mass spectrometry   189
GC   see gas chromatography
GC content   
– Caenorhabditis elegans 33
– periodicity, Saccharomyces cerevisiae 24
GCC Wisconsin package   344
GD.pm   385
gel electrophoresis   

– 2D   187
– DNA sequencing   151
Gellab II+   324
gels   
– DNA sequencing   146
– Proteomics   324, 326
GelScape   326
Genaissance Pharmaceuticals   542
GenBank   332, 354, 397, 462
– XML   412
gene classes, Bacillus subtilis 13
gene clusters, polyketide synthase   54
gene deletions, genome-wide   261
gene density, Archaeoglobus fulgidus 19
gene duplication   11
– Saccharomyces cerevisiae 24
Gene Expresseion Database   358
gene expression   415
– body map   369
– plants   64, 66
gene families   
– Bacillus subtilis 11
– paralogous, Archaeoglobus fulgidus 19
gene knockout, tandem   434
Gene Logic   369
Gene Ontology   361, 428, 481
Gene Ontology Consortium   254
Gene Ontology database   336
gene orders, conserved, positional mapping   116
gene orthologs   366
gene prediction, Caenorhabditis elegans 32
gene profiling   417
gene regulation   461
– Drosophila melanogaster 36
gene regulatory networs   499
gene silencing, virus-induced   76
gene therapy   87
gene therapy research   510
gene transfers, horizontal   49
gene variation   373
GeneChip   120
– Affymetrix   9
– microarrays   9
GeneMark   118, 384
GeneNet   446, 462
general ethical principles   510
genes   111
– catalase   11
– cloning   277
– human   433
– minimum set   10
– multifunctional   8
– sh2-al   116
– stress-induced, plants   66
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genes controlling flowering time   117
genes of completely unknown function, Bacillus

subtilis 16
GeneScan   118, 384
GeneSmith   18
GeNet   447
genethics   513–516
Genethon   115
genetic activities, consequences   563
genetic algorithm   370
genetic analysis, Drosophila melanogaster 37
genetic basis of human health and disease   540
genetic discrimination and stigmazation   538
genetic diseases, cures   541
genetic heterogeneity   86
genetic information   540
– implications for family members   541
– misuse   551
– predictive quality   541
genetic initiatives, large scale population   552
genetic linkage map   61
genetic map   
– comprehensive, Arabidopsis thaliana 26
– Saccharomyces cerevisiae 21
genetic map unit   61
genetic mapping   120–122
genetic material, special status   526
genetic predisposition   357
Genetic Privacy Act   530
genetic redundancy, internal, Saccharomyces

cerevisiae 24
genetic research   509, 540
– ethical framework   511
– participation   550
genetic risk factors   509
genetic screening   365–366
genetic technologies, acceptable use   541
genetic testing, human genome   86
genetically directed representational difference

analysis   112
genetically modified foods   71
GeneTrust   543
GENIE   36
genome 
– $1000   159–164
– Bacillus subtilis 11
– partly-recovered   54
genome annotation, plants   63
Genome Browser   355
genome characterization, Archaeoglobus fulgidus

18
genome features, Bioinformatics   384
genome-mapping approaches   105
genome project   

– Brassica   27
– Caenorhabditis elegans 31
– human   see human
genome research   573
– comparative   584
– ethical aspects   509
genome research-related hardware   575
genome sequences, complete   3
Genome Sequencing Center   580
genome size, Archaeoglobus fulgidus 17
genome structure, mosaic   50
genome synteny study   366
genome-wide arrays, DNA microarrays   240
genome-wide gene deletions   261
genomic microheterogeneity   48
genomic resources, Drosophila melanogaster 36
Genomics   
– comparative   365–366
– environmental   584
Genomics Collaborative   542
GEO   420
Gepasi   479
germ-line interventions   513
German Catholic Conference of Bishops   561
German Hygiene Museum   568
German National Ethics Advisory Board   561
German National Ethics Council   516
German Nationaler Ethikrat   529
German Research Foundation   529
German Senate Commission on Genetic

Research   523
GFT-NMR   285
gift relationship, genetic material   527
Gilbert   129
GLIM   110
Glimmer   118, 384
global public good, genetic resources   549
glucose, plants   67
glycosylation   182
Gmendel   110
GNU Public License   439
GO   see Gene Ontology database
GO annotations   336
– biological processes   337
– cellular component   337
– molecular function   337
gobalization   511
God   564
Golub’s weighted voting method   425
GoMiner   428
GON Cell Illustrator, Petri net tools   478
governance of biobanks   551
government funding   542
GPCR   373
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graph abstraction   434–435
– edges   435
– nodes   435
graph-clustering methods   498
graph description, chemical   436
graph theoretical approach   473
graphical user interface   344
graphs   462, 496–498
– metabolic networks   463
GRAS   15
gray holes   8
green revolution genes   117
Gribskov statistic   319
GRID   447, 578
group consent, biobanks   538
growth factor   94
GSRMA   422

H
1H-1H inter-nuclear distance   286
Hac1p   269
Haemophilus influenzae, model organisms   17
Haldane’s mapping method   109
halophilic archaea   49
hanging-drop vapor diffusion   278
haplotype   89
– analysis   120
– map   see human genome
HAPMap consortium   509
hapmap project   89–90
hardware, genome research-related   575
Harmonization   511
harmonized ethical frameworks   511
Harvard mouse   548
hash tables   399
hay bacterium   10
health card   97
health emergencies   519
Health Sector Database, Icelandic   553
Heisenberg’s Uncertainity Principle, DNA

sequencing   160
Heliobacter pylori, model organisms   17, 262, 451,

492
helium-neon laser   144
Helsinki Declaration   512
hemiascomycete yeast genomes   25
hempchromatosis   86
hereditary non polyposis colon cancer   86, 93
hereditary sensory and autonomic neuropathy

85
hERG gene, expression pattern   370
heritability   83
heterochromatin, Drosophila melanogaster 35
heuristic scoring schemes   331

HGP   537
HGVbase   357
hidden Markov models   323, 336
– Bioinformatics   305, 334
hierarchical biochemical systems   482
hierarchical clustering   252, 426
high-density DNA arrays   575
high-level protein expression   284
high-molecular-weight DNA, purifying   51
high-molecular-weight proteins, capillary

electrophoresis   215
high performance computing   577
high-performance liquid chromatography   220
high-resolution maps, plants   62
high resolution NMR   273
high-resolution solution NMR   282
– cryogenically cooled probes   285
– deuteration   284
– hardware   285
– labeling   284
– micro-probes   285
– relaxation decay   284
– signal-to-noise ratio   285
– size barrier   283
– soluble parts of proteins   284
– super-high-field instruments   285
– target selection   282–283
high-throughput DNA synthesis   230–232
– hardware   575
– operational constraints   231
– quality-control   232
– scale and cost of synthesis   230–231
– synthesizers   231
high-throughput facilities   361
high-volume tissue banking efforts   542
Hinxton Genome Campus   299
Hippocrates   537
histidine kinases   20
HIV Molecular Immunilogy Database   447
HIV/AIDS   512
HLAB*5701 polymorphism   376
HMMER   363
HMMTOP   340
HNPCC   see hereditary non-polyposis colorectal

cancer
holes, gray   8
homeostatic   494
HomoloGene   120
homologs   
– MutL   12
– MutS   12
horizontal gene transfers   49
horizontal transfer of DNA   321
Howard Hughes Medical Institute   118
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HOX genes, Drosophila melanogaster 35
HOX Pro   447
HPLC   232
HPRD   440, 447
HREC   522
Hs1/pro-1 gene   111
HSN2   85
HTML   385, 438
HTML interface   466
hubs   498
HUGO   538
– Ethics Committee   550
– Statement on DNA Sampling: Control and

Access   515
human, perfect   563
human biological material, ownership   538
human body, undesirable commodification   542
human cancercell lines   373
human clone   562
human dignity   513, 563
human disease networks   35
human diseases   357
human genes   433
– homologs, Saccharomyces cerevisiae 25
human genetic databases   519
Human Genetics Commission   543
human genome   538
– allelic heterogeneity   87
– altered proteine structure   88
– carrier screening   86
– Darwinian selection   83
– DNA re-sequencing   90
– genetic testing   86
– haplotype map   90
– inherited diseases   84
– linkage disequilibrium   89
– locus heterogeneity   86
– multifactorial diseases   87
– mutations   82
– non-coding RNA   82
– polygenic diseases   87
– polymorphisms   88
– protection   528
– protein coding genes   81
– reference sequence   81
– risk assessment   86
– spontaneous mutations   91
– tissue-specific cDNA libraries   84
– variant sites   88
Human Genome Mapping Project   321
Human Genome Organization   513
Human Genome Project   81, 339, 509, 537
Human Genome Sciences   580
human heliotype mapping project   357

human neurofibromatosis type 1 gene   117
human reproduction cloning   513
Human Research Ethics Committee   522
human rights   513
Human Transcriptome Project   358
Humboldt University   565
humic substances   46
Huntington disease   84
hybrid Petri nets   474
hybridization   
– DNA microarrays   235
– DNA sequencing   152
– kinetics, DNA microarrays   250
– strategy   163–164
hydrodynamic injection, capillary electrophoresis

212
hydrogen-bond distance restraints   286
hypercolesterolemia   95
hyperekplexia   114
hypertension   95
hyperthermophilic organism   19
hypertrophic cardiomyopathy   95
hypothesis driven research   223

I
I2 gene   110
Icarus language   465
ICAT experiments   211
ICBS   448
Iceland, biobanks   538
Icelandic Action Biobanks   522
Icelandic Health Sector Database   553
Iconix Pharmaceutals   369
IFF ultra-zoom gels   324
IMAGE Consortium   355
ImageMAster 2D   324
imaging mass spectrometry   187
imaging technologies   581
immediate property rights, genetic material   528
in-gel digestion procedure   196
in silicio biology   579
in-vitro expression   277
InBase   447
INCLUSive   429
Incyte   454
Indigo   448
indirect labeling method, DNA microarrays   248
individual bases, identification, DNA sequencing

156
individualized medicine   510
informal consent, blanket   519
Informax   345
infrared laser semiconductor diodes   144
infusion mode, continuous, mass spectrometry
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198
inherited diseases, human genome   84
injection, capillary electrophoresis   212
ink-jet devices   234
ink-jet spotting, DNA microarrays   224
inkjet technology, DNA microarrays   241
insect cells, expression systems   277
insertional mutagenesis   73
Institut Curie   546
Institute for Systems Biology   361
Institute Gustave Roussy   546
insulin like growth factor II receptor   94
IntAct   338, 440, 448
intact proteins, analysis   203
intact RNA, DNA microarrays   246
integrated handheld devices   581
integrative metabolism system   462
intellectual property, genetic resources   544–551
inter-gel comparison, Proteomics   326
Interact   448
interaction, protein-protein   496
interaction database   433–434, 440
interaction information   
– abstraction   435–437
– specific affinity   434
interaction networks   433
interaction screening   262
intergenic regions, Saccharomyces cerevisiae 23
Interleukin 4   366
International Bioethics Committee   515
international collaboration, etical obligation   518
international declaration on human cloning   515
International Declaration on Human Genetic

Data   518
international stewardship, genetic material   526
interologs   339
InterPro   336
introns   375
– Saccharomyces cerevisiae 23
inducements to participate in genetic research

550
ion-channel proteins   373
ion trap, mass spectrometry   193
ion-trapping, mass spectrometry   191
ionisation, mass spectrometry   188
IRDye, DNA sequencing   132
Ire1 signaling system   268–269
iron dependend repressor proteins   20
iron metabolism, Bacillus subtilis 15
IS elements, Archaeoglobus fulgidus 18
isoelectric focusing, capillary electrophoresis   215
isoelectric point, Archaeoglobus fulgidus 19
isoenzymes   371
Israel   529

ISYS   465
iUDB   469
IUPAC single letter code   436

J
Japanese Bioethics Committee of the Council for

Science and Technology   523
Jarnac   479
Java 3D   578
Java applet   439
Java application   465
JAVA-based Apache software   406
Java programming language   576
JDBC   465
JDesigner   479
Jemboss   321
JenPep   448
JOIN operations   467
Jurkat cells   255

k
k-means clustering   426
K-nearest neighbors   370
k-tuples, Bioinformatics   305
karyotypes, electrophoretic, Saccharomyces

cerevisiae 21
KCNE1   371
KCNE2   371
KCNQ1   see KQT-like voltage-gated potassium

channel-1
KDD   472
KEGG   338, 359, 449, 462
kinases   363, 367
– phylogenetic classification   367
Kluyveromyces, model organisms   25
knockout   73
knockout  experiments   496
knowledge-based simulation   462
Kohn Molecular Interaction Maps   449
Kosambi’s mapping method   109
KQT-like voltage-gated potassium channel-1   371
Kyoto Institute of Chemical Research   338

L
L-tyrosine ammonia-lyase   471
lab-on-a-chip technology   246
labeling, DNA microarrays   247–248
labeling chemistry, capillary 

electrophoresis   214
labeling strategy, DNA sequencing   142–143
laboratory organization   581
lane detection, DNA sequencing   153
lane trace profiles, DNA sequencing   155
lane tracker, DNA sequencing   154
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large B-cell lymphoma, diffuse   245
large-scale computational analysis   493
large-scale data production   492
large-scale database   491
large-scale factories   582
large-scale interaction maps   262
large-scale population genetic initiatives   552
laser   144
laser-capture microdissection   67, 185
laser technology   573
LaserGene   334, 344
LC columns, mass spectrometry   200
LC-MS   232
LCDR/MerMade   231
LCM   see laser-capture microdissection
LDA   425
LDL receptor gene   95
LDLR gene   95
left-over samples   518
legal trusts   543
leptin   343
leukemia   
– lymphoblastic   255
– myeloid   255
– promyelocytic   373
leukemia-like disease   87
LexAp   262
licensing fees   545
LiCor 4200 Global system   576
lifetime discrimination, fluorescence, DNA

sequencing   138
Limma   425
LIMS   420
linear amplification method   247
linear discriminant analysis   370
linkage disequilibrium mapping   120
linkage map   
– algorithm   110
– construction   108
– distance between markers   108
– DNA markers   108
– map construction   109
– map distance   109
– single-locus analysis   108
– three-locus analysis   109
– two-locus analysis   109
linkage segments, rice   116
lipoprotein receptor   366
5-Lipoxygenase   373
liquid chromatography, mass spectrometry   189
liquid handling robots   279
Listeria monocytogenes, model organisms   12
liver, metabolism   371
local sequence similarity, Bioinformatics   332

localized ungapped alignments, Bioinformatics
305

LOCkey   339
locus heterogeneity, human genome   86
LocusLink   357
log ratio, regreession   422
long coding repeats, Archaeoglobus fulgidus 18
long oligonucleotide, DNA microarrays   250
long-patch mismatch repair system   12
long QT syndrome   96
long-term viability of biobank initiatives   551
Longitudinal Study on Aging    538
loss-of-function   90
loss-of-interaction mutants   264
LOWESS   252, 422
lung cancer   91
Lutefisk   195
lymphoblastic leukemia, acute   255

M
M. jannaschii see Methanococcus jannaschii
M. thermoautotrophicum see Methanobacterium

thermoautotrophicum
MacVector   344
MAD phasing   274, 281
– cryogenic data collection   281
– software packages   281
MADBOX gene   111
MAExplorer   420
MAGE-ML   419
MAGE-OM   420
MAGPIE   228, 383, 578
– agarose gel simulation   403
– analysis tools summary   396–367
– Assembly Coverage   399, 402
– Base Composition   399
– coding region displays   391–395
– contiguous sequence   394
– expanded tool summary   397–399
– expressed sequence tags   394–395
– function evidence   396–399
– inter-ORF regions   392
– manual annotation   387
– marker mobility data   404
– ORF close-up   395
– ORF coloration   392
– ORF evidence   391–394
– ORF traits   393
– overlapping contigs   390
– poorly covered regions   402
– potential overlaps   394
– purine composition   400
– rare codons   396
– repeats   400–401
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– restriction enzyme cuts   402
– sequence ambiguities   401
– similarity display   398
– states   387
– stop codons   393
– vector sequence   404
– whole project view   387
maize, model organisms   28
malaria parasites, model organisms   476
MALDI   580
– see also matrix assisted laser-desorption

ionization
MALDI-TOF   152
– mass spectrometry   189
MALDI-TOF MS   68
Mammalian Gene Collection   355
map expansion   107
map unit, genetic   61
Mapmaker   110
marine ecosystems   48
marine plankton   48
marker genes   47
– taxonomic   53
market exclusivity, genetic resources   544
Markov model, hidden   305, 323, 336
markup language, Petri nets   478
Martinsried Institute of Protein Sequences   22
Mascot   331
Mascot database searching tools   193
mass action law   475
mass fingerprinting, Proteomics   329
mass spectrometer, cyclotron   332
mass spectrometric analysis   211
mass spectrometry   181–209
– anion-exchange prefractionation   202
– Bioinformatics   193–195
– capillary electrophoresis   214
– chemical noise   199
– coeluting peptides   200
– collisionally induced dissociation   192
– continuous infusion mode   198
– databases   194
– electrospray ionization   189
– fully automated systems   201
– gas phase   189
– instrumentation   191–193
– ion trap   193
– ion trapping   191
– ionisation   188
– LC-MS-MS   199–200
– liquid chromatography   189
– lower-intensity peptide ions   199
– m/z values   191
– MALDI   188

– MALDI-TOF   189
– monolithic columns   200
– MS-MS analyses   198
– MS-tag   195
– multidimensional  LC-MC-MS   201–204
– peak suppression   196
– peptide analysis   191
– protein-degradation methods   191
– Proteomics   328
– quadrupole instruments   189
– quad-TOF instruments   199
– revised tandem affinity purification procedure

202
– sample introduction methods   188
– sample processing   190–191
– small-bore reverded phase LC columns   200
– tandem in space   191
– tandem in time   191
– tandem MS data sets   194
– time of flight   189
– TOF   189
– TOF-TOF-instruments   199
– triple quadrupole   191
– ultra-long chromatographic gradients   200
mass spectroscopy   262
mathematical modelers   492
MatLab   482
matrix assisted laser-desorption ionization   68
mats, microbial   50
Max Plank Institute in Cologne   566
Maxam   129
MBEI   422
MCA methodology   482
MDB   449
MDR   see multidrug-resistance proteins
MDR1 gene   117
Medicago trunculata, model organisms   64
medical genetics   538
Medical Research Council Operationsl and Ethical

Guidelines on Human Tissue and Biological
Samples for Research   529

medicine, individualized   510
– see also pharmacogenomics
Medline   578
MEGABLAST   401
Melanie 4   324
melting temperature, DNA microarrays   249
membrane proteins   282
membrane yeast two-hybrid systems   265–269
Meme   344
Mendelain patterns   509
Mendelian diseases   84
mental disorders   512
merging algorithm   251
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mesophilic crenarchaeota   53
metabolic data integration   481–481
metabolic enzymes   433
metabolic fingerprinting, plants   70
metabolic networks   461
– graphs   463
metabolic pathway   354, 461–490, 499
– conceptual model   469
– database   463
– database integration   465–472
– database systems   463–465
– direct reaction graph   463
– editor   481
– online maps   463
– secondary, plants   64
metabolism in the liver   371
metabolism pathways   360
metabolite fluxes   484
metabolite profiling, plants   70
metabolomics   291
– plants   70
Metabometrix   360
metabonomics   291, 360
MetaCyc   445
MetaCYG   359
metagenomic   45
metagenomic libraries   48
metazoan development   34
Methanobacterium thermoautotrophicum, model

organisms   16–17
Methanococcus jannaschii, model organisms

16–17
MGD   see Mouse Genome Database
MGED   254, 419
MHCPEP   449
MIAME   254, 419, 576
mice, model organisms   581
micellar separation, capillary electrophoresis   217
micelle concentration, critical   217
Michaelis-Menten equation   476
micro batch under oil   278
micro dialysis   278
Microarray Gene Expression Data Society    254
microarray sample pool   252
MicroArray Suite   421
microarray technologies   416–417
microarraying robots, DNA microarrays   234
microarrays   415
– apot quality   421
– array-level quality   421
– cDNA   416–417
– class comparison   423–425
– class discovery   418
– class prediction   418, 425–426

– clustering algorithms   426–428
– data management   420
– design phase   419
– differently expressed genes   423
– dual-labeled   417
– experimental design   417–419
– false positives   423
– feature selection   425
– gene level summaries   422
– general analysis   420–421
– image quality   421–422
– noise   425
– normalization   422–423
– oligonucleotide group   417
– pin group   416
– preprocessing   421
– robust mulitchip average   422
– scaling   423
– searching for meaning   428–429
– significant analysis   424
– single-labeled   417
– spatial bias   422
– standards   419–420
– validation of clusters   427
– within-class variation   423
microbial communities   46
Microbial Genome Program   17
microbial mats   50
microdissection, laser-capture   185
microfluidic channel gels, 

DNA sequencing   146
microheterogeneity, genomic   48
microorganisms, uncultivated   48
microRNA   37
microsatellite instability pathway   94
microscale chromatography   183
microscopy equipment   576
Ministries of Health in Canada   546
MINT   338, 440, 450
MIPS   see Martinsried Institute of Protein

Sequences
MIPS Comprehensive Yeast Genome Database

450
mismatch repair genes   94
mismatch repair system, long-patch   12
mismatched hybrids, DNA microarrays   250
mispairing of bases, DNA microarrays   249
mitochondrial chromosome   61
mitochondrial genome   61
mitochondrion   60
MLH1   94
mmCIF   436
MMDB   450
MMR   see mismatch repair genes
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MMR function   94
mobility correction, DNA sequencing   156
MOBY CENTRAL   410
model organisms   3
– Apium graveolens 64
– Aquifex aeolicus 17
– Arabidopsis 63, 110, 239
– Arabidopsis thaliana 4, 25, 59, 411
– Archaeoglobus fulgidus 3
– Asparagales   64
– Bacillus subtilis 3, 448
– barley   110, 122
– Brassica 26
– Brassica spp. 61
– budding yeast   117, 440
– Caenorhabditis briggsae 32
– Caenorhabditis elegans 4, 29–30, 37, 218, 262,

354, 447, 581
– Candida albicans 228
– Cenarchaeum symbiosum 48
– comparative analysis   38
– corn   64
– Corona virus   354
– Deinococcus radiodurans 17, 220
– Desulfotalea psychrophilia 19
– Drosophila melanogaster 4, 29, 34, 37, 262, 354,

446
– Escherichia coli 3, 284, 307, 448, 476, 492
– Escherichia coli K12   359, 407–408
– evolution of eukaryotic organisms   38
– fly   492
– Haemophilus influenzae 7, 17
– Heliobacter pylori 17, 262, 451, 492
– Kluyveromyces   25
– Listeria monocytogenes 12
– maize   28
– malaria parasites   476
– Medicago trunculata 64
– Methanobacterium thermoautotrophicum 16–17
– Methanococcus jannaschii 16–17
– mice   581
– Mus musculus 81, 354
– Mycoplasma genitalium 17
– Myobacterium smegmatis 360
– Nicotiana attenuata 67
– Ocimum basilicum 64
– Oenothera 61
– Oryza sativa 64
– Physcomitrella patens 73
– Populus tremuloides 64, 122
– Pseudomonas aeruginosa 200, 318
– Pyrobaculum aerophilum 17
– Pyrococcus furiosus 17
– Rattus norvegicus 354

– rice   60, 122
– Saccharomyces cerevisiae 20, 37, 201, 261–262,

317, 327, 439
– sea urchin   492
– soybean   64
– spinach   69
– Staphylococcus aureus 354
– strawberry   122
– Streptomyces lincolnensis 51
– Streptomyces lividans 53
– Sulfolobus solfataricus P2   384, 399
– Thermotoga maritima 284
– tomato   110
– Vibrio harvey 288
– worm   492
– Yarrowia 25
– yeast   8, 428, 492
modified nucleoside triphosphates, DNA

sequencing   130
moesin   256
molecular biology   492
molecular chaperones   11
molecular evolution   363
molecular markers   61, 106–108
molecular networks   
– conceptual models   466
– data integration   467
– model extraction   471–472
– model-driven reconstruction   466
molecular profiling   542
mono-isotopic standards, Proteomics   329
monocots, plants   64
monolithic columns, mass spectrometry   200
moral competence   568
morality clause, genetic patents   547
Morgan   109
Morgan’s mapping method   109
Mori, H.   8
morphological markers   106
mosaic genome structure   50
mounting, protein crystallography   280
Mouse Genome Database   117
MPW   481
MS-MS-ToF   580
MudPIT   see Multidimensional Protein

Identification Technology
MudPIT experiments   211
mulitchip average, microarrays   422
multi-color fluorescent labels, DNA microarrays

235
multi database systems   465
multicellularity   30
multicolored multiplexed DIGE   324
multidimensional protein identification   69
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Multidimensional Protein Identification
Technology   201

multidrug-resistance proteins   372
multifactorial cardiovascular disease   96
multifactorial diseases, human genome   87
multifunctional genes   8
multiparametric fitting   323
multiple wavelength anomalous dispersion   274
multiplexed DIGE, multicolored   324
Mus musculus, model organisms   354
mutagenesis, insertional   73
mutant phenotypes, Drosophila melanogaster 34
mutants, collection, Bacillus subtilis 14
mutations   90
– frameshift   11
– human genome   82
MutL homologs   12
MutS homologs   12
Mycoplasma genitalium, model organisms   17
myeloid leukemia, acute   255
myGrid   321
Myobacterium smegmatis, model organisms   360
myosin-binding protein C   95
myosin heavy chain   95
Myriad Genetics   546
MySQL   420

N
NAE   479, 482
naive Bayes classifier   427
naive graph   473
nanopore filtering, DNA sequencing   161
nanopore filtering strategy, single molecule

detection   164
nanospray experiment, static, Proteomics   198
nanotechnology, biobanks   540
National Bioethics Commission of the United

States   524
– see also NCBI
National Institute for Biotechnology Information

62
National Institute of Environmental Health

Sciences   369
National Institute of Health   546
national jurisdiction, DNA banking   522
National Statement on Ethical Conduct in

Research Involving Humans   522
natural-product biosynthesis   53
natural selection, Bacillus subtilis 12
NCBI   62, 118
– see also National Institute for Biotechnology

Information
NCBI ASN.1   435
NCBI GI identifier   398

NCBI MMDB data specification   436
NCBI-nr   329
NCBL   398
nearest neighbor classification   426
Needleman-Wunsch, Bioinformatics   301
nervous systems, Caenorhabditis elegans 30
NetBiochem   450
NetOGlyc   338
NetPhos   338
Netwinder   576
networks, metabolic   461, 463
networks of objects   469
neural network analysis, Bioinformatics   334
neural networks   323
– Proteomics   338
newcpgreport   313
newcpgseek   314
Nicotiana attenuata, model organisms   67
NIH study group   516
NMR   70
– determination of protein fold   289
– post-structural characterization   287
– pre-structural characterization   287
– protein crystallography   282–290
– suitability screening   288–289
– see also nuclear magnetic resonance
NNPSI   339
NOESY   286
non-coding repeats, Archaeoglobus fulgidus 18
non-coding RNA, human genome   82
non-crosslinked polymers, capillary

electrophoresis   216
non-electrophoresis methods, DNA sequencing

152
non-fluorescence methods, DNA sequencing

152–156
non-messenger RNA, small   20
non-monetary benefits, genetic resources   550
non-yeast hybrid systems, yeast two-hybrid system

269
nonownership language, genetic material   528
nontoxic strains, Escherichia coli 9
normalization, microarrays   422
normalization of the treatment of DNA   530
norms, ethical   509
Northern blots   249
NtrC/NifA family   14
NubGp   266
nuclear magnetic resonance   70, 273
– see also NMR
nuclease   269
nucleoside triphosphates, modified, DNA

sequencing   130
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nucleotide, chain-terminating, DNA sequencing
130

nucleotide sequence pattern, Bioinformatics
314–315

Nuffield Council on Bioethics   545
Nuremberg Code   512

O
Oak Ridge National Laboratory   363
OAT   see organic anion-transporters
OATP   see organic anion-transporting

polypeptides
obesity   87
OBJ   578
object fusion   466–467
object oriented concepts   469
object oritented approaches   462
Occam’s razor   422
Ocimum basilicum, model organisms   64
OCT   see organic cation transporters
ODBC   465
ODE   479, 482
ODE-NAE   481
OECD report   546
Oenothera, model organisms   61
oil gland secretory cells, plants   64
oligonucleotide arrays, DNA microarrays   229
oligonucleotide group, microarrays   417
oligonucleotide primer, DNA sequencing   143
oligonucleotide sequences, DNA microarrays

228
oligonucleotides   
– bias   12
– design, DNA microarrays   242
– long   250
OMG   469
OMIM   see Online Mendelian Inheritance In

Man
one-hybrid system   264
Online Mendelian Inheritance In Man   117
Onto-Express   254
ontologies   361, 428
OntoMiner   428
ooTFD   451
open source effort, Bioinformatics   321
open source software   254
operation UNION   468
optical tweezers   17
OQL   466, 470
Oracle   478
ORDB   451
ordre public, genetic patents   547
organ transplantation   512
organic anion transporters   372

organic anion-transporting polypeptides   372
organic cation transporters   372
ornithine decarboxylase   471
Oryza sativa, model organisms   64
osmotic stress, Bacillus subtilis 11
osteoblasts   364
osteoclasts   364
osteoporosis   364
osteoporosis gene   364
ovarian cancer   92
OWL   329, 332
ownership, genetic material   526
ownership of human biological material   538
b-oxidation enzymes   19

P
P450 isoenzymes   371
p53   261
– gene   366
PA SubCell server   339
PAC   see phage P1-based artificial chromosomes
PAGE   232
PAM   426
Paracel GeneMatcher   384, 577
paralogous gene families, Archaeoglobus fulgidus

19
parametric bootstrap clustering   427
paraoxonase 1 / paraoxonase 2 gene   97
Parkinsons’s disease   566
partly-recovered genomes   54
patent databases   544
patent-infringment ligitation   547
patent law   545
patent policy   548
patent reforms   547–548
patenting   527
patenting of higher life forms   548
patents   
– DNA based   545
– genetic resources   544
pathway   93
– metabolic   461–490
pathway genes, Embden-Meyerhof-Parnas   13
patient access to new technologies   542
patients confidentiality   525
patients rights   516
PATIKA   451
pattern-based   
– Proteomics   335
– sequence motifs   335
patterns, detection   311
PC-style computers   575
PCR failures, DNA microarrays   230
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PCR methods, quantitative   358
PCR products, DNA sequencing   141
PDB   436
PDQuest   324–325
peak suppression, mass spectrometry   196
PED, Petri net tools   477
PEDANT   578
penetrance   88
pentose phosphate pathway   476
peptide analysis, mass spectrometry   191
peptide ions, mass spectrometry   199
peptide mass fingerprinting   193
– Proteomics   328
peptides   
– coeluting, mass spectrometry   200
– short, Proteomics   332
PepTool   334, 341, 345
perfect human   563
perfect life   566
Perl5   385
personal information   513
personal life   564
personal rights   568
PEST sequence   340
Petri net model   473–479
– virtual cell   486
Petri nets   451, 462
– applications   476
– colored   474
– examples   483
– firing speed   475
– hybrid   474
– markup language   478
– model construction   478
– modules   481
– self modified   474
– simulation tools   479–483
– times   474
– tools   477
Pfam   341
– database   336
PGRL   110
phage display   441–454
phage family   6
phage P1-based artificial chromosomes   62
Pharmacogenomics   509
pharmacovigilance   376
phasing, protein crystallography   281
phenotyping screening limits, positional cloning

112
Phloem tissues, plants   64
Phoretix 2D   324
PhosphoBase   451
phosphoenolpyruvate-dependent systems   11

phosphorylation   182, 436
photobleaching, DNA sequencing   160
photolithography, DNA microarrays   223, 241
photoperiod sensitivity   117
PHRAB   31
PHRED   31, 158
phylloplane   10
phylogenetic analysis   366
phylogenetic classification, kinases   367
phylogenetic markers   49
phylogenetic reconstructions   49
Physcomitrella patens, model  organisms   73
physical genetic map, Escherichia coli 7
physiological research   576
Pi-h gene   110
Pi-ta2 gene   110
pI/MW measurements   326
picoplancton   49
PICS   286
PIMdb   452
PIMRider   451
pin group, microarrays   416
pipetting robots   576
PIR   332, 462
Pise   321
plankton, marine   48
plants   
– AnnAt1   69
– barley microarray   66
– Calvin cycle enzymes   71
– counterparts in other eukaryotic genomes   63
– defense against herbivores   67
– elevated ploidy levels   60
– EST   64
– forward genetics   72
– functional genomics   72
– gene expression   64, 66
– genes in rice   66
– genome annotation   63
– genome structure   60
– glucose   67
– greening of leaf tissue   69
– high-resolution maps   62
– loss-of-function mutants   73
– metabolic fingerprinting   70
– metabolite profiling   70
– metabolomics   70
– monocots   64
– multidimensional protein identification   69
– multivariate data analysis   71
– oil gland secretory cells   64
– Phloem tissues   64
– physical map   62
– pollen   67
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– preperation of samples   70
– primary metabolism   69
– protein profiling   68
– Proteomics   68
– putative gene   63
– reverse genetics   73
– rice genome   64
– ripening-inhibitor   72
– rose petals   65
– secondary metabolic pathways   64
– secretory pathway   63
– sequence-indexed T-DNA insertion-site

database   73
– stress-induced genes   66
– sugar signal transduction   67
– synteny   64
– TILLING   76
plasmid DNA vectors   62
plasmid purification kit, DNA sequencing   141
plasminogene-activator inhibitor gene   96
plasmon resonance, surface   163
plastid   60
plastid chromosome   60
plastid genomes   583
plastid transit peptides   28
Plato   537
ploidy levels, elevated, plants   60
plus/minus method, DNA sequencing   129
PML/RAR chimeric gene   373
PNG   385
PNK   478
PNML   478
pollen, plants   67
poly(ethylene oxide), capillary electrophoresis

216
polydot   307
polygenic diseases, human genome   87
polyketide synthase gene clusters   54
polymers, non-crosslinked   216
polymorphisms   107
– human genome   88
– single-nucleotide   50
polypeptides, anion-transporting   372
polyposis phenotype   93
pooled progeny   112
poplar, model organisms   122
population genetic research   537
population studies   521
Populus tremuloides, model organisms   64
position-specific scoring matreices   336
positional candidate method   85
positional cloning   105, 110–115
– analysis of DNA sequences   118
– critical region   111

– genes in the critical region   115
– genetic approaches   112
– model organisms   117
– phenotyping screening limits   112
– physical approaches   113
– region-specific markers   112
positional mapping   
– comparative maps   116
– conserved gene orders   116
post-mortem use of samples   520
post-synthesis arraying, DNA microarrays   224
post-transcriptional gene-silencing   73
post-transitional changes   436
post-translational modifications   181
postgenome era   8
– Caenorhabditis elegans 33
– Saccharomyces cerevisiae 25
potassium channel   371
Ppd genes   118
pre-implantation diagnostics   567
precipitant   278
preconcentration step, Proteomics   187
PredictProtein Web server   341
prefractionation   
– anion-exchange   202
– protein   187
premature implementation of new technologies

542
presumed consent to the storage and use of

health data   529
prices of medical products   548
primary interaction experiments   434
primary metabolism, plants   69
primer identification tool   229
primer walking, DNA sequencing   139
PrimerBank   358
principal-component analysis   370, 426
principle of reciprocity   525
PRINTS   336
prior art, Myriad Genetics   547
privacy, biobanks   553
privacy and confidentiality    538
private-public funding of research, genetic

material   528
pro-creation   566
probe   
– cryogenically cooled   285
– DNA   416
– DNA microarrays   234, 240
ProChart   452
Prodom   341
profound   331
Prohibition of Cloning Human Beings   512
prokaryotic diversity   45
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prokaryotic genomes   404
promoters   383
promyelocytic leukemia, acute   373
ProNET   452
propanolol   374
property rights for individuals, genetic material

528
Proposal on Archived Biological Materials   528
PROSITE   315, 393
protases   363
Protean   344
Protection of the Human Genome by the Council

of Europe   528
protein chips   328, 580
protein coding genes, human genome   81
protein crystallazation, structural genomics   278
protein crystallization factories   577
protein crystallography   273–274
– additives   278–279
– algorithms   287
– attrition   275
– automation of data collection   280
– data base   282
– data collection   279–281
– expression   279
– harvesting   280
– mounting   280
– mounting loop   280
– NMR   282–290
– phasing methods   281
– removal of the affinity tag   278
– robotic sample-mounting systems   280
– seeding   279
– seleno-methionine   274
– serious challanges   281
– well-diffracting crystals   275
– X-ray detectors   274
– X-ray diffraction data   280
protein-degradation methods, mass spectrometry

191
protein domains, predicting, Proteomics   341
protein expression   284
protein fold, determination, NMR   289
protein fold-space   273
protein identification   324–334
– multidimensional, plants   69
protein interaction, Proteomics   338
protein interaction databases   433–459
protein prefractionation   187
protein production, structural genomics   276
protein products, predicted, Caenorhabditis elegans

32
protein profiling, plants   68
protein-protein interactions   261, 496

protein quantity loci   121
protein structures   273
ProteinProspector   331
proteins   203
– bait and prey   496
– disease-related   182
– high-molecular-weight   215
– purification   277
– repressor, iron dependend   20
– soluble parts   284
– truncated tagged, Bacillus subtilis 13
Proteobacteria   49
proteolytic digests   332
proteome   181
– Bacillus subtilis 14
– cumulative citation   181
– historical definition   181
Proteomics   10, 181–209, 273, 323–351, 413
– 2D gel databases   328
– analysis of subcellular fractions   186
– bottom-up   204
– clinical   187–188
– complex samples   187
– contaminating proteins   330
– database quality   184
– direct ms analysis   196–198
– direct sequencing   332
– dynamic range   187
– enzymatic processing   197
– experimental noise   330
– Federated 2D gel databases   326
– Federated Gel Database requirements   326
– fractionation procedures   186
– functional definition   181
– fundamental issues   182
– hyphenated tools   190
– inter-gel comparison   326
– interlaboratory variance   187
– internally calibrated mono-isotopic standards

329
– low-micron spatial resolution   188
– mass fingerprinting software   329
– mass spectrometry   328
– ms fingerprint analysis   329
– neural networks   338
– pattern-based sequence motifs   335
– peptide mass fingerprinting   328
– plants   68
– post-translated modification   338
– preconcentration step   187
– predicting 3D folds   342
– predicting active sites   334–337
– predicting bulk properties   334
– predicting protein domains   341
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– predicting secondary structure   341–342
– protein identification from 2D gels   324–328
– protein interaction databases   338
– protein interaction information   338
– protein property prediction   334–345
– reactor-based digestion   198
– reduction of sample complexity   184
– relationship to genomics   182
– sample-driven   195–204
– samples   184
– sequence databases   332
– sequence of short peptides   332
– shotgun   201
– signature sequences   334
– silver staining method   197
– single-cell   188
– software tools   324
– spectral patterns   188
– spot (re)coloring   325
– spot annotation   325
– spot detection   325
– spot editing   325
– spot filtering   325
– spot normalization   325
– spot quantitation   325
– static nanospray experiment   198
– Sub-cellular location   339
– validation step   186
– whole cell   186
– whole gel manipulations   326
proteorhodopsin   49
proto-oncogenes   90
pseudomized   517
Pseudomonas aeruginosa, model organisms   200,

318
PSI   439
PSI-BLAST   333
PSIBLAST   342
PSIMI   439
PSORT   339
PTS   see phosphoenolpyruvate-dependent

systems
public confidence and trust   552
public consultation, biobanks   553
Public Expression Profiling Resource   358
public health research   516
public involvement   522
public opinion   540–541
– genetic patents   548–549
– genetic resources   543
– genetic technologies   541
public perception   583
public trust   551
– biobanks   553

PubMed   334, 345
– identifiers   442
pulldown assays   203
pullulan, capillary electrophoresis   216
purification, target protein, structural genomics

277
purification procedure, mass spectrometry   202
purifying high-molecular-weight DNA   51
putative functions, Archaeoglobus fulgidus 19
putative gene, plants   63
Pyrobaculum aerophilum, model organisms   17
Pyrococcus furiosus, model organisms   17
pyrosequencing   152

Q
QDA   425
QTL   see qualitative and quantitative trait loci
quadratic discriminant analysis   425
quadrupole instruments, mass spectrometry   189
qualitative and quantitative trait loci   105
quality, microarrays   421
QuantArray   252
quantization   251
Quebec   530
– Myriad Genetics   546
query languages   470
quicksort algorithm   399

R
R17 bacteriophage RNA   129
RADAR   287
radiation damage   91
radiation hybrid map   114–115
radioactive sequenzing   574
Raelian sect   562
random amplified polymorphic DNA   107
random selfing   106
random sequencing, complete genome sequences

17
random shotgun sequencing, DNA sequencing

139
randomply amplified polymorphic DNA   62
RAPD   see random amplified polymorphic DNA
Rar-1 gene   111
Ras   261
rate constants   472
rational drug design   273
rational drug target discovery   290
– alternate approach   290
Rattus norvegicus, model organisms   354
reactor-based digestion, Proteomics   198
real-time analysis environments   577
REBASE   315, 439, 452
receptors   366
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– G-protein coupled   362
recombinant inbred lines   106
regression, log ratio   422
regulatory framework, biobanks   552
regulatory networks   499
– Archaeoglobus fulgidus 20
RegulonDB   452
regulons   498
relationships with the general public, scientists

583
relaxation decay, high-resolution solution NMR

284
Relibase   452
renal salt-reabsorption pathway   95
Renew   478
repair   
– mechanism   312
– of double-strand DNA breaks   92
repeat families, Caenorhabditis elegans 33
repetitive DNA   60
replication   
– Bacillus subtilis 12
– termination of   8
replication strands, leading, Bacillus subtilis 14
repressed transactivator system   264
repressor proteins, iron dependend   20
repressor Tup1p, transcriptional   264
reproductive cloning   562
reproductive technologies   512
research ethics   510
resequencing, DNA sequencing   138, 140
residual dipolar couplings   287
restriction fragment length polymorphism   62,

107
– see also RFLP
restriction map, Escherichia coli 7
restriction mapping, Bioinformatics   315
retinitis pigmentosa   86
retrotransposons   116
reverse genetic approaches   60, 365
– plants   73
reverse primers, DNA microarrays   230
reverse two-hybrid system   263–264
RFLP   62
– see also restriction fragment length

polymorphism
RH map   114
rhodopsin   49
ribonuclease   246
ribosomal RNA   129
– Saccharomyces cerevisiae 23
16S-ribosomal RNA   129
23S-ribosomal RNA   129
5S-ribosomal RNA   129

rice   
– genes, plants   64, 66
– model organisms   60, 122
rice dwarf mutants, spontaneous   117
rice linkage segments   116
right not to know   512
right to live   565
right to withold   521
rigth to know   514
RIKEN Genomic Science Center   275, 355
ripening-inhibitor, plants   72
risk assessment, human genome   86
risk factors, genetic   509
risk of market failure   542
RmySQL   420
RNA   
– genes, Archaeoglobus fulgidus 18
– intact   246
– non-messenger   20
RNA expression, antisense   76
RNA genes, Caenorhabditis elegans 32
RNA interference   73
RNA isolation kits   246
RNase   247
robotic sample-mounting systems, protein

crystallography   280
robots   
– liquid handling   279
– microarraying   234
– pippeting   576
rose petals, plants   66
Rosetta   289
Royal College of Physicians Committee on Ethical

Issues in Medicine   516
Rpg1 gene   116
RPM1 gene   110
RPP13 gene   110
RUBISCO   202
ruke-based systems   462

S
S-PLUS implementation   419
Saccharomyces cerevisiae
– analysis by computer algorithms   22
– ancient duplication   24
– chromosome III   21
– classical mapping methods   22
– cosmid libraries   21
– electrophoretic karyotypes   21
– experimental system   20
– gene duplications   24
– gene expression profiles   25
– genes   23
– genetic map   21
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– homologs among human genes   25
– in silicio analysis   23
– intergenic regions   23
– internal genetic redundancy   24
– introns   23
– Micrograph   21
– model organisms   20, 37, 201, 261–262, 317,

327, 439
– non-chromosomal elements   23
– periodicity of the GC content   24
– postgenome era   25
– ribosomal RNA genes   23
– sequencing strategies   22
– subtelomeric regions   24
– telomeres   22
– transposeable elements   23
SAGE   358
saltstress response, Bacillus subtilis 15
SAM   363, 424
sample channels, DNA sequencing   147
sample complexity, reduction, Proteomics   184
sample-mounting systems, robotic   280
sample preparation, DNA microarrays   246
sample processing, mass spectrometry   190–191
samples, post-mortem use   520
Sanger   129
Sanger Center   31, 321
Sanger dideoxy sequencing   130
sbSNP   357
scaffolds   48
scalable vector graphics   405–406
scale-free graphs   501
scaling, microarrays   423
SCAMP   479
ScanArray   235
scanning, DNA microarrays   234
scanning devices, confocal   235
scheme integration   466
schizophrenia   87
scientific importance of the research   517
scoring methods, Bioinformatics   300
screening, genetic   365–366
screening limits, phenotyping   112
sea urchin, model organisms   492
searching, Bioinformatics   363
second harmonic generation laser   144
secretory cells, oil gland   64
segments, duplicated, Arabidopsis thaliana 29
segregating population   105
selection   
– Darwinian   83
– direct cDNA   115
– natural, Bacillus subtilis 12
seleno-methionine, protein crystallography   274

SELEX-DB   453
self determination   568
self-determined organization of life   565
self-modified Petri nets   476
self-organizating maps   426
self responsibility   565
selfing   106
sense RNA, co-suppression   76
sensory networks, Archaeoglobus fulgidus 20
separation buffer, capillary electrophoresis   214
separation time, capillary electrophoresis   213
separations, two-dimensional, capillary

electrophoresis   219–220
SeqLab   344
seqmatchall   307
SEQSEE   334, 341
SEQSITE   336
sequence accession numbers   442
sequence coverage, minimum, Archaeoglobus

fulgidus 17
sequence databases   
– Bioinformatics   354
– Proteomics   332
sequence gaps, complete genome sequences   17
sequence motifs   229
– pattern-based, Proteomics   335
sequence pattern, nucleotide   314–315
sequence polymorphisms   106
Sequence Retrieval System   397, 462
– see also SRS
sequence variations   354
sequencers, DNA   575
sequences   
– amino-modified oligonucleotide   228
– cDNA   see cDNA sequences
– complete genome   see complete genome

sequences
– oligonucleotide   228
– PEST   340
– Shine Dalgarno   383
– signature   334
– splice site consenus   305
– spliced cDNA   300
– tentative consensous   118
– unmodified oligonucleotide   228
– vector   404
sequencing   
– Drosophila melanogaster 35
– Proteomics   332
– random   
sequencing primer, universal, DNA sequencing

140
sequencing strategy   
– Arabidopsis thaliana 27
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– Archaeoglobus fulgidus 18
– Saccharomyces cerevisiae 22
SEQUEST   331
SeqWeb   344
severe acute respiratory syndrome   354
severe ADR   376
sh2-a1 gene   116
SH3 domains   433
shearing effects   51
sheath-flow cuvette detector, capillary

electrophoresis   219
Sherenga   195
Shine-Dalgarno motifs   383, 393
short peptides, sequence, Proteomics   332
shuttle cosmid vector   54
sib-mating   106
sickle-cell disease   86–87
signal averaging   331
signal-to-noise ratio, high-resolution solution

NMR   285
signal-transduction pathways   360, 499
signature sequences, Proteomics   334
silver staining method, Proteomics   197
simple-sequence length polymorphisms   62
simulators for metabolic networks   462
simultaneous bi-directional sequencing, DNA

sequencing   144
simvastatin   357
Singapore Bioethics Advisory Ethics Committee

522
single-base extension, DNA sequencing   152
single-cell analysis, capillary electrophoresis

218–219
single-gene defects   84
single-gene disorders   510
single-labeled, microarrays   417
single-locus analysis, linkage map   108
single molecule detection   
– DNA degradation strategy   161–162
– DNA hybridization strategy   163–164
– DNA sequencing   160
– DNA synthesis strategy   162–163
– fluorescence energy transfer   163
– nanopore filtering strategy   164
– surface plasmon resonance   163
single-nucleotide polymorphisms   50, 88, 152,

354, 356
single sequence repeat   107
single strand conformational polymorphism   107
single stranded DNA template   140
siRNA   581
siRNA gene knock-downs   261
sitting-drop vapor diffusion   278
slab gels, DNA sequencing   146, 149–151

slide substrates, DNA microarrays   242–243
small-bore reverded phase LC columns, mass

spectrometry   200
small non-messenger RNA   20
SMART-IDEA   359
SmartNotebook   286
Smith, H. O.   18
Smith-Waterman algorithm   363
Smith-Waterman alignment, 

Bioinformatics   303
SNOMAD   422
SNP   see single nucleotide polymorphisms
SNP Consortium   371, 509
SNP data analysis   372
SoapLab   321
soil libraries   51
soil sample   50
solid state laser   144
solid state NMR   282
solubilization   277
SOS recruitment system   266
Southern Alberta Microarry Facility   241
Southern blots   223
SoyBase   453
soybean, model organisms   64
SPAD   453
spatial blots   252
spatial resolution, low-micron, Proteomics   188
special status of genetic material   526
spectral patterns, Proteomics   188
spectrophotometers   576
spectroscopy   
– fluorescence   70
– infrared   70
– ultraviolet   70
SPIN-PP   453
spinach, model organisms   69
splice site consenus sequences, Bioinformatics

305
spliced cDNA sequences, Bioinformatics   300
split-ubiquitin system   266
spontaneous rice dwarf mutants   117
sporadic colon tumors   94
spots   
– amibigious   252
– Proteomics   325
spotting concentration, DNA microarrays   230
spotting pins, DNA microarrays   243
SQL   465
SRS   465, 578
– see also Sequence Retrieval System
SRS-6   386
SSCP   see single strand conformational

polymorphism
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SSLP   see simple-sequence length
polymorphisms

SSR   see single sequence repeat
Staden package   402
standards and guidelines, biotechnology   561
Stanford Medical School   6
Stanford University   115
Staphylococcus aureus, model organisms   354
start-up companies   582
Statement on DNA Sampling: Control and Access

517
static models, systems biology   498
static nanospray experiment, Proteomics   198
static system models   496
statins   373
statistical programming language R   420
steady-state rate equations   472
Stella, Petri net tools   477
stem cell research   516, 540, 566
stem cells   512
– embryonic   565
Stetter, K. O.   17
stigmatization   513
stigmatization by association    510
STKE   453
stochastic models   500
stoichiometric matrices   482
Stokes Shift, DNA sequencing   132
STOP codons   228
strains   
– nontoxic, Escherichia coli 9
– toxic, Escherichia coli 9
strawberry, model organisms   122
Streptomyces lincolnensis, model organisms   51
Streptomyces lividans, model organisms   53
stress, osmotic, Bacillus subtilis 11
stromelysin-1 gene   96
structural characterization, NMR   287
structural genomics   
– cloning of the genes   277
– commercial   275
– correct expression system   277
– efforts   274
– projects   274
– protein crystallazation   278–279
– protein production   276
– purification of the target protein   277
structure based drug design   289
structure mining   581
stuctural genomics   273–295
subcellular fractions, analysis, Proteomics   186
SubLoc   339
substitution matrices, Bioinformatics   333

subtelomeric regions, Saccharomyces cerevisiae 24
sugar signal transduction, plants   67
suitability screening, NMR   288
sulfate-reducing organism   16
sulfate reduction, Archaeoglobus fulgidus 19
Sulfolobus solfataricus P2, model organisms   384,

399
super-high-field instruments, high-resolution

solution NMR   285
support vector machines   339, 425
surface plasmon resonance, single molecule

detection   163
surfactant, capillary electrophoresis   214
surveys, environmental   46
sustainable development, genetic resources   550
SVG   see scalable vector graphics
SVM   see support vector machines
SWISS-2D PAGE   326
SWISS-2DPAGE   10
Swiss-Prot   329, 332, 462
synchrotron protein crystallography   273
synchrotron x-ray sources, third generation   274
synteny   116
– plants   64
synthesis, spatially ordered   223
synthesis strategy   162–163
SYPEITHI   453
systematic sequencing, Escherichia coli 7
Systems Biology   491–505, 582
– analysis of static models   498–499
– basic concepts   494
– combining data   493
– combining multiple data types   493
– connection   493
– control mechanisms   494
– data fusion   493
– data types   492–493
– definition   360
– diagrammatic representations   495
– dynamic models   499–500
– dynamic properties   494
– error rates   493
– experimental system   492
– hierarchical modularity   495
– interactions   493
– mathematical models   491
– modeling formalisms   500
– models   495
– modularity   495–496
– simple model   494
– states   494
– static properties   494
systems modeling   472
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T
T-DNA tagging   73
t-statistics   253
TAC   see transformation-competent artificial

chromosomes
tagged protein, truncated, Bacillus subtilis 13
tagging   
– T-DNA   73
– transposon   73
tagSNP   90
TAIR   see The Arabidopsis Information Resource
TAMBIS   465
tandem   
– in space, mass spectrometry   191
– in time, mass spectrometry   191
tandem capillary electrophoresis   328
tandem gene knockout   434
tandem repeat regions, Caenorhabditis elegans 32
tandem repeats   29
tardive dyskinesia    375
target   416
– DNA microarrays   240
target protein, purification   277
target validation   364
TargetP   339
Tatum, E.   6
Taverna   321
taxonomic marker genes   53
TD   see tardive dyskinesia 
telomeres, Saccharomyces cerevisiae 22
template-primer-polymerase complex, DNA

sequencing   143
tentative consensus sequences   118
termination of replication   8
terminators   383
TEV protease   278
TGFBR1 gene   94
Thal, Johannes   25–26
The Arabidopsis Information Resource   27
therapeutic cloning   512, 516, 562
thermophiles, extreme   49
Thermotoga maritima, model organisms   284
thing and person blurring   565
thiopurine S-methyltransferase    372
third generation synchrotron x-ray sources   274
THORNs, Petri net tools   477
three-hybrid system   264
three-locus analysis, linkage map   109
throughput, hardware for DNA synthesis   575
TIGR   17, 118, 580
TIGR XML   412
TIM-barrel motif   291
time of flight, mass spectrometry   68, 189
TimeLogic   363, 577

tissue banking   512
tissue research, ethical framework   511
TissueInformatics   542
Tm2a gene   110
TM4   420
TM4 software   254
TMHMM   340
TMV gene   110
TOF   see time of flight
tomato, model organisms   110
tools to educate the public, biobanks   553
top-down approach   468
TopoSNP   357
toxic strains, Escherichia coli 9
toxicity, compound   369–372
toxicity signatures   369–370
toxicogenomics   366–372
– optimum dosage   374
– signatures   370
TPMT   see thiopurine S-methyltransferase 
trace generation, DNA sequencing   155–156
tracking, DNA sequencing   153
transaction costs   545
transactivator system, repressed   264
transcription complex   13
transcription factors   373, 428, 499
– Drosophila melanogaster 36
– yeast   262
transcription-translation apparatus   433
transcriptional modules   498
transcriptional repressor Tup1p   264
transcriptome   357
TRANSFAC   315, 444, 454, 462
transferrins, Drosophila melanogaster 36
transformation-competent artificial chromosomes

62
transforming growth factor receptor type 2   94
transgenic plants   67
transit peptides, plastid   28
translation   461
translational research   542
TRANSPATH   444, 454, 462, 481
transposeable elements, repeats, Arabidopsis

thaliana 28
transposons   116
– insertion, DNA sequencing   139
– tagging   73
trapping, exon   115
TREMBL   332–333
tricyclic antidepressants   373
triple quadrupole, mass spectrometry   191
TRRD   454
truncated tagged protein, Bacillus subtilis 13
trust in corporate participants   543
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trypsin   190
Tukey biweight   422
tumor-suppressor genes   90
tumor suppressors   182
Tup1p, transcriptional repressor   264
two-dimensional electrophoresis   211
two-dimensional separations, capillary

electrophoresis   219–220
two-locus analysis, linkage map   109
two-phase electrophoresis   51
type 1 TGF/Beta receptor   94
type II Albers-Schonberg disease   364

U
UAS-URA3 growth reporter   263
Ubiquitin   266
UDB system   479
UGTA1A1   see uridine diphosphate

glucuronosyltransferase 1A1
UK Biobank Ethics and Governance Framework

525
UK Biobank Limited   528–529
ultra-zoom gels, IFF   324
UltraScan, Petri net tools   477
unassigned 1H,15N RDC   289
uncultivated microorganisms   48
undesirable commodification of the human body

542
UNESCO   513, 538
– Declaration on Genetic Data   515
ungapped alignments, localized   305
UniGene database   240
UniProt   332–333
United Kingdom, biobanks   538
United States, biobanks   538
Universal Declaration on the Human Genome

and Human Rights   513
universal sequencing primer, DNA sequencing

140
University of Calgary   243
unmodified oligonucleotide sequences   228
untouchable human being   563
unwarranted information   515
urea cycle   485
– pathway   484
uridine diphosphate glucuronosyltransferase 1A1

372
US National Bioethics Advisory Comission   511
UV absorbance, capillary electrophoresis   214

V
validation step, Proteomics   186
vapor diffusion   278
vector, shuttle cosmid   54

vector sequence, MAGPIE   404
VectorNTI   334
vectors, plasmid DNA   62
very short patch repair mechanism   312
Vibrio harvey, model organisms   288
view concepts   472
violacein   53
virtual cell   482
– Petri net model   486
virtual reality environments, automated   578
virus-induced gene silencing   76
vitamin K epoxide reductase complex subunit 1

374
VKORC1   374
VON++, Petri net tools   477
VRML   578

W
W2H   321
warfarin   374
Washington University in St. Louis   118, 580
water   303
Watson-Crick base-pairing   240
web-based computing   575
web services   578
WebGel   326
well-diffracting crystals, protein crystallography

275
Wellcometrust Sanger Institute   580
Western blotting   326
Whitehead Institute   115
WHO   513
WHO Genetic Databases report and

recommandations   515
whole cell visualization   435
whole gel manipulations, Proteomics   326
whole-genome shotgun assembly, DNA

sequencing   139
Wilms tumors   255
WIT   440, 454
WIT/EMP   462
Woese, Carl R.   17
wordcount   310
wordmatch   306
World-2-DPAGE   327
World Health Organization   512
worm, model organisms   492

X
X-ray crystallography   275
X-ray detectors, protein crystallography   274
X-ray sources, synchrotron   274
Xgrail   118
XLink standard, Bluejay   411
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XML   438, 466
– see also extensible markup language
XML language   578
XML Schema   439
XSL schemes   478
XSLT stylesheet   410

Y
YAC   see yeast artificial chromosome
Yarrowia, model organisms   25
YASMA   422
yeast, model organisms   428, 492
yeast artificial chromosomes   62, 114
yeast genomes, hemiascomycetes   25
yeast interactome   182

yeast transcription factor Gal4p   262
yeast two-hybrid network   441
yeast two-hybrid system   261–272
– bait   262
– classical   262
– false negatives   270
– false positives   270
– interpretation   269–270
– non-yeast hybrid systems   269
– prey   262
yMGV   420
YPD   454

Z
zyxin   256
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