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Preface

Control in the presence of uncertainty is one of the main topics of modern control
theory. In the formulation of any control problem there is always a discrepancy
between the actual plant dynamics and its mathematical model used for the
controller design. These discrepancies (or mismatches) mostly come from external
disturbances, unknown plant parameters, and parasitic dynamics. Designing control
laws that provide the desired closed-loop system performance in the presence of
these disturbances/uncertainties is a very challenging task for a control engineer.
This has led to intense interest in the development of the so-called robust control
methods, which are supposed to solve this problem. In spite of the extensive and
successful development of robust adaptive control [159], H1 control [48], and
backstepping [121] techniques, sliding mode control (SMC) remains, probably,
the most successful approach in handling bounded uncertainties/disturbances and
parasitic dynamics [67, 182, 186].

Historically sliding modes were discovered as a special mode in variable
structure systems (VSS). These systems comprise a variety of structures, with
rules for switching between structures in real time to achieve suitable system
performance, whereas using a single fixed structure could be unstable. The result is
VSS, which may be regarded as a combination of subsystems where each subsystem
has a fixed control structure and is valid for specified regions of system behavior. It
appeared that the closed-loop system may be designed to possess new properties not
present in any of the constituent substructures alone. Furthermore, in a special mode,
named a sliding mode, these properties include insensitivity to certain (so-called
matched) external disturbances and model uncertainties as well as robustness to
parasitic dynamics. Achieving reduced-order dynamics of the compensated system
in a sliding mode (termed partial dynamical collapse) is also a very important useful
property of sliding modes. One of the first books in English to be published on this
subject is [85]. The development of these novel ideas began in the Soviet Union in
the late 1950s.

The idea of SMC is based on the introduction of a “custom-designed” function,
named the sliding variable. As soon as the properly designed sliding variable
becomes equal to zero, it defines the sliding manifold (or the sliding surface). The
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viii Preface

proper design of the sliding variable yields suitable closed-loop system performance
while the system trajectories belong to the sliding manifold. The idea of SMC is to
steer the trajectory of the system to the properly chosen sliding manifold and then
maintain motion on the manifold thereafter by means of control, thus exploiting
the main features of the sliding mode: its insensitivity to external and internal
disturbances matched by the control, ultimate accuracy, and finite-time convergence
of the sliding variables to zero.

The first well-cited text in English on SMC was by Itkis and published in 1976
[113]. By 1980, the main contributions in SMC theory had been completed and
subsequently reported in Utkin’s 1981 monograph (in Russian) and its subsequent
English version [182]. A comprehensive review was published by DeCarlo et al. in
[56]. In these publications (see also the advanced results presented in the later works
[186] and [67]), the two-step procedure for SMC design was clearly stated.

The first step involves the design of a switching function so that the system
motion on the sliding manifold (termed the sliding motion) satisfies the design
specifications. The second step is concerned with the selection of a control law,
which will make the sliding manifold attractive to the system state in the presence
of external and internal disturbances/uncertainties. Note that this control law is not
necessarily discontinuous.

SMC-based observers allow estimation of the systemstates in the presence of
unknown external disturbances, which can also be explicitly reconstructed online
by an observer.

Control chattering still remained a problem impeding SMC implementation.
Addressing control chattering was the main motivation for the emerging so-called
second-order sliding. Thus, the already matured conventional SMC theory received
a significant boost in the middle of the 1980s: when new “second-order” ideas
appeared [132] and then, in the beginning of 2000s, when “higher-order” [124]
concepts were introduced. The introduction of these new paradigms was dictated
by the following reasons:

1. The conventional sliding mode design approach requires the system relative
degree to be equal to one with respect to the sliding variable. This can seriously
constrain the choice of the sliding variable.

2. Also, very often, a sliding mode controller yields high-frequency switching
control action that leads to the so-called chattering effect, which is difficult to
avoid or attenuate.

These intrinsic difficulties of conventional SMC are mitigated by higher-order
sliding mode (HOSM) controllers that are able to drive to zero not only the
sliding variable but also its k � 1 successive derivatives (kth-order sliding mode).
The novel approach is effective for arbitrary relative degrees, and the well-known
chattering effect is significantly reduced, since the high-frequency control switching
is “hidden” in the higher derivative of the sliding variable.

When implemented in discrete time, HOSM provides sliding accuracy propor-
tional to the kth power of the sampling time, which makes HOSM an enhanced-
accuracy robust control technique. Since only the kth derivative of the sliding
manifold is proportional to the high-frequency switching control signal, the switch-
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ing amplitude is well attenuated at the sliding manifold level, which significantly
reduces chattering.

The unique power of the approach is revealed by the development of practical
arbitrary-order real-time robust exact differentiators, whose performance is proved
to be asymptotically optimal in the presence of Lebesgue-measurable input noises.
The HOSM differentiators are used in advanced HOSM-based observers for the
estimation of the system state in the presence of unknown external disturbances,
which are also reconstructed online by the observers. In addition HOSM-based
parameter observers have been developed as well.

The combination of a HOSM controller with the above-mentioned HOSM-based
differentiator produces a robust and exact output-feedback controller. No detailed
mathematical models of the plant are needed. SMC of arbitrary smoothness can be
achieved by artificially increasing the relative degree of the system, significantly
attenuating the chattering effect. For instance, the continuous control function
can be obtained if virtual control in terms of the control derivative is designed
in terms of SMC. In this case, the control function will be continuous, since it
is equal to the integral of the high-frequency switching function. In the case of
parasitic/unmodeled dynamics the SMC function will switch with lower frequency
(the control chattering). Designing the SMC in terms of the derivative of the control
function yields chattering attenuation.

The practicality of conventional SMC and HOSM control and observation
techniques is demonstrated by a large variety of applications that include DC/DC
and AC/DC power converters, control of AC and DC motors and generators, aircraft
and missile guidance and control, and robot control.

SMC is a mature theory. This textbook is mostly based on the class notes for the
graduate-level courses on SMC and Nonlinear Control that have been taught at the
Department of Electrical and Computer Engineering, the University of Alabama
in Huntsville; at the Department of Engineering, the University of Leicester; at
the Department of Control Engineering and Robotics, the Engineering Faculty,
the National Autonomous University of Mexico and at the Department of Applied
Mathematics, the Tel Aviv University for the last 10–15 years. The course notes
have been constantly updated during these years to include newly developed HOSM
control and observation techniques.

This textbook provides the reader with a broad range of material from first prin-
ciples up to the current state of the art in the area of SMC and observation presented
in a pedagogical fashion. As such it is appropriate for graduate students with a
basic knowledge of classical control theory and some knowledge of state-space
methods and nonlinear systems. The resulting design procedures are emphasized
using Matlab/Simulink software.

Fully worked out design examples are an additional feature. Practical case
studies, which present the results of real sliding mode controller implementations,
are used to illustrate the successful practical application of the theory. Each chapter
is equipped with exercises for homework assignments.
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The textbook is structured as follows.
In Chap. 1 we “intuitively” introduce the main concepts of SMC for regula-

tion and tracking problems, as well as state and input observation using only
basic control system theory. The sliding variable and SMC design techniques
are demonstrated on tutorial examples and graphical expositions. The reaching
and sliding phases of the compensated system dynamics are identified. Advanced
concepts associated with conventional sliding modes, including sliding mode
observers/differentiators and second-order sliding mode controllers, are studied on
a tutorial level. Robust output tracking controller design based on a relative degree
approach is studied. The design framework comprises conventional and second-
order sliding modes as well as sliding mode observers. The main advantages of SMC
and HOSM control, including robustness, finite-time convergence, and reduced-
order compensated dynamics, are demonstrated through numerous examples and
simulation plots.

In Chap. 2 we formulate and rigorously study the conventional multivariable
SMC problem using linear algebra and Lyapunov function techniques. The inter-
pretation of the sliding surface design problem as a straightforward linear state-
feedback problem for a particular subsystem is emphasized. A variety of methods
for sliding surface design, including linear quadratic minimization and eigenvalue
placement algorithms, are presented. Possible control design strategies to enforce
a sliding motion, including the unit-vector control structure, are described, and the
problem of smoothing undesirable discontinuous signals is addressed. The output-
feedback SMC techniques that do not require measurement of the system states are
presented. Integral sliding modes (ISM) that are a special type of conventional SMC
are discussed in detail. The ability of ISM to be initiated without a reaching phase
is emphasized. The specific property of ISM that consists of retaining the order of
the compensated system is studied. The use of ISM for disturbance compensation is
discussed together with a linear quadratic regulation (LQR) problem, “robustified”
via ISM. Several examples illustrate the ISM concept.

In Chap. 3 a detailed coverage of conventional sliding mode observers (CSMOs)
for state estimation and unknown input reconstruction in dynamic systems is
presented. The design techniques for a variety of CSMOs are rigorously studied
using linear algebra and Lyapunov function techniques. The robustness properties of
CSMO are discussed. Several examples illustrate the CSMO design and demonstrate
their performance via simulations. The chapter ends with a list of exercises for
homework assignments.

In Chap. 4 second-order sliding mode (2-sliding mode or 2-SM) control is studied
as a new generation of conventional SMC. The main definitions, properties and
design frameworks for 2-SM control, and associated observers/differentiators are
rigorously presented. The essential properties of 2-SM control, including finite-
time convergence to zero of the sliding variable and its derivative in the presence
of disturbances/uncertainties as well as the ability of computer-implemented 2-
SM control to provide enhanced stabilization accuracy that is proportional to the
square of the time increment, are emphasized. Several particular types of 2-SM
control algorithms, including twisting and super-twisting controllers, the suboptimal
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control algorithm, the control algorithm with prescribed convergence law, and the
quasi-continuous control algorithm, are introduced. A special case of 2-SM, super-
twisting SMC with variable gains, is also studied analytically and experimentally.
An output regulation problem solution is described in terms of the above-mentioned
2-SM controllers. In particular the chattering attenuation capabilities of 2-SM
controllers are emphasized. Numerous examples illustrate the advantages in terms
of performance of 2-SM controllers. The chapter culminates with a list of exercises
for homework assignments.

In Chap. 5 we study a very important robustness property of conventional
SMC and 2-SM-based controllers to parasitic dynamics using frequency-domain
techniques.The describing function technique is used to estimate both amplitude
and frequency of the switching control oscillation as soon as the transient response
is over. The robustness of conventional SMC to first- and second-order parasitic
dynamics is described. The analysis of oscillations with finite amplitude and
frequency in 2-SM controllers, including the twisting and super-twisting controllers
and the quasi-optimal controller, in the presence of first- and second-order parasitic
dynamics, is performed. Numerous examples illustrate the performances of conven-
tional SMC and 2-SM-based controllers. Exercises for homework assignment are
presented at the end of the chapter.

In Chap. 6 the concept of 2-SM control is generalized by introducing HOSM
control that is a new generation of SMC. The ability of HOSM control to drive the
sliding variable and its k � 1 successive derivatives (a so-called kth-order sliding
mode) to zero in finite time is rigorously derived and discussed. Two families of
HOSM control algorithms, a nested SMC algorithm and a quasi-continuous control
algorithm, are introduced. Homogeneity and contractivity-based techniques that
are used for HOSM control analysis and design are described. The efficacy of
HOSM control for systems with arbitrary relative degree with respect to the sliding
variable is identified. Significant attenuation of the well-known chattering effect
via HOSM control is described. The HOSM-based arbitrary-order online robust
exact differentiator is introduced and discussed. Several examples are presented to
illustrate the performance of HOSM controllers and differentiators. The application
of the HOSM controllers and differentiators to blood glucose regulation, using an
insulin pump in feedback, illustrates the HOSM algorithms. A list of exercises for
homework assignments completes the chapter.

In Chap. 7 we revisit the state observation and identification problem, previously
studied in Chap. 3. In this chapter state observation, identification, and input
reconstruction are discussed using algorithms based on HOSM exact differentiators.
HOSM observers for nonlinear systems are described. Parameter identification
algorithms using HOSM techniques are presented and discussed. Several examples,
including pendulum and satellite dynamics estimation and identification, are pre-
sented to illustrate the performance of the HOSM observation and identification
algorithms. The exercises for homework assignments are presented at the end of the
chapter.

In Chap. 8 we describe output regulation and tracking problems addressed by
conventional SMC and HOSM controllers driven by sliding mode disturbance
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observers (SMC–SMDO). The particular features of the application of SMC/HOSM
observers to the above-mentioned output regulation/tracking problems, including
the necessity to differentiate the measured output in order to implement the SMC
or HOSM controller, as well as the possibility of reconstructing unknown external
disturbances via SMC/HOSM observers with the possibility to compensate for
them within a traditional continuous controller, are emphasized. The continuous
SMC–SMDO design techniques are illustrated with two case studies: launch vehicle
attitude control and satellite formation control. A variety of exercises are presented
at the end of this chapter to facilitate homework assignments.

The contribution of the authors to this textbook is as follows: Dr. Shtessel has
written the Preface and Chaps. 1 and 8 and has contributed to Chap. 5 by writing
Sect. 5.2 and Chap. 6 by writing Sect. 6.11. Dr. Edwards has written Chaps. 2 and 3.
He has also carried out the bulk of the editorial work. Dr. Fridman has written
Chaps. 5 and 7 and has contributed to Chap. 2 by writing Sect. 2.7 and to Chaps. 4
and 6 by writing Sects. 4.7, 4.8, and 6.11. Dr. Levant has written Chaps. 4 and 6.

The authors would also like to acknowledge the graduate and postdoctoral
students of the Department of Automatic Control, the National Autonomous
University of Mexico, Francisco Bejarano, Jorge Davila, Lizet Fraguela, Ana
Gabriela Gallardo, Tenoch Gonzalez, Antonio Rosales, and Carlos Vazquez, for
their invaluable help in preparing examples and exercises. We would also like to
thank our colleagues, Professors Igor Boiko, Leonid Freidovich, Elio Usai, and
Vadim Utkin for their careful reading of early drafts of the manuscript and for their
constructive criticisms and suggestions for improvement.

Huntsville, USA Y. Shtessel
Exeter, UK C. Edwards
Mexico, Mexico L. Fridman
Tel Aviv, Israel A. Levant
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Chapter 1
Introduction: Intuitive Theory of Sliding
Mode Control

In the formulation of any practical control problem, there will always be a
discrepancy between the actual plant and its mathematical model used for the
controller design. These discrepancies (or mismatches) arise from unknown exter-
nal disturbances, plant parameters, and parasitic/unmodeled dynamics. Designing
control laws that provide the desired performance to the closed-loop system in the
presence of these disturbances/uncertainties is a very challenging task for a control
engineer. This has led to intense interest in the development of the so-called robust
control methods which are supposed to solve this problem. One particular approach
to robust controller design is the so-called sliding mode control technique.

In Chap. 1, the main concepts of sliding mode control will be introduced
in an intuitive fashion, requiring only a basic knowledge of control systems.
The sliding mode control design techniques are demonstrated on tutorial examples
and via graphical exposition. Advanced sliding mode concepts, including sliding
mode observers/differentiators and second-order sliding mode control, are studied
at a tutorial level. The main advantages of sliding mode control, including ro-
bustness, finite-time convergence, and reduced-order compensated dynamics, are
demonstrated on numerous examples and simulation plots.

For illustration purposes, the single-dimensional motion of a unit mass (Fig. 1.1)
is considered. A state-variable description is easily obtained by introducing vari-
ables for the position and the velocity x1 D x; x2 D Px1 so that( Px1 D x2

Px2 D u C f .x1; x2; t/

x1.0/ D x10

x2.0/ D x20;
(1.1)

where u is the control force, and the disturbance term f .x1; x2; t/, which may
comprise dry and viscous friction as well as any other unknown resistance forces,
is assumed to be bounded, i.e., jf .x1; x2; t/j � L > 0. The problem is to design a
feedback control law u D u.x1; x2/ that drives the mass to the origin asymptotically.
In other words, the control u D u.x1; x2/ is supposed to drive the state variables to

Y. Shtessel et al., Sliding Mode Control and Observation, Control Engineering,
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2 1 Introduction: Intuitive Theory of Sliding Mode Control

Fig. 1.1 Single-dimensional motion of a unit mass

Fig. 1.2 Asymptotic convergence for f .x1; x2; t / � 0

zero: i.e., lim
t!1x1; x2 D 0. This apparently simple control problem is a challenging

one, since asymptotic convergence is to be achieved in the presence of the unknown
bounded disturbance f .x1; x2; t/. For instance, a linear state-feedback control law

u D �k1x1 � k2x2; k1 > 0; k2 > 0 (1.2)

provides asymptotic stability of the origin only for f .x1; x2; t/ � 0 and typically
only drives the states to a bounded domain �.k1; k2; L/ for jf .x1; x2; t/j � L > 0.

Example 1.1. The results of the simulation of the system in Eqs. (1.1), (1.2) with
x1.0/ D 1; x2.0/ D �2; k1 D 3; k2 D 4, and f .x1; x2; t/ D sin.2t/, which
illustrate this statement, are presented in Figs. 1.2 and 1.3.
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Fig. 1.3 Convergence to the domain � for f .x1; x2; t / D sin.2t/

The question is whether the formulated control problem can be addressed using
only knowledge of the bounds on the unknown disturbance.

1.1 Main Concepts of Sliding Mode Control

Let us introduce desired compensated dynamics for system (1.1). A good candidate
for these dynamics is the homogeneous linear time-invariant differential equation:

Px1 C cx1 D 0; c > 0 (1.3)

Since x2.t/ D Px1.t/, a general solution of Eq. (1.3) and its derivative is given by

x1.t/ D x1.0/ exp.�ct/
x2.t/ D Px1.t/ D �cx1.0/ exp.�ct/ (1.4)

both x1.t/ and x2.t/ converge to zero asymptotically. Note, no effect of the
disturbance f .x1; x2; t/ on the state compensated dynamics is observed. How could
these compensated dynamics be achieved? First, we introduce a new variable in the
state space of the system in Eq. (1.1):

� D �.x1; x2/ D x2 C cx1; c > 0 (1.5)

In order to achieve asymptotic convergence of the state variables x1; x2 to zero, i.e.,
lim
t!1x1; x2 D 0, with a given convergence rate as in Eq. (1.4), in the presence of

the bounded disturbance f .x1; x2; t/, we have to drive the variable � in Eq. (1.5) to
zero in finite time by means of the control u. This task can be achieved by applying
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Lyapunov function techniques to the � -dynamics that are derived using Eqs. (1.1)
and (1.5):

P� D cx2 C f .x1; x2; t/C u; �.0/ D �0 (1.6)

For the � -dynamics (1.6) a candidate Lyapunov function (see Appendix D) is
introduced taking the form

V D 1

2
�2 (1.7)

In order to provide the asymptotic stability of Eq. (1.6) about the equilibrium point
� D 0, the following conditions must be satisfied:

(a) PV < 0 for � ¤ 0

(b) lim
j� j!1

V D 1

Condition (b) is obviously satisfied by V in Eq. (1.7). In order to achieve finite-time
convergence (global finite-time stability), condition (a) can be modified to be

PV � �˛V 1=2; ˛ > 0 (1.8)

Indeed, separating variables and integrating inequality (1.8) over the time interval
0 � � � t , we obtain

V 1=2.t/ � �1
2
˛ t C V 1=2.0/ (1.9)

Consequently, V.t/ reaches zero in a finite time tr that is bounded by

tr � 2V 1=2.0/

˛
: (1.10)

Therefore, a control u that is computed to satisfy Eq. (1.8) will drive the variable �
to zero in finite time and will keep it at zero thereafter.
The derivative of V is computed as

PV D � P� D � .cx2 C f .x1; x2; t/C u/ (1.11)

Assuming u D �cx2 C v and substituting it into Eq. (1.11) we obtain

PV D � .f .x1; x2; t/C v/ D �f .x1; x2; t/C �v � j� jLC �v (1.12)

Selecting v D �� sign.�/ where

sign.x/ D
(

1 if x > 0

�1 if x < 0
(1.13)

and

sign.0/ 2 � �1; 1
�

(1.14)
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with � > 0 and substituting it into Eq. (1.12) we obtain

PV � j� jL� j� j � D � j� j .� � L/ (1.15)

Taking into account Eq. (1.7), condition (1.8) can be rewritten as

PV � �˛V 1=2 D � ˛p
2

j� j ; ˛ > 0 (1.16)

Combining Eqs. (1.15) and (1.16) we obtain

PV � � j� j .� � L/ D � ˛p
2

j� j (1.17)

Finally, the control gain � is computed as

� D LC ˛p
2

(1.18)

Consequently a control law u that drives � to zero in finite time (1.10) is

u D �cx2 � � sign.�/ (1.19)

Remark 1.1. It is obvious that P� must be a function of control u in order to
successfully design the controller in Eq. (1.8) or (1.19). This observation must be
taken into account while designing the variable given in Eq. (1.5).

Remark 1.2. The first component of the control gain Eq. (1.18) is designed to
compensate for the bounded disturbance f .x1; x2; t/ while the second term p̨

2
is

responsible for determining the sliding surface reaching time given by Eq. (1.10).
The larger ˛, the shorter reaching time.

Now it is time to make definitions that interpret the variable (1.5), the desired
compensated dynamics (1.3), and the control function (1.19) in a new paradigm.

Definition 1.1. The variable (1.5) is called a sliding variable

Definition 1.2. Equations (1.3) and (1.5) rewritten in a form

� D x2 C cx1 D 0; c > 0 (1.20)

correspond to a straight line in the state space of the system (1.1) and are referred to
as a sliding surface.

Condition (1.8) is equivalent to

� P� � � ˛p
2

j� j (1.21)
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Fig. 1.4 Sliding variable

and is often termed the reachability condition. Meeting the reachability or existence
condition (1.21) means that the trajectory of the system in Eq. (1.1) is driven towards
the sliding surface (1.20) and remains on it thereafter.

Definition 1.3. The control u D u.x1; x2/ in Eq. (1.19) that drives the state
variables x1; x2 to the sliding surface (1.20) in finite time tr , and keeps them on
the surface thereafter in the presence of the bounded disturbance f .x1; x2; t/, is
called a sliding mode controller and an ideal sliding mode is said to be taking place
in the system (1.1) for all t > tr .

Example 1.2. The results of the simulation of system (1.1) with the sliding mode
control law (1.5), (1.19), the initial conditions x1.0/ D 1; x2.0/ D �2, the control
gain � D 2, the parameter c D 1:5, and the disturbance f .x1; x2; t/ D sin.2t/
(which is used for simulation purposes only) are presented in Figs. 1.4–1.9.

Figure 1.4 illustrates finite-time convergence of the sliding variable to zero.
Asymptotic convergence of the state variables x1; x2 to zero in the presence of the
external bounded disturbance f .x1; x2; t/ D sin.2t/ is shown in Fig. 1.5. The phase
portrait, which is given in Fig. 1.6, demonstrates such phenomena as a reaching
phase (when the state trajectory is driven towards the sliding surface) and a sliding
phase (when the state trajectory is moving towards the origin along the sliding
surface).

A zoomed portion of the phase portrait (Fig. 1.7) illustrates the “zigzag” motion
of small amplitude and high frequency that the state variables exhibit while in the
sliding mode. Sliding mode control, which is presented in Figs. 1.8 and 1.9, is a
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Fig. 1.5 Asymptotic convergence for f .x1; x2; t / D sin.2t/

Fig. 1.6 Phase portrait

high frequency switching control with a switching frequency inversely proportional
to the time increment 10�4 s used in the simulation. Apparently, this high-frequency
switching control causes the “Zigzag” motion in the sliding mode (Fig. 1.7). In an
ideal sliding mode the switching frequency is supposed to approach infinity and the
amplitude of the “zigzag” motion tends to zero.
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Fig. 1.7 Phase portrait (zoom)

Fig. 1.8 Sliding mode control

As we see in Figs. 1.7 and 1.9, the imperfection in the sign-function implemen-
tation yields a finite amplitude and finite frequency “zigzag” motion in the sliding
mode due to the discrete-time nature of the computer simulation. This effect is called
chattering.
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Fig. 1.9 Sliding mode control (zoom)

1.2 Chattering Avoidance: Attenuation and Elimination

In many practical control systems, including DC motors and aircraft control, it
is important to avoid control chattering by providing continuous/smooth control
signals: for instance, aircraft aerodynamic surfaces cannot move back and forth
with high frequency, but at the same time it is desirable to retain the robust-
ness/insensitivity of the control system to bounded model uncertainties and external
disturbances.

1.2.1 Chattering Elimination: Quasi-Sliding Mode

One obvious solution to make the control function (1.19) continuous/smooth is
to approximate the discontinuous function v.�/ D �� sign.�/ by some continu-
ous/smooth function. For instance, it could be replaced by a “sigmoid function”

sign.�/ � �

j� j C "
(1.22)

where " is a small positive scalar. It can be observed that point-wise

lim
"!0

�

j� j C "
D sign.�/
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Fig. 1.10 Sigmoid function

for � ¤ 0. The value of " should be selected to trade off the requirement to maintain
an ideal performance with that of ensuring a smooth control action. The sigmoid
function (1.22) is shown in Fig. 1.10.

Example 1.3. The results of the simulation of system (1.1) with the pseudo-sliding
mode control

u D �cx2 � � �

j� j C "
(1.23)

using the same parameters as those in Example 1.2 are presented in Figs. 1.11–1.14.

The smooth control function (Fig. 1.11) cannot provide finite-time convergence
of the sliding variable to zero in the presence of the external disturbance f .x1; x2; t/
(see Fig. 1.12). Furthermore, the sliding variable and the state variables do not
converge to zero at all, but instead converge to domains in a vicinity of the
origin (Figs. 1.12–1.14) due to the effect of the disturbance f .x1; x2; t/ D sin.2t/.
The price we pay for obtaining a smooth control function is a loss of robustness and,
as a result, a loss of accuracy. The designed smooth control (1.23) is technically
not a sliding mode control and there is no ideal sliding mode in the system (1.1),
since the sliding variable has not been driven to zero in a finite time. However,
the system’s performance under the smooth control law in Eq. (1.23) is close to
the system’s performance under the discontinuous sliding mode control (1.19). This
gives us grounds for calling the smooth control law in Eq. (1.23) a quasi-sliding
mode control and the system’s motion, when the sliding surface converges to a close
vicinity of the origin, a quasi-sliding mode.



1.2 Chattering Avoidance: Attenuation and Elimination 11

Fig. 1.11 Smooth control

Fig. 1.12 Sliding variable

1.2.2 Chattering Attenuation: Asymptotic Sliding Mode

In this section we consider another approach to designing continuous control that
is robust to bounded disturbances. The idea is to design an SMC in terms of the
control function derivative. In this case the actual control, which is the integral of the
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Fig. 1.13 Time history of the state variables

Fig. 1.14 Zoomed Time history of the state variables

high-frequency switching function, is continuous. This approach is called chattering
attenuation, since some periodic residual is observed in the sliding mode control
after the integration of the high-frequency switching function.

To proceed, the system in Eq. (1.1) is rewritten as
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8<
:

Px1 D x2
Px2 D u C f .x1; x2; t/

Pu D v

x1.0/ D x10
x2.0/ D x20

u.0/ D 0:

(1.24)

We know that if the sliding variable (1.5) is constrained to zero in finite time t D tr ,
then the state variables converge to zero asymptotically in accordance with Eq. (1.4)
for all t � tr . Here we assume jf .x1; x2; t/j � L and in addition that it is smooth

with bounded derivative
ˇ̌̌ Pf .x1; x2; t/

ˇ̌̌
� NL.

In order to achieve chattering attenuation the following auxiliary sliding variable

s D P� C Nc� (1.25)

is introduced. If we design a control law v that provides finite-time convergence of
s ! 0, then the ideal sliding mode occurs in the sliding surface

s D P� C Nc� D 0 (1.26)

and �; P� ! 0 together with x1; x2 ! 0, as time increases, even in the presence
of the bounded disturbance f .x1; x2; t/. However, we will not have an ideal sliding
mode, but instead an asymptotic sliding mode will occur in system (1.24) since the
original sliding variable � converges to zero only asymptotically. This is the price
we are going to pay for the chattering attenuation. Using Eq. (1.21) for designing
the SMC in terms of v, we obtain

s Ps D s.v C c Ncx2 C .c C Nc/u C .c C Nc/f .x1; x2; t/C Pf .x1; x2; t// (1.27)

Choosing v D �c Ncx2 � .c C Nc/ u C v1 and substituting it into Eq. (1.27), we obtain

s Ps D s.v1C.cC Nc/f .x1; x2; t/C Pf .x1; x2; t// � sv1Cjsj. NLC.cC Nc/L/ (1.28)

Selecting v1 D �� sign.s/ with � > 0, and substituting it into Eq. (1.28) it follows
that

s Ps � jsj.��C NLC .c C Nc/L/ D � ˛p
2

jsj: (1.29)

Finally, if the control gain � is computed as

� D NLC .c C Nc/LC ˛p
2

(1.30)

then the control law v that drives s to zero in finite time tr �
p
2js.0/j
˛

is

v D �c Ncx2 � .c C Nc/ u � � sign.s/ (1.31)

Example 1.4. The results of the simulation of system (1.24) with the sliding mode
control (1.25), (1.31), the initial conditions x1.0/ D 1; x2.0/ D �2, the control gain
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Fig. 1.15 Control v

Fig. 1.16 Control u D R
vdt

� D 30, the parameters c D 1:5; Nc D 10, and the disturbance f .x1; x2; t/ D
sin.2t/ (which, again, is only used for simulation purposes) are presented in
Figs. 1.15–1.20.

The control law (1.31) contains the high-frequency switching term � sign.s/
that yields chattering (Fig. 1.15); however, chattering is attenuated in the physical
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Fig. 1.17 Sliding variables

Fig. 1.18 State variables

control u D R
vdt (Fig. 1.16). It can be observed from Fig. 1.17 that the auxiliary

sliding variable s converges to zero in finite time and the original sliding variable �
converges to zero asymptotically. Therefore, the achieved sliding mode is called an
asymptotic sliding mode with respect to the original sliding variable � .
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Fig. 1.19 Equivalent control estimation

Fig. 1.20 The disturbance estimation

The state variables exhibit convergence to zero as time increases (see Fig. 1.18)
in a similar way to the results from Fig. 1.5 that were achieved via the high-
frequency switching sliding mode control u given by Eq. (1.19). Also, in order
to implement the continuous sliding mode control u D R

vdt , with v given
by Eqs. (1.25) and (1.31), it is necessary to differentiate � . In the example,
P� was computed numerically; however, it can be done using the sliding mode
observers/differentiators that will be discussed later on.
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1.3 Concept of Equivalent Control

Suppose that at time tr the sliding surface � D x2 C cx1 D 0 is reached and
the trajectory x1.t/; x2.t/ remains on the sliding surface thereafter by means of the
SMC given by Eqs. (1.5), (1.19). This means that � D P� D 0 for all t � tr . The
condition P� D 0 yields

P� D cx2 C f .x1; x2; t/C u D 0; �.tr / D 0 (1.32)

A control function that satisfies Eq. (1.32) can be easily computed as

ueq D �cx2 � f .x1; x2; t/ (1.33)

Definition 1.4. The control function (1.33), which needs to be applied to sys-
tem (1.1) after reaching the sliding surface � D 0, to ensure that the system
trajectory stays on the surface thereafter, is called the equivalent control.

The following properties of the equivalent control can be established:

• The control function (1.33) is not the actual control that is applied to system (1.1)
as soon as the sliding surface is reached. Furthermore, control (1.33) usually
cannot be implemented, since the bounded disturbance f .x1; x2; t/ is not known
and appears explicitly in Eq. (1.33). The equivalent control action describes the
“average” effect of the high-frequency switching control (1.19) on system (1.1).
The average can be achieved via low-pass filtering (LPF) of the high-frequency
switching term � sign.�/ in the control law (1.19). Therefore, the equivalent
control can be estimated (online) as follows:

Oueq D �cx2 � �LPF .sign.�// ; t � tr (1.34)

For instance, the LPF can be implemented as a first-order differential equation

� Pz D �z C sign.�/
Oueq D �cx2 � � z

(1.35)

where � is a small positive scalar representing the time constant of the filter.

The signal ueq can be estimated very accurately by Oueq by making � as small as
possible, but larger than the sampling time of the computer-implemented LPF.

• Comparing Eqs. (1.33) and (1.34) the disturbance term can be easily estimated:

Of .x1; x2; t/ D �LPF .sign.�// ; t � tr (1.36)

Example 1.5. The system (1.1) with the sliding mode control (1.5), (1.19), the
initial conditions x1.0/ D 1; x2.0/ D �2, the control gain � D 2, the parameter
c D 1:5, and the disturbance f .x1; x2; t/ D sin.2t/, which is used for simulations
purposes only, has been simulated. The equivalent control and the disturbance can
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be estimated using Eqs. (1.35) and (1.36) with � D 0:01. For comparison, the
ideal equivalent control is plotted in accordance with Eq. (1.34). The results of the
simulation are presented in Figs. 1.19 and 1.20.

Based on Figs. 1.19 and 1.20 we observe a high level of accuracy in terms of the
estimation of the equivalent control and the disturbance.

1.4 Sliding Mode Equations

It was discussed earlier that system (1.1) with the SMC given by Eqs. (1.5), (1.19)
exhibits a two-phase motion (Fig. 1.6), namely, the reaching phase (when the system
trajectory moves towards the sliding surface) and the sliding phase (when the system
trajectory moves along the sliding surface). The sliding variable (1.5) is supposed
to be designed in order to provide a desired motion in the sliding mode. This design
problem can be reduced to two tasks.

Task 1 is to find the system’s equation in the sliding mode for all t � tr ; and task
2 is to parameterize the sliding variable (1.5) in order to ensure the desired/given
compensated dynamics.

Substituting the SMC in Eqs. (1.5), (1.19) into Eq. (1.1) yields

( Px1 D x2

Px2 D �cx2 � � sign.x2 C cx1/C f .x1; x2; t/

x1.tr / D x1r
x2.tr / D �cx1r (1.37)

Equation (1.37) is not suitable for the sliding mode analysis, since the right-hand
side of the system is a discontinuous high-frequency switching function, which loses
its continuity in each point on the sliding surface � D x2 C cx1 D 0. However,
from Sect. 1.3, we know that the system’s (1.1) dynamics in the sliding mode (when
� D x2 C cx1 D 0) are driven by the equivalent control (1.33). Therefore, in order
to obtain the equations of system’s compensated dynamics in the sliding mode, we
substitute the equivalent control into Eq. (1.1). Bearing in mind that in the sliding
mode x2 D �cx1 we obtain

8̂<
:̂

Px1 D x2

Px2 D .�cx2 � f .x1; x2; t//„ ƒ‚ …
ueq

Cf .x1; x2; t/ )
(

Px1 D x2

Px2 D �cx2
)
(

Px1 D �cx1
Px2 D �cx2

(1.38)
Finally the system’s (1.1) compensated dynamics in the sliding mode are reduced

to the form � Px1 D �cx1
x2 D �cx1 ; x1.tr / D x1r (1.39)
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for all t � tr . A solution of Eq. (1.39) for all t � tr can be written as

x1.t/ D x1r exp Œ�c.t � tr /�

x2.t/ D �cx1r exp Œ�c.t � tr /�
(1.40)

It is clear that the parameter c > 0 can be selected to give a desired rate of
convergence of x1; x2 to zero.

The following properties are exhibited by the system’s dynamics in the sliding
mode:

• The SMC controller design is reduced to two tasks. The first task consists of the
design of the first-order sliding surface in Eq. (1.20). The second task is to design
the control u to drive the sliding variable (1.5) to zero. Again, the first-order
sliding variable dynamics given by Eq. (1.6) are employed.

• The original system’s dynamics are of second-order while its compensated
dynamics in the sliding mode (1.39) are of order equal to one. The reduction
in order is due to the fact that Eq. (1.39) describes the “slow” motion only.
The “fast” motion that is due to the high-frequency switching control (see
Figs. 1.7 and 1.9) is of very small amplitude and is disregarded in Eq. (1.39).

• The system’s dynamics in the sliding mode (1.39) do not depend on the bounded
disturbance f .x1; x2; t/; however, its upper limit is taken into account in the SMC
design [see Eqs. (1.16) and (1.17)].

1.5 The Matching Condition and Insensitivity Properties

It was discussed in Sect. 1.4 that the system’s dynamics in the sliding mode do
not depend on the bounded disturbance f .x1; x2; t/. We need to bear in mind that
the disturbance f .x1; x2; t/ enters only the second equation of the system (1.1).
The question is whether this insensitivity property of the system’s dynamics in the
sliding mode to the bounded disturbances/uncertainties can be extended to bounded
disturbances/uncertainties entering the first equation of the system (1.1).

In order to address this issue consider the system� Px1 D x2 C '.x1; x2; t/

Px2 D u C f .x1; x2; t/

x1.0/ D x10

x2.0/ D x20
(1.41)

where jf .x1; x2; t/j � L; j'.x1; x2; t/j � P . Assume that an SMC u is designed
to drive the trajectories of system (1.41) to the sliding surface � D x2 C cx1 D 0

in finite time t � tr and to maintain motion on the surface thereafter. The dynamics
of system in the sliding mode can be easily derived using the equivalent control
approach presented in Sect. 1.5. In this example the reduced-order motion is
described by � Px1 D x2 C '.x1; x2; t/

x2 D �cx1 x1.tr / D x1r (1.42)
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It can be observed from Eqs. (1.41)–(1.42) that the disturbance f .x1; x2; t/ does not
affect the system’s dynamics in the sliding mode while the disturbance '.x1; x2; t/
that enters the first equation (where the control is absent) can prevent the state
variable from converging to zero in the sliding mode (1.41). The disturbance
f .x1; x2; t/ is called a disturbance matched by the control, and the disturbance
'.x1; x2; t/ is called an unmatched one.

Note that such a criterion for detecting matched and unmatched disturbances
is valid only for SISO systems with the control u entering in only one equation.
The matching condition will be generalized later on for nonlinear systems of an
arbitrary order.

1.6 Sliding Mode Observer/Differentiator

So far, we have assumed that both state variables x1.t/ and x2.t/ are measured
(available). In many cases only x1 (a position) is measured, but x2 (a velocity) must
be estimated.

In order to estimate x2 (assuming a bound on jx2j is known) the following
observation algorithm is proposed:

POx1 D v (1.43)

where v is an observer injection term that is to be designed so that the estimates
Ox1; Ox2 ! x1; x2.

Let us introduce an estimation error (an auxiliary sliding variable)

z1 D Ox1 � x1 (1.44)

Subtracting the first equation in Eq. (1.1) from Eq. (1.43) we obtain

Pz1 D �x2 C v: (1.45)

Let us design the injection term v that drives z1 D Ox1 �x1 ! 0 in finite time. In this
case Ox1 will converge to x1 in finite time. The following choice of injection term

v D �� sign.z1/; � > jx2j C ˇ; ˇ > 0 (1.46)

yields

z1Pz1 D z1.�x2 � �sign.z1// � jz1j.jx2j � �/ � �ˇjz1j (1.47)

Inequality (1.47) mimics Eq. (1.21), which means that in a finite time tr � jz1.0/j
ˇ

,
z1 ! 0 or Ox1 ! x1. Therefore, a sliding mode exists in the observer (1.43) for
t � tr . The sliding mode dynamics in Eq. (1.45) are computed using the concept of
equivalent control studied in Sect. 1.4:

Pz1 D �x2 C veq D 0 (1.48)
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Fig. 1.21 Estimating x2

What about estimating x2? It is clear from (1.48) that the state variable x2 can be
exactly estimated as

x2 D veq; t � tr : (1.49)

The equivalent injection veq can be estimated by LPF of the high-frequency
switching control (1.46) as

� POveq D �Oveq � �sign.z1/ (1.50)

where � is a small positive constant, and finally

x2 � Ox2 D Oveq; t � tr (1.51)

Remark 1.3. The sliding mode observer given by Eqs. (1.43), (1.46), (1.50),
and (1.51) also could be treated as a differentiator, since the variable it estimates
is a derivative of the measured variable.

Example 1.6. The system (1.1) with the sliding mode control (1.5), (1.19), the
initial conditions x1.0/ D 1; x2.0/ D �2, the control gain � D 2, the parameter
c D 1:5, and the disturbance f .x1; x2; t/ D sin.2t/, which is used for simulation
purposes only, is simulated. The variable x1 is measured, and the variable x2 is
estimated using the sliding mode observer (1.43), (1.46), (1.50), and (1.51) with
� D 10 and � D 0:01. The results of the simulations are shown in Figs. 1.21–1.24.

The sliding mode observer given by Eqs. (1.43), (1.46), (1.50), and (1.51)
estimates x2 very quickly and very accurately (Figs. 1.21 and 1.23). The sliding
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Fig. 1.22 State variables

Fig. 1.23 Sliding variable z1

variable (1.5) with x2 replaced by its estimate Ox2, � D Ox2 C 1:5x1, converges
to zero in finite time tr � 1 s. Furthermore the state variables x1; x2 ! 0

as time increases (see Fig. 1.22) despite the presence of the bounded disturbance
f .x1; x2; t/ D sin.2t/.
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Fig. 1.24 Sliding variable �

1.7 Second-Order Sliding Mode

As mentioned in Sect. 1.5, the compensated dynamics of system (1.1) in the sliding
mode (1.39) are of the order one, while the system’s uncompensated dynamics are
of second order. This reduction of order is called a partial dynamical collapse.
Let us consider if a complete dynamical collapse is possible, which means that
the second-order uncompensated dynamics in Eq. (1.1) are reduced to algebraic
equations (x1 D x2 D 0) in finite time. Addressing this question is very important
especially in cascade control systems, where dynamical collapse means elimination
of inner loop dynamics and/or any parasitic dynamics if properly compensated
by SMC.

The first problem is the sliding variable design. Let us try the following nonlinear
sliding variable:

� D �.x1; x2/ D x2 C c jx1j1=2 sign.x1/; c > 0 (1.52)

Remark 1.4. The sliding manifold (it is not a straight line anymore due to its
nonlinearity) that corresponds to the sliding variable (1.52)

x2 C c jx1j1=2 sign.x1/ D 0; c > 0 (1.53)

is continuous (see Fig. 1.25).
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Fig. 1.25 Sliding manifold

The second problem is to design the control u that drives the sliding vari-
able (1.52) to zero in finite time t � tr . We will address the second problem
rigorously later on in Chap. 4. Assume that this control is already available.

The sliding mode equations of the systems (1.1), (1.52) are defined for all t �
tr as � Px1 D x2

x2 D �c jx1j1=2 sign.x1/
x1.tr / D x1r (1.54)

Equation (1.54) can be rewritten as one nonlinear differential equation:

Px1 D �c jx1j1=2 sign.x1/; x1.tr / D x1r (1.55)

Integrating Eq. (1.55) we obtain

jx1.t/j1=2 � jx1r j1=2 D �c
2
.t � tr / (1.56)

We wish to identify a time instant t D Ntr so that x1.Ntr / D x2.Ntr / D 0. This is

Ntr D 2

c
jx1r j1=2 tr (1.57)

This result means that the state variables x1; x2 ! 0 in finite time equal to
Ntr � tr while the system (1.1) is in the sliding mode, with dynamics described by
Eq. (1.54). Obviously, the overall reaching time from the initial condition x1.0/ D
x10; x2.0/ D x20 to zero will be t � Ntr , since t � tr is required to reach the sliding
manifold (1.53) and it will take time t D Ntr for the state variables to reach zero while
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Fig. 1.26 Controlled output x1 and its derivative Px1

constrained to the nonlinear sliding manifold (1.53). This is a new phenomenon,
since the variables in Eq. (1.1) reach zero asymptotically in the sliding mode (1.39)
associated with a linear sliding surface (1.20).

The controller u design that drives the sliding variable (1.52) to zero in finite time
t � tr will be considered rigorously in Chap. 4. In this subsection we will design
the controller in a similar fashion to the one given by Eq. (1.19):

u D �� sign.�/ ) u D ��sign
�
x2 C cjx1j1=2sign.x1/

�
(1.58)

where the positive gain � is sufficiently large. The control law in Eq. (1.58) is called
the control with prescribed convergence law.

Definition 1.5. The control u D u.x1; x2/ in Eq. (1.58) with a nonlinear sliding
manifold (1.53) that drives the controlled output x1 and its derivative Px1 D x2 to zero
in finite time t � Ntr and keeps them there thereafter in the presence of a bounded
disturbance f .x1; x2; t/ is called second-order sliding mode (2-SM) control and an
ideal 2-SM is said to be taking place in system (1.1) for all t > Ntr .

The entire theory of second-order sliding mode control will be rigorously
presented together with a variety of 2-SM controllers in Chap. 4 and more gener-
alized higher-order sliding mode control will be discussed in Chap. 6.

Example 1.7. The results of the simulation of system (1.1) with the 2-SM con-
trol (1.58), the initial conditions x1.0/ D 1; x2.0/ D �2, the control gain � D 2,
the parameter c D 1:5, and the disturbance f .x1; x2; t/ D sin.2t/, which is used
for simulation purposes only, which illustrate the second-order sliding mode control
concepts, are presented in Figs. 1.26–1.28.
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Fig. 1.27 Sliding variable �

Fig. 1.28 Second-order sliding mode control

Discussion. The sliding variable � reaches zero in finite time tr � 0:5 s
(see Fig. 1.27). It confirms the existence of the sliding mode in system (1.1) for
all t > 0:5 s. The controlled output x1 and its derivative Px1 D x2 reach zero in finite
time Ntr � 1:2 s (Fig. 1.26). This confirms the existence of a second-order sliding
mode in system (1.1) for all t > 1:2 s. Dynamical collapse of system (1.1) is
achieved in the second-order sliding mode, since the system’s dynamics are reduced
to the algebraic equations x1.t/ D x2.t/ D 0 for all t > 1:2 s.
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1.8 Output Tracking: Relative Degree Approach

The output tracking (servomechanism) control problem is a very common practical
task. For instance, an aircraft flight control system makes the aircraft attitude (Euler)
angles follow reference profiles, often generated in real time, by means of controlled
deflection of the aerodynamic surfaces, while the state vector associated with the
aircraft dynamics contains a number of other variables, which are the subject of
control. Another example concerns controlling DC-to-DC electric power converters.
The electric energy conversion is performed by means of high-frequency switching
control of power transistor while maintaining the output voltage at a given level.

Let us revisit system (1.1):

8<
:

Px1 D x2

Px2 D u C f .x1; x2; t/

y D x1

x1.0/ D x10

x2.0/ D x20
(1.59)

where x1; x2 are position and velocity of the unit mass, y is a controlled output, u
is a control force, and the disturbance term f .x1; x2; t/, which may comprise dry
and viscous friction as well as any other unknown resistance forces, is assumed to
be bounded, i.e., jf .x1; x2; t/j � L > 0.

The problem to be addressed now is to design an SMC control law u D
u.x1; x2; t/ that makes the output y (the position of the unit mass) follow asymp-
totically a reference profile yc.t/ given in current time. In other words, the
control u D u.x1; x2/ is supposed to drive the output tracking error to zero:
lim
t!1 .yc.t/ � y.t// D 0 in the presence of the bounded disturbance f .x1; x2; t/.

The proposed control design technique employs the concepts of input–output
dynamics and relative degree.

Definition 1.6. Consider a SISO dynamic system with output y 2 R, state vector
x 2 � � R

n, and the control input u 2 R. If y.i/ is independent of u for all i D
1; 2; : : : ; k�1, but y.k/ is proportional to u with the coefficient of proportionality not
equal to zero in a reasonable domain� � � � R

n, then k is called the well-defined
relative degree.

For the system (1.59) the input–output dynamics have relative degree k D 2 since

y.2/ D u C f .y; Py; t/ (1.60)

Remark 1.5. The relative degree of the system in Eq. (1.59) is equal to the system’s
order, which means that the system (1.59) does not have any internal dynamics.



28 1 Introduction: Intuitive Theory of Sliding Mode Control

1.8.1 Conventional Sliding Mode Controller Design

The desired input–output tracking error compensated dynamics for the
system (1.59) or (1.60) can be defined as a linear differential equation of order equal
to k � 1 with respect to the output tracking error e D yc.t/ � y.t/. Specifically, we
define

� D Pe C ce; c > 0 (1.61)

Now we have to design a conventional SMC u that drives � ! 0 in finite time and
keeps it at zero thereafter, bearing in mind that as soon as the sliding variable �
reaches zero the sliding mode starts and the output tracking error e in the sliding
mode will obey the desired reduced (first)-order differential equation

� D Pe C ce D 0 c > 0 (1.62)

that yields convergence to zero as time increases.
The sliding variable dynamics are derived as

P� D Ryc C c Pyc � f .y; Py; t/ � c Py„ ƒ‚ …
'.y; Py;t/

�u ) P� D '.y; Py; t/ � u (1.63)

where yc , Pyc , and Ryc are known in current time. The cumulative disturbance term
'.y; Py; t/ is assumed bounded, i.e., j'.y; Py; t/j � M .

Conventional SMC u can be designed by using the sliding mode existence
condition (1.21) rewritten in a form

� P� � � N̨ j� j ; N̨ D ˛p
2

(1.64)

Consequently

� P� D � .'.y; Py; t/ � u/ � j� jM � � u (1.65)

and selecting

u D � sign.�/ (1.66)

and substituting it into Eq. (1.66) we obtain

� P� � j� j .M � �/ D � N̨ j� j (1.67)

The control gain � is computed as

� D M C N̨ (1.68)

Example 1.8. The results of the simulation of system (1.59) with a conventional
SMC control (1.61), (1.66), (1.68), the initial conditions x1.0/ D 1; x2.0/ D �2,
the control gain � D 6, the parameter c D 1:5, the output reference profile yc D
2 cos.t/, and the disturbance f .x1; x2; t/ D sin.2t/, (which is used for simulation
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Fig. 1.29 Sliding variable �

Fig. 1.30 The reference profile tracking

purposes only), illustrating the output tracking SMC concepts, are presented in
Figs. 1.29–1.31. The component Pe of the sliding variable in Eq. (1.61) is computed
using simple numerical differentiation during the simulation. In particular, the error
e is fed to the input of the transfer function s

�sC1 with � D 0:01, whose output gives
an approximate Pe.
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Fig. 1.31 Traditional sliding mode control

Remark 1.6. The more sophisticated sliding mode differentiator based on the
2-SM technique studied in Sect. 1.7 can also be employed to generate Pe.

Discussion. The sliding variable � given by Eq. (1.61) reaches zero in finite time
tr � 0:45 s (Fig. 1.29). It confirms the existence of the sliding mode in system (1.59)
for all t > 0:45 s. The controlled output y.t/ accurately follows the reference profile
yc.t/: y.t/ ! yc.t/ in the sliding mode (Fig. 1.30) as time increases, despite
the presence of the bounded-disturbance f .x1; x2; t/ D sin.2t/. High-frequency
switching SMC u is shown in Fig. 1.31.

1.8.2 Integral Sliding Mode Controller Design

An alternative sliding mode controller design for output tracking in system (1.59) is
studied in this subsection. Assuming that the initial conditions in system (1.59) are
known, asymptotic output tracking in this system can be achieved by splitting the
control function u into two parts:

u D u1 C u2 (1.69)

and then:

• Designing the auxiliary sliding mode control law u1 to compensate for the
bounded disturbance '.y; Py; t/ in Eq. (1.63) in the auxiliary sliding mode such
that sliding starts right away (i.e., without a reaching phase)
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• Designing the control u2 to drive the sliding variable (1.61) to zero as time
increases, bearing in mind that the sliding variable dynamics (1.63) are not
perturbed anymore

Control u1 Design. The auxiliary sliding variable is designed as�
s D � � z
Pz D �u2

(1.70)

The auxiliary sliding variable dynamics are given by

Ps D P� � Pz D '.y; Py; t/ � .u1 C u2/ � .�u2/
D '.y; Py; t/ � u1

(1.71)

Sliding mode control u1 that drives the auxiliary sliding variable s to zero in finite
time is designed as in Eq (1.66)

u1 D �1 sign.s/ (1.72)

and thus the s-dynamics collapse in the auxiliary sliding mode. The original sliding
variable dynamics (1.63) compensated by control u1 given by Eq. (1.72) are� P� D '.y; Py; t/ � u1 � u2;

Ps D '.y; Py; t/ � u1; u1 D �1 sign.s/
(1.73)

In order to describe the �-dynamics in the auxiliary sliding mode (s D 0) we have
to find the equivalent control u1eq that satisfies the condition Ps D 0 and substitute it
to Eq. (1.73). It is easy to see that

Ps D '.y; Py; t/ � u1eq D 0 ) u1eq D '.y; Py; t/ )
P� D '.y; Py; t/ � '.y; Py; t/„ ƒ‚ …

u1eq

�u2 ) P� D �u2 (1.74)

Therefore, the original sliding variable dynamics (1.74) do not depend on the
disturbance '.y; Py; t/ in the auxiliary sliding mode.

Now we will address the issue of starting the auxiliary sliding mode from the very
beginning without any reaching phase. In order to achieve it we have to enforce the
initial condition s.0/ D 0 in Eq. (1.73). From Eq. (1.70) we obtain

s.0/ D �.0/ � z.0/ D 0 ) z.0/ D �.0/ )
z.0/ D Pyc.0/C cyc.0/� x2.0/� cy.0/ (1.75)

Therefore, the initial conditions for the variable z are identified from Eq. (1.70) that
makes s.0/ D 0.
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The following properties of the auxiliary sliding mode control u1 can be
observed:

• The sliding mode control u1 provides compensation for the disturbance '.y; Py; t/
from the very beginning without any reaching phase.

• It was argued earlier that the use of sliding mode control reduces the system’s
order in the sliding mode. On the other hand the original sliding variable
dynamics in Eq. (1.63) retain their order after being compensated by the auxiliary
sliding mode control u1 as in Eq. (1.74). So, a very specific type of sliding mode
control has been designed.

Definition 1.7. Sliding mode control that retains the order of the compensated
system’s dynamics in the sliding mode is called integral sliding mode control.

In order to complete the controller design that drives the sliding variable (1.61),
select the control function u2 in Eq. (1.74) as

u2 D k�; k > 0 (1.76)

The �-dynamics compensated by the control (1.69), (1.72), (1.76) become

P� D �k�; �.0/ D �0 (1.77)

and the desired convergence rate can be easily achieved by choosing the gain k > 0.

Example 1.9. The results of the simulation of system (1.59) with the integral
SMC control (1.69), (1.70) (1.72), (1.75), (1.76), the initial conditions x1.0/ D
1; x2.0/ D �2, z.0/ D Pyc.0/ C cyc.0/ � x2.0/ � cy.0/, the control gains
�1 D 8; k D 6, the parameter c D 1:5, the output reference profile yc D
2 cos.t/, and the disturbance f .x1; x2; t/ D sin.2t/ (which is used for simulation
purposes only), which illustrate the output tracking Integral SMC concepts, are
presented in Figs. 1.32–1.34. During the simulation, the component Pe of the sliding
variable (1.61) is computed using a simple numerical differentiation. In particular,
the error e is fed to the input of the transfer function s

�sC1 with � D 0:01, which
gives an approximation of Pe.

Discussion. The auxiliary sliding variable s given by Eq. (1.62) is equal to zero
from the very beginning [due to the selection of z.0/ D 3:5 using Eq. (1.75)] and is
kept at zero thereafter (Fig. 1.32) by means of integral sliding mode control (1.72).
The disturbance f .x1; x2; t/ D sin.2t/ is compensated completely for all t � 0.
The sliding variable � converges to zero (Fig. 1.32) in accordance with Eq. (1.77)
and the output y.t/ accurately follows the reference profile yc.t/: y.t/ ! yc.t/ as
time increases (Fig. 1.33). High-frequency switching SMC Eq. (1.69) is shown in
Fig. 1.34.
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Fig. 1.32 Sliding variables � and s

Fig. 1.33 The reference profile tracking

1.8.3 Super-Twisting Controller Design

In Sects. 1.8.1 and 1.8.2 the discontinuous high-frequency switching sliding mode
controllers are designed to drive the sliding variable (1.61) to zero, which yields
the solution to the output tracking problem, i.e., y.t/ ! yc.t/ as time increases,
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Fig. 1.34 Integral sliding mode control

despite the presence of the bounded disturbance '.y; Py; t/. In many cases high-
frequency switching control is impractical, and continuous control is a necessity.

In order to drive the sliding variable (1.61) to zero in finite time we try the
following continuous control:

u D c j� j1=2 sign.�/; c > 0 (1.78)

Assuming '.y; Py; t/ D 0 in the sliding variable dynamics equation (1.63), the
compensated sliding variable dynamics (1.63) become

P� D �c j� j1=2 sign.�/; �.0/ D �0 (1.79)

Integrating Eq. (1.79) we obtain

j�.t/j1=2 � j�0j1=2 D �c
2
t (1.80)

We wish to identify a time instant t D tr so that �.tr / D 0. This is given by

tr D 2

c
j�0j1=2 (1.81)

So the control (1.78) drives the sliding variable to zero in finite time (1.81).
However, in the case of '.y; Py; t/ ¤ 0, the compensated � -dynamics become

P� D '.y; Py; t/ � c j� j1=2 sign.�/; �.0/ D �0 (1.82)

and convergence to zero does not occur.
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If we could add a term to the control function (1.78) so that it will start
following the disturbance '.y; Py; t/ ¤ 0 in finite time, then the disturbance will
be compensated for completely. As soon as the disturbance is canceled the sliding
variable dynamics will coincide with Eq. (1.79) and � ! 0 also in finite time.

Assuming j P'.y; Py; t/j � C the following control�
u D c j� j1=2 sign.�/C w
Pw D b sign.�/

c D 1:5
p
C I b D 1:1C (1.83)

makes the compensated � -dynamics become� P� C c j� j1=2 sign.�/C w D '.y; Py; t/;
Pw D b sign.�/

(1.84)

The control (1.83) meets our expectation, and the term w becomes equal to '.y; Py; t/
in finite time, and therefore Eq. (1.84) becomes Eq. (1.79). Consequently � ! 0 in
finite time as well.

The control (1.83) is called super-twisting control and will be studied rigorously
in Chap. 4.

The following properties are exhibited by the super-twisting control
formulation:

• The super-twisting control (1.83) is a second-order sliding mode control, since
it drives both �; P� ! 0 in finite time.

• The super-twisting control (1.83) is continuous since both c j� j1=2 sign.�/ and
the term w D b

R
sign .�/ dt are continuous. Now, the high-frequency switching

term sign .�/ is “hidden” under the integral.

Example 1.10. The results of the simulation of the system (1.59) with the super-
twisting control (1.61), (1.83), initial conditions x1.0/ D 1; x2.0/ D �2, the
control gains c D 13:5; b D 88, the parameter C D 80, the output reference
profile yc D 2 cos.t/; and the disturbance f .x1; x2; t/ D sin.2t/, which is used
for simulation purposes only, which illustrate the super-twisting control concept
for output tracking, are presented in Figs. 1.35–1.38. During the simulation, the
component Pe of the sliding variable (1.61) is computed using simple numerical
differentiation, although the sliding mode differentiator studied in Sect. 1.6 could
also be employed.

Discussion. The sliding variable � is driven to zero in finite time (Fig. 1.35) by the
continuous super-twisting control (Fig. 1.37). The high accuracy asymptotic output
tracking (Fig. 1.36), which is achieved, is similar to that obtained with conventional
SMC (Fig. 1.30) and integral SMC (Fig. 1.33), but is obtained by means of contin-
uous control (Fig. 1.37) rather than high-frequency switching (Figs. 1.31 and 1.34).
Including the attenuated (by integration) high frequency switching term sign .�/
(Fig. 1.38) in the super-twisting control (1.83) is mandatory—it compensates for
the disturbance while retaining a continuity of the control function (Fig. 1.37).
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Fig. 1.35 Sliding variable �

Fig. 1.36 The reference profile tracking

1.8.4 Prescribed Convergence Law Controller Design

Let us summarize the results on output tracking sliding mode control studied in the
previous subsections:
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Fig. 1.37 Super-twisting control

Fig. 1.38 Time history of sign .�/

Sliding mode Sliding variable Output tracking
controller convergence convergence Type

Traditional Finite time Asymptotic Discontinuous
Integral Asymptotic Asymptotic Discontinuous
Super-twisting Finite time Asymptotic Continuous
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Notice that the integral sliding mode controller is able to compensate for the
bounded disturbance right away without any reaching phase, thus reducing the
output tracking problem to one without any disturbances.

Unlike the conventional, integral, and super-twisting sliding mode controllers,
in this subsection we will design a 2-SM controller that ensures a full dynamical
collapse of the output tracking error dynamics.

The uncompensated dynamics of the output tracking error are derived based on
the input–output dynamics given by Eq. (1.60), namely

e.2/ D Ryc�f .y; Py; t/„ ƒ‚ …
'.y; Py;t/

�u ) e.2/ D '.y; Py; t/� u ) Pe1 D e2

Pe2 D '.y; Py; t/ � u

(1.85)

where e1 D e; e2 D Pe. The first problem is the sliding variable design, which is
introduced in a format given by Eq. (1.52):

� D �.e1; e2/ D e2 C c je1j1=2 sign.e1/; c > 0 (1.86)

As soon as the trajectory of system (1.85) reaches the sliding manifold

� D �.e1; e2/ D e2 C c je1j1=2 sign.e1/ D 0 (1.87)

in finite time t � tr its dynamics coincide with Eq. (1.54) and are finite-time
convergent, i.e., � Pe1 D e2

e2 D �c je1j1=2 sign.e1/
e1.tr / D e1r (1.88)

Therefore (as studied in Sect. 1.8) e1; e2 (or the output tracking error and its
derivative) converge to zero in finite time.

The 2-SM controller with the prescribed convergence law that drives the sliding
variable (1.86) to zero in finite time is designed by analogy with Eq. (1.58):

u D �� sign.�/ ) u D ��sign
�
e2 C c je1j1=2 sign.e1/

�
(1.89)

where the positive gain � is large enough and c > 0.

Example 1.11. The results of the simulation of system (1.59) with prescribed
convergence law control (1.89), which illustrate the prescribed convergence law
control concepts for output tracking, are presented in Figs. 1.39–1.42. During the
simulation, the component e2 D Pe of the sliding variable in Eq. (1.86) is computed
using simple numerical differentiation.
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Fig. 1.39 Sliding variable �

Fig. 1.40 The reference profile tracking

Discussion. The sliding variable � is driven to zero in finite time (Fig. 1.39) by the
prescribed convergence law (Fig. 1.42). The finite-time convergence of the output
tracking error and its derivative to zero (or dynamical collapse) is achieved in the
presence of the bounded disturbance '.y; Py; t/ (Figs. 1.40 and 1.41).
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Fig. 1.41 The output tracking error and it derivative

Fig. 1.42 The control function

1.9 Notes and References

The objective of this chapter is to provide an intuitive overview of conventional
(first-order) and second-order sliding modes. The definitions and concepts are
consequently taken from a wide range of sources and will be rigorously referred
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to and discussed in the subsequent chapters. The main terminology and techniques
are taken from the established monographs and papers [57,61,64,67,74,91,92,113,
123, 132, 146, 147, 182, 183, 186, 195]. For an account of the early developments in
VSS and SMC and the people involved, see the review in [184].

1.10 Exercises

Exercise 1.1. A simplified m longitudinal motion of an underwater vehicle can be
described by

m Rx C k Px j Pxj D u (1.90)

where x is position of the vehicle, u is the control input (a force that is provided by a
propeller),m is the mass of the vehicle, and k > 0 is the drag coefficient. Assuming
the value of m is known exactly, the drag coefficient is bounded k1 � k � k2 and
the position and its derivative (velocity) x; Px are measured:

(a) Obtain a state system model of the vehicle using x1 D x; x2 D Px as the state
variables.

(b) Design a conventional sliding mode control law u that drives x1; x2 ! 0 as
time increases.

(c) Simulate the control system for x1.0/ D 2m; x2.0/ D 0:5m=s; m D 4 kg;

and k D 1:5 C 0:4 sin.2t/
h

kg
ms

i
. Plot the time histories of the sliding variable,

the control function u, the position x1; and the velocity x2.
(d) Identify the quantities that reach zero in finite time and the ones that approach

zero asymptotically.

Hint: The function k Px j Pxj can be bounded as jk Px j Pxjj � k2 Px2 D 1:9 Px2:
Exercise 1.2. Repeat Exercise 1.1 approximating the sign function in the control
law by the sigmoid function sign.�/ � �

j� jC" and separately by the saturation
function

sign.�/ �
8<
:

1 if � > "
�
"

if j� j � "

�1 if � < �"
for " D 0:01. Compare the results of the simulations.

Exercise 1.3. Repeat Exercise 1.1 designing a conventional sliding mode control
law in terms of v D Pu that drives to zero an auxiliary sliding variable s D P� CC1� .
The derivative of the original sliding variable � may be obtained by using a sliding
mode differentiator. Do you expect the original sliding variable � to reach zero in
finite time? Please explain why the original control function is continuous.

Exercise 1.4. Repeat Exercise 1.1 designing u D u.x/ using the super-twisting
control law.
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Exercise 1.5. Repeat Exercise 1.1 designing a second-order sliding mode control
law with v D Pu using the prescribed convergence law technique.

Exercise 1.6. For the DC motor modeled by

J
d!

dt
D kmi � TL (1.91)

L
di

dt
D �iR � kb! C u (1.92)

where J is the moment of inertia, i is the armature current, L and R are the
armature inductance and resistance respectfully, ! is the motor angular speed, kb
is a constant of back electromotive force, km is a motor torque constant, TL is
an unknown load torque which is bounded and has bounded derivative, and u is
a control function defined by the armature voltage, design a sliding mode control u,
steering the angular speed ! to zero assuming both i and ! are measurable and all
parameters are known. Simulate the control system with R D 1Ohm, L D 0:5H,
km D 5 � 10�2 N m/A , kb D km, J D 10�3 N m s2/rad, TL D 0:1 sin.t/N m,
!.0/ D 1 rad/s, and i.0/ D 0. Plot the time histories of the sliding variable, the
control function u, the current i , and the angular speed !.

Exercise 1.7. Repeat Exercise 1.6 assuming that only !.t/ is measured. Design a
sliding mode observer for estimating O{.t/ ! i.t/. Simulate the control system. Plot
the time histories of the sliding variable, the control function u, the angular speed
!, the current i and its estimate O{.
Exercise 1.8. Repeat Exercise 1.6 and design a second-order sliding mode control
law u in the form of super-twisting control. Simulate the control system. Plot the
time histories of the sliding variable, the control function u, the angular speed !,
and the current i .

Exercise 1.9. For the DC motor given in Exercise 1.6 design a conventional sliding
mode control u that provides asymptotic output tracking!.t/ ! !c.t/, where!c.t/
is an angular speed command given in current time. Simulate the control system with
!c.t/ D 0:2 sin.2t/ rad/s. Plot the time histories of the sliding variable, the control
function u, the angular speed !, the current i , and the output tracking error e! D
!c.t/ � !.t/. The torque load profile TL D 0:1 sin.t/N m is given for simulation
purposes only and must be considered unknown when designing the controller.

Exercise 1.10. Repeat Exercise 1.9 using integral sliding mode control to
compensate for the unknown external disturbance. Simulate the control system
with !c.t/ D 0:2 sin.2t/ rad/s. Plot the time histories of the sliding variable, the
control function u, the angular speed !, the current i , and the output tracking error
e! D !c.t/ � !.t/.

Exercise 1.11. Repeat Exercise 1.9 and design the second-order sliding mode
control law u as a super-twisting control.



Chapter 2
Conventional Sliding Modes

This chapter considers the development of conventional sliding mode methods. The
chapter describes the early work to define the notion of the solution of differential
equations with discontinuous right-hand sides and the concept of “equivalent
control” as a means to describe the reduced-order dynamics while a sliding motion
is taking place. The main focus of the chapter is on the development of sliding
mode design techniques for uncertain linear systems—specifically systems which
can be thought of as predominantly linear in a characteristic, or nonlinear systems
which can be modeled well (at least locally) by a linear system. For such systems,
sliding surfaces formed from linear combinations of the states are considered (i.e.,
hyperplanes in the state space). In this chapter we consider different explicit design
methods which can be used to synthesize hyperplanes which give appropriate
closed-loop dynamics when a sliding motion is induced. Different classes of control
law are then developed to guarantee the existence of a sliding motion in finite time
and to ensure the sliding motion can be maintained in the face of uncertainty. The
majority of the chapter is based on the assumption that state information is available
for use in the control law. This is convenient and indeed mirrors the development
of the ideas since their inception. However, the assumption that all the state, are
available is somewhat impractical from an engineering perspective, and in the later
sections we consider the case when only output information is available. The impact
of this is studied both in terms of the constraints this imposes on the choice of sliding
surfaces and the associated control laws.

2.1 Introduction

This chapter will discuss “conventional” sliding modes—or to be more precise first-
order sliding modes when viewed in the context of higher-order sliding. Consider a
general state-space system

Px D f .x; u; d / (2.1)

Y. Shtessel et al., Sliding Mode Control and Observation, Control Engineering,
DOI 10.1007/978-0-8176-4893-0 2, © Springer Science+Business Media New York 2014
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where x 2 R
n is a vector which represents the state and u 2 R

m is the control
input. It is assumed that f .�/ is differentiable with respect to x and absolutely
continuous with respect to time. The quantity d 2 R

q represents external bounded
disturbances/uncertainties within the system. Consider a surface in the state space
given by

S D fx W �.x/ D 0g (2.2)

A formal definition of an ideal sliding mode will now be given generalizing
Definition 1.3 from Chap. 1.

Definition 2.1. An ideal sliding mode is said to take place on Eq. (2.2) if the states
x.t/ evolve with time such that �.x.tr // D 0 for some finite tr 2 R

C and �.x.t// D
0 for all t > tr .

During a sliding mode, �.t/ D 0 for all t > tr : Intuitively this dynamical collapse
implies the motion of the system when confined to S will be of reduced dynamical
order. From a control systems perspective the capacity to analyze the dynamics of
the reduced-order motion is important.

If the control action in u D u.x/ Eq. (2.1) is discontinuous, the differential
equation describing the resulting closed-loop system written as

Px.t/ D f c.x/ (2.3)

is such that the function f c W R 	 R
n 7! R

n is discontinuous with respect to
the state vector. The classical theory of differential equations is now not applicable
since Lipschitz assumptions are usually employed to guarantee the existence of
a unique solution. The solution concept proposed by Filippov for differential
equations with discontinuous right-hand sides constructs a solution as the “average”
of the solutions obtained from approaching the point of discontinuity from different
directions.

2.1.1 Filippov Solution

Consider initially the case when the system has a single input and � W R
n 7! R.

Suppose x0 is a point of discontinuity on S and define f c�.x0/ and f cC.x0/ as the
limits of f c.x/ as the point x0 is approached from opposite sides of the tangent to
S at x0. The solution proposed by Filippov is given by

Px.t/ D .1 � ˛/f c�.x/C ˛f cC.x/ (2.4)

where the scalar 0 < ˛ < 1.
The scalar ˛ is chosen so that

f c
a WD .1 � ˛/f c� C ˛f cC

is tangential to S (see Fig. 2.1).
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S

f c
−

f c
+

f c
a

Fig. 2.1 A schematic of the Filippov construction

Remark 2.1. From the discussion above, it is clear the Filippov solution is an
average solution of the two “velocity” vectors at the point x0.

Equation (2.4) can be thought of as a differential equation whose right-hand side
is defined as the convex set

F.x/ D ˚
.1 � ˛/f c� C ˛f cC W for all ˛ 2 � 0 1

�	
and thus

Px.t/ 2 F.x/
The values of ˛ which ensure P�.t/ D 0 can be computed explicitly from

Eq. (2.4). For simplicity further suppose � D Sx where ST 2 R
n. Then explicitly

P� D S Px D .1 � ˛/Sf c� C ˛Sf cC

In order to maintain � D 0, the scalar ˛ must satisfy

.1 � ˛/Sf c� C ˛Sf cC D 0

and consequently (and uniquely)

˛ D Sf c�
Sf c� � Sf cC

so that

Px.t/ D Sf c�f cC � Sf cCf c�
Sf c� � Sf cC
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A formal definition for the generic case of multi-input systems is:

Definition 2.2. A differential inclusion Px 2 F.x/; x 2 R
n, is called a Filippov

differential inclusion if the vector set F.x/ is nonempty, closed, convex, locally
bounded, and upper-semi-continuous. The latter condition means that the maximal
distance of the points of F.x/ from the set F.y/ vanishes when x ! y. Solutions
are defined as absolutely continuous functions of time satisfying the inclusion
almost everywhere.

Recall in this context that a function is absolutely continuous if and only if it
can be represented as a Lebesgue integral of some integrable function.1 Thus, such
a function is almost everywhere differentiable. Solutions of Filippov differential
inclusions always exist and have most of the well-known standard properties except
the uniqueness.

Definition 2.3. It is said that a differential equation Px D f .x/ with a locally
bounded Lebesgue-measurable right-hand side is understood in the Filippov sense,
if it is replaced by a special Filippov differential inclusion Px 2 F.x/, where

F.x/ D
\
ı>0

\
�ND0

cof .Oı.x/nN/ (2.5)

Here � is the Lebesgue measure,Oı.x/ is the ı-vicinity of x, and coM denotes the
convex closure of M .

Note that any surface or curve has zero Lebesgue measure. Thus, values on
any such set do not affect the Filippov solutions. In the most usual case, when f
is continuous almost everywhere, the procedure is to take F.x/ being the convex
closure of the set of all possible limit values of f at a given point x, obtained when
its continuity point y tends to x. In the general case approximate-continuity points
y are taken (one of the equivalent definitions by Filippov).2 A solution of Px D f .x/

is defined as a solution of Px 2 F.x/. Obviously, values of f on any set of measure
0 do not influence the Filippov solutions. Note that with continuous f the standard
definition is obtained. The nonautonomous case is reduced to the considered one
introducing the fictitious equation Pt D 1 .

In order to better understand the definition, consider the case when the number of
limit values f1; : : : ; fn at the point x is finite. Then any possible Filippov velocity
has the form Px D 	1f1 C � � � C 	nfn; 	1 C � � � C 	n D 1; 	i � 0, and can
be considered as a mean value of the velocity taking on the values fi during the
fraction of time 	i
t of the current infinitesimal time interval
t .

1For details see [158].
2For details see [158].
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2.1.2 Concept of Equivalent Control

One way to undertake this analysis is by the so-called equivalent control method
attributed to Utkin. This defines the equivalent control as the control action
necessary to maintain an ideal sliding motion on S. The idea is to exploit the fact
that in conventional sliding modes both � D P� D 0. The constraint on the derivative
of � can be written as

P� D @�

@x

dx

dt
D @�

@x
f .x; u; d / D 0

This represents an algebraic equation in x, u, and d , and by definition, the equivalent
control signal ueq.t/, which is the continuous control function required to maintain
sliding, is the solution to

@�

@x
f .x; ueq ; d / D 0 (2.6)

For example, consider the affine system

Px D f .x/C g.x/u C d (2.7)

The specific structure which has been imposed here ensures that for a given x the
control input appears linearly. Consequently Eq. (2.6) simplifies to

@�

@x
f .x/C @�

@x
g.x/ueq C @�

@x
d D 0 (2.8)

and so, provided @�
@x
g.x/ is nonsingular, from Eq. (2.6)

ueq D �


@�

@x
g.x/

��1
@�

@x
f .x/ �



@�

@x
g.x/

��1
@�

@x
d (2.9)

The closed-loop response is given by substituting the expression in Eq. (2.9) into
Eq. (2.7) to yield

Px D
 
I � g.x/



@�

@x
g.x/

��1
@�

@x

!
f .x/C

 
I �



@�

@x
g.x/

��1
@�

@x

!
d (2.10)

Example 2.1. Consider a system where the state vector is given by x D Œx1; x2�
T

with the structure of (2.7) so that

f .x/ D
�
x2
0


; g.x/ D

�
0

1


; d D

�
0

�.x1; x2; t/


(2.11)
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The scalar disturbance term �.x1; x2; t/ comprises dry and viscous friction as well
as any other unknown resistance forces, and it is assumed to be bounded, i.e.,
j�.x1; x2; t/j � L. Now considering the surface � D x2 C cx1, it implies

@�

@x
D
�
@�

@x1
;
@�

@x2


D Œc; 1�

and consequently the equivalent control is given by Eq. (2.9), i.e.,

ueq D �cx2 � �.x1; x2; t/

Example 2.2. Consider the following multi-input multi-output (MIMO) linear
system:

Px1 D x1 C x2 C x3 C u2
Px2 D x2 C 3x3 C u1 � u2
Px3 D x1 C x3 � u1

and the corresponding outputs surfaces

�1 D �x1 C 10x3
�2 D x3 C x2

Applying the concept of equivalent control we need to find the dynamic of sliding
modes in the intersection of the output surfaces �1 and �2, i.e.,

P�1 D 9x1 � x2 C 9x3 � 10u1 C u2
P�2 D x1 C x2 C 4x3 � u2

From the invariance conditions P�1 D 0, �1 D 0, and P�2 D 0, �2 D 0 we obtain:

u1eq D �x1 � 2x2 � 4x3
u2eq D x1 C 1:3x3

and the reduced dynamics of the original system is given by

x1 D 10x3
x2 D �x3
Px3 D �0:3x3

Remark 2.2. There are several points to note from the analysis given above:

• The expression for the equivalent control ueq in Eq. (2.9) comes from formally
solving Eq. (2.6), considered as an algebraic equation. It is therefore quite
independent of the control signal which is actually applied. The control signal
which is physically applied to the plant can be discontinuous in nature. However,
the solution to Eq. (2.9) will always be smooth.
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• The equivalent control ueq in Eq. (2.9) depends on the disturbance d.t/ which
will generally be unknown. Consequently Eq. (2.9) will not be physically
implementable.

• The control signal in Eq. (2.9) is best thought of as an abstract concept to facilitate
the creation of an expression for the reduced-order system in Eq. (2.10), hence
establishing a differential equation from which the stability of the closed-loop
system can be studied.

Another crucial property of sliding mode control systems can now be demon-
strated, namely its robustness—or more precisely, its invariance to a certain class of
uncertainty. Suppose the disturbance d acts in the channels of the inputs so that

d.t/ D g.x/�.t/ (2.12)

for some (unknown) signal �.t/. Then it is easy to see that in Eq. (2.10)

 
I � g.x/



@�

@x
g.x/

��1
@�

@x

!
d D

 
I � g.x/



@�

@x
g.x/

��1
@�

@x

!
g.x/�

D g.x/� � g.x/�
D 0

and so Eq. (2.10) collapses to

Px D
 
I � g.x/



@�

@x
g.x/

��1
@�

@x

!
f .x/ (2.13)

The closed-loop (reduced-order) system given in Eq. (2.13) is completely indepen-
dent of � . This invariance property has motivated research in sliding mode control.

Clearly from Eq. (2.10) the choice of the surface affects the dynamics of the
reduced-order motion. In terms of control system design, the selection of the surface
is one of the key design choices. Later in this chapter an alternative viewpoint and
design framework will be given which is more amenable from the perspective of
synthesizing choices for S.

Example 2.3. Consider a second-order system representing a DC motor:

P.t/ D w.t/ (2.14)

Pw.t/ D F.t/

J
C Kt

J
u.t/ (2.15)

where  represents the shaft position and w is the angular rotation speed. The
scalar J represents the inertia of the shaft, F.t/ represents the effects of dynamic
friction and Kt represents the motor constant. Assume all the coefficients are
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unknown but bounded so that 0 < J � J � NJ , jF.t/j � NF and the motor constant
Kt � Kt � NKt .

Suppose a switching function � is defined as

� D w Cm (2.16)

where m is a positive design scalar. During the sliding motion if � � 0, then
combining Eqs. (2.14) and (2.16) gives

P.t/ D w.t/ D �m.t/

and a first-order system is obtained which is independent of the uncertainty
associated with F.t/, J , andKt . The closed-loop solution is given by

.t/ D 0e
�m.t�ts/ (2.17)

where 0 represents the value of .�/ at the time instant ts at which sliding is
achieved. Clearly in Eq. (2.17) the effect of the uncertainty has been totally rejected
and robust closed-loop performance has been achieved.

Figures 2.2–2.4 are associated with simulations where Kt
J

D 0:45 and m D 1.
The controller regulates the shaft position back to zero from an initial displacement
of 1 rad.

The next section focuses on linear (in fact uncertain linear) system represen-
tations which have been more well studied in the literature and yield systematic
tractable methods for the design of S.

2.2 State-Feedback Sliding Surface Design

Consider the nth-order linear time-invariant system with m inputs given by

Px.t/ D Ax.t/C Bu.t/ (2.18)

where A 2 R
n�n and B 2 R

n�m with 1 � m � n. Without loss of generality it can
be assumed that the input distribution matrix B has full rank. Define a switching
function � W R ! R

m to be
�.x/ D Sx.t/ (2.19)

where S 2 R
m�n is of full rank and let S be the hyperplane defined by

S D fx 2 R
n W Sx D 0g (2.20)
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This implies the switching function �.x/ is a linear combination of the states. Also
from Eq. (2.20) it follows that the sliding motion is associated with the null space of
the matrix S . Also note that the number of rows of the matrix S corresponds to the
number of columns of the input distribution matrix B and consequently the matrix
SB is square.

Suppose u represents a sliding mode control law where the changes in control
strategy depend on the value of the switching function �.x/. It is natural to explore
the possibility of choosing the control action and selecting the switching strategy so
that an ideal sliding motion takes place on the hyperplane, i.e., there exists a time tr
such that

�.x/ D Sx.t/ D 0 for all t > tr (2.21)

Suppose at time t D tr the system states lie on the surface S and an ideal sliding
motion takes place. This can be expressed mathematically as Sx.t/ D 0 and P�.t/ D
S Px.t/ D 0 for all t � tr . Substituting for Px.t/ from Eq. (2.18) gives

S Px.t/ D SAx.t/C SBu.t/ D 0 for all t � tr (2.22)

Suppose the matrix S is designed so that the square matrix SB is nonsingular (in
practice this is easily accomplished since B is full rank and S is a free parameter).
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The equivalent control, written as ueq , as argued above, is the unique solution to the
algebraic equation (2.22), namely

ueq.t/ D �.SB/�1SAx.t/ (2.23)

This represents the control action which is required to maintain the states on
the switching surface. Substituting the expression for the equivalent control into
Eq. (2.18) results in a free motion

Px.t/ D �
In � B.SB/�1S

�
Ax.t/ for all t � tr and Sx.tr / D 0 (2.24)

It can be seen from Eq. (2.24) that the sliding motion is a control independent free
motion which depends on the choice of sliding surface.

Now suppose the system (2.18) is uncertain:

Px.t/ D Ax.t/C Bu.t/C B�.t; x; u/ (2.25)

where � W R 	 R
n 	 R

m 7! R
m is unknown but bounded and encapsulates any

nonlinearities or uncertainties in the system. Uncertainty which acts in the channel
of the inputs is often referred to as matched uncertainty. Suppose a control law can
be found for the system in Eq. (2.25) which induces a sliding motion on Eq. (2.20).
Arguing as before, the equivalent control is in this case given by

ueq.t/ D �.SB/�1SAx.t/ � �.t; x; u/ (2.26)

The closed-loop sliding motion is given by substituting Eq. (2.26) in Eq. (2.25) and
yields

Px.t/ D �
In � B.SB/�1S

�
Ax.t/ (2.27)

This motion is completely independent of the uncertainty. Although the sliding
motion is clearly dependent on the matrix S , how to select S to achieve a specific
design goal is not transparent. One way to see the effect is to first transform the
system into a suitable regular form.

2.2.1 Regular Form

In this section a coordinate transformation is introduced to create a special structure
in the input distribution matrix. Since by assumption rank.B/ D m there exists an
orthogonal matrix Tr 2 R

n�n such that

TrB D
�
0

B2


(2.28)
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where B2 2 R
m�m and is nonsingular. The matrix Tr can be obtained via so-called

QR factorization.3 This means a design algorithm can be created to deliver a change
of coordinates in which a specific structure is imposed on the input distribution
matrix.

Remark 2.3. This is not the only way to achieve the partition in Eq. (2.28). In
principle, any nonsingular matrix which partitions the input distribution matrix can
be employed—indeed later in the chapter a different approach based on orthogonal
complements will be used. One advantage of the method of QR factorization is that
the method generates an orthogonal matrix Tr . Consequently the associated coordi-
nate transformation is orthogonal which means it has good numerical conditioning
and also Euclidean distance is preserved.

Let z D Trx and partition the new coordinates so that

z D
�

z1
z2


(2.29)

where z1 2 R
n�m and z2 2 R

m. The system matrices .A;B/ in the original
coordinates become A $ TrAT

T
r and B $ TrB in the “z” coordinates. Now

the linear system (2.18) can be written as

Pz1.t/ D A11z1.t/C A12z2.t/ (2.30)

Pz2.t/ D A21z1.t/C A22z2.t/C B2u.t/ (2.31)

in which

TrAT
T
r D

�
A11 A12

A21 A22



The representation in Eqs. (2.30) and (2.31) is referred to as regular form. Suppose
the matrix defining the switching function in the new coordinate system is compat-
ibly partitioned as

ST Tr D �
S1 S2

�
(2.32)

where S1 2 R
m�.n�m/ and S2 2 R

m�m. Since SB D S2B2 it follows that a necessary
and sufficient condition for the matrix SB to be nonsingular is that det.S2/ ¤ 0

since det.SB/ D det.S2B2/ D det.S2/ det.B2/ and therefore

det.SB/ ¤ 0 , det.S2/ ¤ 0

since det.B2/ ¤ 0 by construction. By design assume this to be the case. During an
ideal sliding motion

S1z1.t/C S2z2.t/ D 0 for all t > ts (2.33)

3For details of QR factorization methods see [177].
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and therefore exploiting the non-singularity of S2, the relationship in Eq. (2.33), can
be rewritten as

z2.t/ D �M z1.t/ (2.34)

whereM D S�1
2 S1. Substituting in Eq. (2.30) gives

Pz1.t/ D .A11 � A12M/ z1.t/ (2.35)

This equation is a straightforward expression describing the reduced-order dynamics
in terms of the design freedom associated with the sliding surface.

If Eq. (2.30) is considered in isolation with z1 thought of as the state vector and
z2 as a “virtual” control input, then Eq. (2.34) can be thought of as a state-feedback
control law for Eq. (2.30). Consequently the dynamics describing the sliding motion
in Eq. (2.35) can be thought of as the closed-loop system applying the feedback
control law (2.34)–(2.30). It can be seen from Eq. (2.35) that S2 has no direct effect
on the dynamics of the sliding motion and acts only as a scaling factor for the
switching function. A common choice for S2, however, which stems from the so-
called hierarchical design procedure, is to let S2 D ƒB�1

2 for some diagonal design
matrix ƒ 2 R

m�m which implies SB D ƒ. By selecting M and S2 the switching
function in Eq. (2.32) is completely determined.

Remark 2.4. The matrix S of the switching function �.x/ D Sx.x/ has the form:

S D S2
�
M Im�m

�
Tr : (2.36)

There exist two major techniques for the design of the matrixM ; these are

• Eigenvalue placement method
• Linear-quadratic minimization

2.2.2 Eigenvalue Placement

Single-input systems represented by the pair .A;B/ where B 2 R
n can be written

in the so-called controllability canonical form4

A D

2
6666664

0 1 0 : : : 0
::: 0 1

:::
:::

: : :
: : : 0

0 0 1

�a1 �a2 : : : : : : �an

3
7777775

B D

2
6666664

0
:::
:::

0

1

3
7777775

(2.37)

4See for example [47].
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where the scalars ai are the coefficients of the characteristic equation of the A
matrix:

	n C an	
n�1 C � � � C a2	C a1 D 0

For this general system an appropriate switching function is

�.x/ D s1x1 C s2x2 C : : :C sn�1xn�1 C xn (2.38)

where the scalars si are to be chosen. Partition the state space associated with
Eq. (2.37) into the first n � 1, and the last equation, so that

2
6666664

Px1
Px2
:::
:::

Pxn�1

3
7777775

D

2
66666664

0 1 0 : : : 0
::: 0 1

:::
:::

: : :
: : : 0

::: 0 1

0 : : : : : : : : : 0

3
77777775

2
6666664

x1

x2
:::
:::

xn�1

3
7777775

C

2
6666664

0
:::
:::

0

1

3
7777775
xn

During the sliding motion �.x/ D 0 and so from Eq. (2.38) the last coordinate can
be expressed as

xn D �s1x1 � s2x2 � : : : � sn�1xn�1
Now substituting for xn in Eq. (2.2.2) yields a description of the sliding motion as

2
6666664

Px1
Px2
:::
:::

Pxn�1

3
7777775

D

2
66666664

0 1 0 : : : 0
::: 0 1

:::
:::

: : :
: : : 0

::: 0 1

�s1 : : : : : : : : : �sn�1

3
77777775

2
6666664

x1
x2
:::
:::

xn�1

3
7777775

Therefore the characteristic equation of the sliding motion is

	n�1 C sn�1	n�2 C : : : C s2	C s1 D 0

The scalars s1; : : : sn should therefore be chosen to make the polynomial above
Hurwitz. More generally for multi-input systems, the regular form from Eqs. (2.30)
and (2.31) must be relied upon. For a hyperplane parameterized as in Eq. (2.36) the
sliding motion is governed by the system matrix .A11 �A12M/ in Eq. (2.35) where
the matrices A11 and A12 are associated with the regular form in Eqs. (2.30) and
(2.31). In the context of designing a regulatory system, the matrix .A11 � A12M/

must have stable eigenvalues. The switching surface design problem can therefore
be considered to be one of choosing a state-feedback matrix M to stabilize the
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reduced-order system associated with the pair .A11; A12/. Because of the special
structure of the regular form, it can be shown that the pair .A11; A12/ is controllable
if and only if .A;B/ is controllable.5 Consequently if the original pair .A;B/ is
controllable then the problem of synthesizing the matrix S associated with the
switching function can always be solved to ensure the associated hyperplane S
yields a stable sliding motion. This is important; otherwise, the method would lack
credibility. Any eigenvalue pole placement methods can be employed.
The eigenvalue placement algorithm is demonstrated on the following example.

Example 2.4. Consider the linear system:

Px D Ax C Bu D
2
41 1 1

0 1 3

1 0 1

3
5 x C

2
4 0 1

1 �1
�1 0

3
5�u1

u2



Apply the transformation z D Trx, where Tr is obtained by QR factorization, such
that

NB D TrB D
2
4 1
3

p
3 1

3

p
3 1

3

p
3

1
3

p
6 � 1

6

p
6 � 1

6

p
6

0 1
2

p
2 � 1

2

p
2

3
5B D

2
4 0 0

0 1
2

p
6p

2 � 1
2

p
2

3
5

to create the equivalent system:

�Pz1
Pz2


D NA
�

z1
z2


C NBu D

� NA11 NA12
NA21 NA22

 �
z1
z2


C
� N0
B2

 �
u1
u2



where NA D TrAT
T
r and TrT Tr D In�n. After some computations,

NA11 D Œ3�; NA12 D
h
� 1
6

p
18 � 1

2

p
6
i
; NA21 D

"
0

1
3

p
6

#
; NA22 D

"
1
2

1
4

p
12

� 5
12

p
12 � 1

2

#

“Now setting z2 D �M z1 where M D ŒM11 M12�
T , the dynamics for z1 are given

by:

Pz1 D . NA11 � A12M/z1 D .3C 1

6

p
18M11 C 1

2

p
6M12/z1

Provided the eigenvalue ˛ D 3 C 1
6

p
18M11 C 1

2

p
6M12 < 0, stability of z1 is

ensured. For example setting ˛ D �1, implies M D Œ� 18p
18

� 2p
6
�T . Finally with

S2 D Im�m D 1, the matrix S is given by:

S D S2ŒM Im�m�Tr D ��3:1162 �1:409 �2:8233� ”

5See, for example, Sect. 3.4 in [67].



58 2 Conventional Sliding Modes

2.2.3 Quadratic Minimization

Consider the problem of minimizing the quadratic performance index

J D 1

2

Z 1

ts

x.t/TQx.t/ dt (2.39)

where Q is both symmetric and positive definite, and ts is the time at which the
sliding motion commences. The objective is to minimize Eq. (2.39) subject to the
system equation (2.18) under the assumption that sliding takes place. Notice this
is quite different from the “classical” LQR problem formulation which includes
a penalty weighting on the control effort. Here no penalty cost on the control is
imposed, and this represents a so-called cost-free control problem.

It is assumed that the state of the system at time ts , given by x.ts/, is a known
initial condition, and the closed-loop system is stable such that x.t/ ! 0 as t ! 1.
To solve this problem, the matrix Q from Eq. (2.39) is transformed and partitioned
compatibly with the z coordinates from Eq. (2.29) so that

TrQT
T
r D

�
Q11 Q12

QT
12 Q22


(2.40)

In the “z” coordinates, the cost J in Eq. (2.39) can be written as

J D 1

2

Z 1

ts

z1.t/
T Q11z1.t/C 2z1.t/

T Q12z2.t/C z2.t/
T Q22z2.t/ dt (2.41)

If the component z1 is considered to be the state vector and z2 the “virtual control”
input then this expression represents a “traditional” mixed cost LQR problem
associated with the state-space representation in Eq. (2.30) since the term zT1 Q12z2
involves a mix of the state vector and the virtual control. To avoid this complication,
a trick can be employed to “eliminate” the cross term. Define a new “virtual control”
input as

v WD z2 CQ�1
22 Q

T
12z1 (2.42)

After algebraic manipulation, Eq. (2.41) may then be written as

J D 1

2

Z 1

ts

zT1 OQz1 C vTQ22v dt (2.43)

where
OQ WD Q11 �Q12Q

�1
22 Q

T
12 (2.44)

Note that OQ represents part of the Schur complement of Eq. (2.40). Recall the
constraint equation (the null-space dynamics associated with the regular form) may
be written as

Pz1.t/ D A11z1.t/C A12z2.t/ (2.45)
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Eliminating the z2 contribution from Eq. (2.45) and using Eq. (2.42), after writing
the differential equations in terms of the virtual control, the modified constraint
equation becomes

Pz1.t/ D OAz1.t/C A12v.t/ (2.46)

where
OA D A11 � A12Q

�1
22 Q

T
12 (2.47)

The positive definiteness of Q ensures from Schur complement arguments that
Q22 > 0, so that Q�1

22 exists, and also that OQ > 0. Furthermore, the controllability
of the original .A;B/ pair ensures the pair . OA;A12/ is controllable. Consequently,
the problem becomes one of minimizing the functional (2.43) subject to the system
(2.46). This can be interpreted as a standard LQR optimal state-regulator problem.
A necessary condition to ensure a solution to the LQR problem is that the pair
. OA; OQ1=2/ is detectable6 and then after solving the Riccati equation

OP OAT C OA OP C OQ � OPA12Q22
�1AT12 OP D 0 (2.48)

the matrix parameterizing the hyperplane is

M D Q�1
22 Q

T
12 CQ22

�1AT12 OP (2.49)

Robustness of the LQR Sliding Surface Design
An advantage of this approach compared to pole placement is that the LQR

optimization method inherits robustness. Suppose in fact unmatched uncertainty is
present in the system so that Eq. (2.30) becomes

Pz1.t/ D A11.I C
1/z1.t/C A12.I C
1/z2.t/ (2.50)

where 
1 and 
2 represent (unknown) multiplicative perturbations. Suppose Q is
chosen so that Q12 D 0 and Q22 D qIm where q is a positive scalar. If a sliding
mode is enforced, the reduced-order sliding motion will be given by

Pz1.t/ D


A11.I C
1/ � 1

q
A12.I C
2/A

T
12P1

�
z1.t/ (2.51)

where P1 is the symmetric positive definite solution to

P1A
T
11 CA11P1 CQ11 � 1

q
P1A12A

T
12P1 D 0 (2.52)

6A more detailed description of this approach is given in Sect. 4.2.2 in [67] and details about LQR
methods appear in Appendix C.
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Under some conditions on the perturbations it will be shown that Eq. (2.50) is stable.
Assume 
1 is sufficiently small that

P1
1 C
T
1 P1 < Q11 (2.53)

and consider V1 D zT1 P1z1 as a candidate Lyapunov function. Then

PV � zT1
1

q

�
P1A12A

T
12P1 � P1A12.I C
2/A

T
12P1 � P1A12.I C
T

2 /A
T
12P1

�
z1

D �zT1
1

q
P1A12

�

2 C
T

2 C I
�
AT12P1z1 (2.54)

after substituting from the Riccati equation from Eq. (2.52) and the bound on the
1

inequality from Eq. (2.53). Consequently if the uncertainty
2 satisfies


2 C
T
2 C I > 0 (2.55)

then PV < 0 for z1 ¤ 0 and the sliding motion remains stable. Some special cases
can be considered:

• Unstructured Perturbations: Consider the expression

‚ WD 2.
2 C 1

2
I /T .
2 C 1

2
I /

Clearly ‚ � 0 for all 
2. Expanding the right hand side it follows

2
T
2 
2 C
2 C
T

2 C 1

2
I � 0

which implies


2 C
T
2 C I � �2
T

2 
2 C 1

2
I D 2.

1

4
�
T

2 
2/ (2.56)

for all 
2. However if k
2k < 1
2
, the right hand side of (2.56) is positive and


2 C
T
2 C I > 0.

• Structured Perturbations: Suppose the uncertainty is structured and has the
special form 
 D diag.ı1; : : : ım/ where the ıi are scalars. Then Eq. (2.55) is
equivalent to

2ıi C 1 > 0 for i D 1 : : : m

and stability is ensured if ıi > � 1
2

for i D 1 : : : m.

The analysis confirms the robustness of the LQR sliding surface design.

Example 2.5. Consider Example 2.4, now we will design the sliding surface with
LQ minimization. Consider the matrix

Q D
2
41 0 0

0 2 0

0 0 3

3
5
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After transformation we have

TrQT
T
r D

2
4 2 � 1

6

p
18 � 1

6

p
6

� 1
6

p
18 3

2
1
12

p
12

� 1
6

p
6 1

12

p
12 5

2

3
5

the elements of the new matrix Q are given by

Q11 D Œ2� ;Q12 D � � 1
6

p
18 � 1

6

p
6
�
;

Q21 D
� � 1

6

p
18

� 1
6

p
6


;Q22 D

�
3
2

1
12

p
12

1
12

p
12 5

2



and after direct computations we have OA D 2 and OQ D 1:6364. Now we can use the
lqr command of MATLAB in order to obtain the matrixM :

M D ��2:032 � 2:3464�
Finally we obtain the matrix S :

S D ��2:032 �2:3464 1
�
Tr D ��3:089 0:492 �0:922�

2.3 State-Feedback Relay Control Law Design

In this section, although previously multi-input systems were considered at the
outset, here the development of control laws for single-input systems will be
considered first before multi-input generalizations are considered.

2.3.1 Single-Input Nominal Systems

Using the nomenclature developed in the previous section, supposem D 1, i.e., the
system is single input in nature. Assume that the switching function �.x/ D Sx has
already been defined. In this situation the matrix S is a row vector of the same order
as the states. The objective is to force � ! 0 in finite time and to ensure � � 0 for
all subsequent time. From the nominal representation in Eq. (2.18) it follows

P�.t/ D S Px.t/ D SAx.t/C SBu.t/ (2.57)

The objective is, through feedback control, to turn the equation above into the
differential equation

P�.t/ D ��sign.�.t// (2.58)
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or equivalently

� P�.t/ D ��j�.t/j (2.59)

For �.0/ ¤ 0 the solution to the equation above becomes zero in finite time. This
can easily be seen by the change of variable V D 1

2
�2. Clearly PV D � P� and

j� j D p
2V . Consequently the equation above becomes

PV D �p
2�V 1=2

This implies

V 1=2.t/ D V 1=2.0/� p
2�t

and therefore at time tr D V 1=2.0/=.
p
2�/, it follows V 1=2.tr / D 0. Notice that

V D 1
2
�2 can be viewed as a Lyapunov function for the system (2.59) because

PV D � P� D ���sign.�/ D ��j� j < 0

when � ¤ 0. Comparing Eqs. (2.57) and (2.59) it is clear that choosing

u.t/ D �.SB/�1SAx.t/„ ƒ‚ …
ueq.t/

��.SB/�1sign.�/ (2.60)

as the control law in Eq. (2.57) creates in closed loop the system in (2.59). The
simple control law in Eq. (2.60) thus ensures � is driven to zero in finite time—in
fact in j�.0/j=� units of time.

2.3.2 Single-Input Perturbed Systems

This can be easily extended to the case of systems with bounded matched uncer-
tainty. Now consider the uncertain linear system

Px.t/ D Ax.t/C Bu.t/CB�.t; x/ (2.61)

where the (unknown) function � W RC 	 R
n 7! R

m represents matched uncertainty.
With the same choice of switching function

P�.t/ D S Px.t/ D SAx.t/C SB�.t; x/C SBu.t/ (2.62)

In this situation consider the control law

u.t/ D �.SB/�1SAx.t/ � .�C �.t; x/jSBj/.SB/�1sign.�.t// (2.63)
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where the scalar function �.t; x/ represents a known upper bound on the (unknown)
uncertainty �.t; x/. Substituting for Eq. (2.60) in Eq. (2.62) gives

P�.t/ D SAx.t/C SB�.t; x/C SBu.t/

D SAx.t/C SB�.t; x/ � SAx.t/ � .�C �.t; x/jSBj/sign.�/

D SB�.t; x/ � �sign.�/� �.t; x/jSBjsign.�/ (2.64)

However since

SB�.t; x/ � jSB�.t; x/j D jSBjj�.t; x/j � jSBj�.t; x/

it follows from Eq. (2.64) that

� P�.t/ D �SB�.t; x/ � ��sign.�/� �.t; x/jSBj�sign.�/

� j� jjSBj�.t; x/ � �j� j � �.t; x/jSBjj� j
D ��j� j (2.65)

and once again � is driven to zero in less than j�.0/j=� units of time.
Consider next a system with what might be described as multiplicative uncer-

tainty:
Px.t/ D Ax.t/C B.1C ı/u.t/C B�.t; x/ (2.66)

where ı 2 .�ı0; ı1/ with known scalars 0 < ı0 < 1 and ı1 > 0. Compared
to Eq. (2.61) it is clear there is now uncertainty associated with the control signal.
Note the limitation that ı0 < 1 prevents a “change of polarity” with respect to the
control. Proceeding as before

P�.t/ D S Px.t/ D SAx.t/C SB�.t; x/C SBıu.t/C SBu.t/ (2.67)

Consider the control law
u.t/ D ul .t/C un.t/; (2.68)

where as before the linear term ul .t/ D �.SB/�1SAx.t/ and the nonlinear term
(with a new modulation function) is un.t/ D �.SB/�1 N�.t; x/sign.�.t// where

N�.t/ D .�C jSBj.�.t; x/C ı1jul .t/j//.1 � ı0/
�1 (2.69)

As before the scalar function �.t; x/ represents a known upper bound on the
(unknown) uncertainty �.t; x/. Note that the modulation function in the nonlinear
term also depends on ı0. Substituting for Eq. (2.68) in Eq. (2.62) gives

P�.t/ D SAx.t/C SB�.t; x/C SBu.t/

D SB�.t; x/C SB.1C ı/un.t/C SBıul .t/ (2.70)
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Consequently

� P�.t/ D �SB�.t; x/C �SB.1C ı/un.t/C �SBıul .t/

� j� jjSBjj�.t; x/j�.1C ı/ N�.t; x/sign.�/C j� jjSBjjıjjul .t/j
� j� jjSBjj�.t; x/j�.1C ı/ N�.t; x/j� j C j� jjSBjı1jul .t/j
� j� jjSBjj�.t; x/j�.1 � ı0/ N�.t; x/j� j C j� jjSBjı1jul .t/j (2.71)

Substituting for N�.t; x/ from Eq. (2.69) yields

� P�.t/ � ��j� j (2.72)

and a sliding mode is guaranteed to be achieved in finite time, and subsequently
maintained.

Example 2.6. Consider the state-space model

Px.t/ D Ax.t/C bu.t/ (2.73)

where

A D
2
4 0 1 0

0 �2 1

0 0 �1

3
5 b D

2
4 0

0

10

3
5

These represent the equations of motion of a hot-air balloon where the control input
is the fuel flow into the burner and the first component represents the altitude of the
balloon.7 The open-loop poles are f0; �1; �2g.

The aim is to select a switching function defined by

S D �
s1 s2 1

�
or equivalently

�.x/ D s1x1 C s2x2 C x3

to ensure the reduced-order sliding motion confined to S is stable, and meets any
design specifications. While sliding, when � D 0,

x3 D � � s1 s2
� � x1

x2


(2.74)

Because of the special form of the state space� Px1
Px2


D
�
0 1

0 �2
 �

x1
x2


C
�
0

1


x3 (2.75)

x3 D � � s1 s2 �
�
x1

x2


(2.76)

7Taken from [86].
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Simplifying Eqs. (2.74) and (2.75)

� Px1
Px2


D
�

0 1

�s1 �2�s2
 �

x1

x2


(2.77)

Equations (2.75) and (2.74) represent a second-order system in which x3 has the
role of the control variable and Œ s1 s2 � is a full state-feedback matrix. The
characteristic equation of Eq. (2.77) is

det

�
	 �1
s1 	C 2C s2


D 0

in other words

	2 C .2C s2/	C s1 D 0 (2.78)

Choosing the required sliding mode poles to be f�1˙ j g gives a desired character-
istic equation

	2 C 2	C 2 D 0

Comparing coefficients with Eq. (2.78) gives s1 D 2 and s2 D 0 and the resulting
switching function

�.x/ D 2x1 C x3 (2.79)

A control law must be developed such that the reachability condition (2.59) is
satisfied. It follows (in this case) that

P� D 2 Px1 C Px3
Now substituting from the original equations

P� D 2 x2„ƒ‚…
Px1

C �x3 C 10u„ ƒ‚ …
Px3

Now choose

u D �1
5
x2 C 1

10
x3 � �

10
sign.�/ (2.80)

where � is a positive scalar. It follows that

P� D �� sign.�/ ) � P� D ��j� j

Hence Eq. (2.80) is an appropriate variable structure controller which induces a
sliding motion. The plot of the switching function is shown in Fig. 2.5.
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Note that in finite time—approximately 0.1 s—the switching function has be-
come zero. Furthermore once zero (at which point the hyperplane has been reached)
the states are forced to remain on the surface. The state’s evolution is presented in
Fig. 2.6. It is clear from Fig. 2.6 that x1 and x2 approach zero as time increases in
the sliding mode.
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2.3.3 Relay Control for Multi-input Systems

In this subsection these ideas are extended to multi-input systems. Many different
multivariable control structures exist and fundamentally the key thing that must be
achieved is a multivariable version of the sign function.

In the multi-input case, once again

P�.t/ D S Px.t/ D SAx.t/C SBu.t/ (2.81)

The “complication” now is the fact that SB is a square matrix and not a scalar. A
simple way to circumvent this is to enforce a structure on SB through choice of S
while at the same time ensuring appropriate properties for the reduced-order sliding
motion. It will be argued that in fact S can always be chosen so that SB D Im while
simultaneously ensuring appropriate dynamics for the sliding mode.

Recall from Eq. (2.32) that the sliding surface hyperplane matrix can be parame-
terized as

S D �
S1 S2

�
Tr (2.82)

where the matrices S2 and S1 were linked via the parameterM D S�1
2 S1 and Tr was

the orthogonal matrix used as the basis of the coordinate transformation to achieve
regular form. Equivalently Eq. (2.82) above can be written as

S D S2
�
M Im

�
Tr (2.83)

In the above, for a given pair .A;B/, the matrix Tr is established from QR reduction
based in B . Furthermore the dynamics of the reduced-order motion depend solely
on the choice of matrix M which may be viewed as a state-feedback gain for the
null-space system in (2.30). Clearly the choice of S2 does not affect the dynamics
of the sliding motion and it is this design freedom which is exploited to ensure that
SB D Im. For a given .A;B/ and design parameterM , it follows

SB D �
S1 S2

�
TrB

D �
S1 S2

� � 0
B2


from Eq. (2.28)

D S2B2 (2.84)

Consequently choosing S2 D B�1
2 ensures the sliding motion dynamics are

specified as .A11 � A12M/ and simultaneously SB D Im.
Now the multi-input structure in Eq. (2.81) can be decomposed into m indepen-

dent equations. Specifically exploiting the fact that SB D Im, Eq. (2.81) can be
written componentwise as

P�i .t/ D .SA/ix.t/C ui .t/ (2.85)
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where .SA/i is the i th row of the m 	 n matrix SA and ui and �i are the i th
components of the vectors u and � , respectively. Now as discussed in the previous
section, m independent single-input controllers can be designed for each of the
components ui .

2.4 State-Feedback Unit-Vector Control

Of the many different multivariable sliding mode control structures which exist, the
one that will be considered here is the unit-vector approach. This has the advantage
of being an inherently multi-input approach. Consider an uncertain system of the
form

Px.t/ D Ax.t/C Bu.t/C f .t; x; u/ (2.86)

where the function f W R 	 R
n 	 R

m ! R
m, which represents the uncertainties or

nonlinearities, satisfies the so-called matching condition, i.e.,

f .t; x; u/ D B�.t; x; u/ (2.87)

where � W R 	 R
n 	 R

m ! R
m and is unknown but satisfies

k�.t; x; u/k � k1kuk C ˛.t; x/; (2.88)

where 1 > k1 � 0 is a known constant and ˛.�/ is a known function.

2.4.1 Design in the Presence of Matched Uncertainty

The proposed control law comprises two components: a linear component to
stabilize the nominal linear system and a discontinuous component. Specifically

u.t/ D ul .t/C un.t/ (2.89)

where the linear component is given by

ul .t/ D �ƒ�1 .SA �ˆS/ x.t/ (2.90)

where ˆ 2 R
m�m is any stable design matrix and ƒ D SB . The nonlinear

component is defined to be

un.t/ D ��.t; x/ƒ�1 P2�.t/

kP2�.t/k ; (2.91)
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where P2 2 R
m�m is a symmetric positive definite matrix satisfying the Lyapunov

equation
P2ˆCˆTP2 D �I (2.92)

and the scalar function �.t; x/, which depends only on the magnitude of the
uncertainty, is any function satisfying

�.t; x/ � .kƒk.k1kulk C ˛.t; x//C �/ =.1� k1kƒkkƒ�1k/ (2.93)

where � > 0 is a design parameter. In this equation it is assumed that the scaling
parameter S2 has been chosen so that ƒ D SB has the property that

k1kƒkkƒ�1k < 1 (2.94)

A necessary condition for Eq. (2.94) to hold is that k1 < 1 because kƒkkƒ�1k > 1
for all choices of S .

Before demonstrating that the above controller induces a sliding motion, it will
first be established that any scalar modulation function satisfying Eq. (2.93) bounds
the uncertain term �.t; x; u/.

Rearranging Eq. (2.93) gives

�.t; x/ � kƒk.k1kulk C ˛.t; x//C � C k1kƒkkƒ�1k�.t; x/
� kƒk.k1kƒ�1k�.t; x/C k1kulk C ˛.t; x//C �

� kƒk.k1kuk C ˛.t; x//C �

� kƒkk�.t; x; u/k C � (2.95)

In obtaining the third inequality the fact that

u D ul � �.t; x/ƒ�1 P2�

kP2�k ) kuk < kulk C �.t; x/k��1k

is used. Inequality (2.95) demonstrates �.t; x/ is greater in magnitude than the
matched uncertainty occurring in Eq. (2.87). Substituting for the control law in
Eq. (2.86) yields

P� D SAx.t/Cƒu Cƒ�.t; x; u/

D ˆ� � �.t; x/
P2�

kP2�k Cƒ�.t; x; u/ (2.96)

It will now be shown that V.�/ D �T P2� guarantees quadratic stability for the
switching states � , and in particular

PV D �T .P2ˆCˆTP2/� � 2�kP2�k C 2�T P2ƒ�

� �T .P2ˆCˆTP2/� � 2�kP2�k C 2kP2�kkƒkk�k
D ��T � � 2kP2�k.�.t; x/ � kƒkk�k/
� ��T � � 2�kP2�k (2.97)



70 2 Conventional Sliding Modes

Assuming that the closed-loop system has no finite-escape time during the
reaching phase, then this control law guarantees that the switching surface is reached
in finite time despite the disturbance or uncertainty. Once the sliding motion is
attained, it is completely independent of the uncertainty.

Example 2.7. Consider the satellite dynamics given by

I1 P!1 D .I2 � I3/!2!3 C u1
I2 P!2 D .I3 � I1/!3!1 C u2
I3 P!3 D .I1 � I2/!1!2 C u3

(2.98)

where I1, I2, and I3 represent the moments of inertia around the principal axes
of the body. The variables !1, !2, and !3 are the angular velocities, which are
measurable. The variables u1, u2, and u3 are the control input torques. Defining
x1 D !1, x2 D !2, x3 D !3, and x D Œx1; x2; x3�

T , the system in (2.98) has the
representation:

Px D Bu CB�.x/ D

2
64

1
I1

0 0

0 1
I2

0

0 0 1
I3

3
75
2
4u1

u2
u3

3
5C

2
64

1
I1

0 0

0 1
I2

0

0 0 1
I3

3
75
2
4.I2 � I3/x2x3
.I3 � I1/x3x1

.I1 � I2/x1x2

3
5

� D Sx

where � is the sliding output and �.x/ represents the nonlinearities which satisfy
the matching condition. Furthermore �.x/ satisfies jj�.x/jj � ˛.x/ � c in a domain
x 2 � � R

3 that includes the origin, where c is a known constant. Then the problem
is to stabilize the equilibrium point x D 0 of the satellite in finite time. Based on
Eq. (2.89), the proposed control law is:

u D .SB/�1.ˆS/x � �.x/.SB/�1
P2�

jjP2� jj

Choosing S D diag.l1; l2; l3/ it follows SB D I3�3. If ˆ D � 1
2
I3�3, P2 D I3�3 is

the solution of the Lyapunov equation:

P2ˆCˆTP2 D �I (2.99)

Now choosing the Lyapunov function V D �T P2� we have

PV � �jj� jj2 � 2� jjP2� jj < �2� jj� jj < 0

and finally
PV < �2�V 1

2

where � D � � c > 0. For simulation purposes we consider � D 3. Therefore the
proposed control law guarantees that the sliding surface is reached in finite time,
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Fig. 2.7 Stabilization of the equilibrium point of the satellite

which in this case means that x equals zero in finite time. The system in Eq. (2.98)
has been simulated with the control law (2.89) using the initial conditions x.0/ D
Œ0:5;�1; 2�T and the parameters I1 D 1 kgm2, I2 D 0:8 kgm2, and I3 D 0:4 kgm2.
The results obtained with the proposed control law are presented in Fig. 2.7. In
order to attenuate chattering the discontinuous portion of the control signal is
approximated by P2�jjP2� jj � P2�jjP2� jjC� , with � 
 1.

2.4.2 Design in the Presence of Unmatched Uncertainty

If the uncertainty does not meet the matching requirements, after transformation
into regular form, in the “z” coordinates, a system of the form

Pz1.t/ D A11z1.t/C A12z2.t/C fu.t; z1; z2/ (2.100)

Pz2.t/ D A21z1.t/C A22z2.t/CB2u.t/C fm.t; z1; z2/ (2.101)

is obtained where fm.t; z1; z2/ and fu.t; z1; z2/ represent the matched and unmatched
components of the uncertainty, respectively. As argued in the earlier sections,
the effects of the matched uncertainty fm.t; z1; z2/ can be canceled. This section
considers the null-space dynamics in Eq. (2.100). If a sliding motion can be induced
on S, then z2 D �M z1 and the reduced-order motion is governed by

Pz1.t/ D .A11 �A12M/z1.t/C fu.t; z1;�M z1/ (2.102)
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Because of the presence of the term fu.t; z1;�M z1/, stability of the system in
Eq. (2.102) is not guaranteed. However, if the linear component is dominant,
then bounds on fu.t; z1;�M z1/ can be obtained to guarantee that stability is
maintained. Many different approaches and assumptions can be made: here a
Lyapunov approach will be adopted. Specifically it will be assumed that

kfu.t; z1; z2/k � �kzk (2.103)

where � is a positive scalar.
Since, by choice of the sliding surface, the matrix .A11 � A12M/ is stable, there

exists a symmetric positive definite matrix P1 such that

P1.A11 � A12M/C .A11 � A12M/T P1 D �In�m

It can be shown that if

�
p
.1C kM k2 < 1=.2kP1k/ (2.104)

then Eq. (2.102) is stable while sliding. To establish this, first the constraint in
Eq. (2.103) will be written in terms of kz1k. Since during the sliding motion
z2 D �M z1 it follows

kzk2 D
����
�

z1
z2

����
2

� kz1k2 C kz2k2 � kz1k2 C kM z1k2 � .kM k2 C 1/z21

and consequently

kzk �
p
.kM k2 C 1/kz1k

Create from the symmetric positive definite matrix P1 a candidate Lyapunov
function V.z1/ D zT1 P1z1. It follows

PV D zT1 P1Pz1 C PzT1 P1z1
D zT1

�
P1.A11 �A12M/C .A11 �A12M/T P1

�
z1 C 2zT1 P1fu.t; z1;�M z1/

� �zT1 z1 C 2kz1kkP1kkfu.t; z1;�M z1/k
� �zT1 z1 C 2kz1kkP1k�kzk
� �zT1 z1 C 2kz1kkP1k�

p
.kM k2 C 1/kz1k

� kz1k2.2�kP1k
p
.kM k2 C 1/� 1/ (2.105)

If the inequality in Eq. (2.104) holds then

PV � kz1k2.2kP1k�
p
.kM k2 C 1/� 1/ < 0 (2.106)

and so the reduced-order motion is stable.



2.4 State-Feedback Unit-Vector Control 73

Fig. 2.8 Chua’s circuit

Some modifications need to be made to the control law gain (2.93) to ensure a
sliding motion can be achieved and maintained. Now

P�.t/ D SA.t/C SBu.t/C Sf .t; x/ (2.107)

It can be shown using similar arguments to those deployed earlier that

�.t; x/ � kS2k .kM k�kx.t//kkul .t/k C ˛.t; x//C �

.1 � k3kƒkkƒ�1kkB�1
2 k/ (2.108)

guarantees the existence of a sliding motion.

Example 2.8. Chua’s circuit consists of one inductor, two capacitors, and one
piecewise-linear nonlinear resistor; see Fig. 2.8. The normalized dynamic equations
of the circuit are:

Px1 D ˛.x2 � x1 � f .x1//
Px2 D x1 � x2 C x3

Px3 D �ˇx2 C u
(2.109)

where x1 D v1, x2 D v2, and x3 is the current through the inductor; ˛ and ˇ are
known parameters and f .x1/ is a function that depends on the nonlinear resistor;
this function represents the unmatched uncertainty. We consider the nonlinear
function f .x1/ D � 1

5
x1.1 � x21/. Here it is assumed that jx1j < 1, which implies

jf .x1/j � 1
5
jx1j C 1

5
jx21 j � 2

5
jx1j; then inequality (2.103) is satisfied with � D 2

5
.

The goal of this example is to stabilize the equilibrium point x D Œ0; 0; 0�T of
Chua’s circuit. First define z1 D Œx1; x2�

T and z2 D x3; then Chua’s circuit has the
following representation:

�Pz1
Pz2


D
�
A11 A12
A21 A22

 �
z1
z2


C
�N0
1


u �

� Nf .z1/
N0
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with the following definitions:

A11 D
��˛ ˛

1 �1

; A12 D

�
0

1


; A21 D �

0 �ˇ� ; A22 D 0; Nf .z1/ D
�
f .x1/

0



Setting the sliding output �1 D z2 CM z1 the reduced-order dynamic is given by:

Pz1 D .A11 �A12M/z1 � Nf .z1/:
Because of the term Nf .z1/, stability is not guaranteed. However since by choice
of the sliding surface, the matrix .A11 � A12M/ is stable, there exists a symmetric
positive matrix P1 such that

P1.A11 � A12M/C .A11 � A12M/T P1 D �I2�2
Now the candidate Lyapunov function V D zT1 P1z1 is proposed. It follows:

PV � jjz1jj2.2jjP1jj�
p

jjM jj2 C 1 � 1/

Then if the inequality .2jjP1jj�
pjjM jj2 C 1 � 1/ < 0 is satisfied the reduced-

order dynamic is stable. Typical system parameters are chosen to be ˛ D 9:1=7 and
ˇ D �8=7. For M D Œ2; 2� we obtain

P1 D
�
0:3553 �0:0293

�0:0293 0:1764


; .2jjP1jj�

p
jjM jj2 C 1 � 1/ D �0:1854

and inequality (2.104) is satisfied. Now with the control law

u D �.A21 � A22M/z1 �M.A11 �A12M/z1 � �.z/ �1

jj�1jj
and the candidate Lyapunov function V D 1

2
�21, we have

PV � �.�.z/ � �jjM jjjjzjj/jj�1jj
If the inequality �.z/ > �jjM jjjjzjj is satisfied, finite time convergence is ensured,
provided during the reaching phase jx1.t/j < 1. For simulation purposes � D 4 >

�jjM jjjjzjj D 1:14. Using the initial conditions x1.0/ D 0:4, x2.0/ D 0:2, and
x3.0/ D 0:5, simulations were performed with the proposed control law and the
results are presented in Fig. 2.8. In order to attenuate chattering the discontinuous
portion of the control signal is approximated by �.z/ �1jj�1jj � �.z/ �1jj�1jjC� , with � 
 1

(Fig. 2.9).

In engineering situations, tracking problems are often encountered whereby
(usually) the output of the system is required to follow a predefined reference signal.
In the following section an integral action based method is considered for output
tracking.
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Fig. 2.9 Stabilization of the equilibrium point of Chua’s circuit

2.5 Output Tracking with Integral Action

Consider the development of a tracking control law for the nominal linear system

Px.t/ D Ax.t/C Bu.t/ (2.110)

y.t/ D Cx.t/ (2.111)

which is assumed to be square, i.e., it has the same number of inputs and outputs.
In addition, for convenience, assume the matrix pair .A;B/ is in regular form. The
control law described here utilizes an integral action methodology. Consider the
introduction of additional states xr 2 R

m satisfying

Pxr.t/ D r.t/ � y.t/ (2.112)

where the differentiable signal r.t/ satisfies

Pr.t/ D � .r.t/ � R/ (2.113)

with � 2 R
m�m a stable design matrix and R a constant demand vector. Augment

the states with the integral action states and define

Qx D
�
xr
x


(2.114)
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The associated system and input distribution matrices for the augmented system are

QA D
�
0 �C
0 A


and QB D

�
0

B


(2.115)

assuming the pair .A;B/ is in regular form, the pair . QA; QB/ is in regular form. The
proposed controller seeks to induce a sliding motion on the surface

S D f Qx 2 R
nCm W S Qx D Srrg (2.116)

where S 2 R
m�.nCp/ and Sr 2 R

m�m are design parameters which govern the
reduced-order motion. Partition the hyperplane system matrix as

n$ m$
S D �

S1 S2
� (2.117)

and the system matrix as

QA D

n$ m$� QA11
QA21

QA12
QA22


ln
lm

(2.118)

and assume ƒ D S QB is nonsingular. If a controller exists which induces an ideal
sliding motion on S and the augmented states are partitioned as

Qx D
�
x1

x2


(2.119)

where x1 2 R
n and x2 2 R

m, then the ideal sliding motion is given by

Px1.t/ D . QA11 � QA12M/x1.t/C � QA12S�1
2 Sr C Br

�
r.t/ (2.120)

where M D S�1
2 S1 and Br D �

Im 0n�m
�T

. In order for the design methods

described earlier to be valid, it is necessary for the matrix pair . QA11; QA12/ to be
completely controllable.

Remark 2.5. Necessary conditions on the original system are that .A;B; C / is
completely controllable and has no invariant zeros at the origin.8

The development that follows mirrors the approach in Sect. 2.3.3 whereˆ is any
stable design matrix. The overall control law is then given by

8For details see Sect. 4.4.2 in [67] and Appendix C.
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u D ul . Qx; r/C un. Qx; r/ (2.121)

where the continuous control

ul . Qx; r/ D �ƒ�1 .SA�ˆS/ Qx.t/ (2.122)

and the discontinuous control vector

un.�; r/ D ��c.ul ; y/ƒ�1 P2.S Qx � Srr/

kP2.S Qx � Srr/k (2.123)

where P2 is a symmetric positive definite matrix satisfying

P2ˆCˆTP2 D �I (2.124)

The positive scalar function which multiplies the unit-vector component can be
obtained from arguments similar to those in Sect. 2.3. It follows that, in terms of
the original coordinates,

un. Qx; r/ D L Qx C Lrr C LPr Pr (2.125)

with the gains defined as

L D �ƒ�1.S QA�ˆS/ (2.126)

Lr D �ƒ�1 .ˆSr C S1Br/ (2.127)

LPr D ƒ�1Sr (2.128)

The parameter Sr can take any value and does not affect the stability of the closed-
loop system. One common choice is to let Sr D 0 for simplicity. Another option,
which has been found to give good results with practical applications, is to choose
Sr so that at steady state the integral action states are zero in the absence of any
uncertainty.

Up to this point it has been assumed that all the states are available for use in the
control law. This hypothesis will be dropped in the remaining sections of Chap 2.

2.6 Output-Based Hyperplane Design

Consider the linear system in Eq. (2.18) and suppose that only the measured outputs

Px.t/ D Ax.t/C Bu.t/ (2.129)

y.t/ D Cx.t/ (2.130)
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where C 2 R
p�n are available. The methods described earlier in this chapter

are now no longer directly applicable since the state vector is not directly available.
One approach is to use an observer (this will be discussed in later chapters) to
estimate the states and then to use the estimate in place of the real states. This
is conceptually straightforward but has potential pitfalls—particularly if linear
observers are used. It is well understood that in linear systems (with linear control
laws and linear observers), the robustness associated with the feedback law can be
destroyed by the introduction of an observer as part of the feedback loop. Also
the introduction of an observer will add significant computational costs in terms
of implementation. Instead let us consider the possibility of introducing controllers
in the spirit of Sect. 2.5 subject to the constraint that only output information is
available.

2.6.1 Static Output-Feedback Hyperplane Design

The state-feedback control strategies described earlier are not immediately
employable here. Firstly, it is intuitively likely that since the hyperplane design
problem resolved itself into a state-feedback control paradigm for the fictitious
triple .A11; A12/, in the situation when only output information is available this
will become some form of restricted state-feedback design problem: in fact a static
output-feedback design problem for a certain triple .A11; A12; C1/. Secondly the
control laws described in the previous section involved a linear state-feedback
control component. This is unlikely to be achievable in an output-feedback context.

Here, the situation when there are more outputs than inputs is considered, since
in the square case, no design freedom exists in terms of selecting the dynamics of
the sliding motion. Two assumptions will be made:

(A1) The parameter CB is full rank.
(A2) Any invariant zeros of .A;B; C / have negative real parts.

Remark 2.6. The dependence on invariant zeros is not perhaps surprising and
the presence of zeros plays an important role in linear systems theory. It is also
worth noting that for appropriate initial conditions associated with a particular zero
direction y.t/ can be made zero for all time with an appropriate control linear
control input although the state itself is not zero. This has clear links with the
concept of a sliding motion (without the robustness properties).

These assumptions will be central to the output-feedback-based sliding mode
control used here. The following lemma provides a canonical form for the system
triple .A;B; C / which will be used in the subsequent analysis:

Lemma 2.1. Let .A;B; C / be a linear system with p > m and rank .CB/ D m.
Then a change of coordinates exists so that the system triple with respect to the new
coordinates has the following structure:
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(a) The system matrix can be written as

A D
�
A11 A12

A21 A22


(2.131)

where A11 2 R
.n�m/�.n�m/ and the (fictitious) pair .A11; C1/ is detectable where

C1 D �
0 Ip�m

�
(2.132)

(b) The input distribution matrix has the form

B D
�
0

B2


where B2 2 R

m�m and is nonsingular (2.133)

(c) The output distribution matrix has the form

C D �
0 T

�
where T 2 R

p�p and is orthogonal (2.134)

Remark 2.7. It can be shown that the unobservable modes of .A11; C1/ are in fact
the invariant zeros of the triple .A;B; C /.

The idea is to first achieve a regular form structure for the input distribution ma-
trix and then to exploit the fact that CB is full rank to create another transformation
which preserves the structure of B while enforcing the partition nature of the output
distribution matrix C , which is a feature of the canonical form.

Remark 2.8. Note, this can be viewed as a special case of the traditional regular
form discussed earlier which was used as the basis for switching function design in
the state-feedback case.

Remark 2.9. Clearly the existence of unstable zeros renders difficulties. In fact
unstable invariant zeros means the techniques described in this section are not
applicable. While this is not ideal, it must be remembered in linear systems the
presence of right half plane zeros limits the performance that can be imposed on the
closed-loop system.9

Under the premise that only output information is available, the switching
function must be of the form

�.x/ D FCx.t/ (2.135)

where F 2 R
m�p . Suppose a controller exists which induces a stable sliding

motion on
S D fx 2 R

n W FCx D 0g (2.136)

9This situation is discussed further in “Notes and References” in Chap. 8.
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For a first-order sliding motion to exist on S, the equivalent control will be given by
solving

P� D FCAx.t/C FCBueq.t/ D 0

For an unique equivalent control to exist, the matrix FCB 2 R
m�m must have full

rank: this implies that rank.CB/ D m since rank.FCB/ �rank.CB/. In all the
analysis which follows it is assumed without loss of generality that the system is
already in the canonical form of Lemma 2.1. Define matrices F1 and F2 such that

p�m$ m$�
F1 F2

� D F T
(2.137)

where F2 2 R
m�m is assumed to be nonsingular. Notice this structure has a

relationship to the hyperplane matrix parametrization given in Eq. (2.83) since
Eq. (2.137) can be re-written as

F D F2
�
K Im

�
T T (2.138)

where K D F�1
2 F1. The structure in Eq. (2.138) may not be particularly intuitive,

but it nicely isolates the design freedom present in the problem. The matrix F2
is essentially a scaling matrix which is square and invertible and it plays no role
in determining the dynamics of the sliding motion. Furthermore it is analogous to
the role the matrix S2 plays in the switching function expansion in Eq. (2.83). The
other design parameter is K . This is analogous to the matrix M from Eq. (2.83).
It is clear from the dimension of the matrices F and M that the former has only
.p � m/ 	 .n � m/ elements while the latter has m 	 .n � m/. This reduction in
parametrization results in less design flexibility—which is the price to pay for only
having output rather than state information.

Based on Eq. (2.138) the matrix which defines the switching function can then
be written as

FC D �
F1C1 F2

�
where

C1 D �
0.p�m/�.n�p/ I.p�m/

�
(2.139)

In this way FCB D F2B2 and det.F2/ ¤ 0 , det.FCB/ ¤ 0. It follows during
sliding � D FCx.t/ D 0 and

F1C1z1 C F2z2 D 0

which substituting in the null-space equations yields

Pz1.t/ D .A11 �A12F�1
2 F1C1/z1.t/

D .A11 �A12KC1/z1.t/ (2.140)

since K D F�1
2 F1. Consequently the problem of designing a suitable hyperplane is

equivalent to an output-feedback problem for the system .A11; A12; C1/.
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Fig. 2.10 Schematic of the vehicle

Remark 2.10. If the pair .A11; C1/ is observable and the triple .A11; A12; C1/
satisfies the Kimura–Davison conditions10

mC p � nC 1 (2.141)

output-feedback pole placement methods can be used to place the poles appropri-
ately.

Example 2.9. Consider the fourth-order system

A D

2
664

�3:9354 0 0 �14:7110
0 0 0 1:0000

1:0000 14:9206 0 1:6695

0:7287 0 0 �2:1963

3
775 B D

2
664

0

0

0

0:8116

3
775 (2.142)

C D
�
0 0 1 0

0 0 0 1


(2.143)

This represents a linearization of the rigid body dynamics of a passenger vehicle
(Fig. 2.10). The first state is an average of the lateral velocity v and yaw rate r ; the
second state represents ‰, the vehicle orientation; the third state, Y , is the lateral

10See “Notes and References” at the end of the chapter.
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Fig. 2.11 Sliding mode poles as a root locus

deviation from the intended lane position, and the fourth state, r , is the yaw rate.
The input to the system, ıf , is the angular position of the front wheels relative to
the chassis.

Notice this is already in the canonical form of Eqs. (2.131)–(2.134), and so

A11 D
2
4�3:9354 0 0

0 0 0

1:0000 14:9206 0

3
5 A12 D

2
4�14:7110

1:0000

1:6695

3
5

C1 D �
0 0 1

�
(2.144)

The so-called Kimura–Davison conditions are not met for this example since m C
p D 3 < 4 D n. In this case p �m D 1 and m D 1 and so the hyperplane matrix
can be parameterized as

F D �
k 1

�
where k is a scalar design parameter. The sliding motion is determined by a classical
root locus of the “plant” Gp D C1.sI � A11/

�1A12 in series with a gain “k” in a
unity feedback configuration . The root locus plot is given in Fig. 2.11.

For all values of k > 2:58, all the sliding mode poles lie in the LHP, and so, this
constitutes an appropriate solution to the existence problem.
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2.6.2 Static Output-Feedback Control Law Development

Having designed the surface, it is necessary to develop a controller to induce and
sustain a sliding motion. Perhaps a natural choice would be a control structure of
the form

u.t/ D �Gy.t/ � �.t; y/
FCx.t/

kFCx.t/k (2.145)

where the quantity �.t; y/ must upper bound the uncertainty. A common design
methodology is based on synthesizing a static output-feedback gain G numerically
to ensure the so-called reachability condition is satisfied.

To facilitate the analysis, an additional, switching function dependent coordinate
transformation will be made. Let z 7! TKz D Oz where

TK WD
�
I.n�m/ 0
KC1 Im


(2.146)

with C1 defined in (2.139). In this new coordinate system, the system triple
( OA; OB;F OC/ has the property that

OA D
� OA11 OA12

OA21 OA22


OB D
�
0

B2


F OC D �

0 Im
�

(2.147)

where B2 is defined in (2.133). The matrix OA11 D A11 �A12KC1 which is assumed
to be stable by choice of K .
Furthermore

OC D �
0p�.n�p/ OT �

(2.148)

where
OT WD �

.T1� T2K/ T2
�

(2.149)

and T1 and T2 represent the first p � m and last m columns of the matrix T
from Eq. (2.134). Notice that OT is nonsingular. Define a partition of OA21 from
Eq. (2.147) as

n�p$ p�m$
OA21 D � OA211 OA212

� (2.150)

Ideally the degrees of freedom in selecting the controller should be determined
numerically so that the reachability condition

P�T � < 0 (2.151)

is satisfied where �.x/ D FCx.t/ is the switching function. If Eq. (2.151) can be
satisfied, then the sliding surface S is globally attractive.



84 2 Conventional Sliding Modes

Assuming an appropriate switching surface has been designed to solve the
existence problem, the linear part of the control law can be chosen as

G D ��F; � > 0 (2.152)

For a large enough scalar � it can be shown that a sliding motion is obtained in
finite time from any initial condition. However the reachability condition P�T � < 0,
where �.t/ D Fy.t/, only holds in a compact domain around the origin. Outside
this domain the controller behaves as a variable structure controller with the property
that it forces the state trajectories into the invariant domain (sometimes referred to
as the “sliding patch”) in finite time. Inside this domain the reachability condition
P�T � < 0 holds and so sliding occurs in finite time. Provided the existence problem
can be solved, no additional structural or system conditions need to be imposed.

In practical situations the shortcoming of this controller is that � must be large
and hence the controller takes on a “high gain” characteristic.

Without loss of generality, write the linear feedback gain as

G D �
G1 G2

� OT �1 (2.153)

where OT is from Eq. (2.149) and G1 2 R
m�.p�m/ and G2 2 R

m�m. Define a
symmetric positive definite block diagonal matrix

P WD
�
P1 0

0 P2


> 0 (2.154)

where P1 2 R
.n�m/�.n�m/ and P2 2 R

m�m. Then it is possible to find a matrix P as
in Eq. (2.154), and a gain matrix G so that

PAc C ATc P < 0 (2.155)

where Ac D OA � OBG OC ; then the control law will induce a sliding motion on the
surface S inside the domain (the sliding patch)

� D f.Oz1; Oz2/ W kOz1k < ���1
0 g

where �0 D kP2. OA21 � G1C1/k and Oz1 2 R
.n�m/, Oz2 2 R

m represent a partition of
the state Oz.

From the point of view of control law design, a requirement is to make

kP2. OA21 �G1C1/k (2.156)

small to make the sliding patch� large.
The block diagonal structure in Eq. (2.154), together with the canonical

form in Eq. (2.147), effectively guarantees a solution to the structural constraint
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P OB D .F OC/T , which in turn ensures the transfer function matrix F OC.sI � OA/�1 OB
is strictly positive real.11

Example 2.10. Consider the example from Sect. 2.9. From the root locus in
Fig. 2.11 it can be seen that high gain is needed to improve the damping of the
dominant complex conjugate pair. With a value of � D 100 the sliding motion poles
are governed by

f�1:9241˙ 5:6081i; � 167:0320g
and

OA21 D �
100:7287 1492:0600 �16474:8680 �

It can be shown for
G D �

1095:7134 208:2982
�

that

eig.A � BGC/ D f�162:0054; � 12:4248; � 0:3736˙ 5:0794ig
and an associated Lyapunov matrix can be found which also satisfies the structural
constraint.

Remark 2.11. Although from a control theory point of view this example demon-
strates the theory is valid and that a static output-feedback controller does exist,
the resulting scheme may not be practical. Here the gain G is large and the sliding
motion will be governed by two quite poorly damped dominant complex eigenval-
ues. This motivates the consideration of compensator-based output-feedback sliding
mode controller design.

2.6.3 Dynamic Output-Feedback Hyperplane Design

So far, only the static output feedback case has been considered. In certain
circumstances, the subsystem triple .A11; A12; C1/ is known to be infeasible with
respect to static output-feedback stabilization. In such situations, consider the
introduction of a dynamic compensator. Specifically, let

Pzc.t/ D H zc.t/CDy.t/ (2.157)

where the matrices H 2 R
q�q and D 2 R

q�p are to be determined. Define a new
hyperplane in the augmented state space, formed from the plant and compensator
state spaces, as

Sc D f.z; zc/ 2 R
nCq W Fczc C FC z D 0g (2.158)

11For details and definitions see [175]. This is also discussed in Appendix B.
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where Fc 2 R
m�q and F 2 R

m�p. Define D1 2 R
q�.p�m/ and D2 2 R

q�m as

�
D1 D2

� D DT (2.159)

then the compensator can be written as

Pzc.t/ D H zc.t/CD1C1z1.t/CD2z2.t/ (2.160)

where C1 is defined in Eq. (2.139). Assume that a control action exists which forces
and maintains motion on the hyperplane Sc given in Eq. (2.158). As before, in order
for a unique equivalent control to exist, the square matrix F2 must be invertible. By
writing K D F �1

2 F1 and defining Kc D F�1
2 Fc then the system matrix governing

the reduced-order sliding motion, obtained by eliminating the coordinates z2, can be
written as

Pz1.t/ D .A11 � A12KC1/z1.t/ � A12Kczc.t/ (2.161)

Pzc.t/ D .D1 �D2K/C1z1.t/C .H �D2Kc/zc.t/ (2.162)

It follows that stability of the sliding motion depends only on the matrix

�
A11 � A12KC1 �A12Kc

.D1 �D2K/C1 H�D2Kc


(2.163)

As in the uncompensated case, it is necessary for the pair .A11; C1/ to be detectable.
To simplify the design problem, at the expense of removing some of the design
flexibility, one can specifically choose D2 D 0 in Eq. (2.163).

The resulting matrix in Eq. (2.163) can be viewed as the negative feedback
interconnection of the “plant” Gp.s/ D C1.sI �A11/�1A12 and the “compensator”

K.s/ D K CKc.sI �H/�1D1 (2.164)

Note that this still has a very generalized structure and any linear design paradigm
that creates an internally stabilizing closed loop can be employed to synthesize the
sliding mode compensator matrices D1 and H , and a hyperplane, represented by
the matricesK and Kc ,

In certain situations it is advantageous to consider the feedback configuration in
Fig. 2.12 and to design a compensator K.s/ using any suitable paradigm to yield
appropriate closed-loop performance. From the state-space realization of K.s/ in
Eq. (2.164), the parameters K;Kc;D1, and H can be identified. If the quantity
p � m is small, using “classical control” ideas, very simple compensators may be
found which give good closed-loop performance to the fictitious feedback system in
Fig. 2.12 which governs the sliding mode performance of the real system.
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Gp(s)

K (s)

−

Fig. 2.12 A general linear feedback configuration

2.6.4 Dynamic Output-Feedback Control Law Development

Example 2.11. The third-order “plant” from Eq. (2.144) has a double pole at the
origin. In terms of classical control, this suggests the use of a lead compensator.
Choosing

K.s/ D .s C 0:5/

.s C 10/
(2.165)

in unity feedback with Gp.s/ gives closed-loop poles at

f�12:1413; � 0:9656; � 1:2490˙ 0:9718g
This has improved the damping ratio of the dominant complex pair. A realization
of the compensator in Eq. (2.165) is H D �10, D1 D 1, Kc D �9:5, and K D 1.
Using these values (andD2 D 0) in the formulae in Eqs. (2.138) and (2.159) gives

Fa WD �
Fc F

� D � �11:7059 1:2322 1:2322
�

(2.166)

and

D D �
1 0

�
Using these matrices, an appropriate controller to induce a sliding motion may be
obtained by using the method described earlier for the augmented system

Aa D
�
H DC

0 A


Ba D

�
0

B


Ca D

�
1 0

0 C


(2.167)

where the switching function matrix Fa is defined in Eq. (2.166). Choosing

G D � �45:9050 4:7749 0:3392
�

gives

eig.Aa � BaGCa/ D f�8:6605; � 3:0494˙ 1:9424i; � 0:8238˙ 0:3124g
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2.6.5 Case Study: Vehicle Stability in a Split-Mu Maneuver

This section will show how these output-feedback sliding mode ideas can be
applied to a realistic control problem. One of the areas of active research in the
automotive industry is vehicle chassis control. The principal aims are to increase
vehicle safety, maneuverability, and passenger comfort while reducing the work
load on the driver. Most modern vehicles have antilock brake systems (ABS) which
prevent the wheels locking under heavy braking. However, if a so-called split-mu
surface is encountered, in which the traction between the road surface and the tire
on one wheel becomes significantly reduced compared to the others, for instance, if
a patch of ice is encountered, then any braking maneuver will introduce a sudden
unexpected yawing moment. At high speed the driver will not have sufficient time
to react, and a potentially extremely dangerous spin may occur.

This case study will consider a steer-by-wire system which will aim to maintain
heading and vehicle stability in such a situation. An eighth-order nonlinear model
of the vehicle, wheels, and road/tire interaction has been developed.12 This model
has been tuned to be representative of a typical family saloon. A linearization
has been performed about an operating condition which represents a straight line
trajectory at 15 ms�1 longitudinal velocity, corresponding wheel velocities, and
zero lateral velocity, yaw rate, and yaw angle. The linearization assumes a uniform
friction coefficient on each wheel. Considering yaw rate and lateral deviation as
measured variables, a reduced-order linear model of the rigid body states is given in
Eqs. (2.142) and (2.143).

The scenario that will be considered is an emergency stop on a split-mu surface.
A simple ABS system has been incorporated into the nonlinear vehicle model. This
is designed to bring the vehicle to a standstill in as short a time as possible. The
steer-by-wire system will alter the front wheel position (the control input) in an
effort to brake in a straight line. The key requirement is, therefore, to keep the third
state, Y , in Eq. (2.143) as near to zero as possible.

From the canonical form in Eq. (2.144) the output of the fictitious system
Gp.s/ D C1.sI �A11/�1A12 (as far as the switching function design is concerned)
is, in the real system, the output of interest, Y . Because Gp.s/ has a double
integrator characteristic no integral action is needed to achieve a steady-state error
of zero.

The closed-loop simulation obtained from a fully nonlinear model is shown in
Fig. 2.13. The controller manages to stop the vehicle from developing an excessive
yaw angle. Also, the lateral deviation, Y , is halted with a peak of 17 cm and is
regulated to zero. The controller develops and maintains sufficient yaw angle as
is necessary to counteract the yawing moment induced by the asymmetric ABS
braking. The input signal which the controller utilizes to perform this is shown in
Fig. 2.14. It is also demonstrated that a sliding motion is maintained throughout the
maneuver.

12For details of the model see [72, 108].
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Fig. 2.13 Vehicle states and braking torques for closed-loop simulation

2.7 Integral Sliding Mode Control

As discussed earlier in this chapter, sliding mode control techniques are very
useful for the controller design in systems with matched disturbances/parametric
uncertainties. The system’s compensated dynamics become insensitive to these
matched disturbances and uncertainties under sliding mode control. This property
of insensitivity is only achieved when the sliding surface is reached and the sliding
motion is established. In this section we explore a method to compensate for the
disturbance without the presence of a reaching phase.

For known linear systems, traditional controllers, including proportional-plus-
derivative (PD), proportional-plus-integral-plus-derivative (PID), and optimal
linear-quadratic regulator (LQR), can be successfully designed to achieve ideal
closed-loop dynamics. Also known, nonlinear systems (with certain structures)
can be controlled using, for instance, feedback linearization, backstepping, or any
other Lyapunov-based nonlinear technique. Once a system is subjected to external
bounded disturbances, it is natural to try to compensate such effects by means of an
auxiliary (sliding mode) control while the original controller compensates for the
unperturbed system.
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Fig. 2.14 Switching function and control signal

In this section we will design a so-called integral sliding mode (ISM) auxiliary
controller compensating for the disturbance from t � 0, while retaining the order of
the uncompensated system. This can be achieved assuming that the initial conditions
are known.

2.7.1 Problem Formulation

Let us consider the following controlled uncertain system represented by the state-
space equation

Px D f .x/C B .x/ u C � .x; t/ ; (2.168)

where x 2 R
n is the state vector, u 2 R

m is the control input vector, and x.0/ D
x0. The function � .x; t/ represents the uncertainties affecting the systems, due to
parameter variations, unmodeled dynamics, and/or exogenous disturbances.

Let u D u0 be a nominal control designed for Eq. (2.168) assuming � D 0, where
u is designed to achieve a desired task, whether stabilization, tracking, or an optimal
control problem. Thus, the trajectories of the ideal system (� D 0) are given by the
solutions of

Px0 D f .x0/CB .x0/ u0: (2.169)
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When � ¤ 0 the trajectories of Eqs. (2.168) and (2.169) are different. The
trajectories of Eq. (2.169) satisfy some specified requirements, whereas the trajec-
tories of Eq. (2.168) might have a quite different and possibly even undesirable
performance (depending on �).

In order to design the controller assume that:

(A1) Rank .B .x// D m for all x 2 R
n.

(A2) The disturbance � .x; t/ is matched and there exists a vector �.x; t/ 2 R
m

such that �.x; t/ D B .x/ �.x; t/.
(A3) A known upper bound for �.x; t/ can be found, i.e.,

k�.x; t/k � �C.x; t/: (2.170)

Obviously, the second restriction is needed to exactly compensate �. If � were
known exactly, it would be enough to chose u D �� . However, since � is uncertain,
some other restrictions are needed in order to eliminate the influence of �. Here the
sliding mode approach is used to replace exact knowledge of �.

2.7.2 Control Design Objective

Now the problem is to design a control law such that x .0/ D x0 .0/, and guarantees
the identity x .t/ D x0 .t/ for all t � 0. Comparing Eqs. (2.168) and (2.169), it can
be seen that the objective is achieved only if the equivalent control is equal to minus
the uncertainty (i.e., u1eq D ��). Thus, the control objective can be reformulated in
the following terms: design the control u D u .t/ as

u .t/ D u0 .t/C u1 .t/ ; (2.171)

where u0 .t/ is the nominal control part designed for Eq. (2.169) and u1 .t/ is the
ISM control part compensating for the unmeasured matched uncertainty �.x; t/,
starting from .t D 0/.

2.7.3 Linear Case

Let us consider the linear time-invariant case:

Px.t/ D Ax.t/C B .u0.t/C u1.t//C �.t; x/; �.t; x/ D B�.t; x/ (2.172)

In this case the vector function � can be defined as

� .x/ D G .x.t/ � x .0//�G

tZ
0

.Ax .�/C Bu0 .�// d�; (2.173)
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where G 2 R
m�n is a projection matrix satisfying the condition

det.GB/ ¤ 0

The time derivative of � has the form

P�.x/ D GB.u1 C �/

The control u1 is taken as the unit vector

u1 D ��.t; x/ .GB/
T �

k.GB/T �k (2.174)

where �.t; x/ � k�C.t; x/k. Taking V D 1
2
�T � and in view of Eq. (2.170) the

derivative of V on time is

PV D �TGB.u1 C �/

� �k.GB/T �k.M � �C/ < 0

Hence, the ISM is guaranteed.

Example 2.12. Let us consider the following system:

Px D Ax C B .u0 C u1/C � (2.175)

representing a linearized model of an inverted pendulum on a cart, where x1 and x2
are the cart and pendulum positions, respectively, and x3 and x4 are the respective
velocities. The matrices A and B are taken with the following values:

A D

2
664
0 0 1 0

0 0 0 1

0 1:25 0 0

0 7:55 0 0

3
775 , B D

2
664

0

0

0:19

0:14

3
775 ;

and the control u0 D u�
0 is designed for the nominal system, where u�

0 solves the
following optimal problem subject to an LQ performance index:

J .u0/ D
1Z
0

xT0 .t/Qx0 .t/C uT0 .t/ Ru0 .t/ dt

where u�
0 D arg minJ .u0/. It is known (see Appendix C) that the solution of this

problem is the following:

u�
0 .x/ D �R�1BT Px D �Kx;
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Fig. 2.15 States x1 (dashed) and x2 (solid) using ISM in the presence of matched uncertainties

where P is a symmetric positive definite matrix that is the solution of the algebraic
Riccati equation

AT P C PA � PBR�1BT P D �Q:
For the considered matrices A and B and takingQ D I and R D 1, we have

K D ��1 131:36 �4:337 48:47
�
:

In the simulation � D B� with � D 2 sin .0:5t/ C 0:1 cos .10t/ and the ISM
control is

u1 D �5 sign .�/ ;

where � is designed according to Eq. (2.173). Now, the only restriction on the matrix
G is detGB ¤ 0. One simple choice is G D �

0 0 1 0
�
; thus we obtain

GB D 0:19, which obviously is different from zero.
Figure 2.15 shows the position of the cart and the pendulum. We can see that

there is no influence of the disturbance � due to the compensation effect caused by
the ISM control part u1.
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2.7.4 ISM Compensation of Unmatched Disturbances

To solve the problems of the reaching phase and of robustness against unmatched
uncertainties=disturbances simultaneously, the main idea, as in the conventional
sliding mode case, has been the combination of ISM and other robust techniques.
However, in practice we also need to ensure that the compensation (a) does not
amplify unmatched uncertainties=disturbances and ideally (b) minimizes the effect
of the unmatched uncertainties=disturbances.

Consider the linear system (2.172), together with assumption (A1) and the
assumption that there exists an upper bound for the perturbation �.x; t/. It is not
assumed that this perturbation is matched. For that reason, before we obtain the
sliding motion equations and try to understand how the uncertainty affects it, it is
convenient to project the perturbation �.x; t/ into matched and unmatched spaces.

Let B? 2 R
n�.n�m/ be a full rank matrix whose image is orthogonal to the

image of B , i.e., BTB? D 0. As a consequence the matrix
�
B B? �

is

nonsingular. Furthermore rank.I�BBC/ D n�m, whereBC D �
BTB

��1
BT , and

.I � BBC/B D 0. Therefore, the columns of B? can be formed from the linearly
independent columns of .I � BBC/T . Thus, let � .x; t/ 2 R

m and � .x; t/ 2 R
n�m

be the vectors defined by

�
� .x; t/

� .x; t/


D �

B B? ��1
� .x; t/ (2.176)

Thus, Eq. (2.172) takes the following form:

Px D Ax C B .u1 C u0/C B� CB?� (2.177)

Then selecting � as in Eq. (2.173), we have

P� D GB .u1 C �/CGB?�

The control component u1 should be designed as in Eq. (2.174) under the assumption
GB is nonsingular. Let the modulation function � � �C C .GB/CGB?�. The
equivalent control obtained from solving P� D 0 is given by the equation

u1eq D �� � .GB/�1 GB?�

Substitution of u1eq in Eq. (2.177) yields the sliding motion equation:

Px D Ax C Bu0 C .I � B .GB/�1 G/B?�
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Define Nd WD .I � B .GB/�1 G/B?�. Taking G D BT or G D BC, we get
Nd D B?�, i.e., the application of the sliding mode controller has not affected the

unmatched disturbance part.
Now the question is, is it possible to select G to ensure the norm of Nd is less than

the norm of B?�? This is addressed in the following proposition.

Proposition 2.1 The set of matrices
˚
G D QBT W Q 2 R

m�m and det.Q/ ¤ 0
	

is
the solution of the optimization problem

G� D arg min
G2 NG

k.I � B .GB/�1 G/B?�;� ¤ 0k

where NG D fG 2 R
m�n W det.GB/ ¤ 0g :

Proof. Since B?� and B .GB/�1 GB?� are orthogonal vectors, the norm of the
vector k.I � B .GB/�1 G/B?�k is always greater than kB?�k. Indeed,

k.I � B .GB/�1 G/B?�k2 D kB?�k2 C kB .GB/�1 GB?�k2

That is,
k.I � B .GB/�1 G/B?�k � kB?�k (2.178)

If identity (2.178) is achieved, then the norm of k.I � B .GB/�1 G/B?�k
is minimized with respect to G. The identity is obtained, if and only if
B .GB/�1 GB?�D0. Or equivalently, since rank.B/ D m, GB?� D 0, i.e.,
G D QBT , whereQ is nonsingular. This completes the proof. �

Remark 2.12. Notice that the control law itself is not modified in order to optimize
the effect of the unmatched uncertainties, and moreover, an optimal solution forG�
is simple: the simplest choice is G� D BT , but BC D �

BTB
��1

BT is another
possibility.

Proposition 2.2 For an optimal matrix G�, the Euclidean norm of the disturbance
is not amplified, that is,

k� .t/ k � k.I � B
�
G�B

��1
G�/B?� .t/ k (2.179)

Proof. From Proposition 2.1 it follows that

k.I � B �G�B
��1

G�/B?� .t/ k D k.I � BBC/B?� .t/ k D kB?� .t/ k
(2.180)

Now, since � .t/ D B� C B?�, and BTB? D 0, we obtain the equation

k� .t/ k2 D kB� .t/CB?� .t/ k2 D kB� .t/ k2 C kB� .t/ k2 � kB� .t/ k2
(2.181)

Hence, comparing Eqs. (2.180) and (2.181), we can obtain Eq. (2.2). �
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Example 2.13. Consider system Eq. (2.175) with the uncertainty �.x; t/ shown
below:

�.x; t/ D �
0 0 2 sin .0:5t/C 0:1 cos .10t/ 0:1 sin .1:4t/

�T
The first step is to project the perturbation �.x; t/ into the matched and unmatched
spaces using the expression in Eq. (2.176). Note the selection of the matrix B? is
not unique: one simple choice is given by

B? D

2
664
1 0 0

0 1 0

0 0 �0:14
0 0 0:19

3
775

In this way � and � in system (2.177) become

� D 3:41.2 sin .0:5t/C 0:1 cos .10t//C 2:51.0:1 sin .1:4t//;

� D
2
4 0

0

3:41 Œ0:1 sin .1:4t/� � 2:51 Œ2 sin .0:5t/C 0:1 cos .10t/�

3
5

The control law is the same as in Example 2.12, except for the choice of
matrix G, which according to Proposition 2.1 is optimal if G D BT D�
0 0 0:19 0:14

�
or G D BC. Here we consider three cases: the case

when we use G D BT , the case when the ISM control is not applied, and the
case when G is not selected in an optimal manner. For this last case, we use
G D �

0 0 1 0
�

as in Example 2.12. For the first case, the states x1 and
x2 (the positions) are depicted in Fig. 2.16; there we can see that the uncertainties
do not significantly affect the trajectories of the system. To compare the effect of
the ISM in presence of unmatched disturbances, Fig. 2.17 shows the trajectories
of x1 and x2 when the ISM control part is omitted (u D u0). It is clear that
in this case, the disturbances affect the system considerably compared with the
trajectories of Fig. 2.17 where a well-designed ISM control (with an optimal G)
reduces significantly the effect of the disturbances. Figure 2.18 shows the effect
of the matrix G in the design of the sliding surface. In Fig. 2.18 we compare the
behavior of the variable x2 when G is badly chosen.

2.8 Notes and References

A very readable concise treatment of some of the material in this chapter appears in
The Control Handbook [58].
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Fig. 2.16 States x1 (dashed) and x2(solid) without ISM compensator

Fig. 2.17 States x1 (dashed) and x2 (solid) for G D BT
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Fig. 2.18 Trajectories of the position x2 for G D BT (solid) and G D �
0 0 1 0

�
(dashed)

Regular form-based methods were first introduced in [136, 137]. Linear hyper-
plane design methods for a class of single-input systems are given in [2, 171].
Another approach to the hyperplane design, which can be used for treating the
unmatched uncertainties, is based on the linear methods of [149]. For details of
different design methods for the hyperplane matrixM see Chap. 4 in [63, 67].

The control structure considered in Sect. 2.3.2 is essentially that of Ryan and
Corless from [157] and is described as the unit-vector approach. The unit-vector
structure appears first in [103]. The precise relationship between the control law in
Eqs. (2.90) and (2.91) and the original description of Ryan and Corless is described
in Sect. 3.6.3 in [67].

A variety of approximations of the discontinuous control functions are described
and analyzed in the literature [40]. Power law approximations are given in Ryan
and Corless [157], and state based approximations are given in Tomizuka [49].
DeJager compares different approximation methods in [60]. A specific treatment
on chattering reduction is also included in [171].

The so-called equivalent control method is attributed to Utkin [182]. The solution
concept proposed by Filippov [81] for differential equations with discontinuous
right-hand sides constructs a solution as the “average” of the solutions obtained from
approaching the point of discontinuity from different directions. The definition for
the solution to the differential inclusion given in Definition 2.2 is from [81].

Details of the proof of Lemma 2.1 and the canonical form that can be achieved are
discussed in [67]. A common design methodology for output-feedback sliding mode
controller design [13,73,109,110] is based on synthesizing a static output-feedback
gainG numerically to ensure the so-called reachability condition is satisfied. In [66],
assuming an appropriate switching surface has been designed to solve the existence
problem, the linear part of the control law was chosen as a scaling of the switching



2.9 Exercises 99

function, thought of as a feedback gain. The static output-feedback control law
development in Sect. 2.6.2 is based on [71]. Example 2.9 is taken from the sliding
mode output-feedback paper [72]. In the case study relating to vehicle control, the
aims of increasing vehicle safety, maneuverability, and passenger comfort, while
reducing the work load on the driver are discussed in detail in [1]. The limitations
of some static output-feedback sliding mode controllers are discussed in [68].

The ISM concept was proposed independently by Matthews and DeCarlo [140]
and Utkin and Shi [185]. In this chapter we followed the approach of Matthews and
DeCarlo [140]. The ISM approach described in Sect. 2.7 can be easily extended to
the class of affine nonlinear systems given by

Px D f .x/C B .x/ .u0 C u1 C �/

For a detailed analysis of this case see [43]. Additional material for the advance
study of the ISM approach can be found in many publications including [156, 192].
In particular, various combinations of ISM with H1 are studied in [43–45, 191].
The use of ISM schemes for “robustification” of solutions of LQR problems can
be found in [93, 154] (a multi-model optimization problem); see also the design of
robust output LQR control in [21,26] and multiplant LQR control in [27]. The ISM
controllers are widely used in robotic applications [50, 151] when it is necessary to
track the reference trajectories. The corresponding references can be found in the
books [186, 187] and the paper [59] and references therein.

An interesting application avenue exploiting the robustness properties of sliding
modes with respect to matched uncertainties is the area of fault tolerant control.
In such scenarios, actuator faults appear naturally within the control channels of
the plant and can be accommodated “automatically” by sliding mode controllers
[6, 7, 105, 162].

Although not discussed in this book, the main ideas and techniques of discrete-
time sliding mode control can be found [3, 14, 97, 141, 187].

2.9 Exercises

Exercise 2.1. Consider the linear system

Px D Ax C Bu

� D Gx

with � as the sliding variable. Find the equivalent control ueq and the sliding mode
equations when

(a) A D
�
2 19

3 29


, B D �

2 3
�T

and G D �
9 12

�
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Fig. 2.19 DC–DC buck converter

(b) A D
2
4 1 1 1

0 1 3

1 0 1

3
5, B D

2
4 3 9

1 �2
�1 0

3
5 and G D

�
1 29 0

1 12 0



Exercise 2.2.
Consider the system given by

Px1 D x1 C x2 C x3 C u1 C 10u2

Px2 D x2 C 3x3 C u1 � 2u2

Px3 D x1 C x3 � u1

�1 D x1 C 10x2; �2 D x1 C 5x2

Find the system dynamics in the sliding mode �1 D �2 D 0.

Exercise 2.3. Consider the DC–DC buck converter in Fig. 2.19 which belongs to
the class of attenuation circuits; the corresponding dynamic equations are given by:

Ldi
dt

D �v C uVin
C dv

dt
D i � v

R

where i is the current through the inductorL, v is the voltage across the capacitorC ,
Vin is the input voltage, and u 2 f0; 1g is the switching control signal. The goal is
to stabilize the output voltage v at the desired level vd . This goal is to be achieved
via stabilization of the inductor current i at the desired level id D vd

R
using sliding

mode control, for this purpose:

(a) Setting � D i � id and using the control input u D 1
2
.1 � sign.�//, find the

equivalent control and the sliding mode dynamics.
(b) Considering L D 20mH, C D 20�F, R D 30�, Vin D 15V, vd D 10V, and

the initial conditions i.0/ D 0:1A and v.0/ D 5V, confirm the efficacy of the
controller by simulations.
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Exercise 2.4. Consider the linear system

Px D Ax CB.u C f /

with:

A D
�
3 5

�1 2


; B D

�
1

2



that is stabilized by the sliding mode controller u D �.6jjxjj C 3/sign.�/ in
the presence of the bounded disturbance jf j � 2. Design the sliding variable �
assuming f D 0, considering the two cases:

(a) LQR minimization, with Q D I and R D 1

(b) Eigenvalue assignment, considering the eigenvalue 	 D �2
Confirm your design by simulations, using f D 2 sin.t/ and the initial conditions
x1.0/ D 2 and x2.0/ D 1.

Exercise 2.5. Using the sliding variable � D x1 and the control u D �sign.�/,
find the sliding mode equation for the systems given below, by using the equivalent
control method and Filippov method for the cases:

(a)
Px1 D u
Px2 D .2u2 � 1/x2

(b)
Px1 D u
Px2 D .u � 2u3/x2

(c)
Px1 D u
Px2 D .u � 2u2/x2

Exercise 2.6. Consider the linear system given by

Px D Ax C Bu
y D Cx

with

A D
2
4 0 1 0

0 0 1

�1 1
3

�1

3
5 ; B D

2
401
1

3
5 ; C D

2
41 8=3 1

4 2 �2
0 0 1

3
5

Design an output-feedback sliding mode control to stabilize the system at the origin
using u D �Ksign.�/; use the eigenvalue assignment algorithm in order to design
the sliding variable � , and consider the eigenvalues, 	1;2 D �2˙ j5. Considering
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Fig. 2.20 Helicopter pitch angle,  , control

the initial condition x.0/ D Œ1; 2; 3�T , obtain the appropriate value of K to ensure a
reaching time tr D 2:5 s and confirm your design by simulation.

Exercise 2.7. Consider the Chua’s circuit of Example 2.7 with the output yDx1.
Propose a control law based on sliding modes in order to achieved the output
tracking of yr D 5 sin.2t/. Confirm your design by simulation.

Exercise 2.8. The equations of motion of the high-performance helicopter in
Fig. 2.20 are given by:

R D �a1 P � b1 Px C nı

Rx D g � a2 P � b2 Px C gı

where x is the translation in the horizontal direction. Design a sliding mode
controller in terms of the rotor thrust angle ı that forces the pitch angle  to
asymptotically follow the reference profile d D �

6
C �

12
sin.t/. Considering the

initial conditions .0/ D 0:2 rad, P D 0 rad/s, x.0/ D 0m, and Px.0/ D 50m/s,
confirm your design by simulations of system with the parameters a1 D 0:415,
a2 D 0:0198, b1 D 0:0111, b2 D 1:43, n D 6:27, and g D 9:81.

Exercise 2.9. Consider the satellite in Example 2.6 and design an ISM control
u D u0 C u1. Preserve the linear control u0 D ul as in Example 2.6 in
order to stabilize the equilibrium point .0; 0; 0/T for the ideal system (without
nonlinear disturbance terms). The control law u0 should be designed using the LQR
minimization algorithm. Design the ISM control component u1 as in Eq. (2.174)
to compensate the matched disturbances. Consider Q and R as identity matrices
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Fig. 2.21 Cart–pendulum

of appropriate dimensions. Simulate the system where for simulation purposes
consider the initial condition x.0/ D Œ0:5;�1; 2�T and the parameters I1 D 1 kgm2,
I2 D 0:8 kgm2, and I3 D 0:4 kgm2.

Exercise 2.10. Consider the following linear system subject to external distur-
bances:

Px D Ax C Bu C �

where A D
2
4 �1 1 0

0 �3 1

�1 0 �2

3
5, B D

2
4 0 0

1 0

0 1

3
5 and � D

2
4 3 sin.t/
4 cos.t/
4 cos.t/

3
5

(a) Identify if the disturbance vector � is matched. If it is not, then project the
disturbance into matched and unmatched terms.

(b) Design the control u D u0 C u1. The linear control u0 is to be designed for
nominal system (without disturbances) in order to stabilize the equilibrium
point .0; 0; 0/ using the LQR algorithm. Consider Q and R identity matrices
with appropriate dimensions. Design an ISM control component u1 as in
Eq. (2.174) to compensate the matched disturbances, and select the matrixG D
BC D .BTB/�1BT that helps to accommodate the unmatched disturbance
term. Confirm the effectiveness of the controller design via simulations. For
simulation purposes consider the initial conditions x.0/ D .1;�2; 3/T .

Exercise 2.11. Consider the cart–pendulum system in Fig. 2.21 that consists of a
cart of mass M that moves along the axis x, with a ball of mass m at the end of a
rigid massless pendulum of length l . Shown as inputs are a horizontal force F D u
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acting on the cart and a force d acting on the ball perpendicular to the pendulum.
The output signals are the angles  and the position of the ball y D x C l sin./.
The two linearized equations about the equilibrium point .x; / D .0; �/ are

.M Cm/ Rx Cml R D u C d

Rx C l R � g D 1
m
d

Design an ISM control based on a LQR algorithm (see the explanation in
Exercise 2.10) in order to stabilize the unstable equilibrium point. For simulation
purposes use d D 2 sin.t/ and initial condition .x.0/; .0// D .�0:7; �

3
/.



Chapter 3
Conventional Sliding Mode Observers

The purpose of an observer is to estimate the unmeasurable states of a system based
only on the measured outputs and inputs. It is essentially a mathematical replica of
the system, driven by the input of the system together with a signal representing
the difference between the measured system and observer outputs. In the earliest
observer, attributed to Luenberger, the difference between the output of the plant
and the observer is fed back linearly into the observer. However, in the presence of
unknown signals or uncertainty, a Luenberger observer is usually (a) unable to force
the output estimation error to zero and (b) the observer states do not converge to
the system states. A sliding mode observer, which feeds back the output estimation
error via a nonlinear switching term, provides an attractive solution to this issue.
Provided a bound on the magnitude of the disturbances is known, the sliding mode
observer can force the output estimation error to converge to zero in finite time,
while the observer states converge asymptotically to the system states. In addition,
disturbances within the system can also be reconstructed.

3.1 Introduction

Consider initially a nominal linear system

Px.t/ D Ax.t/C Bu.t/ (3.1)

y.t/ D Cx.t/ (3.2)

where A 2 R
n�n, B 2 R

n�m, and C 2 R
p�n. Without loss of generality assume

that C has full row rank which means each of the measured outputs is independent.
The objective is to obtain an estimate of the state x.t/ based only on knowledge of
the quantities y.t/ and u.t/. An algebraic condition on the matrix pair .A; C /—the
notion of observability—was proposed as a necessary and sufficient condition for

Y. Shtessel et al., Sliding Mode Control and Observation, Control Engineering,
DOI 10.1007/978-0-8176-4893-0 3, © Springer Science+Business Media New York 2014
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state reconstruction (for details see Appendix C). For simplicity, the observability
condition will be assumed to hold, although technically some of the developments
only require the weaker restriction of detectability on the pair .A; C /.

One way of viewing the approach of Luenberger is to think of the observer
system as comprising a model of the plant together with a feedback term which
corrects the estimates by injecting back the discrepancy between its output and the
output of the system, through a designer-specified gain. In the simplest form of
sliding mode observer, instead of feeding back the output error between the observer
and the system in a linear fashion, the output error is fed back via a discontinuous
switched signal.

3.2 A Simple Sliding Mode Observer

Consider a coordinate transformation x 7! Tcx associated with the invertible matrix

Tc D
�
NT
c

C


(3.3)

where the submatrix Nc 2 R
n�.n�p/ spans the null-space of C . By construction

det.Tc/ ¤ 0. Applying the change of coordinates x 7! Tcx, the triple .A;B; C / has
the form

TcAT
�1
c D

�
A11 A12
A21 A22


; TcB D

�
B1
B2


; CT �1

c D �
0 Ip

�
(3.4)

where A11 2 R
.n�p/�.n�p/ and B1 2 R

.n�p/�m. The structure imposed on the
output distribution matrix in (3.4) is crucial to what follows. Assume without loss
of generality the system (3.1) and (3.2) is already in the form of (3.4).

Utkin proposed an observer for (3.1) and (3.2) of the form

POx.t/ D A Ox.t/C Bu.t/CGn� (3.5)

Oy.t/ D C Ox.t/ (3.6)

where . Ox; Oy/ are the estimates of .x; y/ and � is a discontinuous injection term.
Define e.t/ WD Ox.t/ � x.t/ and ey.t/ WD Oy.t/ � y.t/ as the state estimation and
output estimation errors, respectively. The term � is defined component-wise as

�i D �sign.ey;i /; i D 1; 2; :::; p (3.7)

where � is a positive scalar and ey;i represents the i th component of ey . The term � is
designed to be discontinuous with respect to the sliding surfaceS D fe W Ce D 0g to
force the trajectories of e.t/ onto S in finite time. Assume without loss of generality
that the system is already in the coordinate associated with (3.4), then the gain Gn
has the structure
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Gn D
�

L

�Ip


(3.8)

where L 2 R
.n�p/�p represents the design freedom. It follows from the definition

of e.t/ and Eqs. (3.1) and (3.5) that the error system is given by

Pe.t/ D Ae.t/CGn� (3.9)

From the structure of the output distribution matrix C in (3.4), the state estimation
error can be partitioned as e D col.e1; ey/ where e1 2 R

n�p. Consequently the error
system from (3.9) can be written in the form

Pe1.t/ D A11e1.t/C A12ey.t/C L� (3.10)

Pey.t/ D A21e1.t/C A22ey.t/ � � (3.11)

Furthermore Eq. (3.11) can be written component-wise as

Pey;i .t/ D A21;i e1.t/C A22;i ey.t/ � � sign.ey;i / (3.12)

whereA21;i andA22;i represent the i th rows ofA21 andA22, respectively. To develop
conditions under which sliding will take place, the reachability condition will be
tested. From (3.12)

ey;i Pey;i D ey;i .A21;i e1 C A22;i ey/ � �jey;i j
< �jey;i j.� � j.A21;i e1 C A22;i ey/j/

Provided the scalar � is chosen large enough such that

� > jA21;i e1 C A22;i ey j C � (3.13)

where the scalar � 2 RC, then

ey;i Pey;i < ��jey;i j (3.14)

This is the eta-reachability condition discussed in Chap. 2 and implies that ey;i will
converge to zero in finite time. When every component of ey.t/ has converged to
zero, a sliding motion takes place on the surface S.

Remark 3.1. Note that this is not a global result. For any given �, there will exist
initial conditions of the observer (typically representing very poor estimates of the
initial conditions of the plant) so that (3.13) is not satisfied.

During sliding, ey.t/ D Pey.t/ D 0, and the error system defined by (3.10) and
(3.11) can be written in collapsed form as

Pe1.t/ D A11e1.t/CL�eq (3.15)

0 D A21e1.t/ � �eq (3.16)
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where �eq is the so-called equivalent output error injection that is required to
maintain the sliding motion. This is the natural analogue of the equivalent control
discussed in Chap. 2. Substituting for �eq from (3.15) and (3.16) yields the following
expression for the reduced-order sliding motion:

Pe1.t/ D .A11 CLA21/e1.t/ (3.17)

This represents the reduced-order motion (of order n � p) that governs the sliding
mode dynamics.

It can be shown if .A; C / is observable, then .A11; A21/ is also observable, and a
matrix L can always be chosen to ensure that the reduced-order motion in (3.17) is
stable.

Example 3.1. Consider a second-order state-space system described by (3.1) and
(3.2) where

A D
�

0 1

�2 0


; B D

�
0

1


; C D �

1 1
�

(3.18)

which represents a simple harmonic oscillator. For simplicity, assume u.t/ D 0.
A suitable choice for the nonsingular matrix Tc from (3.3) is

Tc D
�
1 �1
1 1


(3.19)

Following the change of coordinates x 7! Tcx, the system triple .A;B; C / becomes

TcAT
�1
c D

�
0:5 1:5

�1:5 �0:5

; TcB D

� �1
1


; CT �1

c D �
0 1

�
(3.20)

and A11 D 0:5 and A21 D �1:5. Suppose the nonlinear gain from (3.8) is chosen as
L D 3. This results in the sliding motion being governed byA11CLA21D�4, which
is stable. In the original coordinates of (3.18), the nonlinear gain can be calculated as

Gn D T �1
c

�
L

�1


D
�

0:5 0:5

�0:5 0:5

 �
3

�1


D
�

1

�2


(3.21)

The following simulation was performed with the system having initial condi-
tions x.0/ D col.0:5;�0:8/ and the observer having zero initial conditions.

Figure 3.1 shows the system states x.t/ and the estimates Ox.t/. After approx-
imately 1:5 s, excellent tracking of the states occurs. Figure 3.2 shows the output
estimation error ey.t/ and the state estimation errors e.t/. After approximately
0:66 s, ey.t/ becomes zero and remains zero. This is indicative of a sliding motion
taking place on S. Subsequently, the errors (Fig. 3.1) evolve governed the dynamics
of the reduced-order motion. Figure 3.3 shows that during the sliding motion, the
term � exhibits high-frequency switching. Figure 3.4 shows an approximation of
the equivalent output error injection signal �eq obtained from low-pass filtering �
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Fig. 3.1 System states x.t/ (solid) and the observer estimates Ox.t/ (dashed)

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
seconds

−0.4

−0.2

0

0.2

0.4

0.6

Fig. 3.2 The output estimation error ey.t/ (dashed) and the components of the state estimation
error e.t/ (solid)
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Fig. 3.3 The nonlinear injection switching term �
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Fig. 3.4 The equivalent output error injection �eq (solid) and A21e1.t/ (dashed)

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−1

−0.5

0

0.5

1

1.5

seconds

Fig. 3.5 The output estimation error ey.t/ (dashed) and the components of the state estimation
error e.t/ (solid)

from Fig. 3.3 through a first-order filter with time constant � D 0:02 s. Notice that
the term �eq shows good agreement with the formal expression for �eq in Eq. (3.16)
once a sliding motion is taking place.

In the next set of simulations the same observer is employed but the initial
conditions of the plant states have been changed to 0:5 and �1:5, respectively. Once
again the initial conditions of the observer are set as zero. The direct consequence of
this is that the initial conditions e1.0/ and ey.0/ are larger than previously simulated,
and the response of the error system is qualitatively different.

Figure 3.5 shows that the output estimation error ey.t/ now pierces the sliding
surface S at approximately 0:87 s but does not remain there, and sliding does not
take place. The reason is that the state estimation error e1.t/ at that time instant
ey.t/ D 0 does not satisfy the reachability condition in (3.14). However, when
ey.t/ becomes zero again at approximately 1:55 s, a sliding motion begins. At this
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Fig. 3.6 The discontinuous term � with larger error initial conditions

point in time, the error e1.t/ is much smaller, and the reachability condition (3.14) is
satisfied. Figure 3.6 shows the injection term � in the case when the initial errors are
large. It is clear that the onset of sliding occurs much later since the high-frequency
sliding motion does not appear until 1.5 s.

3.3 Robustness Properties of Sliding Mode Observers

Now suppose the nominal linear system in Eq. (3.1) is replaced by the uncertain
system

Px.t/ D Ax.t/C Bu.t/CM�.t; x; u/ (3.22)

where �.t; x; u/ 2 R
h is a disturbance and M 2 R

n�h is the associated distribution
matrix. To exploit the robustness properties associated with sliding modes described
in Chap. 2, suppose the gainGn is designed such that it is matched to the disturbance
distribution matrix, i.e., M D GnX for some X 2 R

p�h. As a consequence in the
coordinates of (3.4) and (3.8)

M D
�
LX

�X


D
�
L

�I

X (3.23)

and the error system in (3.10) and (3.11) becomes

Pe1.t/ D A11e1.t/CA12ey.t/C L� � LX�.t; x; u/ (3.24)

Pey.t/ D A21e1.t/CA22ey.t/ � � CX�.t; x; u/ (3.25)
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Again it is necessary to develop conditions under which a sliding motion can be
enforced. To this end, from (3.25)

ey;i Pey;i D ey;i .A21;i e1 C A22;i ey CXi�/� �jey;i j
< �jey;i j.� � jA21;i e1 C A22;i ey CXi�j/

and it is clear that if the gain of the switching term is large enough so that � >
jA21;i e1 C A22;i ey C Xi�j C � for a scalar � > 0 then the reachability condition in
(3.14) is satisfied. An ideal sliding motion is then guaranteed to take place in finite
time. During the sliding motion Eqs. (3.24) and (3.25) take the form

Pe1.t/ D A11e1.t/C L�eq � LX�.t; x; u/ (3.26)

0 D A21e1.t/ � �eq CX�.t; x; u/ (3.27)

Substituting for �eq from (3.27) and (3.26) yields

Pe1.t/ D .A11 CLA21/e1.t/ (3.28)

which is independent of the disturbance �.t; x; u/.

Remark 3.2. Notice that for the existence of an ideal sliding motion, the matching
condition (3.23) is not required; a large enough � is sufficient to induce a sliding
motion. The matching condition is only required for the reduced-order motion (3.28)
to be independent of �.t; x; u/.

Example 3.2. Consider system (3.18), subject to uncertainty entering via the
distribution matrix

M D
�

1

�2


In the simulations which follow �.t; x; u/ D 0:2 sin.x1.t// but this information is
not available to the observer. Notice from (3.21) that the gain matrix Gn D M and
the so-called matching conditions in Eq. (3.23) are satisfied with X D 1.

Figures 3.7 and 3.8 show a sliding motion occurring after 0.66 s. Also notice
that the state estimation errors evolve according to a first-order decay. Crucially
the evolution is unaffected by the disturbance. This disturbance rejection property
is a major advantage of sliding mode observers compared to traditional linear
Luenberger observers. It can be seen from Fig. 3.9 that although the effect of the
disturbance �.t; x; u/ is not present in the state estimation errors, it appears directly
in the signal �eq . In fact once the reduced-order motion e1.t/ has become sufficiently
small (at about 1.5 s), the signal �eq exactly “reproduces” the disturbance �.t; x; u/
(with a small delay due to the low-pass filter used to obtain �eq). This is a powerful
result because the term � was not designed with any a priori knowledge about
�.t; x; u/, except that it is bounded.

Figure 3.3 shows the term � consists of high-frequency switching once sliding
is established. In the observer this does not present the sort of problem it does for
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Fig. 3.7 The output estimation error ey.t/ (dashed) and the components of the state estimation
error e.t/ (solid)
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Fig. 3.8 The error vector associated with the sliding motion e1.t/
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Fig. 3.9 The equivalent output error injection �eq (solid) and the disturbance �.t; x; u/ (dashed)
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Fig. 3.10 The output error injection term � after being smoothed

control problems because the signal � does not need to be realized by an actuator.
However, that said, it does to a certain extent pose a problem for the numerical
scheme used to solve the observer equations; consequently it is still often useful
to “smooth” the discontinuity. Recall that � is defined component-wise as �i D
� sign.ey;i /, which can also be expressed as

�i D �
ey;i

jey;i j if ey;i .t/ ¤ 0 (3.29)

The expression in (3.29) can be approximated by a smooth sigmoid function

�i D �
ey;i

jey;i j C ı
(3.30)

where ı is a small positive scalar. As in the control problem this results in a trade-off
between maintaining close to ideal performance and achieving a smooth output error
injection signal. Repeating the simulation, now using � as in (3.30) with ı D 0:0001,
yields the responses shown in Fig. 3.10. Clearly the signal is smooth and there is no
visible chattering. Furthermore, from Fig. 3.11, it can be seen that the performance
of the system is relatively unaffected by this approximation.

As explained earlier, the observer does not provide any guarantee of global state
estimation convergence. In the observer in (3.5)–(3.7), the size of � dictates the
size of the domain in which sliding is guaranteed to take place. This results in
a trade-off. For practical reasons, a very large value of � is not desirable (since
chattering is amplified), but a large � increases the set of initial conditions for which
the estimation error converges. This is explored in the next example.

Example 3.3. For pedagogical purposes consider an unstable state-space system

A D
� �2 �3

1 3


; B D

�
0

1


; C D �

0 1
�

(3.31)
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Fig. 3.11 The output estimation error ey.t/ (dashed) and the components of the state estimation
error e.t/ (solid)

Notice that in this example no change of coordinates is needed because the output
distribution matrix C is already in the required structure of (3.4). Specifying
L D 0 gives linear (reduced-order) first-order dynamics with a pole at �2. In the
simulations which follow � D 1. Also a full-order state feedback u.t/ D Fx.t/

controller is used where F D �
1 �1 �

so that eig.A C BF / D f˙1:4142ig.
The reason for this choice of closed-loop eigenvalues is that the states will be
oscillatory, and the tracking of the states can be more readily observed. In Fig. 3.12,
the “shaded” area is the region in which the initial conditions .e1.0/; ey.0// must
lie for a sliding motion to occur. Outside this set of points the observer fails to
converge. The shaded region is sometimes referred to as the sliding patch. The size
of the shaded area can of course be enlarged by increasing the value of �, but this is
undesirable since increasing � tends to lead to more severe chattering.

A more elegant way to enlarge the sliding patch is to add a linear output error
feedback term to the observer. Specifically Eq. (3.5) can be modified to take the
form POx.t/ D A Ox.t/ �Gley.t/CBu.t/CGn� (3.32)

where Gl 2 R
n�p . An appropriate choice of the gain Gl will enlarge the sliding

patch. From Eqs. (3.1), (3.2), and (3.6), the state estimation error associated with
the observer in (3.32) is

Pe.t/ D .A�GlC /e.t/CGn� (3.33)

The error system in (3.33) is nonlinear and so a good approach to try to establish
global asymptotic stability is to consider Lyapunov-based methods. Consider the
quadratic form

V D eT Pe (3.34)



116 3 Conventional Sliding Mode Observers

−3 −2 −1 0 1 2 3
−1.5

−1

−0.5

0

0.5

1

1.5
In

ita
l c

on
di

tio
n 

of
 e

y

Inital condition of e1

Fig. 3.12 The sliding region

where P 2 R
n�n is a symmetric positive definite matrix, as a candidate Lyapunov

function. Differentiating (3.34) with respect to time yields

PV D PeT Pe C eT P Pe
D eT .P.A �GlC /C .A�GlC /

T P /e C 2eT PGn� (3.35)

If P , Gl , and Gn can be chosen such that the expression in (3.35) is negative, then
the error system in (3.33) is (globally) quadratically stable.

Example 3.4. For the system in (3.31), choosing

Gl D
� �3

6


and Gn D

�
0

1


(3.36)

results in a closed-loop error system

Pe1.t/ D �2e1.t/ (3.37)

Pey.t/ D e1.t/ � 3ey.t/ � sign.ey/ (3.38)
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Consider a positive definite quadratic function as in (3.34) where e D .e1; ey/ and

P D
�

1
4

0

0 1


(3.39)

Differentiating with respect to time yields

PV D 1

2
e1 Pe1 C 2ey Pey

D 1

2
e1.�2e1/C 2ey.e1 � 3ey � sign.ey//

D �e21 � 6e2y C 2e1ey � 2jeyj
D �.e1 � ey/2 � 5e2y � 2jeyj

If .e1; ey/ ¤ 0, then PV < 0 and global stability of the error system is proven.
Furthermore it can be shown that a sliding motion takes place in finite time. Once the
error e.t/ becomes sufficiently small, the reachability condition in (3.14) is satisfied
and a sliding motion takes place. From the arguments above, since e ! 0, e1 ! 0

as t ! 1. In particular at some finite time t0, je1.t/j < 1
2

for all t � t0. Now form
a typical reachability test

ey Pey D ey.e1 � 3ey � sign.ey//

� je1jjeyj � 3e2y � jeyj
� je1jjeyj � jeyj (3.40)

and therefore for all t > t0,

ey Pey � �1
2

jeyj (3.41)

which implies ey ! 0 in finite time and a sliding mode takes place.
This example shows that the introduction of a linear output error injection term

can be beneficial.

The problem of robust state estimation for systems with bounded matched
uncertainty will now be explored. Consider the following uncertain system

Px.t/ D Ax.t/CBu.t/C Bf .t; y; u/ (3.42)

y.t/ D Cx.t/ (3.43)

where f W RC 	 R
p 	 R

m 7! R
m represents lumped uncertainty or nonlinearities.

The function is assumed to be unknown but bounded so that

kf .t; y; u/k � �.t; y; u/ (3.44)
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where �.�/ is known. Consider an observer of the form

Pz.t/ D Az.t/C Bu.t/ �GCe.t/� P�1C T F T � (3.45)

where e D z � x. The symmetric positive definite matrix P 2 R
n�n and the gain

matrix G are assumed to satisfy

PA0 C AT0 P < 0 (3.46)

where A0 WD A�GC , and the structural constraint

PB D .FC /T (3.47)

for some F 2 R
m�p . The discontinuous scaled unit-vector term

� D �.t; y; u/ FCe.t/

kFCe.t/k (3.48)

and e.t/ D z.t/ � x.t/.
Under these circumstances the quadratic form given by V.e/ D eT Pe can be

shown to guarantee quadratic stability. Furthermore an ideal sliding motion takes
place on

SF D fe 2 R
n W FCe D 0g

in finite time.

Remark 3.3. It should be noted that if p > m then sliding on SF is not the same
as sliding on Ce.t/ D 0.

Example 3.5. Consider the equations of motion for a pendulum system written as

R�.t/ D �g
l

sin.�.t//

where g is the gravitational constant and l is the length of the pendulum. These can
be rewritten in state-space form as

Px.t/ D
�
0 1

0 0


x.t/C

�
0

1


�.t; x/ (3.49)

where x1 D �, x2 D P�, and �.t; x1; x2/ D � g

l
sin.�/. Somewhat artificially choose

as an output measurement y.t/ D Cx.t/ where

C D �
1 1

�
(3.50)

i.e., the sum of position and velocity. Also assume the term �.t; x1; x2/ is
unknown—possibly because the length of the pendulum is imprecisely known.
The aim is both to estimate x.t/ and reconstruct �.t; x/ from y.t/.
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Fig. 3.13 Plant output y.t/ and the observer estimate Oy.t/

Choosing

Gl D
�
1

1



means the eigenvalues of A �GlC are f�1;�1g and furthermore

P.A �GlC /C .A�GlC /
T P < 0

if

P D
�
2 1

1 1



Notice also for this choice of P , the structural equation PB D CT is satisfied. The
sliding mode observer is

Pz.t/ D
�
0 1

0 0


z.t/ �

�
1

1


ey.t/ �

�
0

1


2sign.ey/ (3.51)

where

ey.t/ D C z.t/ � y.t/

is the output estimation error.
When the initial conditions of the true states and observer states are deliberately

set to different values the output of the observer tracks the output of the plant in
finite time as shown in Fig. 3.13.

Figure 3.14 shows the same information as a plot of ey . A sliding motion takes
place after 0:2 s. The finite time response is a characteristic of sliding modes.

Figure 3.15 shows the states and the state estimation errors. Although the
output estimation error converges to zero in finite time, the state estimation error
is asymptotic. However, asymptotic convergence has been achieved despite the
plant/model mismatch resulting from the term �.t; x1; x2/ which is not used in the
sliding mode observer.
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Fig. 3.14 The output estimation error ey
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Fig. 3.15 System states x.t/ (solid) and the observer estimates Ox.t/ (dashed)

Figure 3.16 shows a low-pass-filtered version of the injection signal � D
�2sign.ey/ from the observer. It clearly replicates the “unknown signal” �.t; x1; x2/
and compensates for it to allow perfect (asymptotic) convergence of the state
estimates.
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Fig. 3.16 The injection signal and the unknown input

3.4 A Generic Conventional Sliding Mode Observer

Consider the following uncertain dynamical system:

Px.t/ D Ax.t/C Bu.t/CMf.t; y; u/ (3.52)

y.t/ D Cx.t/ (3.53)

where x 2 R
n are the states, y 2 R

p are the measurable outputs, and u 2 R
m are

the measurable inputs. The signal f 2 R
q is the lumped uncertainty acting upon the

system where q < p. It is unknown but assumed to be bounded so that

kf .t; t; u/k � ˛.t; y; u/ (3.54)

where ˛.�/ is known. Assume without loss of generality that the matrices C andM
are full rank. The objective is to reconstruct both the states and the unknown input
f .t/ based only on the measured signals u.t/; y.t/.

Two lemmas will now be presented which underpin the rest of this chapter.
They will describe a canonical form which will help facilitate understanding of the
problem and provide a framework for solving the problem.

Lemma 3.1. Let the triple .A;M;C / represent a linear system with p > q and
suppose rank.CM/ D rank.M/ D q, then there exists a change of coordinates
x 7! Tox for the system (3.52) and (3.53) such that in the new coordinates the triple
.A;M;C / of the transformed system has the following structure:

A D
2
4 A11 A12

A211
A212

A22

3
5 ; M D

�
0

M2


; C D �

0 T
�

(3.55)
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where A11 2 R
.n�p/�.n�p/; A211 2 R

.p�q/�.n�p/, T 2 R
p�p is orthogonal, and

M2 2 R
p�q has the structure

M2 D
�

0

Mo


(3.56)

where Mo 2 R
q�q is nonsingular.

Proof. First introduce a coordinate transformation to make the last p states of the
system the outputs. To achieve this, define

Tc D
�
NT
c

C


(3.57)

where Nc 2 R
n�.n�p/ is such that its columns span the null space of C . The

coordinate transformation x 7! Tcx is nonsingular by construction and in the new
coordinate system

C D �
0 Ip

�
Suppose in the new coordinate system

M D
�
M1

M2


ln�p
lp

in which M1 and M2 have no particular structure other than the fact that
rank.M2/Dq. This follows becauseCM D M2 and so by assumption rank.M2/Dq.
Hence the left pseudo-inverse M�

2 is well defined. Also there exists an orthogonal
matrix T 2 R

p�p such that

T TM2 D
�

0

Mo


(3.58)

where Mo 2 R
q�q is nonsingular. Such a matrix can be found in QR factorization.

Consequently, the coordinate transformation x 7! Tbx where

Tb D
"
In�p �M1M

�
2

0 T T

#
(3.59)

is nonsingular, and in the new coordinates the triple .A;M;C / is in the form

A D
�
A11 A12

A21 A22


; M D

�
0

Mo


; C D �

0 T
�

(3.60)

where A11 2 R
.n�q/�.n�q/ and the remaining subblocks in the system matrix are

partitioned accordingly. The triple in (3.60) has exactly the structure claimed in the
lemma statement. �



3.4 A Generic Conventional Sliding Mode Observer 123

Lemma 3.2. The pair .A11; A211/ is detectable if and only if the invariant zeros of
.A;M;C / are stable.

Proof. From the PBH rank test,1 the unobservable modes of .A11; A211/ are given
by the values of s that make the following matrix pencil lose rank:

Pobs.s/ D
�
sI �A11
A211



The zeros of .A;M;C / are given by the values of s that make the Rosenbrock matrix
Robs.s/ lose rank, where

Robs.s/ D
�
sI � A �M
C 0


D

2
664
sI � A11 �A12 0

�A211 ? 0

�A212 ? �Mo

0 T 0

3
775

and the ? represents elements that do not play a role in the subsequent analysis.
Since Mo and T are both square and invertible, Robs.s/ loses rank if and only if
Pobs.s/ loses rank. Clearly the unobservable modes of .A11; A211/ are the invariant
zeros of .A;M;C /, and hence the proof is complete. �

Assume that for the system in (3.52) and (3.53):

A1. rank.CM/ D rank.M/.
A2. The invariant zeros (if any) of .A;M;C / are stable.

The canonical form associated with Lemma 3.1 will be used as a basis for the
solution to the problem of estimating both the states and unknown inputs.

The following observer will be considered:

POx.t/ D A Ox.t/C Bu.t/ �Gley.t/CGn� (3.61)

Oy.t/ D C Ox.t/ (3.62)

where ey.t/ WD Oy.t/ � y.t/ is the output estimation error. The design freedom is
associated with the two gainsGl 2 R

n�p andGn 2 R
n�p which are design matrices

to be determined. The vector � is defined by

�.t/ D ��.t; y; u/ eykeyk if ey.t/ ¤ 0 (3.63)

where �.�/ is a positive scalar function dependent on the magnitude of the unknown
input signal f .t/. Condition A1 means that the canonical form in (3.55) can be

1For details see appendix C.
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attained, and hence without loss of generality assume that the triple .A;M;C / has
the form given in (3.55). In the coordinates of (3.55), let

Gn D
� �L
Ip


T T P�1

o (3.64)

where L D �
Lo 0

�
and Lo 2 R

.n�p/�.p�q/. The symmetric positive definite
matrix Po 2 R

p�p and the gain Lo are design matrices. Defining Ao D A � GlC

and the state estimation error as e.t/ WD Ox.t/ � x.t/. From (3.52) and (3.61) and
(3.53) and (3.62), the following error system can be obtained:

Pe.t/ D Aoe.t/CGn� �Mf.t; Ox � e; y/ (3.65)

Proposition 3.1. If there exists a matrix Gl and a Lyapunov matrix P of the form

P D
�

P1 P1L

LTP1 T T PoT C LT P1L


> 0 (3.66)

where P1 2 R
.n�p/�.n�p/, which satisfies

PAo C ATo P < 0 (3.67)

and �.t; y; u/ � kPoCM k˛.t; y; u/ C �o where �o > 0, then the state estimation
error e.t/ is asymptotically stable.

Proof. Consider as a candidate Lyapunov function

V D eT Pe (3.68)

where P is given in (3.66). Differentiating (3.68) with respect to time yields

PV D PeT Pe C eT P Pe
D eT .PAo C ATo P /e C 2eT PGn� � 2eT PMf

From the definitions of P , Gn, and M in (3.66), (3.64), and (3.55), respectively, it
can be verified that

PGn D CT (3.69)

and

PM D CTPoCM (3.70)

Using (3.67) and (3.69)–(3.70), PV becomes

PV � 2eT C T � � 2eT C T PoCMf

From the definition of � in (3.63) and using the bound of f in (3.54)
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PV < �2�keyk � 2eTy PoCMf
� �2keyk.� � kPoCM k˛/
� �2�okeyk
< 0 for e ¤ 0

which proves the state estimation error is quadratically stable. �

Using this result, it can be further shown that a sliding motion can be achieved in
finite time.

Corollary 3.1. A stable sliding motion takes place on the surface

S D fe W Ce D 0g (3.71)

in finite time and the sliding motion is governed by A11 C LoA211.

Proof. To prove a sliding motion is attained, firstly apply a change of coordinates
x 7! TLx where

TL D
�
In�p L

0 T


(3.72)

such that the triple .A;M;C / in (3.55) is transformed to be

NA D
� NA11 NA12

NA21 NA22

; NM D

�
0
NM2


; NC D �

0 Ip
�

(3.73)

where NA11 D A11 C LoA211. This follows from the structure of L in (3.64). Using
(3.73), the error system (3.65) can be partitioned as

Pe1.t/ D NA11e1.t/C . NA12 � NGl;1/ey.t/ (3.74)

Pey.t/ D NA21e1.t/C . NA22 � NGl;2/ey.t/C P�1
o � � NM2f .t/ (3.75)

where � NGl;1
NGl;2


D TLGl (3.76)

Introduce a candidate Lyapunov function for the subsystem (3.75) as

Vs D eTy Poey

Differentiating Vs with respect to time and using (3.75) yield

PVs D eTy .Po.
NA22� NGl;2/C. NA22� NGl;2/T Po/eyC2eTy Po NA21e1C2eTy ��2eTy Po NM2f
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It can be shown that

.T TL /
�1PT �1

L D
�
P1 0

0 Po


(3.77)

and

TLAoT
�1
L D

� NA11 NA12 � NGl;1
NA21 NA22 � NGl;2


(3.78)

By direct calculation it follows that .T TL /
�1.PAo C ATo P /T

�1
L can be expanded as�

P1 NA11 C NAT11P ?

? Po. NA22 � NGl;2/C . NA22 � NGl;2/T Po

< 0 (3.79)

where the ? represents elements that do not play any significant role in the analysis.
Since (3.79) is symmetric, Po. NA22 � NGl;2/C . NA22 � NGl;2/T Po < 0 and hence

PVs < 2eTy Po
NA21e1 C 2eTy � � 2eTy Po

NM2f

� 2keykkPo NA21e1k � 2�okeyk
D 2keyk.kPo NA21e1k � �o/ (3.80)

Notice that

keyk2D.
p
Poey/

T P�1
o .

p
Poey/�	min.P�1

o /k
p
Poeyk2D	min.P�1

o /Vs (3.81)

Define � as a scalar satisfying 0 < � < �o. Since from Proposition 3.1 the state
estimation error is quadratically stable, in finite time e1.t/ enters the domain

�� D fe1 W kPo NA21e1k < �o � �g
and remains there. Inside the domain�� inequality (3.80) becomes

dVs

dt
< �2�keyk < �2�

q
	min.P�1

o /
p
Vs

This proves that a sliding motion takes place on S in finite time.
When a sliding motion has been achieved, ey.t/ D Pey.t/ D 0 and from (3.74)

the remaining dynamics e1.t/ are governed by NA11 D A11 C LoA211. Since from
inequality (3.79) P1 NA11 C NAT11P1 < 0 and P1 > 0, the matrix NA11 is stable. This
completes the proof. �
Remark 3.4. The following observations can be made:

• One possible choice of linear gain in (3.61) is

Gl D
�
A12 �A11LC LAs22
A22 �LA21 � As22
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where As22 2 R
p�p is any Hurwitz stable matrix. For a given L which makes

A11 C LA21 stable, this guarantees the existence of a matrix P of the form in
(3.66) such that P.A � GlC / C .A � GlC /

T P < 0. This choice is far from
unique and optimization methods can be applied to synthesize Gl according to
some criteria.

• During the sliding motion when Pey D ey D 0, from (3.75)

0 D NA21e1.t/C P�1
o �eq � NM2f .t; Ox � e; y/ (3.82)

Furthermore since the autonomous dynamical system in (3.74) is asymptotically
stable, e1.t/ ! 0 as t ! 1. Therefore

P�1
o �eq � NM2f .t; Ox � e; y/ ! 0 (3.83)

and the equivalent injection compensates for the unknown uncertain term
f .t; Ox � e; y/. Consequently not only does the state Ox asymptotically tend to
x.t/ but also the scaling of the equivalent injection

NM�
2 P

�1
o �eq.t/ ! f .t; Ox � e; y/

where NM�
2 is any left pseudo-inverse of NM2.

Example 3.6. Consider the fourth-order system

A D

2
664

�3:9354 0 0 �14:7110
0 0 0 1:0000

1:0000 14:9206 0 1:6695

0:7287 0 0 �2:1963

3
775 B D

2
664

0

0

0

0:8116

3
775 (3.84)

C D
�
0 0 1 0

0 0 0 1


(3.85)

This represents a linearization of the rigid body dynamics of a passenger vehicle
(Fig. 2.10). The first state is an average of the lateral velocity v and yaw rate r ; the
second state represents � , the vehicle orientation; the third state, Y , is the lateral
deviation from the intended lane position, and the fourth state, r , is the yaw rate.

It is easy to identify the following subcomponents:

A11 D
� �3:9354 0

0 0


A211 D �

1:0000 14:9206
�

(3.86)

It can be verified that .A11; A211/ is observable and so a matrix Lo can be found
such that A11 C LoA211 is stable. Choosing

Lo D
� �0:0318

�0:1362
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ensures the eigenvalues of A11 CLoA211 are at f�2;�4g. A particular choice of the
Luenberger gain in the sliding mode observer is

Gl D

2
664

�0:0297 �14:7111
0:4087 1:0000

5:0646 1:6695

0:0232 0:8037

3
775

which is obtained by choosing As22 D �3I2.

3.5 A Sliding Mode Observer for Nonlinear Systems

In this section, a class of nonlinear uncertain systems is considered which might be
termed semi-linear. Consider a system described by

Px D Ax C �.x; u/CDf.y; u; t/ (3.87)

y D Cx (3.88)

where x 2 R
n, u 2 R

m, and y 2 R
p are the state variables, inputs, and outputs,

respectively. The matrices A 2 R
n�n, D 2 R

n�q , and C 2 R
p�n (q � p < n)

are constant, with D and C both full rank. The known nonlinear term �.x; u/ is
assumed to be Lipschitz with respect to x for all u 2 U (here U is an admissible
control set): i.e., there exists a positive scalar L� such that

k�.x; u/ � �. Ox; u/k � L�kx � Oxk (3.89)

The gain L� can be thought of as the steepest possible gradient that �.�/ achieves
with variations in x. The unknown function f .y; u; t/ 2 R

q is assumed to satisfy

kf .y; u; t/k � �.y; u; t/ (3.90)

where the function �.y; u; t/ is known.
The system in (3.87) and (3.88) might represent a nonlinear system subject to

faults captured by the unknown input signal f .y; u; t/. In particular if D D B ,
then the faults are associated with the actuators of the system—hence the direct
dependence of the signal f .�/ on the control signal u.t/.

The following assumptions will be imposed on system (3.87) and (3.88):
Assumption 1. rank.CD/ D rank.D/:
Assumption 2. All the invariant zeros of the matrix triple .A;D;C / lie in the left
half plane.
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From Lemma 3.1, it can be assumed without loss of generality that system (3.87)
and (3.88) already has the form

Px1 D A1x1 C A12x2 C �1.x; u/ (3.91)

Px2 D A21x1 C A22x2 C �2.x; u/CD2f .y; u; t/ (3.92)

y D C2x2 (3.93)

where x D col.x1; x2/ with x1 2 R
n�p, and �1.x; u/ and �2.x; u/ are the first n�p

and the last p components of �.x; u/.
Now a robust sliding mode observer will be proposed using the system structure

characteristics shown in Sect. 3.4. First introduce a coordinate transformation z D
T x where

T WD
�
In�p L

0 Ip


(3.94)

where L has the structure

L D �
Lo 0

�
(3.95)

and Lo 2 R
.n�p/�.p�q/. Then, it follows that in the new z coordinates, system

(3.91)–(3.93) has the following form:

Pz1 D .A11 C LA21/z1 C .A12 C LA22 � .A11 C LA21/L/ z2

C �
In�p L

�
�.T �1z; u/ (3.96)

Pz2 D A21z1 C .A22 �A21L/ z2 C �2.T
�1z; u/CD2f .y; u; t/ (3.97)

y D C2z2 (3.98)

where z WD col.z1; z2/ with z1 2 R
n�p. Notice that (3.96) is independent of the

unknown functionf .�/. This very specific structure (3.96) occurs becauseLD2 D 0.
For system (3.96)–(3.98), consider a dynamical system (the observer) given by

POz1 D .A11 CLA21/Oz1 C .A12 CLA22 � .A11 C LA21/L/C
�1
2 y

C �
In�p L

�
�.T �1Oz; u/ (3.99)

POz2 D A21Oz1 C .A22 �A21L/ Oz2 �K.y � C2Oz2/C �2.T
�1Oz; u/C � (3.100)

Oy D C2Oz2 (3.101)

where Oz WD col.Oz1; C�1
2 y/ and Oy is the output of the dynamical system. Note that

Oz does not represent the state estimate col.Oz1; Oz2/. It is merely used as a convenient
notation in the developments which follow. Also note that the unknown input f .�/
does not appear in (3.99) and (3.100) but the known nonlinearity �.�/ does—except
its arguments depend on Oz and not z. The gain matrixK is chosen so that the matrix
C2.A22�A21L/C�1

2 CC2K is symmetric negative definite. This is always possible
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since C2 is nonsingular and an explicit formula is given later. Define the output
estimation error as ey D y � Oy, and the injection signal � as

� WD k.�/C�1
2

ey

keyk (3.102)

where k.�/ is a positive scalar function to be determined.
Let e1 D z1 � Oz1 and ey D y � Oy D C2.z2 � Oz2/. Then from (3.96) to (3.98) and
(3.99) to (3.101), the state estimation error dynamical system is described by

Pe1 D .A11 C LA21/e1 C �
In�p L

� �
�.T �1z; u/� �.T �1Oz; u/� (3.103)

Pey D C2A21e1 C �
C2.A22 �A21L/C�1

2 C C2K
�
ey C C2D2f .t/ � C2�

CC2
�
�2.T

�1z; u/� �2.T
�1Oz; u/� (3.104)

where Oz D col.Oz1; C�1
2 y/ and � is defined by (3.102). From Lemma 3.1 and

Assumptions 1–2, a matrixL of the form in (3.95) can be found to makeA11CLA21
stable. As argued earlier, a gain matrix K 2 R

p�p can be chosen as

K D �.A22 �A21L/C�1
2 � C�1

2 As (3.105)

where As is symmetric positive definite to ensure C2.A22 � A21L/C
�1
2 C C2K is

negative definite, and hence the nominal linear system matrix of the state estimation
error dynamical system (3.103) and (3.104) given by�

A11 C LA21 0

C2A21 C2.A22 �A21L/C�1
2 C C2K


(3.106)

is stable.
From (3.94) and (3.98), it follows that

T �1z � T �1Oz D
�
In�p �L
0 Ip

 �
z1 � Oz1

z2 � C�1
2 y


D
�
e1

0



) ��T �1z � T �1Oz�� D ke1k (3.107)

For system (3.103) and (3.104), consider a sliding surface

S D ˚
.e1; ey/ j ey D 0

	
(3.108)

Then, the following can be proved:

Proposition 3.2. Under Assumptions 1–2, the sliding motion of system (3.103) and
(3.104), associated with the surface (3.108), is asymptotically stable if the matrix
inequality

NAT NPT C NP NAC 1

"
NP NPT C "

�L��2 In�p C ˛P < 0 (3.109)
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where " and ˛ are positive constants, L� is the Lipschitz constant for �.x; u/ with
respect to x, and L has the structure in (3.95), is solvable for NP where

NP WD P
�
In�p L

�
and NA WD

�
A11
A21


(3.110)

with P > 0.

Proof. The analysis above has shown that (3.103) represents the sliding dynamics
when restricted to the sliding surface (3.108). Therefore, it is only required to prove
that (3.103) is asymptotically stable. Consider a candidate Lyapunov function V D
eT1 Pe1. The time derivative of V along the trajectories of system (3.103) is given by

PV j.3:103/ D eT1
�
.A11 CLA21/

T P C P.A11 C LA21/
�
e1

C2eT1 P
�
In�p L

� �
�.T �1z; u/� �.T �1Oz; u/�

D eT1
� NAT NPT C NP NA�e1 C 2

� NPT e1
�T �

�.T �1z; u/� �.T �1Oz; u/�
From the well-known inequality2 that 2XT Y � "XTX C 1

"
Y T Y for any scalar

" > 0, it follows that

PV j.3:103/ � eT1
� NP NAC NAT NPT

�
e1 C "eT1

NP NPT e1

C1

"

�
�.T �1z; u/� �.T �1Oz; u/�T ��.T �1z; u/� �.T �1Oz; u/�

From (3.107),

k�.T �1z; u/� �.T �1Oz; u/k � L�ke1k (3.111)

Consequently

PV j.3:103/ � eT1
� NP NAC NAT NPT

�
e1 C "eT1

NP NPT e1 C 1

"

�L��2 ke1k2

D eT1
� NP NAC NAT NPT C " NP NPT C 1

"

�L��2 I �e1
� �˛eT1 Pe1 D �˛V (3.112)

where (3.109) has been used to obtain the last inequality, and the proof is
complete. �
Remark 3.5. Note that inequality (3.109) can be transformed into the following
Linear Matrix Inequality (LMI) problem: for a given scalar ˛ > 0, find matrices P
and Y and a scalar " such that

2This is sometimes known as Young’s Inequality.
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2
64 ‚.P; Y /C ˛P C "

�L��2 P Y

P �"In�p 0

Y T 0 �"Ip

3
75 < 0 (3.113)

where‚.P; Y / WD PA1CAT1 PCYA21CATY21 T
and the decision variable Y WD PL

with P > 0. This problem can be solved by LMI techniques. If L� is known, then
for a given ˛, the problem of findingP , Y , and " to satisfy (3.113) is a standard LMI
feasibility problem. Alternatively, an optimization problem can be posed which is
to find P , Y , and " which maximizes L� in (3.113). This is a convex eigenvalue
optimization problem and can be solved using standard LMI algorithms.

Since PV .t/ � �˛V.t/ in (3.112), it follows that there exists a positive scalar M
such that

ke1.t/k � M ke1.0/k expf�˛t=2g (3.114)

where a choice isM WD
q

	max.P /

	min.P /
. Based on inequality (3.114), introduce a dynamic

system given by

POw.t/ D � 1
2
˛ Ow.t/ (3.115)

For any value e1.0/, choose Ow.0/ such thatM ke1.0/k � Ow.0/. Then, it is easy to see
that the available solution Ow.t/ to Eq. (3.115) is an upper bound on the size of the
corresponding state estimation error e1.t/; specifically ke1.t/k � Ow.t/ for all t � 0.

Proposition 3.3 has shown that the sliding mode associated with the sliding
surface S given in (3.108) is stable if the matrix inequality (3.109) is solvable.
The objective is now to determine the scalar gain function k.�/ in (3.102) such that
the system can be driven to the surface S in finite time and a sliding motion can be
maintained.

Proposition 3.3. Under Assumptions 1–2, system (3.103) and (3.104) is driven to
the sliding surface (3.108) in finite time and remains there if the gain k.�/ in (3.102)
is chosen to satisfy

k.t; u; y; Oz/ � .kC2A21k C kC2kL�/ Ow.t/C kC2D2k�.y; u; t/C � (3.116)

where � is a positive constant and Ow is the solution to the differential Eq. (3.115).

Proof. Let QV .ey/ D eTy ey . From the expression for the output estimation error in
(3.104), it follows that

PQV DeTy
�
C2.A22 � A21L

�
C�1
2 C C2K C �

C2.A22 � A21L/C
�1
2 C C2K

�T �
ey C

C2eTy
�
C2A21e1 C C2

�
�2.T

�1z/� �2.T
�1Ozy/

�C C2D2f .t/ � C2�
�

(3.117)
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Since, by design C2.A22 � A21L/C
�1
2 C C2K is symmetric negative definite, it

follows that�
C2.A22 � A21L/C

�1
2 C C2K

�T C C2.A22 � A21L/C
�1
2 C C2K < 0 (3.118)

By applying (3.90) and (3.118) to (3.117), it follows from (3.107) that

PQV � 2keyk �kC2A21k C kC2kL�
� ke1k C kC2D2k�.y; u; t/

� � 2eTy C2� (3.119)

From the arguments above, ke1.t/k � Ow.t/, and substituting the � given in (3.102)
into (3.119) yields

PQV D 2keyk�.kC2A21k C kC2kL�/ Ow � 2k.�/�keyk (3.120)

From (3.116) and (3.120) it follows that PQV � �2�keyk � �2� QV 1
2 : This shows

that the reachability condition is satisfied. It follows that QV D 0 in finite time and
consequently a sliding motion is achieved and maintained after some finite time
ts > 0. Hence the proof is complete. �

3.6 Fault Detection: A Simulation Example

Consider a single-link flexible joint robot system, where the system nonlinearities
come from the joint flexibility modeled as a stiffened torsional spring, and the
gravitational force. The dynamical model for the robot can be described by

P1 D !1 (3.121)

P!1 D 1
J1
.�1.2 � 1/C �2.2 � 1/

3/ � Bv
J1
!1 C K�

J1
u (3.122)

P2 D !2 (3.123)

P!2 D � 1
J2
.�1.2 � 1/C �2.2 � 1/

3/ � mlgh

J2
sin.2/ (3.124)

where 1 and !1 are the motor position and velocity, respectively; 2 and !2 are the
link position and velocity, respectively; J1 is the inertia of the DC motor; J2 is the
inertia of the link; 2h is the length of the link, while ml represents its mass; Bv is
the viscous friction; �1 and �2 both are positive constants; and K� is the amplifier
gain. The domain considered here is f.1; !1; 2; !2/ j j2�1j < 2:8; j!1j � 50g:
It is assumed that the motor position, motor velocity and the sum of link velocity,
and link position are measured. Suppose that a fault occurs in the input channel in
the robot system. Therefore the fault distribution matrixD will be equal to the input
distribution matrix. Suitable values for the parameters are: J1 D 3:7 	 10�3kgm2,
J2 D 9:3 	 10�3kgm2, h D 1:5 	 10�1m, m D 0:21kg, Bv D 4:6 	 10�2m, �1 D
�2 D 1:8 	 10�1Nm/rad, and K� D 8 	 10�2Nm/V. Let x D col.x1; x2; x3; x4/ WD
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.1; !1; 2; !2/. Then, the robot system can be described in the form (3.87) and
(3.88) where

�.x; u/ D

2
664

0

0:0194.x3 � x1/3 C 21:6216u
0

0:0486.x3 � x1/
3 � 83:4324 sin.x3/

3
775

A suitable transformation is given by z D T x with T defined as

T D

2
664

�1:4142 0 0 0

0 0 1 0

�1 �1 0 0

0 0 0 �0:01

3
775

It follows that

"
A11 A12

A21 A22

#
D

2
664

�1 0 1:4142 0

0 0 0 �1
8:0496 �0:0486 �11:4324 0

0:0137 0:0194 0 0

3
775 (3.125)

D2 D
"
0

D22

#
D
2
4 0

�21:6216
0

3
5 (3.126)

C2 D
2
4 0 �1 0

1 0 0

0 0 �1

3
5 (3.127)

and

�.T �1z; u/ D

2
664

0

0

�21:6216u � 0:0486.z2 C 0:7071z1/3

0:0002.z2 C 0:7071z1/3 C 0:3319 sin.z2/

3
775

Let ˛ D 0:5. From the LMI synthesis, the optimal value of the Lipschitz gain
L� D 0:75 when L D �

0 0 0
�
, " D 2, and P D 1:5 and the conditions

of Proposition 3.2 are satisfied. Finally, by choosing

K D
2
4 0 1:1 1

10:2324 �0:0486 0

0 0:0194 �1

3
5
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Fig. 3.17 Fault estimation
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Fig. 3.18 Fault estimation

it follows that

C2.A22 � A21L/C
�1
2 C C2K D

2
4�1:2 0 0

0 �1:1 0

0 0 �1

3
5

and thus (3.118) is true.
For simulation purposes, a linear state feedback controller has been introduced

to stabilize the system. In the first case, the fault signal is f .y; u; t/ D 0:5 sin.u/
which does not affect the stability of the system. The associated simulation is
shown in Fig. 3.17. In the second case, the fault signal is f .y; u; t/ D sin.u/
which destroys the system stability. The corresponding simulation is shown in
Fig. 3.18. The simulations show that the signal Qf can reconstruct the fault perfectly,
even if the fault destroys closed-loop stability. However, in the second simulation,
the reconstruction properties will eventually be lost over time as the states of
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the plant become unbounded. It also shows that in the presence of sensor noise
the reconstruction scheme is still effective. From (3.104) during the sliding motion
ey D Pey D 0 and

�eq D D2f .y; u; t/C �.T �1z; u/� �.T �1Oz; u/ (3.128)

Furthermore since Oz ! z as t ! 1 from (3.128) it follows that

�eq ! D2f .y; u; t/

and so the fault estimate signal

Of WD .DT
2 D2/

�1D2�eq ! f (3.129)

as t ! 1. Consequently .DT
2 D2/

�1D2�eq is an asymptotic estimate of the fault.

3.7 Notes and References

The earliest observer is attributed to Luenberger [134, 135] in which the difference
between the output of the plant and the observer is fed back linearly into the
observer. There is a vast literature devoted to this topic. The earliest work in terms
of sliding mode methods applied to observer problems is attributed to Utkin [182],
although these ideas had appeared in the Russian literature many years earlier [37].

The term sliding patch to describe the region in which sliding takes place was
first coined in [172]. This sought to enlarge the region in which sliding takes place. It
represents one of the earliest sliding mode observers with both linear and nonlinear
injection terms. The example in Sect. 3.2, to demonstrate the effects of the linear
and nonlinear terms on the observer performance, is taken from [7].

The problem of robust state estimation for systems with bounded matched
uncertainty was first explored by Walcott and Żak [188]. In terms of the design
of Walcott and Żak, a system theoretic interpretation of the constraints in (3.46) and
(3.47) by Steinberg and Corless [175] is that the transfer function matrix G.s/ D
FC.sI � A0/

�1B is strictly positive real. The problem of synthesizing P;G, and
F (and incorporating some sort of design element) is nontrivial. The structural
requirements (3.46) and (3.47) of Walcott and Żak were shown in [70] to be solvable
if and only if:

• Rank.CB/ D m.
• All the invariant zeros of .A;B; C / have negative real parts.

Under these circumstances a (semi-)analytic expression for the solution to the
observer design problem is given in terms of a gain matrix L 2 R

.n�p/�.p�m/ and
a stable matrix As22 2 R

p�p that defines Gl (see [70]). The approach in this chapter
builds on the work of Edwards and Spurgeon [65] which builds on the ideas of
Walcott and Żak [188]. An interesting comparison between sliding mode observers
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and other nonlinear techniques appears in [189]. A well-cited tutorial on sliding
mode observers is presented in [62]. A recent tutorial on this material appears
in [174]. The observer from Sect. 3.5 to deal with Lipschitz nonlinear systems is
given in Yan and Edwards [193]. The single-link flexible joint robot system is taken
from [78]. A comparison of these observers with so-called unknown input observers
appears in [69].

The optimization problem in Sect. 3.5 is a convex eigenvalue optimization
problem and can be solved using standard LMI algorithms [99] (largely based on
interior point methods). A now classical account of the different applications of
convex optimization to control problems is given by Boyd et al. [38].

One of the earliest paper to apply sliding mode observers to fault detection and
isolation problems is Edwards et al. [70]. These ideas have been expanded upon to
incorporate directly robust reconstruction [178]. Subsequently the relative degree
one restrictions in this chapter has been removed using a cascade of conventional
sliding mode observers [179]. An overview of applications of these ideas to fault
detection and fault tolerant control problems appears in [7].

3.8 Exercises

Exercise 3.1. Show that for the system

Px.t/ D Ax.t/ (3.130)

y.t/ D Cx.t/ (3.131)

where

A D
�
0 1

0 0


C D �

1 0
�

(3.132)

choosing the gain

Gn D
� �1

1


(3.133)

in the observer from (3.5) and (3.6) yields a stable sliding motion.

Exercise 3.2. Consider the system

Px.t/ D Ax.t/ (3.134)

y.t/ D Cx.t/ (3.135)

where

A D
�
0 1

0 0


C D �

1 1
�

(3.136)
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Find the range of values of the scalar gain � for which the gain vector

Gn D
�
�

1


(3.137)

in the observer from (3.5) and (3.6) yields a stable sliding motion.

Exercise 3.3. For the triple integrator

«y.t/ D u.t/ (3.138)

written in state-space form, with the states chosen as col.y; Py; Ry/, design an observer
of the form (3.5) and (3.6).

Exercise 3.4. Consider the system

Px.t/ D Ax.t/C Bu.t/CD�.t; x/ (3.139)

y.t/ D Cx.t/ (3.140)

where �.t; x/ is an unknown but bounded disturbance and

A D
�
0 1

0 0


B D D D

�
0

1


C D �

1 ˛
�

(3.141)

where ˛ is a scalar. Find the range of value of ˛ for which it is possible to design an
observer of the form (3.61) and (3.62).

Exercise 3.5. Consider a simple quarter-car vehicle model written in state space
form choosing as states v (forward velocity) and ! (wheel angular velocity)

Px.t/ D Ax.t/C Bu.t/CDf.t; x/ (3.142)

where x D col.v; !/ and

A D
� ��vg 0

0 � �!
J


B D

�
0

�Kb
J


D D

�
4
m

� r
J


(3.143)

In the above, f .t; x/ represents the unmeasured breaking force applied to the wheel.
The positive scalars � v, �w, J ,Kb , r ,m, g, and r are physical parameters associated
with the vehicle. It is assumed that only angular wheel speed ! is measured, and in
this case the output distribution matrix is given as

C D �
0 1

�
(3.144)

The following model-based nonlinear observer is proposed

POx.t/ D A Ox.t/CBu.t/CGley CD� (3.145)
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where Ox D col.Ov; O!/, the design gain Gl 2 R
2, ey D ! � O!, and � D �ksign.Fey/

where k is a scalar gain, F is a scalar which will be defined later, and Ov and O! are
estimates of v and !, respectively. The design problem is to compute Gl , F , and k
so that the estimated angular velocity O! is such that ey D ! � O! � 0 in finite time:
i.e., a sliding motion is achieved in finite time.

Here the gain Gl is proposed as

Gl WD
� 4J� vg

rm
� 4J

rm
˛

� �!
J

C ˛


(3.146)

where ˛ is a positive scalar.

1. Show that the eigenvalues of .A�GlC / D f��vg;�˛g which implies .A�GlC /
is stable by design.

2. Consider as a Lyapunov function V D eT Pe where

P WD
"

P1
4J
rm
P1

4J
rm
P1 P2 C 16J 2

r2m2
P1

#
(3.147)

and P1 and P2 are positive scalars. Define

Q WD � �P.A �GlC /C .A�GlC /
T P

�
(3.148)

Show that Q is symmetric positive definite.
3. Show that PD D FCT for the scalar F WD �2˛r

J
P2.

Use this information to demonstrate that (3.145) induces a sliding motion on the
hyperplane S D fe W Ce D 0g in finite time.

Exercise 3.6. A more complex model of the same system, but now including a
LuGre friction model, is

Pxp.t/ D Apx.t/C Bpu.t/CDpx1.t/f .x3/ (3.149)

where the control signal u.t/ D Pb.t/ and

Ap WD
2
4 0 0 1

g�0 �g� v g.�1 C �2/

q�0 g� v q.�1 C �2/

3
5 Bp WD

2
4 0

0

� rkb
J

3
5 (3.150)

The distribution matrix through which the nonlinear terms operate is

Dp WD
2
4 �1

�g�1
�q�1

3
5 (3.151)
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In these matrices, the aggregate parameter q WD �.g C Fnr
2

J
/. Since it is assumed

that only angular wheel speed ! is measured, the output distribution matrix

Cp D �
0 1

r
1
r

�
(3.152)

Consider an observer of the form

POxp.t/ D Ap Oxp.t/C Bpu.t/CGpey CDp� (3.153)

whereGp 2 R
3 and � D �kpsign.ey/ where kp is a scalar gain. The main objective

is to synthesize an observer to generate an estimated angular velocity O! D C Ox such
that ey D ! � O! � 0 in finite time despite the nonlinear friction terms which have
been ignored in (3.153). It is shown in [148] that if

Ng1 D r C .g C ˇ

�1
/ J
Fnr

(3.154)

Ng2 D g.ˇ C g N� � �0
�1
/ J
Fnr

C gr.�1 C �2/ (3.155)

Ng3 D .�1 C �2/q � �w
J

C �0
�1

� ˇ (3.156)

where N� D �v C �1 C �2 and ˇ is a negative scalar, then

Gp D
2
4 Ng1

Ng2
r Ng3 � Ng2

3
5 (3.157)

is an appropriate choice of gain in (3.153). Define ep D xp � Oxp as the state
estimation error, where xp D col.x1; x2; x3/. The dynamics of the error system
can be obtained from (3.149) and (3.153) as

Pep D .Ap �GpCp/ep CDp

�
f .x3/x1 � kp sign.ey/

�
(3.158)

Show the reduced-order sliding motion is governed by the linear system

� Pe1
Pe2


D
"

� �0
�1

�2
�1

0 �� vg

#�
e1
e2


(3.159)

and so the sliding motion is stable

Exercise 3.7. Consider the following Lur’e-type representation for Chua’s circuit:

Pxi D Axi CD�i .yi /CBui (3.160)

yi D Cxi (3.161)
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where

AD
2
4�al1 a 0

1 �1 1

0 �b 0

3
5 ; DD

2
4�a.l0 � l1/

0

0

3
5 (3.162)

CD
�
1 0 0

0 1 0


(3.163)

The nonlinearity is �i .yi / D 1
2
.jxi1Ccj�jxi1�cj/, which has a sector bound Œ0; 1�.

The chosen values of the parameters are a D 9; b D 14:286; c D 1; l0 D �1=7, and
l1 D 2=7 in order to obtain double-scroll attractor behavior.

Design a sliding mode observer for this system.



Chapter 4
Second-Order Sliding Mode Controllers
and Differentiators

As we have seen, classic sliding modes provide robust and high-accuracy solutions
for a wide range of control problems under uncertainty conditions. However, two
main restrictions remain. First, the constraint to be held at zero in conventional
sliding modes has to be of relative degree 1, which means that the control needs to
explicitly appear in the first time derivative of the constraint. Thus, one has to search
for an appropriate constraint. Second, high-frequency control switching may easily
cause unacceptable practical complications (chattering effect), if the control has any
physical sense.
Suppose that the problem is to keep the sliding variable s at zero, while the control
appears only in Rs. Usually the constraint function � D s C Ps is chosen. By
construction, P� D Ps C Rs contains the control, and � can be kept at zero in a classic
sliding mode (Chap. 2). As a result s tends asymptotically to zero. Keeping it at
exact zero is not possible. One also needs to calculate Ps to realize this scheme.
Both of these goals, exact robust differentiation and exactly keeping s D 0, can be
accomplished by the second-order sliding mode technique to be developed in this
chapter.
Suppose that the problem is to keep s at zero, while the control appears already in Ps.
This problem is easily solved by means of conventional sliding modes (Chap. 2). But
often the chattering effect makes the solution unacceptable. A possible solution is
to consider the control derivative as a new virtual control. Then the above reasoning
can be applied, and using a second-order sliding mode technique, the task can be
accomplished exactly, and in finite time, by means of continuous control. As a
consequence it can be expected that the chattering effect is significantly attenuated.

4.1 Introduction

Consider a simple control system involving target pointing by means of a pendulum
(with the angle coordinate measured from q D �=6) given by

Px D � sin.x C q/C u; q D �=6 (4.1)

Y. Shtessel et al., Sliding Mode Control and Observation, Control Engineering,
DOI 10.1007/978-0-8176-4893-0 4, © Springer Science+Business Media New York 2014

143



144 4 Second-Order Sliding Mode Controllers and Differentiators

Fig. 4.1 Asymptotically stable second-order sliding mode at x D 0; u D sin.q/

The targeting problem is reformulated as the stabilization of Eq. (4.1) at x = 0. It is
easily solved by means of the standard relay controller

u D � 2 sign.x/ (4.2)

As we have already seen, this controller produces considerable chattering. One
of the natural ways to avoid chattering is to introduce dynamical regularization
gradually switching the control

Pu D
� �u if juj > 2

�˛ sign.x/ if juj � 2
(4.3)

where u.0/ D u0.
Let x and u be the new coordinates (Fig. 4.1), and suppose ˛ is sufficiently

large. Obviously, we get Px > 0 with u > ueq D sin.x C �=6/ and Px < 0

with u < sin.x C q/. Each trajectory starting from the point .0; u0/, with u0 >
sin.q/ D sin.�=6/ D 0:5, revolves around the point .0; 0:5/. The closer is the initial
point to .0; 0:5/, the closer is the trajectory to .0; 0:5/. Thus the point .0; 0:5/ is the
limit of trajectories. Furthermore it can even be shown that solutions asymptotically
converge to this point. From the theory of ordinary differential equations one
learns that a limit trajectory also has to be a solution trajectory. In other words,
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x D 0; u D 0:5 is a constant solution of the system (4.1), (4.3). Moreover, obviously
the solution should still be x D 0; u D sin.q/, with q slowly changing. The point
x D 0; u D 0:5 does not represent a solution in any classical sense, but is a solution
in the sense of Filippov.

The point x D 0; u D sin.q/ D 0:5 satisfies the conditions

x D 0; Px D 0 (4.4)

Such a constant solution would be an ideal solution for the stated control problem,
provided it can indeed be considered as a solution of Eqs. (4.1), (4.3). Motions
satisfying (4.4) are said to be in the second-order sliding mode or 2-sliding mode.
The point x = 0, u = 0.5 is the 2-sliding manifold. In this chapter we will learn how
to establish such modes and to ensure their finite-time stability. But first we need to
redefine the very notion of the solution for the case of differential equations with
discontinuous right-hand sides.

Definition 4.1. Consider a discontinuous differential equation Px D f .x/ (Filippov
differential inclusion Px 2 F.x/) with a smooth output function � D �.x/, and let it
be understood in the Filippov sense. Then, provided that:

1. � and the total time derivative P� D � 0
x.x/f .x/ are continuous functions of x

2. The set

� D P� D 0 (4.5)

is a nonempty integral set
3. The Filippov set of admissible velocities at the set defined by Eq. (4.5) contains

more than one vector

the motion on the set (4.5) is said to exist in a 2-sliding (second-order sliding) mode
(Fig. 4.2), and the set (4.5) is called a 2-sliding set. The nonautonomous case is
reduced to the considered one by introducing the fictitious equation Pt D 1.

Note that the third requirement means that set (4.5) is a discontinuity set of
the equation, and it is introduced here only to exclude extraneous cases of integral
manifolds of continuous differential equations. That condition is illustrated by the
two limit velocity vectors at the 2-sliding point M in Fig. 4.2. Also note that the
extension of the above definitions by the introduction of the fictitious equation Pt D 1

actually makes time similar to other coordinates. This approach is different from the
standard definition by Filippov, it is simpler, and it provides for more solutions.

The conventional sliding mode described in Chap. 2 is called first order (� is
continuous, and P� is discontinuous). The general definition of the sliding mode order
is very similar and is introduced in Chap. 6.

Remark 4.1. The notion of the sliding order appears to be connected with the
notion of relative degree.
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Fig. 4.2 2-sliding mode

Consider a general system linear in the control given by

Px D a.t; x/C b.t; x/u (4.6)

x 2 R
n, with the output

� D �.t; x/ (4.7)

The functions a; b; � are assumed to have all the necessary derivatives. In this
chapter we consider the simplest case when �; u 2 R. The total time derivative
of � is defined as

P� D � 0
t C � 0

xa C � 0
xbu

Suppose that � 0
xb � 0. Then calculating the second total derivative yields

R� D � 00
t t C 2� 00

txa C � 0
xa

0
t C Œ� 00

xx.aC bu/�aC � 0
xŒa

0
x.a C bu/�

Thus,

R� D h.t; x/C g.t; x/u; g.t; x/ D .� 00
xxb/aC � 0

x.a
0
xb/ (4.8)

where h is another appropriately defined function. Hence, the relative degree equals
1 if � 0

xb ¤ 0, and it equals 2 , if � 0
xb � 0 and .� 00

xxb/aC � 0
x.a

0
xb/ ¤ 0.

Suppose that the system relative degree exists, and the control function u is
defined by some discontinuous feedback. Then with relative degree 1 the function
P� is discontinuous, while � of course is continuous. On the other hand with relative
degree 2 and discontinuous u get that � , P� are continuous functions, while R�
is discontinuous. Therefore we come to conclusion that the conventional sliding
(1-sliding) mode can only be achieved with relative degree 1, while the second-order
sliding (2-sliding) mode requires relative degree 2 with respect to discontinuous
control.
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4.2 2-Sliding Mode Controllers

Once more consider a dynamic system of the form

Px D a.t; x/C b.t; x/u; � D �.t; x/ (4.9)

where x 2 R
n, u 2 R is control, � is the only measured output, and the smooth

functions a; b; � (and the dimension n) are unknown. The task is to make the output
� vanish in finite time and to keep � � 0 by means of discontinuous globally
bounded feedback control. The system trajectories are supposed to be infinitely
extendible in time for any bounded input. The system is understood in the Filippov
sense.

Assume that the measured output �.t; x/ is twice differentiable with respect to
time and the condition � 0

xb � 0 and .� 00
xxb/aC� 0

x.a
0
xb/ ¤ 0 hold. Then calculating

the second total time derivative R� along the trajectories of Eq. (4.9), under the
conditions outlined above in Eq. (4.8), we obtain

R� D h.t; x/C g.t; x/u

where the functions h D R� juD0, g D @
@u R� ¤ 0 are some unknown smooth functions.

Suppose that the inequalities

0 < Km � g � KM; jhj � C (4.10)

hold globally for some Km;KM ;C > 0. Note that, at least locally, Eq. (4.10) is
satisfied for any smooth system (4.8) with the well-defined relative degree 2.

Obviously, no continuous feedback controller of the form u D '.�; P�/ can solve
the stated problem. Indeed, such a control ensuring � � 0 has to satisfy the equality
R� � 0 as well, which means that '.0; 0/ D �h.t; x/=g.t; x/, whenever � D P� D 0

holds. The uncertainty in the problem prevents it, since the controller will not be
effective for the simple autonomous linear system R� D c C ku, Km � k � KM ,
jcj � C , with '.0; 0/ ¤ �c=k. In other words, due to the uncertainty, the 2-sliding
mode � D P� D 0 needs to be established.

Assume now that Eq. (4.10) holds globally. Then Eqs. (4.8), (4.10) imply the
differential inclusion

R� 2 Œ�C;C �C ŒKm;KM � u (4.11)

Most 2-sliding controllers may be considered as controllers for Eq. (4.11) steering
�; P� to 0 in (preferably) finite time. Since the inclusion (4.11) does not “remember”
the original system (4.9), such controllers are obviously robust with respect to any
perturbations preserving (4.10).

Hence, the problem is to find a feedback

u D '.�; P�/ (4.12)
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such that all the trajectories of Eqs. (4.11), (4.12) converge in finite time to the origin
� D P� D 0 of the phase plane �; P� . We will now consider a number of the simplest
and most popular controllers solving this problem.

4.2.1 Twisting Controller

The twisting controller described below is historically the first 2-sliding controller
which was proposed. It is defined by the formula

u D � .r1sign.�/C r2sign. P�// ; r1 > r2 > 0 (4.13)

Theorem 4.1. Let r1 and r2 satisfy the conditions

.r1 C r2/Km � C > .r1 � r2/KM C C; .r1 � r2/Km > C (4.14)

The controller in Eq. (4.13) guarantees the appearance of a 2-sliding mode � D
P� D 0 attracting the trajectories of the sliding variable dynamics (4.11) in finite
time.

Proof. It is easy to see that every trajectory of the system crosses the axis � D 0 in
finite time. Indeed, due to Eqs. (4.13), (4.14) sign.�/ sign. R�/ < 0 and with sign.�/
being constant for a long time, � P� < 0 is established, while the absolute value of P�
tends to infinity. It follows from Eq. (4.14) that with � ¤ 0

�ŒKM.r1 C r2/C C �� R�sign.�/ � �ŒKM.r1 C r2/� C � < 0 with � P� > 0
�ŒKM .r1 � r2/C C �� R�sign.�/ � �ŒKM.r1 � r2/� C � < 0 with � P� < 0

(4.15)
According to the Filippov definitions, the values taken on a set of the measure 0

(in particular on any curve) do not matter. Let P�0; �M ; P�M (Fig. 4.3.) be the
trajectory of differential equation

R� D
� �ŒKm.r1 C r2/� C �sign.�/ with P�� > 0

�ŒKM.r1 � r2/C C �sign.�/ with P�� � 0;
(4.16)

with the same initial conditions. Assume now for simplicity that the initial values
are � D 0, P� D P�0 > 0 at t D 0. Thus, the trajectory enters the half-plane P� >0.
Simple calculation shows that with � > 0 the solution of Eq. (4.16) is determined
by the equalities

� D �M � P�2
2ŒKm.r1Cr2/�C� with P� > 0

� D �M � P�2
2ŒKM .r1�r2/CC� with P� � 0 (4.17)

where �M is determined from the equation
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Fig. 4.3 Construction of a majorant trajectory for the twisting controller

2ŒKM.r1 C r2/� C ��M D P�20 (4.18)

Consider any point P.�P ; P�P / of this curve (Fig. 4.3). The velocity of Eqs. (4.11),
(4.13) at this point has coordinates ( P�P , R�P ). Hence, the horizontal component of
the velocity depends only on the point itself. Since the vertical component satisfies
the inequalities (4.15), the velocity of Eqs. (4.11), (4.13) always “looks” into the
region bounded by the axis � D 0 and curve (4.17). That curve is called the
majorant. Let the trajectory of Eqs. (4.11), (4.13) next intersect the axis � D 0

at the point P�1. Then, obviously, j P�1j� j P�M j and

j P�1j = j P�0j � ŒKM .r1 � r2/C C � = ŒKM .r1 C r2/ � C �1=2 D q < 1 (4.19)

Extending the trajectory into the half-plane � < 0, after similar reasoning,
guarantees that the successive crossings of the axis � D 0 satisfy the inequality

j P�iC1j = j P�i j � q < 1 (4.20)

as shown in (Fig. 4.3). Therefore, the algorithm obviously converges. Next the
convergence time is to be estimated. The real trajectory consists of an infinite
number of segments belonging to the half-planes � � 0 and � � 0 (Fig. 4.4).
On each of these segments P� changes monotonously according to Eq. (4.15). The
total variance of the function P�.t/ is

Var . P�.�// D j P�iC1j � j P�0j
�
1C q C q2 C : : :

� D j P�0j
1 � q

(4.21)
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Fig. 4.4 Twisting controller trajectory

and the total convergence time is estimated as

T �
X j P�i j

ŒKm.r1 � r2/� C �
� j P�0j
.1 � q/ŒKm.r1 � r2/ � C � (4.22)

The proof of the theorem is complete. �
Remark 4.2. Note that considering the successive intersections of the trajectory
with the � axis, a similar inequality can be obtained:

j�iC1j = j�i j � ŒKM .r1 � r2/C C � = ŒKM .r1 C r2/ � C �1=2 D q2 < 1 (4.23)

which also can be used for the proof. The same majorant curves are used, taken in
the half-plane P� � 0 or P� � 0.

Remark 4.3. In practice the parameters are never assigned according to inequal-
ities (4.14). Usually the real system is not exactly known, the model itself is not
really adequate, and the estimations of parametersKM ,Km, C are much larger than
the actual values (often 100 times larger!). The larger the controller parameters, the
more sensitive is the controller to any switching imperfections and measurement
noises. Thus, a pragmatic way is to adjust the controller parameters via computer
simulations. (In fact this is true with respect to all controllers described in this
chapter.)
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Fig. 4.5 Suboptimal controller trajectory convergence (the case of q < 1)

4.2.2 Suboptimal Algorithm

The so-called suboptimal controller is given by

u D �r1sign
�
� � ��=2

�C r2sign
�
��� ; r1 > r2 > 0; (4.24)

where

r1 � r2 >
C

Km

; r1 C r2 >
4C CKM.r1 � r2/

3Km

; (4.25)

and �� is the value of � detected at the last time when P� was equal to 0. The initial
value of �� is equal to 0. Any computer implementation of this controller requires
successive measurements of P� or � . Usually, the detection P� D 0 occurs when
the difference between successive measurements of �� changes sign. The idea of
the controller is directly derived from time-optimal control of a double integrator.
A trajectory of the suboptimal controller is shown in the coordinates � , P� in Fig. 4.5.

In the figure �0; �2 are two successive points of the intersection with the axis
P� D 0 and �1 D �0=2. Similar to the proof of the twisting controller inequality
(4.19), this implies that

j�1 � �2j = j�0 � �1j � ŒKM .r1 � r2/C C � = ŒKM .r1 C r2/� C � D q2 < 2

(4.26)
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(see the remark after the twisting controller proof). Let �0 > 0, then considering the
cases �2 > 0 and �2 � 0 one can obtain that j�2j = j�0j � 1=2, which also provides
finite-time convergence. Note that with q < 1 the overshoot case �2 � 0 is excluded
and monotonic convergence to zero is ensured (Fig. 4.5). The previous results can
be summarized as the following theorem:

Theorem 4.2. Controller (4.24), (4.25) guarantees the finite-time establishment
and keeping of the 2-sliding mode � � 0 for the sliding variable dynamics satisfying
(4.11).

�

4.2.3 Control Algorithm with Prescribed Convergence Law

The controller with prescribed convergence law is defined as

u D �˛ sign . P� C �.�// ; ˛ > 0 (4.27)

where �.�/ is a continuous function smooth everywhere except � D 0. It is assumed
that all solutions of the differential equation P� C �.�/ D 0 converge to 0 in finite
time. The idea is to keep P� C �.�/ D 0 in the 1-sliding mode.
Choosing �.�/ D ˇj� j1=2 sign � , ˇ > 0, in Eq. (4.27) yields the controller

u D �˛ sign. P� C ˇj� j1=2 sign �/ (4.28)

The following result can be proved:

Theorem 4.3. Controller (4.28) guarantees the establishment and maintenance of
a 2-sliding mode � � 0 for the sliding variable dynamics given by Eq. (4.11), in
finite time.

Proof. Differentiating the function † D P� C ˇ j� j1=2 sign .�/ along the trajectory
yields

P† 2 Œ�C;C �� ˛ ŒKm;KM � sign .†/C 1
2
ˇ P� j� j�1=2 (4.29)

Checking the condition P† sign.† / < const < 0 in a vicinity of each point on
the curve † D 0, using P� D �ˇ j� j1=2 sign .�/, implies that the 1-sliding-mode
existence condition holds at each point except at the origin, if ˛Km � C > ˇ2=2.

The trajectories of the inclusion inevitably hit the curve† D 0 due to geometrical
reasons. Indeed, each trajectory, starting with † > 0, terminates sooner or later at
the semi-axis � D 0; P� < 0 , if u D �˛ � sign.†/ keeps its constant value �˛
(Fig. 4.6). Thus, on the way it inevitably hits the curve † D 0. The same is true
for the trajectory starting with † < 0. From that moment the trajectory slides along
the curve † D 0 towards the origin and reaches it in finite time. Obviously, each
trajectory starting from a disk centered at the origin comes to the origin in a finite
time, the convergence time being uniformly bounded in the disk.
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Fig. 4.6 Trajectories of the controller with the prescribed convergence law

Consider the region �" confined by the lines P� D ˙" and the trajectories of the
differential equations R� D �C C Km˛ with initial conditions � D "2=ˇ2; P� D ",
and R� D C � Km˛ with initial conditions � D �"2=ˇ2; P� D " (Fig. 4.6).
No trajectory starting from the origin can leave �". Since " can be taken arbitrarily
small, the trajectory cannot leave the origin. This completes the proof. �

4.2.4 Quasi-Continuous Control Algorithm

An important class of controllers comprises the recently proposed so-called quasi-
continuous controllers, featuring control continuous everywhere except the 2-sliding
manifold � D P� D 0 itself. Since the 2-sliding condition requires the simultaneous
fulfillment of two exact equalities, in the presence of any small noises and
disturbances, the general-case trajectory does not ever hit the 2-sliding set. Hence,
in practice the condition � D P� D 0 is never fulfilled, and the control remains
continuous function of time, all the time. The larger the noises and switching
imperfections, the worse the accuracy and the slower the changing rate of u. As a
result, chattering is significantly reduced. The following is a 2-sliding controller
with such features:

u D �˛ P� C ˇj� j1=2sign.�/

j P� j C ˇj� j1=2 (4.30)
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Fig. 4.7 Trajectories of the quasi-continuous controller

This control is continuous everywhere except the origin and it vanishes on the
parabola P� Cˇ j� j1=2 sign .�/ D 0. For sufficiently large ˛, there are numbers
�1; �2 W 0 < �1 < ˇ < �2 such that all the trajectories enter the region between the
curves P� C�i j� j1=2 sign .�/ D 0; i D 1; 2 and cannot leave it (Fig. 4.7).

Theorem 4.4. Let

˛; ˇ > 0; ˛Km � C > 0 (4.31)

and suppose the inequality

˛Km � C � 2˛Km

ˇ

�C ˇ
� 1

2
�2 > 0 (4.32)

holds for some positive � > ˇ (it is always true for a sufficiently large ˛), then the
controller (4.30) guarantees the establishment of a stable 2-sliding mode � � 0 for
the sliding variable dynamics given by Eq. (4.11), in finite time.

Remark 4.4. The conditions of the theorem can be solved for ˛, but the resulting
expressions are redundantly cumbersome.

Proof. Denote � D � P�= j� j1=2. Due to the symmetry of the problem, it is enough
to consider the case of � > 0 and �1 < � < 1. Calculations show that u D
˛ .� � ˇ/ = .j�j C ˇ/ and
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P� 2


Œ�C;C �� ŒKm;KM � ˛

� � ˇ

j�j C ˇ
C 1

2
�2sign .�/

�
j� j�1=2 (4.33)

With a negative or small positive �, the rotation velocity P� is always positive due
to Eq. (4.31). Thus there is a positive �1 < ˇ such that the trajectories enter the
region � > �1. It is now necessary to show that there is a �2 > ˇ such that in some
vicinity of � D �2 the inequality P� < 0 holds. This is exactly condition (4.32). Thus,
conditions (4.31), (4.32) provide for the establishment and keeping of the inequality
�1 < � < �2 and the proof of the theorem is complete. �

4.2.5 Accuracy of 2-Sliding Mode Controllers

Consider the cases of noisy and/or discrete measurements with respect to the
sampling interval � . We will see in Chap. 6 that the discrete-sampling versions
based on the Euler scheme provide an accuracy level of � D O.�2/; P� D O.�/

in the absence of noise. Noisy measurements lead to the accuracy � D O."/,
P� D O."1=2/ , if the maximal errors of � and P� and the sampling are of the order
of " and "1=2, respectively, and the maximal sampling interval � is of the order "1=2.
Note that this result does not require any practical dependence between � and noise
magnitudes. Indeed, in practice there are always specific values of noise magnitudes
and sampling intervals, which can always be considered as a sample of an infinite
family (in a nonunique way). Moreover, one can always reduce either the noise
magnitudes or the sampling interval, preserving the same upper accuracy estimation.

4.3 Control of Relative Degree One Systems

All the controllers described this far require real-time measurements of P� or at
least of sign. P�/. In other words, in order to guarantee � D P� D 0, both � and
P� measurements are needed. This is reasonable but, nevertheless, not inevitable.
The following controller can be used instead of the conventional (first-order) sliding
mode using the same available information.

4.3.1 Super-Twisting Controller

Consider once more the dynamical system (4.9) of relative degree 1 and suppose
that

P� D h.t; x/C g.t; x/u (4.34)
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Fig. 4.8 Trajectory of the super-twisting controller

Furthermore assume that for some positive constants C , KM , Km, UM , q

j Phj C UM j Pgj � C; 0 � Km � g.t; x/ � KM; jh=gj < qUM ; 0 < q < 1

(4.35)

hold and define

u D �	j� j1=2sign.�/C u1; Pu1 D
(

�u; juj > UM
�˛sign.�/; juj � UM

(4.36)

Then the following result is obtained.

Theorem 4.5. With Km˛ > C and 	 sufficiently large, the controller (4.36)
guarantees the appearance of a 2-sliding mode � D P� D 0 in system (4.34), which
attracts the trajectories in finite time. The control u enters in finite time the segment
Œ�UM ;Um� and stays there. It never leaves the segment, if the initial value is inside
at the beginning.

Remark 4.5. Note that the controller does not need measurements of P� .

The controller given in Eq. (4.36) is called the super-twisting controller. The cor-
responding phase portrait is shown in Fig. 4.8. A sufficient (very crude!) condition
for validity of the theorem is

	 >

s
2

.Km˛ � C/

.Km˛ C C/KM.1C q/

K2
m.1 � q/ (4.37)

Proof. Computing Pu with juj > UM yields Pu D � 1
2
	 P� j� j�1=2 � u . It follows from

Eqs. (4.34), (4.35) that P�u > 0 with juj > UM and thus, Puu < 0, and u moves
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Fig. 4.9 A majoring curve for the super-twisting controller

towards the segment juj � UM . Therefore juj � UM is established in finite time, for
jPuj > UM when juj > UM . Note that a 1-sliding mode with u D �Umsign.�/ could
exist during time intervals of constant sign.�/ (e.g., see Fig. 4.1). The following
equation is satisfied with juj < UM; � ¤ 0 :

R� D PhC Pgu � g
1

2
	

P�
j� j1=2 � g ˛ sign.�/

The trivial identity d
dt

j� j= P�sign.�/ is used here. Note that once more, the values
taken on sets of measure 0 are not accounted for; thus the differentiation is
performed with sign.�/ D const . The latter equation may be rewritten as

R� 2 Œ�C;C �� ŒKm;KM �



1

2
	

j P� j
j� j1=2 C ˛sign .�/

�
(4.38)

This inclusion does not ‘remember’ anything about the original system. Then
similarly to the proof of Theorem 4.1, with � > 0, P� > 0, the real trajectory
is confined by the axes � D 0; P� D 0 and the trajectory of the equation R� D
� .Km˛ � C/ . Let �M be the intersection of this curve with axis P� D 0. Obviously,
2 .Km˛ � C/ �M D P�20 (Fig. 4.9). It is easy to see from Fig. 4.9 that

� > 0; P� > 0; 1
2
	

j P� j
j� j1=2 >

C

Km

C ˛ ) R� > 0
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Thus, the majoring curve with � > 0 is constructed from the following curves
(Fig. 4.9):

P�2 D 2 .Km˛ � C/ .�M � �/ with P� > 0; P�20 D 2 .Km˛ � C/�M

� D �M with 0 � P� � � 2
	



C

Km

C ˛

�
�1=2

P� D P�M D � 2
	



C

Km

C ˛

�
�
1=2
M with 0 � � � �M

The condition j P�M= P�0j < 1 is sufficient for the algorithm convergence while juj <
UM . That condition is rewritten as

2.Km˛ C C/2

	2K2
m.Km˛ � C/ < 1

Unfortunately, the latter inequality is still not sufficient, for this consideration does
not include the possible 1-sliding mode keeping of u D ˙UM . It is easy to see that
such a mode is not possible with � P� > 0. Indeed, in that case u P� stays negative and
does not allow any sign switching of u � Um. On the other hand, from Eqs. (4.34),
(4.35) and juj � UM , in such a sliding mode

Km.1 � q/UM � j P� j D g jh=g C uj � KM.1C q/UM

Thus, P�0 � KM.1C q/UM , and the conditionˇ̌̌
ˇ P�M

P�0

ˇ̌̌
ˇ < Km.1 � q/UM

KM.1C q/UM
D Km.1 � q/
KM.1C q/

is sufficient to avoid keeping u D ˙UM in sliding mode. The resulting condition
above coincides with Eq. (4.37).

It is now required to prove the finite-time convergence. It is enough to consider
only a sufficiently small vicinity of the origin, where juj < UM is guaranteed.
Consider an auxiliary variable � D h.t; x/ C g.t; x/u1. Obviously, � D P� at the
moments when � D 0 , and u1 ! �h=g as t ! 1. Thus, � D g.h=g C u1/
tends to zero. Starting from the moment when ju1j < UM holds, its derivative
P� D PhC Pgu1 � g ˛ sign.x/ satisfies the inequalities

0 < Km˛ � C � �P� sign.�/ � KM˛ C C

As in the proof of Theorem 4.1, the total variation of � is equal to
P j P�i j, is bounded

by a geometric series, and therefore converges. The total convergence time T �P j P�i j=.Km˛ � C/ and the proof of the theorem is complete. �
Note that the accuracy estimations formulated at the end of Sect. 4.2 remain valid

for sufficiently small noises and/or sampling intervals. This robustness feature leads
to the application of the controller in observation and identification. One of the most
important applications is considered in the next Subsection.
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4.3.2 First-Order Differentiator

The super-twisting controller is used for systems of relative degree 1. In other
words it can be used instead of a standard 1-sliding-mode controller in order to
avoid chattering. However for relative degree 2 systems a 2-sliding controller, like
a twisting one, is needed to stabilize system (4.6) in finite time. In order to avoid
the use of P� measurements, a differentiator (observer) is needed. Popular linear
high-gain observers cannot fulfill this task because they only provide asymptotic
stabilization at an equilibrium state. The differentiator needed here has to feature
robust exact differentiation with finite-time convergence in the absence of the
measurement noise.

Let the input signal f .t/ be a function defined on Œ0;1/ consisting of a bounded
Lebesgue-measurable noise with unknown features and an unknown base signal
f0.t/ with the first derivative having a known global Lipschitz constant L > 0.
The problem is to find real-time robust estimations of f0.t/ and Pf0.t/ which are
exact in the absence of measurement noise.

Consider the auxiliary system Pz0 D v, where v is a control input. Let �0 D
z0 � f0.t/ and let the task be to keep �0 D 0 in a 2-sliding mode. In that case
�0 D P�0 D 0, which means that z0 D f0.t/ and Pf0 D v . The system can be
rewritten as

P�0 D � Pf0.t/C v; j Rf0j � L

The function Pf0 can be not smooth, but its derivative Rf0 exists almost everywhere
due to the Lipschitz property of Pf0. A modification of the super-twisting controller

v D �	1j�0j1=2sign.�0/C z1
Pz1 D �	2sign.�0/

is applied here. The modification is needed, for neither Pf0.t/ nor v is bounded. The
resulting form of the differentiator is

Pz0 D v D �	1 jz0 � f .t/j1=2 sign .z0 � f .t//C z1
Pz1 D �	0sign.z0 � f .t//

(4.39)

where both v and z1 can be taken as the differentiator outputs.

Theorem 4.6. In the absence of noise for any 	0 > L for every sufficiently large
	1, both v and z1 converge in finite time to Pf0.t/, while z0 converges to f0.t/.

The proof of the theorem is actually contained in the proof of Theorem 4.5.
Sufficient crude convergence conditions are

	0 > L;
2.	0 C L/2

	21.	0 � L/
< 1 (4.40)
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Theorem 4.7. Let the input noise satisfy the inequality jf .t/ � f0.t/j � ". Then
the following inequalities are established in finite time for some positive constants
�1; �2; �3, depending exclusively on the parameters of the differentiator and L:

jz0 � f0.t/j � �1"; jz1 � Pf0.t/j � �2"
1=2; jv � Pf0.t/j � �3"

1=2

Moreover, these asymptotics cannot be improved.

Sketch of the proof. Let �0 D z0 � f0.t/ , �1 D z1 � Pf0.t/, then

P�1 D � Rf0.t/ � 	0sign.�0/ 2 Œ�L; L� � 	0sign.�0/;

and the differentiator equations in the absence of the input noise may be replaced
by the inclusion

P�0 D �	1j�0j1=2sign.�0/C �1
P�1 2 �Œ	0 �L; 	0 C L�sign.�0/

(4.41)

Its solutions converge to the origin �0 D 0; �1 D 0 in finite time. With " ¤ 0

inclusion (4.41) turns into

P�0 2 �	1j�0 C Œ�"; "�j1=2sign.�0 C Œ�"; "�/C �1
P�1 2 �Œ	0 � L; 	0 CL�sign.�0 C Œ�"; "�/

For small " D "0, the trajectories are concentrated in a small set �0 � �0, �1 � �1
and stay there forever. Apply a combined transformation of coordinates, time, and
parameters:

G� W .�0; �1; t; "0/ 7! .�2�0; ��1; �t; �
2"0/

Then it is easy to see that the trajectories of inclusion (4.40) are transferred into
the trajectories of the same inclusion, but with different noise magnitude " D �2"0.
Now define � D p

"="0 and get that the new attracting invariant set satisfies the
inequalities �0 � �2�0 D .�0="0/" , � � ��1 D .�1=

p
"0/". �

Theorem 4.8. Let parameters 	1 D ƒ1, 	0 D ƒ0 of the differentiator in
Eqs. (4.39), (4.40) guarantee exact differentiation with L D 1. Then parameters
	1 D ƒ1L

1=2 , 	0 D ƒ0L are valid for any L > 0 and guarantee the accuracy
level

jz0 � f0.t/j � �1"; jz1 � Pf0.t/j � �2L
1=2"1=2; jv � Pf0.t/j � �3L

1=2"1=2

for some positive constants �1; �2; �3.

Proof. Denote Qf D f=L, then the following differentiator provides for the exact
differentiation of Qf .t/:

PQz0 D �ƒ1jQz0 � Qf .t/j1=2sign.Qz0 � Qf .t//C Qz1
PQz1 D �ƒ0sign.Qz1 � Qf .t//
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By multiplying byL and defining z0 D LQz0 , z1 D LQz1, the statement of the theorem
is proven. �

The parameter choices 	1 D 1:5L1=2, 	0 D 1:1L and 	1 D L1=2, 	0 D 2L are
valid, even though they do not satisfy (4.40). The first one of these choices seems to
be a good compromise providing a reasonably fast convergence and high accuracy.

Remark 4.6. Note that while v is noisy in the presence of the input noise, z1 is a
Lipschitzian signal, but small input noises lead to a small phase delay of z1.

Example 4.1. Suppose that t0 D 0, the initial values of the internal variable z0.0/
and the “measured” input signal f .0/ coincide, and the initial value of the output
signal z1 is zero. The simulation was carried out using the Euler method with
measurement and integration steps equaling 10�4.

The proposed differentiator (4.39), (4.40) was compared with a simple linear
differentiator described by the transfer function s

.0:1sC1/2 . Such a differentiator is
actually a combination of the ideal differentiator and a low-pass filter. The dif-
ferentiator parameters were chosen as 	1 D 6, 	0 D 8. The output signals
f .t/ D sin.t/C 5t; f .t/ D sin.t/C 5t C 0:01 cos.10t/; andf .t/ D sin.t/C 5t C
0:001 cos.30t/ together with the ideal derivatives Pf0.t/ are shown in Fig. 4.10. The
linear differentiator is seen not to differentiate exactly. At the same time it is highly
insensitive to any signals with frequency above 30. The proposed differentiator
handles properly any input signal f with j Rf j � 7 regardless the signal spectrum.

4.4 Differentiator-Based Output-Feedback 2-SM Control

We are now able to construct a robust output-feedback 2-sliding mode (2-SM)
controller for the system with relative degree 2. Recall that the system is described
by the equation and conditions

Px D a.t; x/C b.t; x/u

0 < Km � @

@u
R� � KM; j R� j � C

The control is to solve the stabilization problem in finite time, only using mea-
surements of � . The robust exact differentiation of � is always possible due to the
boundedness of R� 2 Œ�C;C �C ŒKm;KMu� with bounded control u. Combining any
above 2-sliding controller u D �U.�; P�/ and the differentiator achieves

u D �U.�; z1/
Pz D �	1jz � � j1=2sign.z � �/C z1;
Pz1 D �	2sign.z � �/; 	1 D 1:5L1=2; 	2 D 1:1L

(4.42)
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Fig. 4.10 Comparison of the 2-sliding mode-based differentiator and a linear filter
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Any valueL > CCKM sup jU j can be used here. As a consequence of Theorem 4.1
and Theorem 4.6 the controller provides exact stabilization and finite-time conver-
gence. It can be proven that in the presence of a bounded Lebesgue-measurable
noise with the maximal magnitude ", the steady-state accuracies sup j� j and supj P� j
are proportional to " and

p
", respectively. Note that in practice the differentiator

parameter L is often taken conservatively large to provide for the better closed-loop
performance in the presence of noises.

Example 4.2. Consider the dynamic system

Rx D sin.14:12t/C .1:5C 0:5 cos.21t//u

� D x;

with C D 1; Km D 1; KM D 2 and the output-feedback control

u D �5 sign z0 � 3 sign z1
Pz0 D �7jz0 � xj1=2sign.z0 � x/C z1
Pz1 D �18sign.z0 � x/

At the time instant t D 0 the initial values z0.0/ D x.0/, z1 D 0 were taken.
The trajectory in the plane x Px and the mutual graph of x, Px, and z1 are shown in
Fig. 4.11a,b, respectively. The graph of z0 is not shown, since one cannot distinguish
it from x. Convergence in the presence of a high-frequency noise with magnitude
0:01 is shown in Fig. 4.11c,d, respectively. The resulting steady-state accuracies are
jxj � 0:041 and j Pxj � 0:79.

4.5 Chattering Attenuation

A problem with conventional (first-order) sliding mode control is attenuation of
the chattering effect. However 2-sliding mode control provides effective tools for
the reduction or even practical elimination of the chattering, without compromising
the benefits of the standard sliding mode. Recalling the problem statement from
Sect. 4.3.1, let the relative degree of the system (4.5) be 1, and instead of Eqs. (4.8),
(4.10) assume

P� D h.t; x/C g.t; x/u; 0 < Km � g � KM; jhj � C (4.43)

where the functions g; h are some unknown smooth functions. Let also the control
u D �k sign .�/ solve the problem of establishing and keeping � � 0 . In particular,
assume that

kKm � C > 0 (4.44)



164 4 Second-Order Sliding Mode Controllers and Differentiators

Fig. 4.11 Output-feedback 2-sliding control

Consider Pu as a new virtual control, in order to overcome the chattering. Differenti-
ating (4.43) yields

R� D h1.t; x; u/C g.t; x/Pu
h1 D h0

t C h0
x .aC bu/C �

g0
t C g0

x .aC bu/
�

u

Assume that the function h1.t; x; u/ is bounded so that

sup
juj�k1

jh1.t; x; u/j D C1 (4.45)

Any previously discussed controller Pu D U.˛; �; P�/ can be used here in order to
overcome the chattering and improve the sliding accuracy of the standard sliding
mode. Indeed, define

Pu D
� �u; juj > k
U.˛; �; P�/; juj � k

(4.46)
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Theorem 4.9. Let U be any one of the 2-sliding controllers considered in Sect. 4.2,
and suppose the controller parameters are properly chosen in accordance with the
corresponding convergence conditions. Then for a sufficiently large parameter ˛,
the controller (4.46) guarantees the establishment of the finite-time stable 2-sliding
mode on � D P� � 0.

Proof. It follows from Eqs. (4.43), (4.44) that the inequality j P� j < kKm�C implies
juj � k. Thus, within the set j P� j < kKm � C , the system is driven by the controller
Pu D U.˛; �; P�/. Controller(4.46) keeps juj � k, and on certain time intervals u � k

or u � �k is kept in a 1-sliding mode and the proof of the theorem is complete. �

Lemma 4.1. Any trajectory of the system (4.43), (4.46) hits in finite time the
manifold � D 0 or enters the set � P� < 0, juj � k.

Proof. Indeed, suppose that � does not change its sign. Obviously, the inequality
juj � k is established in finite time. If the condition � P� < 0 is attained, the
statement of the lemma is true. Suppose that � P� � 0 holds, then, according to
(4.46), u moves towards u D �k sign .�/ with jPuj� min .˛; k/, both if juj > k. or
juj � k. The conclusion that u D �k sign .�/ can be established only with � P� < 0
proves the lemma. �

Lemma 4.2. With sufficiently large ˛ any trajectory of the system (4.43), (4.46) hits
in finite time the manifold � D 0.

Proof. Denote by S the set defined by the inequalities j P� j < kKm � C , � P� < 0.
There is a specific set ‚ for each controller, adjacent to the axis � D 0 and lying
in the strip S , such that any trajectory entering it either converges in finite time to
� D P� D 0 or hits the axis � D 0; also no trajectory can enter S outside of ‚.

For example, ‚ is defined by the inequalities
�

P� C 	 j� j1=2 sign .�/
�
� � 0 and

j P� j< kKm � C for the controller in Eq. (4.21). Any trajectory starting in S either
leaves it in finite time or enters‚. Thus, there are two options: at some moment on
a trajectory that stays out of S , which means that j P� j � kKm � C , � P� < 0, or it
enters‚. In both cases the trajectory hits � D 0. The lemma is proven. �

The following lemma is obviously true for any convergent 2-sliding controller.

Lemma 4.3. There is a vicinity � of the origin within the strip j P� j < kKm � C ,
which is invariant with respect to the controller Pu =U.˛; �; P�/.
Proof. Consider the auxiliary problem when Eq. (4.45) holds independently of the
control value and the corresponding differential inclusion. Since all trajectories
starting in a closed disk centered at the origin converge to the origin in finite time,
the set, which comprises these transient trajectory segments, is an invariant compact
for the controller Pu D U.˛; �; P�/.

All the proposed controllers produce the closed system (4.11) which is invariant
with respect to the transformation

G� W .t; �; P�/ 7�! �
�t; �2�; � P��



166 4 Second-Order Sliding Mode Controllers and Differentiators

Applying now this transformation, the set can be retracted into the strip j P� j <
kKm�C , where Eq. (4.45) is really kept, and the proof of the lemma is complete. �

Lemma 4.4. For a sufficiently large ˛, any trajectory starting on the manifold � D
0 with juj � k enters the invariant set �.

Proof. Any trajectory starting with � D 0 and P� ¤ 0 inevitably enters the region
� P� > 0 , juj < k. Within this region Pu D �˛ sign .�/ holds. Hence, the control u
moves towards the value �k sign .�/, and on the way the trajectory hits the set P� D
0, which still features juj < k. From Eq. (4.43), juj � k implies the global bound
j P� j � kKM C C . That restriction is true also at the initial point on the axis � D 0.
Simple calculations show that the inequality j� j � 1

2
.kKM C C/2 = .˛K1 � C1/

holds at the moment when P� vanishes. With sufficiently large ˛ that point inevitably
belongs to �.

Once the trajectory enters �, it continues to converge to the 2-sliding mode
according to the corresponding 2-sliding dynamics considered in Sect. 4.2. This
proves convergence to the 2-sliding mode. In the presence of small noises and
sampling intervals, the resulting motion will take place in a small vicinity of the
2-sliding mode � D P�= 0. Thus, if this motion does not leave �, the studied
2-sliding dynamics is still in charge, and the corresponding accuracy estimations
remain true. The proof of the lemma is now complete. �

4.6 Case Study: Pendulum Control

Consider a variable-length pendulum control problem where all the motions are
restricted to some vertical plane. A load of some known mass m is moving along the
pendulum rod (Fig. 4.12).

Its distance from the origin O equals R.t/ and is not measured. There is no
friction. An engine transmits a torque w that is considered as the control input.
The task is to force the angular coordinate x of the rod to follow some profile xc.t/
given in current time. The system is described by the differential equation

Rx D �2
PR
R

Px � g
1

R
sin .x/C 1

mR2
w (4.47)

where g D 9:81m=s2 is the gravitational constant and the mass m is taken as m D
1kg. Let 0 < Rm � R � RM ; also assume that PR; RR; Pxc; Rxc are bounded and
� D x�xc is available. The initial conditions are x.0/ D Px.0/ D 0 . The following
functions R and xc are considered in the simulation:

R D 1C 0:25 sin.4t/C 0:5 cos.t/

xc D 0:5 sin.0:5t/C 0:5 cos.t/
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Fig. 4.12 Variable-length pendulum

4.6.1 Discontinuous Control

The relative degree of the system is 2. Here condition (4.10) holds only locally,
since R� juD0 depends on Px and is not uniformly bounded. Thus, the controllers are
effective only in a bounded vicinity of the origin x D Px D w D 0. The appropriate
discontinuous controller, Eq. (4.42) based on a quasi-continuous controller, has
the form

w D �10 z1 C j� j1=2sign.�/

jz1j C j� j1=2 ; � D x � xc (4.48)

Pz0 D �10:61 jz0 � � j1=2 sign.z0 � �/C z1 (4.49)

Pz1 D �55 sign.z0 � �/ (4.50)

where z0; z1 are real-time estimations of � , P� , respectively. The differentiator (4.49),
(4.50) is exact for the input signal � , with a second time derivative not exceeding 50
in absolute value.

The initial conditions x.0/ D Px.0/ D 0 have been taken as z0.0/ D x.0/ �
xc.0/ D �0:5; z1.0/ D 0. The sampling time step � and the integration step have
been chosen as 0:0001.

2-sliding tracking performance and trajectory tracking in the absence of noise,
are shown in Fig. 4.13a, b, respectively. The corresponding achieved accuracies are
j� j D jx � xcj � 5:4 	 10�6, j Px � Pxcj � 1:0	 10�2 with � D 0:0001. The control
signal associated with Eq. (4.48) is shown in Fig. 4.13c. It is seen from the graph
that the control remains continuous until a 2-sliding mode � D P� D 0 takes place.
The differentiator convergence is demonstrated in Fig. 4.13d.
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Fig. 4.13 Quasi-continuous pendulum control

The tracking results obtained from using Eqs. (4.48), (4.49), (4.50) and the
differentiator performance in the presence of noise with the magnitude 0:01 are
demonstrated in Fig. 4.14a, b, respectively. The tracking accuracy is j� j D
jx � xc j � 0:036 (the noise is a periodic non-smooth function with nonzero
average). The performance does not significantly change, when the frequency of
the noise varies from 101=s to 1000001=s.

Any other 2-sliding controller could also be implemented. Consider a twisting
controller

w D �10 sign.z0/� 5 sign.z1/ (4.51)

The trajectory of the twisting controller (4.49)–(4.51) in the coordinates x � xc and
Px � Pxc , in the absence of noise, is shown in Fig. 4.15b. The corresponding accuracy
is jx � xc j � 6:7 	 10�6; j Px � Pxc j � 0:01.
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Fig. 4.14 Performance of the quasi-continuous controller with noisy measurements

4.6.2 Chattering Attenuation

In the case when torque chattering is unacceptable, u = Pw is considered as a new
control. Define

� D . Px � Pxc/C 2 .x � xc/
Again, the relative degree of the system with respect to the new input w is equal 2.
Also condition (4.10) holds only locally, and thus the controllers are effective only
in a bounded vicinity of the origin x D Px D w D 0. Their global application
requires the standard method described in Sect. 4.5, which is not implemented here
for simplicity.

The applied output-feedback controller is of the form Eq. (4.42) and is based on
the twisting controller (4.13):

Pw D u D �15 sign .z0/ � 10 sign.z1/ (4.52)

Pz0 D �35 jz0 � � j1=2 sign .z0 � �/C z1 (4.53)

Pz1 D �70 sign .z0 � �/ ; � D . Px � Pxc/C 2 .x � xc/ (4.54)

Here the angular velocity Px is assumed to be directly measured.1

The initial values x.0/ D Px.0/ D 0 are taken in the simulations. The value
w.0/ D 0 is taken for controller (4.52)–(4.54), and the sampling step � D 0:0001.
The trajectory in the coordinates x � xc and Px � Pxc , in the absence of noise, is
shown in Fig. 4.15a. The accuracy jx � xc j � 1:6 	 10�6; j Px � Pxc j � 1:8 	 10�5
has been achieved. The trajectories in the presence of noise with magnitude 0:02 in

1Otherwise, a 3-sliding controller can be applied together with a second-order differentiator (see
chap. 6) producing both Px � Pxc and Rx � Rxc .
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Fig. 4.15 Pendulum output-feedback twisting control, a,c,d: � D . Px � Pxc/ C 2.x � xc/,
b: � D x � xc

the � -measurements are shown in Fig. 4.15c, and the tracking results are shown in
Fig. 4.15d. The tracking accuracy jx � xc j � 0:018; j Px � Pxc j � 0:16 is achieved.
The performance does not differ when the frequency of the noise changes from
101=s to 100001=s.

4.7 Variable-Gain Super-Twisting Control

An extension of the standard super-twisting algorithm for the conventional two-step
SM control design procedure that provides exact compensation of smooth uncer-
tainties/disturbances bounded together with their derivatives by known functions is
considered in this section.
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4.7.1 Problem Statement

Consider a linear time-invariant system (LTI) with a matching nonlinear
perturbation

Px D Ax C B.u C �.x; t// (4.55)

where x 2 R
n is the state vector, u 2 R

m is the control input, the A and B are
constant matrices of appropriate dimensions, and � is an absolutely continuous
uncertainty/disturbance in the system (4.55). As in Chap. 2 the system in Eq. (4.55)
is first transformed into regular form. The following properties are assumed:

(A1) RankB D m.
(A2) The pair .A;B/ is controllable.
(A3) The function � together with its gradient is bounded by known continuous

functions almost everywhere.

Under assumptions (A1) and (A2), after the linear state transformation, 
z1
z2

!
D T x ; T D

�
B?
BC


; BC D .BTB/�1BT ; B?B D 0 (4.56)

system (4.55) has the regular form

Pz1 D A11z1 C A12z2
Pz2 D A21z1 C A22z2 C u C Q� .z1; z2; t/ (4.57)

where z1 2 R
n�m and z2 2 R

m. The structure of the system allows us, without
loss of generality, to restrict ourselves to the single input case (m D 1). The results
are easily extended to the multi-input case. The sliding surface is chosen to have
the form

� D z2 �Kz1 D 0 (4.58)

As a consequence, when the motion is restricted to the manifold, the reduced-order
model

Pz1 D .A11 C A12K/ z1 (4.59)

has the required performance. Since the pair .A11; A12/ is controllable, the matrix
K can be designed using any linear control design method for system (4.59); see,
for example, Chap. 2.
Using .z1; �/ as state variables and applying the controller

u D � .A21 C A22K �K .A11 C A12K// z1 � .A22 �KA12/ � C v (4.60)

system (4.57) takes the form

Pz1 D .A11 C A12K/ z1 C A12� (4.61)

P� D v C Q� .z1; � CKz1; t/ (4.62)
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When the perturbation is bounded by a known function % .x/

j� .x; t/j � % .x/ (4.63)

a (first-order) sliding mode can be enforced by a variable-gain controller

v D � .% .x/C %0/ sign .�/ (4.64)

with %0 > 0. Alternatively, unit vector controllers can also be used for this purpose
(see Chap. 2). The main disadvantage of these controllers is that they produce
chattering, which grows with the uncertainty bound % .x/.

Here a Lyapunov-based design is employed.

4.7.2 The Variable-Gain Super-Twisting Algorithm

The variable-gain super-twisting algorithm (VGSTA) proposed here is given by

v D �k1 .t; x/ �1 .�/ �
Z t

0

k2 .t; x/ �2 .�/ dt (4.65)

where

�1 .�/ D j� j 12 sign .�/C k3�

�2 .�/ D 1
2

sign .�/C 3
2
k3 j� j 12 sign .�/C k23�; k3 > 0

When k3 D 0 and the gains k1 and k2 are constant, we recover the standard
super-twisting algorithm. The additional term k3 > 0 allows us to deal with
perturbations growing linearly in s, i.e., outside of the sliding surface, and the
variable gains k1 and k2 make it possible to render the sliding surface insensitive
to perturbations growing with bounds given by known functions. Note that the
uncertainty/disturbance can always be written as

Q� .z1; � CKz1; t/ D
hQ� .z1; � CKz1; t/ � Q� .z1;Kz1; t/

i
„ ƒ‚ …

g1.z1;�;t /

C Q� .z1;Kz1; t/„ ƒ‚ …
g2.z1;t /

where g1 .z1; �; t/ D 0; when � D 0. It follows from assumption (A3) that the
uncertainty/disturbance � .x; t/ is bounded almost everywhere:

jg1 .z1; �; t/j � %1 .t; x/ j�1 .�/jˇ̌
d
dt
g2 .z1; t/

ˇ̌ � %2 .t; x/ j�2 .�/j
(4.66)

where %1 .t; x/ � 0, %2 .t; x/ � 0 are known continuous functions.
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System (4.62) driven by the VGSTA (4.65) can be written as

Pz1 D .A11 C A12K/ z1 C A12�

P� D �k1 .t; x/ �1 .�/C z C g1 .z1; �; t/
Pz0 D �k2 .t; x/ �2 .�/C d

dt
g2 .z1; t/

(4.67)

The algorithm is presented in the following theorem:

Theorem 4.10. Suppose that for some known continuous functions %1 .t; x/ � 0,
%2 .t; x/ � 0 the inequalities (4.66) are satisfied. Then for any initial condition
.z1.0/; �.0/; z0.0// the sliding surface � D 0 will be reached in finite time if the
variable gains are selected as

k1 .t; x/ D ı C 1
ˇ

�
1
4�
.2�%1 C %2/

2 C C2�%2 C � C .2� C %1/
�
ˇ C 4�2

��
k2 .t; x/ D ˇ C 4�2 C 2�k1 .t; x/

(4.68)
where ˇ > 0, � > 0, ı > 0 are arbitrary positive constants. The reaching time of
the sliding surface can be estimated by

T D 2

�2
ln



�2
�1
V

1
2 .�.0/; z0.0//C 1

�
(4.69)

where V .�; z0/ D �T P �; with �T D
h
j� j 12 sign .�/C k3� ; z0

i
and

�1 D �	
1
2

min fP g
	max fP g ; �2 D 2�k3

	max fP g (4.70)

Proof. We will show that the quadratic form

V .�; z0/ D �T P � (4.71)

where

�T D
h
j� j 12 sign .�/C k3� ; z0

i
(4.72)

and

P D
�
p1 p3
p3 p2


D
�
ˇ C 4�2 ; �2�

�2� 1


(4.73)

with arbitrary positive constants ˇ > 0, � > 0, is a Lyapunov function for the
subsystem .�; z0/ of Eq. (4.67), showing finite-time convergence. Function (4.71)
is positive definite, everywhere continuous, and differentiable everywhere except
on the set S D ˚

.�; z0/ 2 R
2 j � D 0

	
. The inequalities (4.66) can be rewritten

as g1 .z1; �; t/ D ˛1 .t; x/ �1 .�/ and d
dt
g2 .z1; t/ D ˛2 .t; x/ �2 .�/ for some
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functions j˛1 .t; x/j � %1 .t; x/ and j˛2 .t; x/j � %2 .t; x/. Using these functions
and noting that �2 .�/ D �0

1 .�/ �1 .�/ one can show that

P� D
�
�0
1 .�/ f�k1 .t; x/ �1 .�/C z0 C g1 .x; t/g

�k2 .t; x/ �2 .�/C d
dt
g2 .x; t/



D �0
1 .�/

� � .k1 .t; x/ � ˛1 .t; x// ; 1

� .k2 .t; x/ � ˛2 .t; x// 0


� D �0

1 .�/A .t; x/ �

for every point in R
2nS, where this derivative exists. Similarly one can calculate the

derivative of V .x/ on the same set as

PV .�; z0/ D �0
1 .�/ �

T
�AT .t; x/ P C PA .t; x/� �

D ��0
1 .�/ �

TQ .t; x/ �

where

Q.t; x/ D
�

2 .k1 .t; x/ � ˛1/ p1 C 2 .k2 .t; x/ � ˛2/ p3 F
.k1 .t; x/ � ˛1/ p3 C .k2 .t; x/ � ˛2/ p2 � p1 ; �2p3



Selecting P as in Eq. (4.73) and the gains as in Eq. (4.68), we have

Q � 2�ID
�
2ˇk1 C 4� .2�k1 � k2/ � 2 �ˇ C 4�2

�
˛1 C 4�˛2 � 2� F

k2 � 2�k1 � �
ˇ C 4�2

�C 2�˛1 � ˛2 ; 2�



D
�
2ˇk1 � �

ˇ C 4�2
�
.4� C 2˛1/C 4�˛2 � 2� F

2�˛1 � ˛2 ; 2�



that is positive definite for every value of .t; x/. This shows that

PV D ��0
1 .�/ �

TQ .t; x/ � � �2��0
1 .�/ �

T � D �2�
 

1

2 j� j 12
C k3

!
�T �

Since 	min fP g k�k22 � �T P � � 	max fP g k�k22 ; where

k�k22 D �21 C �22 D j� j C 2k3 j� j 32 C k23�
2 C z20

is the Euclidean norm of �, and

j�1j � k�k2 � V
1
2 .�; z0/

	
1
2

min fP g
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we can conclude that

PV � ��1V
1
2 .�; z0/� �2V .�; z0/

�1 D �	
1
2

min fP g
	max fP g ; �2 D 2�k3

	max fP g (4.74)

Note that the trajectories cannot stay on the set S D ˚
.�; z0/ 2 R

2 j � D 0
	
. This

means that V is a continuously decreasing function and we can conclude that the
equilibrium point .�; z0/ D 0 is reached in finite time from every initial condition.2

Since the solution of the differential equation

Pv D ��1v
1
2 � �2v ; v.0/ � 0

is given by

v.t/ D exp .��2t/
�

v.0/
1
2 C �1

�2

�
1 � exp

��2
2
t
��2

it follows that .� .t/ ; z0 .t// converges to zero in finite time and reaches that
value at most after a time given by Eq. (4.69). This concludes the proof of
Theorem 4.10. �

Remark 4.7. Theorem 4.10 proposes a methodology to design a sliding mode con-
troller ensuring a sliding motion on the surface (4.58) substituting the discontinuous
control law (4.64) by an absolutely continuous VGSTA (4.65). In this case the
chattering level can be substantially reduced.

When �.x/ D const , first-order sliding mode controllers (4.64) are able to
compensate the bounded perturbations � .x.t/; t/ measurable along the system
trajectories. On the other hand the super-twisting algorithm with constant gains
k1 and k2 is able to compensate for the Lipschitz continuous perturbations � .x; t/
along the system trajectories, but their absolute value cannot grow faster than a

linear function of t , nor faster than linear with respect to j�.t/j 12 along the system
trajectories. Theorem 4.10 extends the VGSTA design for the class of perturbations
(4.66).

2For details see Zubov’s stability theorem [196].
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4.8 Case Study: The Mass–Spring–Damper System

4.8.1 Model Description

The mass–spring–damper (MSD) system consists of two masses, three springs, one
damper, and a DC motor in the configuration shown in Fig. 4.16. The system is the
Educational Control Products (ECP) model 210a.

The dynamics of the system are given by the following set of ordinary differential
equations:

m2 R�2 C .�3 C �2/�2 C c1 P�2 � �2�1 D 0 (4.75)

m1 R�1 C .�1 C �2/�1 � �2�2 D F (4.76)

where �1; P�1; R�1; �2; P�2; R�2 are the position, velocity, and acceleration of the masses
1 and 2, respectively. The term F is the force that the DC motor inputs into mass 1.
The state vector is selected as x1 D �1, x2 D P�1, x3 D �2, and x4 D P�2, and the
input u D F . The state space representation is

Px1 D x2 (4.77)

Px2 D � �1

m1

x1 � �2

m1

x1 C �2

m1

x3 C 1

m1

u (4.78)

Px3 D x4 (4.79)

Px4 D � .�3 C �2/

m2

x3 � c1

m2

x4 C �2

m2

x1 (4.80)

The nominal values are shown in Table 4.1.
It is possible to measure the positions x1; x3 through the encoders that are coupled
to mass 1 and mass 2 respectively.

Fig. 4.16 The mass–spring–damper (MSD) system

Table 4.1 Model Nominal Values

Name m1 m2 �1 �2 �3 c1
Value 1.28 1.05 190 780 450 15
Units Œkg� Œkg� ŒN=m� ŒN=m� ŒN=m� ŒN � s=m�
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Fig. 4.17 The mass–spring system with disturbance

4.8.2 Problem Statement

To design the control we will consider just the mass m1 and the spring �1 as part
of the system and everything else is considered a disturbance as shown in Fig. 4.17.
This configuration yields the state-space representation

Px1 D x2 (4.81)

Px2 D � �1

m1

x1 C 1

m1

.u C w/ (4.82)

where

w D �2.x3 � x1/ (4.83)

The goal of the control is to track the desired position Œxd ; 0�T where xd is constant.
To work at the equilibrium point instead of the point Œxd ; 0�T the following change
of coordinates can be applied:� Nx1

Nx2


D
�
x1 � xd
x2



and using the control law u D �1xd C u1 we can obtain the system

PNx1 D Nx2 (4.84)

PNx2 D � �1

m1

Nx1 C 1

m1

.u1 C w/ (4.85)

such that when Nx D 0 then Œx1; x2�T D Œxd ; 0�
T . System (4.85) satisfies assumptions

(A1) and (A2) and therefore it can be transformed to the regular form using
Eq. (4.56) so that �

z1
z2


D

�
b 0

0 b�1
 � Nx1

Nx2


(4.86)
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where b D 1
m1

. Using Eq. (4.56), system (4.85) is transformed into

Pz1 D b2z2 (4.87)

Pz2 D ��1
b

z1 C u1 C w (4.88)

The control aim now is to stabilize the origin of system.

4.8.3 Control Design

Let us design the sliding surface as

� D z2 CKz1 (4.89)

such that when the motion is restricted to the manifold, the reduced-order dynamics
will have the desired performance

Pz1 D �b2Kz1

and the desired value will be tracked exponentially

z1 D C1e
�Kb2t

Secondly we want to change the state variables .z1; z2/ to .z1; �/. Taking into
account (4.89) we can write z2 as

z2 D � �Kz1 (4.90)

and P� as

P� D Pz2 CK Pz1 (4.91)

Then using Eqs. (4.90) and (4.91) we can easily construct the input

u1 D �K.�b2Kz1 C b2�/C �1

b
z1 C v (4.92)

that will transform the system into

Pz1 D �b2Kz1 C b2� (4.93)

P� D v C w (4.94)

where v is the virtual control established in Eq. (4.65). To select the bounds for the
disturbance, we can write (4.83) in terms of .z1; �/ as

w.t; z1/ D �2x3.t/ � �2bz1 (4.95)
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where the term x3.t/ is considered as exogenous, and only x1 belongs to system
(4.82). From Eq. (4.95) we can obtain the terms g1 and g2 as

g1.z1; �; t/ D 0 (4.96)

g2.z1; t/ D �2x3.t/ � �2bz1 (4.97)

dg2.z1; t/

dt
D �2x4.t/ � �2bPz1 (4.98)

dg2.z1; t/

dt
D �2x4.t/ � �2b.b2� � b2Kz1/ (4.99)

Next %1 and %2 are selected to accomplish the restriction (4.66). Since j'2.�/j > 1
2

everywhere except on � D 0 we can select %1 and %2 as follows %1 D 0 and

%2 D 2Œ�2x4.t/ � �2b.b2� � b2Kz1/� (4.100)

Finally we use the inverse transform�
0

b


u1 D T �1

�
0

1


u1

4.8.4 Experimental Results

The total time of the experiment was 10Œs� and the desired position was xd D 1Œcm�,
This position is demanded when t D 0:5Œs�. The parameters ı, ˇ, and � of the
variable gains k1 and k2 and the fixed gain k3 are selected as ı D 0:001, ˇ D 4:1,
� D 0:11, and k3 D 8, and the parameter K from the sliding surface (4.89) is
selected as K D 3. The reference xd is reached despite the disturbance as can be
seen in Figs. 4.18 and 4.19. Chattering is completely eliminated (see Fig. 4.18). This
result is achieved with a sampling time of Ts D 1Œms�. The behavior of � is shown
in Fig. 4.20 and the VGSTA output is shown in Fig. 4.21.

4.9 Notes and References

The twisting controller [75, 132] was historically the first 2-sliding mode controller
to be proposed. The suboptimal controller appears first in [18, 20]. The controller
with prescribed convergence law was proposed in [75, 132]. The quasi-continuous
control algorithm is proposed in [127, 128]. In the particular case when

u D �˛ sign
�

P� C ˇ j� j1=2 sign .�/
�
; ˛; ˇ > 0; ˛Km � C > ˇ2=2 (4.101)
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Fig. 4.18 Output of the system tracking xd D 1Œcm�

Fig. 4.19 Zoom of the system output tracking xd D 1Œcm�

Fig. 4.20 The sliding surface
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Fig. 4.21 The output of the VGSTA

the controller given in Eq. (4.101) is similar to so-called terminal sliding mode
controllers [138]. An alterative detailed proof of Theorem 4.2 can be found in [17].

The long-standing concern associated with conventional sliding mode control is
the attenuation of the so-called chattering effect. Many different approaches have
been suggested: see, for example, [29,31,87–90,98,171]. However, 2-sliding mode
control ideas provide effective tools for the reduction or even practical elimination
of the chattering without compromising the benefits of conventional sliding modes:
see, for example, [18,20,31,33–35,125,132]. Additional information about 2-sliding
mode controllers and differentiators can be in [15, 16, 19, 122, 153].

Theorem 4.8 is based on the results presented in [123]. The accuracy estimations
formulated in Theorem 4.8 remain valid in the presence of sufficiently small
noise and/or sampling intervals. Note that although Theorem 4.9 is not formulated
for arbitrary 2-sliding homogeneous controllers, it is valid for all standard 2-SM
controllers [20, 132]. It can be shown that the chattering phenomenon is indeed
mitigated by means of this procedure. Moreover, noise caused by unaccounted-for
fast stable actuators and sensors does not produce chattering. Theorem 4.10 extends
the Lyapunov-based design method from [142] for the standard twisting algorithm
in order to include (i) linear (nonhomogeneous) terms and (ii) variable gains, in
order to alleviate the drawbacks of the standard twisting algorithm. The use of the
Lyapunov method is instrumental here, since neither geometric or homogeneity
based proofs can be used to deal with these extensions [12, 126]. Section 4.9
presents the results of the paper [101]. It is a particular case of the Lyapunov-
based approach to the second-order sliding mode control design presented by
Moreno in [142,143]. Based on this approach fixed-time convergent controllers and
differentiators [51, 152] are developed ensuring a uniform convergence time with
respect to initial conditions. Such algorithms being applied to hybrid and switched
systems with strictly positive dwell-time can ensure the convergence of observers
and controllers before the system jumps of switches.
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4.10 Exercises

Exercise 4.1. Prove the local asymptotic convergence of the trajectories of
Eqs. (4.1), (4.3) to the 2-sliding mode x D 0; u D 1=2 for any a > 2.

Hint: consider the Lyapunov function V.x/ D jxj C 1
2a
.u � sin.x C �=6//.

Exercise 4.2. List all the controllers from Sect. 4.2 capable of making the output x
of the perturbed pendulum Rx D sin.x/ C f .t/ C u; jf .t/j � 1 exactly follow any
real-time available function xc.t/ with j Rxc j � 1.

Exercise 4.3. Locally solve the previous problem with j Pxj < 2 to provide asymp-
totically exact tracking by means of continuous control, using the super-twisting

controller. Assume the additional conditions
ˇ̌̌ Pf
ˇ̌̌

� 1, j«xc j � 2; Px hold. Hint: Keep

the constraint Px C x D 0.

Exercise 4.4. Solve the previous problem of asymptotically exact tracking, by
means of continuous control, using the controllers from Sect. 4.2. Both Px and Rx
are assumed to be available.

Exercise 4.5. Choose the parameters of the differentiator (4.38), (4.39) to facilitate
the exact differentiation of the signal f D cos.2.3t � 5//C 4t .

Exercise 4.6. Check the solution of the previous problem by means of computer
simulation. Introduce arbitrary noise of the magnitude 0:01 and check the robustness
of the differentiator in the presence of nosie of different frequencies (e.g., one can
take the “noise” 0:01sin.!t/ or any other periodic function, even discontinuous).

Exercise 4.7. Solve problems 4.2, 4.3 by means of output-feedback controllers.

Exercise 4.8. Solve problem 4.4 using a differentiator assuming that Px is available.

Exercise 4.9. Verify the solutions of problems 4.7, 4.8 by computer simulation. In
addition introduce small measurement noise.



Chapter 5
Analysis of Sliding Mode Controllers
in the Frequency Domain

Conventional sliding mode control, studied in Chap. 2, and second-order sliding
mode control (Chap. 4) are the most obvious choices in controlling systems with
bounded matched disturbances/uncertainties. Sliding mode control laws allow us
achieve to insensitivity of system’s compensated dynamics to these perturbations.
The ultimate price for this insensitivity is a high-frequency (that is equal to infinity
in an ideal sliding mode) switching control function that after being filtered by
the plant yields self-sustained oscillations of almost zero amplitude. The main
advantage of higher (second-)order sliding mode control is its ability to guarantee
higher accuracy of the sliding variable stabilization at zero than conventional
sliding mode control. Both conventional and second-order sliding mode control
laws are derived (see Chaps. 2 and 4) assuming that the relative degree is equal
to one in the case of conventional sliding mode control and equal to two for
the case of second-order sliding modes. However, any real plant and any real
switching element will contain parasitic dynamics that are not taken into account in
the system’s mathematical model. These parasitic dynamics increase the system’s
relative degree and could yield control chattering, i.e., self-sustaining oscillations
of lower frequency and nonzero amplitude, causing degradation in the system’s
performance. In this chapter the robustness of the system in a sliding mode with
respect to parasitic dynamics is studied using the describing function technique.
This approximate technique is useful from a practical point of view for the analysis
of self-sustained oscillation (limit cycles) as soon as the transient response is over.

5.1 Introduction

The phenomenon of chattering is caused by the inevitable existence of so-called
parasitic or unmodeled dynamics that exist along with the principal dynamics of the
plant. The principal dynamics are the dynamics of the plant model that are used for
the SMC design. However, to implement the designed control algorithms, devices
such as actuators and sensors are needed. These devices bring into the system certain

Y. Shtessel et al., Sliding Mode Control and Observation, Control Engineering,
DOI 10.1007/978-0-8176-4893-0 5, © Springer Science+Business Media New York 2014
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parasitic dynamics that are not accounted for during the SMC design and which are
treated as unmodeled dynamics at this step. Since the parasitic dynamics are usually
connected in series with the principal dynamics, the combined relative degree of
the actuator–plant–sensor becomes equal to the sum of the plant relative degree, the
actuator relative degree, and the sensor relative degree.

It is known that conventional SMC in systems with parasitic dynamics of relative
degree two or higher exhibit chattering.1 For the same reason, it is logical to expect
a similar behavior from systems with 2-SM controllers, as the above-mentioned
2-SM algorithms contain the sign function or infinite gains. In this chapter systems
controlled by conventional SMC and all principal 2-SM controllers are analyzed
in the frequency domain, while the parasitic/unmodeled dynamics are taken into
account. The goal of this study is to analyze the robustness of the conventional
SMC and the major 2-SM controllers, including the continuous super-twisting
algorithm (see Chaps. 2 and 4), to parasitic/unmodeled dynamics by detecting
possible self-sustained oscillations (limit cycles) and estimating their parameters
(such as amplitude and frequency) via describing function (DF) techniques (see Ap-
pendix B). It is worth noting that the DF method provides only an approximate
solution.2

5.2 Conventional SMC Algorithm: DF Analysis

Conventional SMC techniques rest on the concept of switching the system’s
structure in order to force the trajectory of the system to a switching surface and
to maintain the system’s motion on this surface thereafter. The system’s motion
on the sliding surface appeared to be insensitive to bounded model uncertainties
and external disturbances (see Chap. 2). However, the robustness of conventional
SMC to parasitic/unmodeled dynamics requires special consideration. It is expected
that these dynamics may cause control chattering, which yields limit cycles and
degradation in the system’s performance. In many systems chattering is highly
undesirable especially after the transient response is over. An analysis of self-
sustained oscillations (limit cycles) in linear time-invariant systems with SMC
and parasitic dynamics, via DF technique, is presented in this section. The linear
system’s principal dynamics are assumed to be given in Brunovsky’s canonical
form:

1This agrees with the classical research work on relay feedback systems theory [9, 181], where it
was proven that for the plant of order 3 and higher the equilibrium point in the origin cannot be
stable.
2There exists a method named the locus of a perturbed relay system Locus of Perturbed Relay
System (LPRS) [29] that gives an exact analysis of limit cycles in perturbed relay systems.
However, the LPRS method is computationally much more intensive than DF method. Conversely,
the DF method is simple and efficient and provides accuracy sufficient for the analysis of practical
systems.
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Px .t/ D Apx .t/C Bpu .t/ (5.1)

where

Ap D

2
664

0 1 0 : : : 0

0 0 1 : : : 0

:: :: :: : : : ::

�a0 �a1 �a2 : : : �an�1

3
775 Bp D

2
6664
0

0
:::

b

3
7775

It is assumed that the characteristic polynomial

P.	/ D 	n C an�1	n�1 C : : :C a1	C a0

of system in (5.1) is Hurwitz.
The sliding variable is designed to have the form

� D xn C cn�1xn�1 C � � � C c1x1 (5.2)

The relative degree of the sliding variable in (5.2) is equal to one. Therefore, any
conventional SMC that drives the sliding variable � to zero in finite time can be
designed by satisfying the sliding mode existence condition:

� P� � �� j� j (5.3)

The sliding mode control law is chosen as

u.t/ D �Umsign.�/ (5.4)

where the modulation amplitude Um > 0 is assumed to be chosen large enough.
The system’s (5.1) dynamics in the sliding mode � D 0 are derived:

8̂̂
ˆ̂̂<
ˆ̂̂̂̂
:

Px1 D x2
Px2 D x3
: : :

Pxn�1 D �c1x1 � c2x2 � � � � � cn�1xn�1
xn D �c1x1 � c2x2 � � � � � cn�1xn�1

(5.5)

In an ideal sliding mode, the frequency of switching of the control function (5.2) and
(5.4) is infinite, while the sliding variable (5.2) oscillates with zero amplitude, and
the state variables are continuous. However, parasitic dynamics may constrain the
system’s motion only to some vicinity of the switching surface j� j � " > 0 (a real
sliding mode). In a real sliding mode, systems with SMC and parasitic dynamics
can exhibit lower frequency self-sustained oscillation (chattering).
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Fig. 5.1 Block diagram of a linear system with relay control and ideal sliding

Ideal Sliding Mode Analysis via DF Technique

The block diagram of the system (5.1), (5.2) and (5.4) is shown below in Fig. 5.1.
The transfer function of the plant is identified as

G.s/ D �.s/

u.s/
D b

�
sn�1 C cn�1sn�2 C : : :C c2s C c1

�
sn C an�1sn�1 C : : :C a1s C a0

(5.6)

Assume that there exists a periodic motion (self-sustained oscillations or a limit
cycle) with amplitude Ac and oscillation frequency !c in some vicinity of the
switching surface (5.2) j� j � " where " > 0 in the system. In the frequency domain
analysis we replace the Laplace variable s by j!, where ! is the frequency. Thus
we assume that the following equation is valid:

� � D Ac sin.!c/ (5.7)

The amplitude Ac and the oscillation frequency !c have to satisfy the harmonic
balance equation (see Appendix B)

G.j!/ D � 1

N.A; !/
(5.8)

where the describing function of the relay nonlinearity is identified as follows:

N.A;!/ D 4Um

�A
(5.9)

Definition 5.1. A strictly stable linear system3 with a transfer function (5.6) will be
strictly passive if and only if

3For details see [100].
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jargG.j!/j < �

2
8! 2 Œ0;1/ (5.10)

It is obvious that the phase characteristic of the transfer function (5.6) satisfies the
following equality:

lim ŒargG.j!/� D ��
2

as ! ! 1 (5.11)

lim ŒargG.j!/� D 0 as ! ! 0

Assume that the coefficients c1; c2; : : : ; cn�1 have been selected so that the passivity
condition (5.10) is met. Then there exists a unique solution: the magnitude Ac D 0

and the frequency !c ! 1 of Eqs. (5.8) and (5.9). This fact is illustrated in the
following example.

Example 5.1. Let the plant be given by the following equations:

Px1 D x2

Px2 D �x1 � x2 C u (5.12)

� D x1 C x2

with control

u D �sign.�/ (5.13)

In accordance with Fig. 5.1

G.s/ D s C 1

s2 C s C 1
(5.14)

and the harmonic balance condition is given by two equations that equate the real
and imaginary parts of Eq. (5.8):

Re ŒG.j!� D � �A

4Um
(5.15)

i.e.,

1 � ! C !2

.1 � !2/2 C !2
D � �A

4Um

and

!2

.1 � !2/2 C !2
D 0 (5.16)

The obvious solution of Eq. (5.15) and (5.16) is

Ac D 0; !c ! 1 (5.17)



188 5 Analysis of Sliding Mode Controllers in the Frequency Domain

Fig. 5.2 Graphical solution of the harmonic balance equation for system G.s/. (a) Graphical
solution. (b) Surface

This solution can be interpreted as a limit cycle with infinity frequency and zero
amplitude that is expected in systems with ideal sliding mode control. The DF
method does not give the opportunity to identify finite time or asymptotic conver-
gence to the predicted limit cycle. A simple criterion for finite time convergence is
achieved if the angle between the high-frequency asymptote of the Nyquist plot
of the plant and the low-amplitude asymptote of the negative reciprocal of the
describing function of the nonlinear element, the so-called phase deficit, is greater
than zero. The graphical solution of the harmonic balance Eq. (5.8) that is presented
in Fig. 5.2 confirms the solution given by (5.17) and also finite time convergence.
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Fig. 5.3 Block diagram of linear system with relay control and parasitic dynamics

Real Sliding Mode Analysis via Describing Function Technique

Now system (5.1), (5.2) and (5.4) with parasitic dynamics is considered. The block
diagram of this system is shown in Fig. 5.3 and the transfer function of the parasitic
dynamics is

D.s;d/ D d0

sk C dk�1sk�1 C : : :C d1s C d0
(5.18)

where the characteristic polynomial Pd.	/ D 	k C dk�1	k�1 C : : :C d1	C d0 is
Hurwitz.

In the system with parasitic dynamics given in (5.18) the relative degree of
the sliding variable (5.2) is based on the combined principal (5.1) and parasitic
dynamics (5.18) and is equal to k C 1. Consequently, the sliding mode existence
condition (5.3) cannot be met, which is why only a real sliding mode can exist in
such a system.

Suppose the coefficients in the equation of the switching surface (5.2) are chosen
such that the passivity condition (5.10) is met. It is obvious that the phase frequency
characteristic of the transfer functionD.s;d/G.s/ satisfies the following:

lim ŒargD.j!;d/G.j!/� D ��
2
.k C 1/ as ! ! 1 (5.19)

Therefore, the transfer function D.s;d/G.s/ is not passive for all k � 1. Assume
that in the real sliding mode there exist self-sustained oscillations (limit cycle) with
amplitudeAc and oscillation frequency!c in the system given by the block diagram
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presented in Fig. 5.3. The amplitudeAc and the frequency of the oscillations !c can
be computed based on the equation of harmonic balance:

D.j!;d/G.j!/ D � 1

N.A; !/
; N.A; !/ D 4Um

�A
(5.20)

Assuming k D 1 it is obvious that there exists a unique solution: the magnitude
Ac D 0 and the oscillation frequency!c ! 1. Real sliding mode control using the
DF technique is illustrated in the next example.

Example 5.2. Let the plant with the actuator model be given by the following
equations:

Px1 D x2

Px2 D �x1 � x2 C u (5.21)

0:01 Pua D �ua C u

� D x1 C x2

and the controller given by

u D �sign.�/ (5.22)

In accordance with Fig. 5.3 we have

D.s; d/G.s/ D s C 1

.0:01s C 1/.s2 C s C 1/
(5.23)

The solution for the harmonic balance equation for the system associated with
D.s; d/G.s/ is presented in Fig. 5.4.

Based on Fig. 5.4 we can conclude that the existence of an asymptotic limit cycle
with Ac D 0 and !c ! 1 is predicted.

Assuming k D 2, it is obvious that there exists a unique solution with magnitude
Ac > 0 and frequency 0 < !c D C < 1 to Eq. (5.20). This fact is graphically
illustrated in the following example.

Example 5.3. Let the plant with the actuator be given by the following equations:

Px1 D x2

Px2 D �x1 � x2 C u (5.24)

0:0001 Rua D �0:01 Pua � ua C u

� D x1 C x2

The solution for the harmonic balance equation for systemD.s; d/G.s/ is presented
in Fig. 5.5a. Figure 5.5b shows a zoom of the intersection between G.j!/ and
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Fig. 5.4 Graphical solution of the harmonic balance equation for the system D.s; d/G.s/ with a
first-order actuator. (a) Graphical solution. (b) Graphical solution zoom. (c) Surface
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Fig. 5.5 Graphical solution of the harmonic balance equation for system D.s; d/G.s/ with
second-order actuator. (a) Graphical solution. (b) Graphical solution zoom. (c) Surface
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N.A;!/�1 where we can see the value of the oscillation parameters. Based on
Fig. 5.5b, c we can conclude the existence of a limit cycle with Ac D 0:0127 and
!c D 100.rad=sec/.

The results of the presented analysis are summarized in the following proposition:

Proposition 5.1. If the switching surface (5.2) is designed to make the transfer
function (5.6) strictly passive and the stable parasitic dynamics are given by
Eq. (5.18), then in the system given by Eqs. (5.1), (5.2), (5.4) and (5.18) there
exist:

(a) An ideal sliding mode for k D 0

(b) An asymptotic sliding mode for k D 1

(c) A real sliding mode with chattering for k � 2

5.3 Twisting Algorithm: DF Analysis

The twisting algorithm (see Chap. 4) is one of the simplest and most popular
algorithms among the second-order sliding mode algorithms. There are two ways
of using the twisting algorithm: to apply it to the principal dynamics of a system of
relative degree two or to apply it to the principal dynamics of a system of relative
degree one and introduce an integrator in series with the plant (twisting as a filter).
For the principal dynamics of relative degree two it can be formulated as follows.
Let the plant (or the plant plus actuator) be given by the following differential
equations:

Px .t/ D Ax .t/C Bu .t/ ; � D Cx (5.25)

where A and B are matrices of appropriate dimensions, x 2 R
n, and � 2 R can

be treated as either the sliding variable or the output of the plant. We assume that
the plant is asymptotically stable, apart from some possible integrating terms, and
is a low-pass filter. We shall also use the plant description in the form of a transfer
functionW.s/, which can be obtained from the formulas (5.25) as follows:

W.s/ D C.Is �A/�1B
Also, let the control u of the twisting algorithm be given as

u.t/ D �˛1sign.�/� ˛2sign. P�/ (5.26)

where ˛1 and ˛2 are positive values, ˛1 > ˛2 > 0.
Assume that a periodic motion occurs in the system with the twisting algorithm.

The objective is to find the parameters of this periodic motion. The system will be
analyzed with the use of the DF method. As normal in a DF analysis, we assume
that the harmonic response of the plant is that of a low-pass filter, so that the output
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of the plant is a harmonic oscillation. To find the DF of the twisting algorithm as the
first harmonic of the periodic control signal divided by the amplitude of �.t/,

N D !

�A

Z 2�=!

0

u.t/ sin.!t/dt C j
!

�A

Z 2�=!

0

u.t/ cos.!t/dt (5.27)

where A is the amplitude of the input to the nonlinearity (of �.t/ in our case) and
! is the frequency of �.t/. However, the twisting algorithm can be analyzed as
the parallel connection of two ideal relays where the input to the first relay is the
sliding variable and the input to the second relay is the derivative of the sliding
variable. The DF for those nonlinearities are well known. For the first relay the DF
is N1 D 4˛1

�A
and for the second relay N2 D 4˛2

�a�
, where a� is the amplitude of

d�=dt . Also, we need to take into account the relationship between � and d�=dt
in the Laplace domain, which gives the relationship between the amplitudes A and
a� as a� D A!, where ! is the frequency of the oscillation. Using the notation of
the twisting algorithm we can write this as follows:

N D N1 C sN2 D 4˛1

�A
C j!

4˛2

�a�
D 4

�A
.˛1 C j˛2/ (5.28)

where s D j!. Note that the DF of the twisting algorithm depends on the amplitude
value only. This suggests finding the parameters of the limit cycle via the solution
of the harmonic balance equation:

W.j!/N.A/ D �1 (5.29)

where A is the generic amplitude of the oscillation at the input of the nonlinearity
and W.j!/ is the complex frequency response characteristic (Nyquist plot) of the
plant. Using the notation of the twisting algorithms this equation can be rewritten as
follows:

W.j!/ D � 1

N.A/
(5.30)

where the function at the right-hand side is given by

� 1

N
D �A

�˛1 C j˛2

4.˛21 C ˛22/

Equation (5.29) is equivalent to the condition of the complex frequency response
characteristic of the open-loop system intersecting the real axis at the point .�1; j0/.
A graphical illustration of the technique of solving Eq. (5.29) is given in Fig. 5.6.
The function � 1

N
is a straight line whose slope depends on the ratio ˛2=˛1. This

line is located in the second quadrant of the complex plane. The point of intersection
of this function and the Nyquist plot W.j!/ provides the solution of the periodic
problem. This point gives the frequency of the oscillation !c and the amplitude Ac .
Therefore, if the transfer function of the plant (or plant plus actuator) has relative
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Fig. 5.6 Transformed system with twisting control

degree higher than two a periodic motion may occur in such a system. For that
reason, if an actuator of first or higher order is added to the plant of relative degree
two driven by the twisting controller, a periodic motion may occur in the system.

The conditions for the existence of a periodic solution in a system with the
twisting controller can be derived from the analysis of Fig. 5.6. Obviously, every
system with a plant of relative degree three and higher would have a point of
intersection with the negative reciprocal of the DF of the twisting algorithm and,
therefore, a periodic solution could exist.

Another modification of the twisting algorithm is its application to a plant with
relative degree one with the introduction of an integrator (see Chap. 4). This is
usually referred to as the “twisting as a filter” algorithm. The above reasoning is
applicable in this case too. The introduction of the integrator in series with the plant
makes the relative degree of this part of the system equal to two. As a result, any
actuator introduced in the loop increases the overall relative degree to at least three.
In this case, there always exists a point of intersection between the Nyquist plot of
the serial connection of the actuator, the plant and the integrator, and of the negative
reciprocal of the DF of the twisting algorithm (Fig. 5.7). Thus, if an actuator of first
or higher order is added to the plant with relative degree one, a periodic motion may
occur in the system with the “twisting as a filter algorithm.”.

Remark 5.1. The asymptotic 2-SM relay controller

Rx D �a Px � bx � k sign.x/; a > 0; k > 0

can also be studied. It can be shown that this system is exponentially stable. With
respect to our analysis, from Fig. 5.7, it also follows that the frequency of the
periodic solution for the twisting algorithm is always higher than the frequency
of the asymptotic second-order sliding mode relay controller, because the latter is
determined by the point of intersection of the Nyquist plot and the real axis.
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Fig. 5.7 Finding a periodic solution in system with twisting control

5.4 Super-Twisting Algorithm: DF Analysis

5.4.1 DF of Super-Twisting Algorithm

The super-twisting algorithm is probably one of the most popular second-order
sliding mode algorithms. It is used for systems with principal dynamics of relative
degree one. The control u.t/ for the super-twisting algorithm is given as a sum of
two components:

u.t/ D u1.t/C u2.t/ (5.31)

Pu1 D �� sign.�/

u2 D
� �	js0j� sign.�/; if j� j > s0

�	j� j� sign.�/; if j� j � s0

where ˛, �, and s0 are design parameters, with 0:5 � � < 1:

The system under analysis can be represented in the form of the block diagram
as in Fig. 5.8.

For an arbitrary value of the power � in (5.31), the formula for the DF of such a
nonlinear function can be given as follows:

N2 D 2	A��1

�

Z �

0

.sin. //�C1d D 2	A��1
p
�

� .
�

2
C 1/

� .
�

2
C 1:5/

(5.32)
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Fig. 5.8 Block diagram of a linear system with super-twisting control

where 0 < � < 1; A is the amplitude of the variable y, A � s0 (this is considered
as the most important range of the amplitude values for the analysis of the steady
state), and � is the gamma function.4

With the square root nonlinearity .� D 0:5/ the DF formula can be derived as

N2 D 2	

�A

Z �

0

p
A sin. / sin. /d D 2	p

�A

� .1:25/

� .1:75/
Ð 1:1128	p

A
(5.33)

The DF of the first component of the super-twisting algorithm can be written:

N1 D 4�

�A

1

j!

which is a result of the cascade connection of the ideal relay having a DF equal to
4�

�A
and an integrator with transfer function 1=s (for the harmonic signal, the Laplace

variable s can be replaced with j!). Taking into account both control components,
we can rewrite the DF of the super-twisting algorithms as

N D N1 CN2 D 4�

�A

1

j!
C 1:1128	p

A
(5.34)

Note that the DF of the super-twisting algorithm depends on both the amplitude and
the frequency values. The parameters of the limit cycle can be found via the solution
of the harmonic balance Eq. (5.29), where the DFN is given by (5.34). The negative
reciprocal of the DF can be represented by the following formula:

� 1

N
D 1

1:1128 	p
A

C 4�

�A
1
j!

D �0:8986
p
A
	

C j1:1329
�

	2
1
!

1C 1:3092
�2

	2
1

A!2

4For details, see, for example,[39].
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Fig. 5.9 Plots of the function �1=N for super-twisting control

Now �1=N is a function of two variables: the amplitude and the frequency. It can
be depicted as a number of plots representing the amplitude dependence, with each
of those plots corresponding to a certain frequency. The frequency range of interest
lies below the frequency corresponding to the intersection of the Nyquist plot and
the real axis. The plots of the function �1=N are depicted in Fig. 5.9. Plots 1–
4 correspond to four different frequencies, with the following relationship: !1 >
!2 > !3 > !4: Each of these plots represents the dependence of the DF on the
amplitude value.

The function �N�1.A/ (where !=const) has an asymptote as A ! 1, which is
the horizontal line �j1:1329 �

	2
1
!
: Also, it is easy to show that

lim
A!0

arg.�N�1.A/; !/ D ��=2

5.4.2 Existence of the Periodic Solutions

The solution of the harmonic balance Eq. (5.29) can be computed numerically by
the application of various iterative techniques. However, the complex Eq. (5.29)
with two unknown variables, A and !, can be reduced to one real equation having
only one unknown variable ! as follows. Write Eq. (5.29) in the form of N.A/ D
�W �1.j!/, where N.A/ is given by (5.34):

4�

�A

1

j!
C 1:1128

	p
A

D �W �1.j!/ (5.35)
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Considering the real part of both sides we can obtain

1:1128
	p
A

D � ReW �1.j!/ (5.36)

Eliminating A from the Eqs. (5.35) and (5.36) an equation with one unknown
variable ! can be obtained as follows:

�.!/ D 4�

�!

1

ImW �1.j!/
�



1:1128	

ReW �1.j!/

�2
D 0 (5.37)

Once Eq. (5.37) has been solved, the amplitude of oscillation Ac can be computed
as follows:

Ac D 4�

�!c

1

ImW �1.j!c/
(5.38)

where !c is the frequency of the oscillations.
Therefore, if a periodic motion occurs, its parameters can be estimated from

(5.37) and (5.38).

Proposition 5.2. If the relative degree of the plant is two or higher and the plant
does not have double zero poles, then at least one periodic solution of the system
with the super-twisting algorithm can be always predicted and estimated using the
DF technique.

Proof. We first prove Proposition 5.2 for plants of relative degree three and higher.
It follows from the formula of the DF of the algorithm (5.34) that a periodic solution
should always be looked for within the frequency range that corresponds to ��=2
and �� of the phase characteristic of the plant (see also Fig. 5.9). Denote by !1 the
frequency where the phase characteristic of the plant is ��=2 (assuming that there
is only one such frequency). Similarly denote the frequency !2 as the frequency at
which the phase characteristic of the plant is argW.j!2/ D �� . Both frequencies
are finite. Find the following two limits of the function from (5.37):�.!1C/ D �1
and �.!2�/ D 1. Now observe that the signs are different and that the function
�.!/ is continuous within the range ! 2 .!1; !2/ [This follows from (5.37).]
Therefore, within the specified range, there exists at least one solution of Eqs. (5.25)
and (5.31). Assume now that the relative degree of the plant is two. In this case,
we can define the frequency !1 in the same manner as before, but the frequency !2
becomes infinite. Write the asymptotic representation of the plant transfer function
for high-frequency inputs in a polynomial form:

W.s/ Ð 1

a2s2 C a1s C a0



200 5 Analysis of Sliding Mode Controllers in the Frequency Domain

Then, substituting j! for s, we obtain W �1.j!/ Ð �a2!2 C a0 C ja1!, and it is
easy to see that for sufficiently large !,

�.!/ D 4�

�

1

a1!2
� 1:11282	2

.a0 � a2!2/2 > 0

Therefore, between !1 and !2, there always exists a certain frequency !, which
provides a solution to Eq. (5.37). This completes the proof. �

Remark 5.2. It is important that the point of intersection is located in the third
quadrant of the complex plane. Therefore, if the transfer function of the plant (or
the plant plus actuator) has relative degree higher than one, a periodic motion may
occur in such a system. For that reason, if parasitic dynamics of first or higher
order are added to the principal dynamics of a relative degree one system driven
by the super-twisting controller, a periodic motion may occur in the system. From
Fig. 5.9, it also follows that the frequency of the periodic solution for the super-
twisting algorithm is always lower than the frequency of the periodic motion in the
system with the conventional first-order SM relay controller, because the latter is
determined by the point of the intersection of the Nyquist plot and the real axis.

5.4.3 Stability of Periodic Solution

Proposition 5.3. If the following inequality holds then the periodic solution given
by Eq. (5.37) is locally stable:

Re
h1.A; !/

h2.A; !/CN.A;!/
@ lnW.s/
@s

jsDj!
< 0 (5.39)

where h1.A; !/ D 1:1128	

2A
3
2

� j
4�

�!A2
; h2.A; !/ D 4�

�!2A
.

Proof. To investigate the local stability of the solution of (5.37), we consider the
system transients due to small perturbations of this solution when A is quasi-
statically varied to .AC 4A/. Here we assume that the harmonic balance equation
still holds for small perturbations, so that a damped oscillation of the complex
frequency j! C .4� C j�!/ corresponds to the modified amplitude .AC 4A/:

N.AC 4A; j! C .4� C j�!//W.j! C .4� C j�!// D �1 (5.40)

where the DF N.A;!/ is given by Eq. (5.34). The nominal solution is determined
by zero perturbations: 4� D �! D 4A D 0: By considering variations around the
nominal solution defined by ! andA, let us find the conditions when� D 4�=4A
is negative. First write an equation for the amplitude perturbation 4A: For that
purpose take the derivative of (5.40) with respect to 4A as follows:



5.5 Prescribed Convergence Control Law: DF Analysis 201

�
dN.4A;4�;�!/

d4A j4AD0W.j!/C dW.4�;�!/
d4A j4AD0N.A; !/

�
4A D 0

(5.41)

Taking derivatives of N and W , and considering their composite functions, we
obtain

dN.4A;4�;�!/
d4A j4AD0 D �j 4�!

�A2
�1:1128	

2A
3
2

C4�A

�!2



d4�
d4ACj d4!

d4A
�

(5.42)

dW

d4A j4AD0 D dW

ds
jsDj!



d4�
d4A C j

d4!
d4A

�
(5.43)

Solving (5.41) for . d4�
d4A C j d4!

d4A/ and taking account of (5.42) and (5.44), we
can obtain an analytical formula. Considering only the real part of this formula we
obtain (5.39). This completes the proof. �

5.5 Prescribed Convergence Control Law: DF Analysis

The prescribed convergence control law is given as follows:

u D �	sign. P� C ˇj� j� sign.�//

with 0:5 < � < 1: The system under analysis can be represented in the form
of the block diagram as in Fig. 5.10. In an autonomous mode (i.e., with no input
signal), the error signal is equal to the negative output. Assuming that a periodic
motion occurs, the objective is to find the parameters of this periodic motion.
The controller has one input and, for that reason, a describing function of the
algorithm can be obtained in accordance with the definition given in (5.27) above.
As previously, assume that �.t/ D Asin.!t/. Applying Eq. (5.27) to the nonlinear

Fig. 5.10 Block diagram of a linear system with prescribed convergence control law
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Fig. 5.11 Plots of the function �1=N for the prescribed control law

function denoted as a dashed rectangle in Fig. 5.10, the describing function of
the algorithm can be easily obtained. For the prescribed control law, the DF is a
function of not only the amplitude but also of the frequency. The DF can be found
only algorithmically. The values of the negative reciprocal of the DF are given in
Fig. 5.11 as functions of the amplitude A for a few discrete values of the frequency
!.0 < !1 < !2 < !3 < !4; !0 D 0/: The function �N�1

1 .A; !/ (where
! Dconst) is completely located in the second quadrant. Two limiting cases for the
frequencies! ! 0 and! ! 1 correspond to the real half axis and to the imaginary
half axis, respectively. Note that the magnitude of the describing function for the
prescribed control law does not depend on frequency and is given by the following
formula: jN j D 4	=.�A/: In Fig. 5.11, the contours representing equal values of
A are depicted as dash lines. The Nyquist plot of any plant of relative degree three
or higher will have a point of the intersection with the plot N�1

1 .A; !/ because the
former is located in the second quadrant of the complex plane. Therefore, if the
transfer function of the plant has relative degree higher than two, a periodic motion
may occur in such a system. For that reason, if an actuator of first or higher order
is added to the plant with relative degree two driven by the prescribed control law,
a periodic motion may occur. From Fig. 5.11, it also follows that the frequency of
the periodic solution for the prescribed control law algorithm is always higher than
the frequency of the periodic motion in the system with the asymptotic 2-SM relay
controller, because the latter is determined by the point of the intersection of the
Nyquist plot and the real axis.
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5.6 Suboptimal Algorithm: DF Analysis

Now consider the generalized suboptimal algorithm given as follows:

u.t/ D �˛.t/UM sign.�.t/ � ˇ�M.t// (5.44)

˛.t/ D
(
1 if �M.t/.y.t/ � ˇ�M .t// � 0

˛�; if �M.t/.y.t/ � ˇ�M.t// < 0
where �M.t/ is a piecewise constant function representing the value of the last
singular point of �.t/ (i.e., the most recent value of �.t/ satisfying the condition

P�.t/ D 0),UM is the control amplitude, ˇ 2 Œ0; 1/ is the anticipation parameter, and
˛� � 1 is the modulation parameter. Let us assume that the steady-state behavior
of the system (5.25) and (5.44) is a periodic, unimodal symmetric motion with zero
mean and shows that the motion under this assumption can exist. The sequence
of singular points of the variable �.t/ is then an alternating sequence of positive
and negative values of the same magnitude: �PM , ��PM ; ˇ�PM , �ˇ�PM (where “P ”
stands for periodic). The switching of the control occurs at the instants when the
plant output �.t/ becomes equal either to �PM or to ˇ�PM . This would correspond to
the following nonlinear characteristic of the controller (Fig. 5.12).

With this representation, the DF method can be conveniently used for analysis of
the system with the suboptimal algorithm. The usual assumption for applicability of
the DF method is the linear part (the combined principal and parasitic dynamics)

Fig. 5.12 Nonlinear characteristic of sub-optimal control
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Fig. 5.13 Finding a periodic solution in a system with suboptimal control

satisfying the filtering hypothesis. As a result, the DF of the suboptimal algorithm
can be given by the following equation:

N.A/ D 2UM

�A

�
.˛� C 1/

q
1 � ˇ2 C j Œ.˛� � 1/C ˇ.˛� C 1/�

�
(5.45)

whereA D �PM is the amplitude of the oscillations of the output. A periodic solution
of the system (5.25) and (5.44) takes place if the negative reciprocal of the DF
has a point of intersection with the Nyquist plot of the linear part of the system.
The negative reciprocal of the DF (that corresponds to the amplitude) is

� 1

N.A/
D � �A

4UM

8̂<
:̂

.˛� C 1/

q
1 � ˇ2

˛�2.ˇ C 1/C .1 � ˇ/
C j

.˛� � 1/C ˇ.˛� C 1/

˛�2.ˇ C 1/C .1 � ˇ/

9>=
>;
(5.46)

The negative reciprocal of the DF is a straight line in the complex plane that begins
at the origin (A D 0) and makes a clockwise angle with the negative part of the real
axis. The plot is totally located in the second quadrant (Fig. 5.13).
From (5.46), the angle � between the real axis and the line can be obtained as
follows:

� D � arctan
.˛� � 1/C ˇ.˛� C 1/

.˛� C 1/

q
1 � ˇ2

(5.47)

The frequency of possible periodic motions is the frequency of the Nyquist plot of
the plant at the point of intersection with the plot � 1

N.A/
. This can be expressed as

the solution of the following nonlinear equation:
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argW.j!/ D �� � � (5.48)

where � is given by Eq. (5.47),! is the frequency of the periodic solution, andW.s/
is the transfer function of the combined parasitic and principal dynamics.

The amplitude of this periodic motion depends on the magnitude of the frequency
responseW.j!/ of the plant at the frequency!. Usually a larger value of � provides
a higher frequency and a smaller amplitude of the periodic motion. The amplitude
Ac of the periodic motion can be evaluated as follows:

Ac D 2
p
2Um

p
˛�2.1C ˇ/C 1 � ˇ

�
j argW.j!c/j (5.49)

where !c is the frequency of the oscillations.
It follows from (5.47) that the range of � values is Œ0I�=2�. Therefore, a periodic

motion may occur if the phase characteristic of the combined parasitic and principal
dynamics includes the range from �� to �1:5� . This is only possible if the
combined relative degree of the parasitic and principal dynamics is three or higher
(however, there may be some cases when the phase characteristic a plant of relative
degree lower than three can go below ��).

5.7 Comparisons of 2-Sliding Mode Control Algorithms

The examples which have been studied confirm the properties of the algorithms
and also demonstrate high accuracy—the DF analysis matches very accurately the
results of the simulations (see Tables 5.1–5.4). In the simulations the following
values of control algorithm parameters have been used: for the twisting algorithm

Table 5.1 Results of computing and simulations for the system with the
plant of relative degree two Wp.s/ D 1

s2CsC1
and an actuator of relative

degree one Wa.s/ D 1
0:01sC1

driven by the 2-SM control algorithms

Twisting Prescribed Suboptimal

!c (DF analysis) 77.05 80.85 59.81
!c (simulations) 77.68 81.72 55.16
Amplitudes, Ac 1.67e-4 1.51e-4 3.6e-4

Table 5.2 Results of computing and simulations for the system with
the plant of relative degree two Wp.s/ D 1

s2CsC1
and an actuator of

relative degree two Wa.s/ D 1
0:0001s2C0;01sC1

driven by the 2-SM control
algorithms

Twisting Prescribed Suboptimal

!c (DF analysis) 54.64 63.10 50.83
!c (simulations) 54.53 61.60 50.67
Amplitudes, Ac 4.83e-4 3.67e-4 4.63e-4
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Table 5.3 Results of computing and simulations for the system with the plant

of relative degree one Wp.s/ D sC1
s2CsC1

and an actuator of relative degree one

Wa.s/ D 1
0;01sC1

driven by the 2-SM control algorithms

Twisting as a filter Super-twisting Conventional SMC

! (DF analysis) 75.00 66.16 1
! (simulations) 75.51 64.96 Converge to 1
Amplitudes, Ac 2.53e-6 2.33e-4 0

Table 5.4 Results of computing and simulations for the system with the plant

of relative degree one Wp.s/ D sC1
s2CsC1

and an actuator of relative degree two

Wa.s/ D 1
0:0001s2C0;01sC1

driven by the 2-SM control algorithms

Twisting as a filter Super-twisting Conventional SMC

! (DF analysis) 53.52 55.18 100.00
! (simulations) 53.41 54.26 99.26
Amplitudes, Ac 9.48e-6 4.81e-4 1.27e-4

c1 D 0:8; c2 D :0:6; for the prescribed control law 	 D ˇ D 1; � D 0:5; for
the sub optimal algorithm ˛� D 1; ˇ D 0:5; and for the super-twisting algorithm
	 D 0:6; � D 0:8; � D 0:5:

The presented analysis demonstrates that the 2-SM control algorithms cannot
be chattering-free although the algorithms are continuous. A frequency domain
analysis of the known 2-SM control algorithms proves that very convincingly.
Furthermore the cause of chattering is the inevitable existence of parasitic (not ac-
counted for in the 2-SM controller design) dynamics associated with the actuators,
sensors, etc.

However, new algorithms may be developed in the future that may be claimed
to be chattering-free. Of course, an individual frequency-domain analysis of each
available algorithm can provide some clues, but a more detailed analysis of the
principles the 2-SM is based on would be very useful and might prevent wishful but
wrong conclusions in the future.

The frequency-domain analysis which has been presented leads to the formula-
tion of two ideas or two frequency-domain interpretations of the 2-SM controller
designs. Those ideas are (1) an advance switching and (2) control smoothing due
to introduction of an integrator. The first principle is applied to plants of relative
degree two, and the second principle is applied to the plants of relative degree one.
Let us consider those two principles in more detail.

The advance switching idea is used in the twisting algorithm, prescribed control
law, and suboptimal algorithm. The advance switching is different in comparison
with the switching in the conventional relay feedback control and is achieved by
introducing phase-lead elements (differentiators) into the system loop or from the
use of the negative hysteresis of the relay nonlinearity. In the frequency domain it is
manifested as the location of the negative reciprocal of the DF of the respective al-
gorithm in the second quadrant of the complex plane (see Figs. 5.6, 5.11, and 5.13).
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Fig. 5.14 Equivalent relay system

The control smoothing idea is realized via introducing an integrator in series
with one of the 2-SM control algorithms which have advance switching or a
relay nonlinearity (the super-twisting algorithm). This idea essentially exploits the
stability margins of a relay control system with a plant of relative degree one, since
the addition of one more relative degree does not cause finite frequency periodic
motions in such systems. However, the introduction of the integrator in series with
the principal dynamics of relative degree one makes the relative degree of this
part of the system equal to two. As a result, any parasitic dynamics increases the
overall relative degree to at least three. In this case, there always exists a point
of intersection between the Nyquist plot of the serial connection of the actuator,
the plant and the integrator, and the negative reciprocal of the DF of the SMC
algorithm. Thus, if parasitic dynamics of relative degree one or higher are added
to the principal dynamics of relative degree one, a periodic motion may occur in
the system. Therefore, the existence of parasitic dynamics makes the existence of
chattering unavoidable even in the case of the continuous control algorithms.

From the above analysis, the following observation can be formulated: regardless
of the algorithm, if the system relative degree (that includes the actuator, plant, and
the algorithm itself if the latter contains integrators) is three or higher, a periodic
motion may occur in the system. Let us analyze this fact on the basis of the
DF method. First note that any 2-SM control algorithm contains the relay (sign)
function. After that let us transform the original system into the conventional relay
feedback system notation. In Fig. 5.14, the equivalent plant, which now includes the
original plant, actuator, and all parts of the 2-SM control algorithm except for the
relay element, is nonlinear. However, the nonlinearities of this equivalent plant do
not change the order and relative degree of the equivalent plant. Consequently they
can be replaced with some gains (which is what was done in the DF analysis above).
Therefore, a property which is known for the relay systems should also apply to
the equivalent relay system in Fig. 5.14. It can be formulated as the possibility of
the existence of a periodic motion if the relative degree is three or higher and the
existence of an ideal sliding mode otherwise.

The nature of the parasitic dynamics is the dynamics of energy transformation
from one form to another. For example, an actuator is supposed to transform an
electrical signal into a force or mechanical motion, and a sensor has to transform
mechanical motion into an equivalent electrical signal. It follows from first prin-
ciples that the relative degree of the actuator–plant–sensor dynamics will always
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be higher than two. Moreover, even lower levels of detail can be considered, if
necessary, such as delays in the electronics, resistance, capacitance, and inductance
of the wires. If we assume that an ideal sliding mode exists in the system in
Fig. 5.14, this is equivalent to assuming that the SMC generates a discontinuous
control of infinite frequency, which cannot occur in any real system. For that reason,
any implementation of the 2-SM control system (as well as a conventional SMC
system) will always exhibit chattering. Thus, if for some sliding mode design,
we obtained results corresponding to an ideal sliding mode that only means that
the parasitic dynamics were either not considered or not considered in sufficient
detail. Chattering is an inherent property of the sliding mode principal. The problem
is therefore in controlling the parameters of the chattering and adjusting them
to acceptable values. The approach presented here can be of significant help in
achieving those goals.

5.8 Notes and References

DF analysis can give (predict) only the approximate limit cycle solution. The early
results on the analysis of self-sustained oscillations in systems with conventional
SMC can be found in [161]. A precise limit cycle analysis can be undertaken in
2-sliding systems using the LPRS technique presented in [29].

It is worth noting that the nonlinearity in Fig. 5.12 can be represented as a sum
of two conventional hysteresis relays, for which the DFs are known [11].

The criterion for finite time convergence in terms of the angle between the
high-frequency asymptote of the Nyquist plot of the plant and the low-amplitude
asymptote of the negative reciprocal is given in [30].

A detailed analysis of self-sustained oscillations (chattering) in 2-SM systems
is given in [28–30, 32, 34, 35, 88–90, 117, 150]. The analysis of the propagation of
periodic signals for the systems governed by 2-SM control is studied in [36]. The
self sustained oscillations in mechanical systems are studied in [4, 5].

5.9 Exercises

Exercise 5.1. Study a real sliding mode in the system

Px1 D x2

Px2 D �2x1 � 3x2 C ua

0:0001 Rua D �0:01 Pua � ua C u

� D x1 C x2
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with the controller

u D ��sign.�/

(a) Predict the parameters of the limit cycle by solving the harmonic balance
equation.

(b) Confirm the results via computer simulation.

Exercise 5.2. Repeat Exercise 5.1 assuming that the system is controlled by the
twisting controller

u D �0:8sign.�/� 0:6sign. P�/
Exercise 5.3. Repeat Exercise 5.1 assuming that the system is controlled by the
super-twisting controller

u.t/ D u1.t/C u2.t/

Pu1 D �� sign.�/

u2 D
� �	js0j� sign.�/; if j� j > s0

�	j� j� sign.�/; if j� j � s0

with � D 0:8, 	 D 0:6, and � D 0:5.

Exercise 5.4. Repeat Exercise 5.1 assuming that the system is controlled by the
prescribed convergence control law

u D �	sign. P� C ˇj� j� sign.�//

where 	 D 1, � D 0:5 and ˇ D 1.

Exercise 5.5. Repeat Exercise 5.1 assuming that the system is controlled by the
sub-optimal controller

u.t/ D �UM sign.�.t/ � ˇ�M .t// (5.50)

with UM D 0:1 and ˇ D 0:2.

Exercise 5.6. Consider the DC–DC converter presented in Fig. 5.15. The corre-
sponding dynamic equations are given by

Ldi
dt

D �v C uaVin
C dv
dt

D i � v
R

where i is the current through the inductor L, v is the voltage across the capacitor
C , Vin is the input voltage, and u 2 f0; 1g is the switching control signal. The goal
is to stabilize the output voltage v at the desired level vd .
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Fig. 5.15 DC–DC Buck converter

Fig. 5.16 Mass–spring–damper system

Assume that the switching element has the following dynamics:

� Pua D �ua C u

where u D 1
2
.1 � sign.�// and � D v � vd .

(a) Predict the parameters of the limit cycle by solving the harmonic balance
equation.

(b) Confirm the results via computer simulations.

Exercise 5.7. Consider the mass–spring–damper system presented in Fig. 5.16.
The dynamic model of the system is

m1 Rx1 C .k1 C k2/x1 � k2x2 D u

m2 Rx2 C c Px2 C .k3 C k2/x2 � k2x1 D 0

where m1 D 1:28, m2 D 1:08, k1 D 190, k2 D 450, k3 D 190, c D 15, and x1 and
x2 are the positions of the masses m1 andm2, respectively. The goal of control is to
stabilize the position of m2 at the origin. Using the suboptimal controller

u D �0:1sign.� � 0:5�M /
where y D x2, compute the parameters of the limit cycle by solving the harmonic
balance equation and confirm the results via computer simulation.
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Fig. 5.17 Control system of the heading angle y of the bi-wing aircraft

Exercise 5.8. Consider the disk drive suspension system represented by the transfer
functions

Ga.s/ D 5

0:001s C 1
I Gp.s/ D 48:78

s.s C 20/

whereGa.s/ is the transfer function of the actuator, named the motor coil, andGp.s/
is the transfer function of the plant, named the arm. Assume the input of the actuator
is produced by the twisting algorithm

u D �0:8sign.�/� 0:6sign. P�/
Then compute the parameters of the limit cycle by solving the harmonic balance
equation, and confirm the results via a computer simulation.

Exercise 5.9. The heading angle y of a bi-wing aircraft is controlled by the
prescribed convergence controller

u D �10sign. P� C 2j� j0:5 sign.�//

The block diagram of the control system is given in Fig. 5.17, where the transfer
function of the engine is considered as unmodeled dynamics. Compute the param-
eters of the limit cycle by solving the harmonic balance equation and confirm the
results via computer simulation.



Chapter 6
Higher-Order Sliding Mode Controllers
and Differentiators

In this chapter we further develop the ideas of Chap. 4 where second-order sliding
modes were formulated. As we have seen, second-order sliding modes make the
sliding variables vanish in finite time, when the relative degree of the variable equals
two, and are able to solve the same problem by means of continuous control, if
the relative degree is one. This helps to remove dangerous high-energy vibrations
(the dangerous types of chattering). So-called higher-order sliding modes (HOSMs)
solve these problems for arbitrary relative degrees. The realization of the scheme
requires more information: usually one needs to calculate or measure a number
of successive time derivatives of the sliding variables. However that problem is
also solved within a similar framework. As a result, arbitrary-order exact robust
differentiators are developed, having their own significance in terms of general
observation theory. In particular, tracking problems are solved in finite time and with
ideal accuracy, by means of smooth control, if the output relative degree is known.
The accuracy remains high in the presence of small noises, switching inaccuracies
and delays, etc.

While the theory presented in this chapter can be considered complicated, its
application is very simple and straightforward. Suppose that the studied problem is
to make a smooth scalar output � vanish and to keep it at zero. Assume that the
system is smooth and affine in the (scalar) control and also that when the output is
successively differentiated with respect to time, the control appears for the first time
in the rth total time derivative �.r/ and its functional coefficient is strictly positive.
The number r is called the relative degree. The derivatives P� , . . . , �.r�1/ which are
required to implement the controller can be calculated in real time by means of the
HOSM differentiator. The differentiator is robust with respect to input noises and
exact in their absence. If the coefficient of control in �.r/ is negative, one simply
needs to change the sign of the listed controllers.

At that point one can just start to use the results, as applied in Sect. 6.10, and
the reader is indeed invited to look at Sect. 6.10 before reading the preceding
theoretical developments. However, the theory is required for deep understanding of
the proposed method, its accuracy, and limitations. In particular, the HOSM problem

Y. Shtessel et al., Sliding Mode Control and Observation, Control Engineering,
DOI 10.1007/978-0-8176-4893-0 6, © Springer Science+Business Media New York 2014
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is shown to be reduced to finite-time stabilization of a differential inclusion. The
task is performed in the framework of homogeneity theory that not only simplifies
the proofs and the control design but also readily calculates the accuracy of the
controllers and differentiators.

6.1 Introduction

The main idea of sliding mode control is to keep a properly chosen constraint at zero
in sliding mode. It is natural to classify sliding modes by the smoothness degree of
the constraint function calculated along the system trajectories. More precisely, let
the constraint be of the form � D 0, where � is some smooth function of the state
and time, and let it be kept identically on Filippov trajectories of a discontinuous
dynamic system. There is no sense to consider the function � on the sliding mode
trajectories, for it is just identical zero. On the other hand the sliding mode � � 0

may be classified by the first total derivative �.r/ which contains a discontinuity in
a small vicinity of the sliding mode trajectories. That number r is called the sliding
order. The formal definition is following.

Definition 6.1. Consider a discontinuous differential equation Px D f .x/ (Filippov
differential inclusion Px 2 F.x/) with a smooth output function � D �.x/, and let it
be understood in the Filippov sense.1 Then, if

1. The total time derivatives � , P� , . . . , �.r�1/ are continuous functions of x
2. The set

� D P� D : : : D �.r�1/ D 0 (6.1)

is a nonempty integral set (i.e., consists of Filippov trajectories)
3. The Filippov set of admissible velocities at the r-sliding points Eq. (6.1) contains

more than one vector

the motion on the set Eq. (6.1) is said to exist in an r-sliding (r th-order sliding)
mode. The set Eq. (6.1) is called the r-sliding set. The nonautonomous case is
reduced to the one considered above by introducing the fictitious equation Pt D 1.

The words “r th-order sliding” are often abridged to “r-sliding,” and the term “r-
sliding controller” replaces the expression “finite-time-convergent r-sliding mode
controller.” In the case when � is a vector function, the same definition is applied to
each scalar component of � , and results in a vector sliding order.

As we will immediately see, the sliding order is closely connected to the notion
of relative degree. In order to introduce the concept we need the notion of a Lie
derivative, which is actually the derivative of a function along the trajectories of a
vector field.

Let �.x/ be a differentiable function, where x 2 R
n and f .x/ is a vector field

(i.e., an n-dimensional vector function). Then the Lie derivative of � with respect
to f at the point x0 is defined as

1For details, see Sect. 2.1.1.
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Lf �.x0/ D r�.x0/ � f .x0/ D
nX
iD1

@

@xi
�.x0/fi .x0/

Consider a smooth dynamic system

Px D a.x/C b.x/u; x 2 R
n; u 2 R (6.2)

with a scalar input (control) u 2 R and a smooth scalar output �.x/. The total
derivative of the output � is defined as the time derivative of � along the trajectory
of the system

P� D d

dt
�.x.t/ D r�.x/.a.x/C b.x/u/ D La�.x/C Lb�.x/u (6.3)

The relative degree of the output � with respect to the input u at the point x is
defined as the order of the total derivative of � , at which the control appears with a
nonzero coefficient for the first time, provided the control coefficients are identically
zero in all the lower-order derivatives. In particular, the relative degree equals 1 at
the given point x0, if Lb�.x0/ ¤ 0. Suppose that Lb�.x/ � 0 in a vicinity of x0
then differentiating Eq. (6.3) yields

R� D L2a�.x/C LbLa�.x/u

Continuing the calculation in this way we obtain the following formal definition by
Isidori.

Definition 6.2. The number r is called the relative degree of the output � of the
system (6.2) with respect to the input u at the point x0, if the conditions

Lb�.x/ D LbLa�.x/ D : : : D LbL
r�2
a �.x/ D 0; LbL

r�1
a �.x/ ¤ 0

hold in some vicinity of the point x0.

The case when the system depends on time so that

Px D a.t; x/C b.t; x/u; x 2 R
n; u 2 R; � D�.t; x/ 2 R (6.4)

can be handled by introducing the fictitious equation Pt D 1 so that one obtains the
system


 Px
Pt
�

D


a.t; x/

1

�
C


b.t; x/

0

�
u D Qa.t; x/C Qb.t; x/u

and the definition above then can be applied.
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Definition 6.3. The number r is called the relative degree of the output � of the
system (6.4) with respect to the input u at the point .t0; x0/, if the conditions

LQb� D LQbLQa� D : : : D LQbL
r�2
Qa � D 0; LQbL

r�1
Qa � ¤ 0

hold in some vicinity of the point .t0; x0/.

Thus, if the relative degree equals r , the output of Eq. (6.4) satisfies the equations

�.i/ D LiQa�; i D 1; 2; : : : r � 1I �.r/ D LrQa� C �
LQbL

r�1
Qa �

�
u

Therefore, �.i/; i D 1; 2; : : : r � 1, are continuous functions of t; x, and keeping
� � 0 by means of a permanently switching control is only possible in the r-sliding
mode.

6.2 Single-Input Single-Output Regulation Problem

Consider a dynamic system of the form (6.4), where x 2 R
n, a; b, and � W RnC1 !

R are unknown smooth functions and even the dimension n might be uncertain.
Suppose only measurements of � are available in real time. The task is to force in
finite time � � 0 by means of an appropriate control u 2 R. Note that the stated
problem can be considered as a general tracking problem for a black-box uncertain
process.

The relative degree of the system is assumed to be constant and known and given
by r so that

�.r/ D h.t; x/C g.t; x/u (6.5)

where h.t; x/ D LrQa� and g.t; x/ D LQbL
r�1
Qa � ¤ 0. It is assumed that g.t; x/ is

positive and for some Km;KM ;C > 0 the inequalities

0 < Km � g.t; x/ � KM; jh.t; x/j � C (6.6)

hold—which is always true at least locally. If g.t; x/ is negative one just needs
to change the sign of the controller which will be developed. The trajectories of
Eq. (6.4) are assumed infinitely extendible in time for any Lebesgue-measurable
bounded control u.t; x/.

Thus, the task is actually to finite-time stabilize the states � P� , . . . , �.r�1/ of the
uncertain system (6.5) depending on the variable parameter x(t) under the conditions
in Eq. (6.6). Note that while the relative degree r is indeed needed to be known, the
exact knowledge of the parameters Km;KM ;C is not really necessary in practice,
for they only influence the magnitude of the control to be designed. Indeed, in any
case, probably the best way to determine the control parameters is by extensive
simulation of system (6.4).
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Unfortunately no static continuous output-feedback control is capable of sta-
bilizing system (6.5) under the uncertainty conditions considered. Indeed, any
continuous control

u D '.�; P�; : : : ; �.r�1// (6.7)

forcing � � 0, would need to satisfy the equality '.0; 0; ::; 0/ D � h.t; x/=g.t; x/,
whenever Eq. (6.5) holds. Obviously, '.0; 0; ::; 0/ 2 Œ�C=Km;C=Km�. Consider
two trivial systems of the form (6.5) satisfying conditions (6.6):

�.r/ D C CKmu; � 2 R; u 2 R; x D .�; P�; : : : ; � .r�1//T 2 R
r (6.8)

�.r/ D �C CKmu; � 2 R; u 2 R; x D .�; P�; : : : ; � .r�1//T 2 R
r (6.9)

It is impossible to find a continuous control law to simultaneously satisfy Eqs. (6.8)
and (6.9) while �.r/ D 0. Thus, the control defined in Eq. (6.7) has to be
discontinuous at least on the set Eq. (6.1). In other words, an r-sliding mode � D 0

is to be established.
From Eqs. (6.5) and (6.6), the solutions of Eq. (6.5) satisfy the inclusion

�.r/ 2 Œ�C;C �C ŒKm;KM � u (6.10)

In contrast to the uncertain system (6.5), the inclusion in Eq. (6.10) is perfectly
known. However it does not “remember” about system (6.4) except the con-
stants r; C;Km;KM . Thus, provided Eq. (6.6) holds, the finite-time stabilization of
Eq. (6.10) at the origin simultaneously solves the stated problem for all possible
systems (6.4).

The closed differential inclusion Eqs. (6.7), (6.10) is understood in the Filippov
sense, which means that the control Eq. (6.7) should be locally bounded and the
right-hand-side vector set is enlarged at the discontinuity points of Eq. (6.7) in order
to satisfy the convexity and semi-continuity conditions from Definition 2.2. For this
end the Filippov procedure from Definition 2.3 is applied to the function (6.7), and
the resulting scalar set is substituted for u in Eq. (6.10).

Note that implementing the HOSM controller given by Eq. (6.7) requires obser-
vation of the derivatives P� , . . . , �.r�1/ or real-time differentiation of the output. The
problem remains complicated, even if the derivatives P� , . . . , �.r�1/ are available.
One of the main approaches to this problem is based on homogeneity theory. The
controllers, which we will design, are r-sliding homogeneous. Let us now introduce
the necessary notions.

6.3 Homogeneity, Finite-Time Stability, and Accuracy

Assign a weight (the homogeneity degree) mi to each coordinate xi 2 R, where
mi > 0. We will write

deg.xi / D mi
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The corresponding simple linear transformation

d� W .x1; x2; : : : ; xn/ 7! .�m1x1; �
m2x2; : : : ; �

mnxn/ (6.11)

is called the homogeneity dilation, and � > 0 is called its parameter.

Definition 6.4. A function f W R
n ! R is called homogeneous of the degree

(weight) q 2 R with the dilation Eq. (6.11) and written as deg.f / D q, if for any �
> 0, the identity f .d�x/ D �qf .x/ holds.

For instance, in accordance with Definition 6.4, quadratic and cubic forms are
homogeneous functions of weights 2 and 3, respectively, corresponding to the trivial
homogeneity weights degxi D 1. Next, let us try degx1 D 2; degx2 D 3; then

deg
�
x31 � x22sign.x1/C 2 jx1j3=2 x2

�
D 6

Indeed

�
�2x1

�3�
�
�3x2

�2
sign.�2x1/C 2

ˇ̌̌
�2x1

ˇ̌̌3=2
�3x2 D �6

�
x31 � x22sign.x1/C 2 jx1j3=2 x2

�

The following are the simple rules of homogeneous arithmetic. The homogeneity
degree of zero is not defined. Let A and B be some homogeneous functions of
x 2 R

n different from identical zero, and let 	 be a real number; then

1. The sum of A and B is a homogeneous function only if deg A = deg B
2. 8	 ¤ 0 deg 	 D 0

3. deg AB D deg A C deg B
4. deg .A=B/ D deg A � deg B
5. deg .	A/ D deg A
6. deg @

@xi
A D deg A � deg xi , if @

@xi
A is not identical zero

To verify the last equality it can be seen that

@

@�mi xi
A.d�x/ D ��mi @

@xi
�degAA.x/ D �degA�mi @

@xi
A.x/

Definition 6.5. A vector field f W R
n ! R

n, f D .f1; f2; : : : ; fn/
T , is called

homogeneous of degree q 2 R with the dilation Eq. (6.11)and written as deg f D q,
if all its components fi are homogeneous and the identities

degfi D degxi C degf D degxi C q; i D 1; 2; : : : ; n (6.12)

hold.

In order to better understand the above definition, consider the differential equation

Px D f .x/ (6.13)
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and introduce a homogeneity weight of the time variable. Let deg t D �q; q 2 R;
then Eq. (6.12) reads as

deg Pxi D degxi � deg t D degfi ; i D 1; 2; : : : ; n

and means that Eq. (6.13) is invariant with respect to the linear time-coordinate
transformation

G� W .t; x/ 7! .��qt:d�x/; � > 0 (6.14)

Therefore, we will also call differential equation (6.13) homogeneous with homo-
geneity degree q. The equalities (6.12) can be rewritten as one vector equality:

f .x/ D ��qd�1
� f .d�x/

Note that in the scalar case x 2 R any function f W R ! R can be considered
as a vector field as well. The homogeneity degrees of the function f and of the
vector field f are different in that case. Indeed, let for example deg x D 1, then the
homogeneity degree of the function x2 equals to 2, while the homogeneity degree
of the corresponding vector field is 1. The ambiguity disappears if we speak about
the homogeneity of the differential equation Px D x2. Indeed, degx2 D 2, but on
the other hand, due to homogeneity, degx2 D degx � deg t , which means that
deg t D �1 and the homogeneity degree of the differential equation is 1.

Any linear time-invariant homogeneous differential equation is indeed homoge-
neous with homogeneity degree 0, and degxi D 1; i D 1; 2; : : : n. Let the weights
of x1 and x2 be 3 and 2, respectively. Then the system of differential equations

(
Px1 D x2

Px2 D �x1=31 � jx2j1=2sign.x2/
(6.15)

is homogeneous of the degree �1, deg t D 1.
The nonzero homogeneity degree q of a vector field can always be scaled to

˙1 by an appropriate proportional change to the weights of the coordinates and
time. Indeed, substituting � D 	s , where 	; s > 0, one obtains �mi xi D 	smi xi ,
��qt D 	�sq t .

Definition 6.6. A vector-set field F.x/ � R
n, x 2 R

n; and the differential
inclusion

Px 2 F.x/ (6.16)

are called homogeneous of the degree q 2 R with the dilation Eq. (6.11), which is
written as degF D q, if Eq. (6.16) is invariant with respect to the time-coordinate
transformation Eq. (6.14).

The invariance is equivalent to the identity

F.x/ D ��qd�1
� F.d�x/; � > 0 (6.17)
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Indeed, the necessary equivalence of Px 2 F.x/ and d.d�x/

d.��q t/
2 F.d�x/ implies

Eq. (6.17). Definition 6.5 is a particular case of Definition 6.6. Also here the nonzero
homogeneity degree can always be scaled to ˙1.

Let once more the weights of x1 and x2 be 3 and 2, respectively. Then the
differential inequality

j Px1j C Px4=32 � x
4=3
1 C x22

corresponds to the homogeneous differential inclusion

. Px1; Px2/ 2 ˚.z1; z2/ jjz1j C z2
4=3 6 x1

4=3 C x2
2; z1; z2 2 R

2
	

and has degree C1. Indeed, let deg t D �1; then deg j Px1j D deg Px4=32 D degx4=31 D
degx22 D 4.

Definition 6.7. A differential inclusion Px 2 F.x/ (equation Px D f .x/) is further
called globally asymptotically stable at 0, if it is Lyapunov stable, and all solutions
are infinitely extended in time and converge to 0 as t ! 1.

Definition 6.8. A differential inclusion Px 2 F.x/ (equation Px D f .x/) is called
globally uniformly asymptotically stable at 0, if it is Lyapunov stable, and for any
R > 0, " > 0 there exists T > 0 such that any trajectory starting within the disk
jjxjj < R enters the disk jjxjj < " in time T and stays there forever.

It can be shown that in the case of a homogeneous continuous differential
equation the last two definitions are equivalent.

Definition 6.9. A differential inclusion Px 2 F.x/ (equation Px D f .x/) is further
called globally uniformly finite-time stable at 0, if it is Lyapunov stable, and for any
R > 0 there exists T > 0 such that any trajectory starting within the disk jjxjj < R
stabilizes at zero in the time T.

The importance of the notions introduced is justified by the following re-
markable result: asymptotic stability of a (continuous) homogeneous differential
equation (6.13) with negative homogeneous degree is equivalent to its global
uniform finite-time stability.

For example, system (6.15) is finite-time stable. Indeed, consider the Lyapunov
function

V D 3
4
x
4=3
1 C 1

2
x22 ;

PV D �jx2j3=2
Then, according to LaSalle’s theorem, the trajectories asymptotically converge to
the largest invariant subset of the set PV D 0, i.e., to the origin. Thus, the system is
asymptotically stable. Since its homogeneity degree is �1, we also get finite-time
stability.

Definition 6.10. A set D is called dilation retractable if d�D � D for any � 2 Œ0; 1�.
In other words for each point x it contains the whole line d�x, � 2 Œ0; 1�.
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Definition 6.11. A homogeneous differential inclusion Px 2 F.x/ (equation Px D
f .x/) is called contractive if there are two compact sets D1 and D2 and a number
T > 0, such that D2 lies in the interior of D1 and contains the origin;D1 is dilation
retractable; and all trajectories starting at the time 0 within D1 remain in D2 at the
time moment T.

The properties of homogenous Filippov inclusions are studied in Theo-
rems 6.1, 6.2, and 6.3 presented below.

Theorem 6.1. Let Px 2 F.x/ be a homogeneous Filippov inclusion with a negative
homogeneous degree �p, i.e., deg t D p; then Definitions 6.8, 6.9, and 6.11 are
equivalent and the maximal settling time is a locally bounded homogeneous function
of the initial conditions of the degree p.

Sketch of the proof. Obviously, both Definitions 6.8 and 6.9 imply Definition 6.11
and Definition 6.9 implies 6.8. Thus, it is enough to prove that 6.11 implies 6.9. All
trajectories starting in the setD1 concentrate in a smaller setD2 in time T . Applying
the homogeneity transformation it can be verified that the same is true with respect
to the sets d�D1, d�D2 and the time �T for any � > 0. An infinite collapsing chain
of embedded regions is now constructed, such that any point belongs to one of the
regions and the resulting convergence time is majored by a geometric series.

Due to the continuous dependence of solutions of the Filippov inclusion Px 2
F.x/ on its graph � D f.x; y/ j y 2 F.x/g, the contraction feature is obviously
robust with respect to perturbations causing small changes of the inclusion graph in
some fixed vicinity of the origin.

Corollary 6.1 The global uniform finite-time stability of homogeneous differential
equations (Filippov inclusions) with negative homogeneous degree is robust with
respect to locally small homogeneous perturbations.

Let Px 2 F.x/ be a homogeneous Filippov differential inclusion with degxi D mi

> 0 and deg t D p > 0. Consider the case of “noisy measurements” for xi with the
magnitude ˇi�

mi , ˇi ; � > 0 that is

Px 2 F.x1 C ˇ1 Œ�1; 1� �m1; : : : ; xn C ˇn Œ�1; 1� �mn/

Successively applying the global closure of the right-hand-side graph and the convex
closure at each point x, a new Filippov differential inclusion Px 2 F�.x/ can be
obtained.

Theorem 6.2. Let Px 2F.x/ be a globally uniformly finite-time stable homogeneous
Filippov inclusion with homogeneity weights m1; : : : ; mn and degree �p < 0, and
let � > 0. Suppose that a continuous function x.t/ is defined for any t � ��p
satisfying some initial conditions x.t/ D �.t/, t 2 Œ��p; 0�. Then, if x.t/ is any
solution of the disturbed inclusion

Px 2 F�.x.t � �p; 0//; 0 < t < 1
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the inequalities jxi j < �i�
miare established in finite time with some positive

constants �i independent of � and � .

Note that Theorem 6.2 covers the cases of retarded or discrete noisy measure-
ments of all or some of the coordinates and any mixed cases. In particular, infinitely
extendible solutions certainly exist in the case of noisy discrete measurements of
some variables or in the constant time-delay case. For example, with small delays
of the order of � introduced in the right-hand side of Eq. (6.15), an accuracy of
x1 D O.�3/; Px1 D x2 D O.�2/; and Px2 D O.�/ is obtained. From Corollary 6.1, for
a sufficiently small ", the addition of the term "x

2=3
1 in the first equation of Eq. (6.15)

disturbs neither the finite-time stability nor the asymptotic accuracy.

6.4 Homogeneous Sliding Modes

Suppose that the feedback in Eq. (6.7) imparts homogeneity properties to the closed-
loop inclusion Eqs. (6.7), (6.10). Due to the term Œ�C;C�, the right-hand side
of Eq. (6.10) can only have homogeneity degree 0 with C ¤ 0. Indeed, with
a positive degree, the right-hand side of Eqs. (6.7), (6.10) approaches zero near
the origin, which is not possible with C ¤ 0. With a negative degree it is not
bounded near the origin, which contradicts the local boundedness of '. Thus,
deg�.r/ D deg �.r�1/ � deg t D 0, and the homogeneity degree of �.r�1/ has to
be opposite to the degree of the whole differential inclusion.

Scaling the inclusion homogeneity degree to �1, get that the homogeneity
weights of t; � , P� , . . . , �.r�1/ are 1; r; r � 1; : : : ; 1, respectively. This homogeneity
is called r-sliding homogeneity.

Definition 6.12. The inclusion Eqs. (6.7), (6.10) is called r-sliding homogeneous if
for any � > 0 the combined time-coordinate transformation

G� W � t; �; P�; : : : ; � .r�1/� 7! �
�t; �r�; �r�1 P�; : : : ; ��.r�1/� (6.18)

preserves the closed-loop inclusion Eqs. (6.7), (6.10).

Note that the Filippov differential inclusion corresponding to the closed-loop
inclusion Eqs. (6.7), (6.10) is also r-sliding homogeneous.

Transformation Eq. (6.18) transfers Eqs. (6.7), (6.10) into

dr .�r �/

.d�t/r
2 Œ�C;C �C ŒKm;KM � � '

�
�r�; �r�1 P�; : : : ; ��.r�1/�

and hence, Eqs. (6.7), (6.10) is r-sliding homogeneous if

'
�
�r�; �r�1 P�; : : : ; ��.r�1/� D '

�
�; P�; : : : ; � .r�1/� (6.19)
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Definition 6.13. Controller Eq. (6.7) is called r-sliding homogeneous (rth-order
sliding homogeneous) if Eq. (6.19) holds for any

�
�; P�; : : : ; �.r�1/� and � > 0. The

corresponding sliding mode is also called homogeneous (if it exists).

Such an r-sliding homogeneous controller is inevitably discontinuous at the
origin .0; : : : ; 0/, unless ' is a constant function. It is also uniformly bounded, since
it is locally bounded and takes on all its values in any vicinity of the origin. Recall
that the values of ' on any zero-measure set do not affect the corresponding Filippov
inclusion.

A controller is called r-sliding homogeneous in the broader sense if Eq. (6.18)
preserves the resulting trajectories of Eq. (6.10). Thus, the suboptimal 2-sliding
controller (see Sect. 4.2.3)

u D �r1sign.� � ��=2/C r2sign.��/; r1 > r2 > 0 (6.20)

where

r1 � r2 > C

Km

I r1 C r2 >
4C CKM.r1 � r2/

3Km

(6.21)

is homogeneous, although it does not have the feedback form (6.7).

6.5 Accuracy of Homogeneous 2-Sliding Modes

With r D 2we get deg � D 2, deg P� D 1. As follows from Theorem 6.2 the discrete-
sampling versions of 2-sliding homogeneous controllers with the sampling interval
� provide the accuracy level � D O.�2/, P� D O.�/. Similarly, noisy measurements
lead to the accuracy � D O."/, P� D O."1=2/, if the maximal errors arising from
sampling � and P� are of the order of " and "1=2, respectively.

Almost all known 2-sliding controllers are 2-sliding homogeneous. Let us check
the homogeneity of the 2-sliding controllers studied in Chap. 4. In other words,
condition (6.19) is to be checked:

• The twisting controller (Sect. 4.2.2) satisfies Eq. (6.19); indeed

u D �.r1sign.�/C r2sign. P�// D �.r1sign
�
�2�

�C r2sign .� P�//

has the convergence conditions

.r1 C r2/Km � C > .r1 � r2/KM C C; .r1 � r2/Km > C

Its typical trajectory in the plane � , P� is shown in Fig. 6.1.
• The controller with the prescribed convergence law Eq. (4.21) satisfies

u D �˛ sign
�

P� C ˇ j� j1=2 sign.�/
�

D �˛ sign
�
� P� C ˇ

ˇ̌
�2�

ˇ̌1=2
sign

�
�2�

��
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Fig. 6.1 Convergence of various 2-sliding homogeneous controllers (a) Twisting controller
(b) Prescribed convergence law (c) Quasi-continuous controller (d) Contractivity

• The quasi-continuous controller Eq. (4.21) satisfies

u D �˛ P� C ˇj� j1=2sign.�/

j P� j C ˇj� j1=2 D �˛ � P� C ˇj�2� j1=2sign.�2�/

j� P� j C ˇj�2� j1=2

Next consider the super-twisting controller Eq. (4.36) applied to a system of
relative degree 1, satisfying Eqs. (4.34) and (4.35) (see the end of the proof of
Theorem 4.5). Starting from the moment when ju1j < UM is established, the closed-
loop system solutions satisfy the inclusion

P� 2 �ŒKm;KM �j� j1=2sign.�/C �

P� 2 Œ�C;C �� ˛ŒKm;KM �sign.�/
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where � D h.t; x/ C g.t; x/u1. The inclusion is homogeneous with homogeneity
degree �1, deg� D 2; deg � D 1. Since it is finite-time stable, we get the
accuracies � D O.�2/; P� D � D O.�/, and � D O."/; P� D � D O."1=2/, which
have been already announced, but not proved in Sect. 4.2.5. The same accuracy is
also obtained for the first-order differentiator (Sect. 4.3.2).

6.6 Arbitrary-Order Sliding Mode Controllers

The following are the two most well-known r-sliding controller families. The
controllers of the form

u D �˛‰r�1;r
�
�; P�; : : : ; �.r�1/� (6.22)

are defined by recursive procedures, have magnitude ˛ > 0, and solve the general
output regulation problem for system (6.10). The parameters of the controllers can
be chosen in advance for each relative degree r . Only the magnitude ˛ is to be
adjusted for any fixed C;Km;KM , most conveniently by computer simulation, thus
avoiding complicated and redundantly large estimations. Obviously, ˛ has to be
negative with @

@u .�
.r// < 0. In the following, ˇ1; : : : ; ˇr > 0 are the controller

parameters, which define the convergence rate.

6.6.1 Nested Sliding Controllers

The following procedure defines the “nested” r-sliding controllers, based on a
pseudo-nested structure of 1-sliding modes. Let q 2 N and q > 1. The controllers
are built by the following recursive procedure:

Ni;r D
�
j� jq=r C j P� jq=.r�1/ C : : :C ˇ̌

�.i�1/
ˇ̌q=.r�iC1/�1=q

‰0;r D sign.�/; ‰i;r D sign
�
�.i/ C ˇiNi;r‰i�1;r

�
What follows are the nested sliding mode controllers (of the first family) for r � 4

with q being the least multiple of 1; : : : ; r:

1. u D �˛ sign.�/

2. u D �˛ sign
�

P� C j� j1=2 sign.�/
�

3. u D �˛ sign



R� C 2

�
j P� j3 C j� j2

�1=6 	 sign
�

P� C j� j2=3 sign.�/
��

4. u D �˛ sign



«� C 3

�
R�6 C P�4 C j� j3

�1=12 	

sign



R� C

�
P�4 C j� j3

�1=6
sign

�
P� C 0:5 j� j3=4 sign.�/

���
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These controllers can be given an intuitive inexact explanation based on recursively
nested standard sliding modes. For example, consider the 3-sliding controller

u D �˛ sign



R� C ˇ2

�
j P� j3 C j� j2

�1=6 	 sign
�

P� C ˇ1 j� j2=3 sign.�/
��

(6.23)

which is applied to the corresponding inclusion

«� 2 Œ�C;C�C ŒKm;KM �u (6.24)

First of all, we check its 3-sliding homogeneity. The homogeneity weights are deg
R� D 3, deg P� D 2, deg � D 1, and

sign



� R� C ˇ2

�ˇ̌
�2 P� ˇ̌3 C ˇ̌

�3�
ˇ̌2�1=6 	 sign

�
�2 P� C ˇ1

ˇ̌
�3�

ˇ̌2=3
sign

�
�3�

���

D sign



R� C ˇ2

�
j P� j3 C j� j2

�1=6 	 sign
�

P� C ˇ1 j� j2=3 sign.�/
��

The idea is that for a sufficiently large ˛, a 1-sliding mode is established on the
surface

R� C ˇ2

�
j P� j3 C j� j2

�1=6 	 sign
�

P� C ˇ1 j� j2=3 sign.�/
�

D 0 (6.25)

In turn Eq. (6.25) leads to the establishment of the sliding mode

P� C ˇ1 j� j2=3 sign.�/ D 0 (6.26)

and solutions of Eq. (6.26) converge to identical zero.
Unfortunately, this explanation is not correct. Indeed, no sliding modes are

possible on the discontinuous surface Eq. (6.25). In reality, the sliding mode is
established on the continuous components of the surface Eq. (6.25) and is lost when
the sliding trajectory reaches the discontinuity set Eq. (6.26). It leaves the surface
Eq. (6.25) towards its other continuity component. Once it hits the other continuous
component of Eq. (6.25), a 1-sliding mode is once more established on Eq. (6.25).
The 1-sliding trajectory once more reaches the set Eq. (6.26) and so on. As a
result, a motion arises around the set Eq. (6.26) in the 3-dimensional space � , P� ,
R� . The larger ˇ2, the faster the trajectories arrive at another continuity component
of Eq. (6.25), and the smaller the resulting 3-dimensional vicinity of Eq. (6.26). In
the projection to the coordinates � , P� we get a disturbed Eq. (6.26). Obviously its
solutions converge to some vicinity of � D 0, P� D 0, which corresponds to some
vicinity of � D 0, P� D 0, R� D 0 in the 3-dimensional space.

The above reasoning means that starting from the unite ball centered at the
origin � D 0, P� D 0, R� D 0, with a sufficiently large ˇ2 and a correspondingly
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large ˛, the trajectories concentrate in a small vicinity of the origin. Thus we have
the contractivity feature of the 3-sliding homogeneous inclusion Eqs. (6.23), (6.24).
Now from Theorem 6.2 finite-time stability is ensured.

6.6.2 Quasi-continuous Sliding Controllers

The obvious disadvantage of the nested sliding mode controllers is the high-
frequency leaping of transient trajectories when they approach the HOSM. Although
the leaping magnitude tends to zero during the transient, it may cause problems in
practice.

As we have seen in Sect. 6.2 the control law in Eq. (6.22) should be discontinuous
at least at the HOSM:

� D P� D : : : D �.r�1/ D 0 (6.27)

An r-sliding controller Eq. (6.7) is called quasi-continuous, if it is continuous
everywhere except at Eq. (6.27). In practice with r > 1, such a control law remains
continuous, since due to noise, delays, and other imperfections, the r equalities
in Eq. (6.27) never hold simultaneously.
The following procedure defines a family of quasi-continuous controllers:

'0;r D �; N0;r D j� j ; ‰0;r D '0;r

N0;r
D sign.�/

'i;r D �.i/ C ˇi N
.r�i /=.r�iC1/
i�1;r ‰i�1;r

Ni;r D ˇ̌
�.i/

ˇ̌C ˇi N
.r�i /=.r�iC1/
i�1;r ; ‰i;r D 'i;r

Ni;r

The following are quasi-continuous controllers with r � 4, which have simulation-
tested ˇi :

1. u D �˛ sign.�/

2. u D �˛
�

P� C j� j1=2 sign.�/
�
=
�
j P� j C j� j1=2

�
3. u D �˛ R�C2

�
j P� jCj�j2=3

��1=2� P�Cj� j2=3sign.�/
�

j R�jC2
�

j P� jCj� j2=3
�1=2

4. u D �˛ '3;4=N3;4 where

'3;4 D «� C 3

�
R� C

�
j P� j C 0:5 j� j3=4

��1=3 � P� C 0:5 j� j3=4 sign.�/
�

	
�
j R� j C

�
j P� j C 0:5 j� j3=4

�2=31=2
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and

N3;4 D j«� j C 3

�
j R� j C

�
j P� j C 0:5 j� j3=4

�2=31=2

It is easy to see that the sets of parameters ˇi are the same for both the quasi-
continuous and nested controllers with r � 4. Note that while enlarging ˛ increases
the class Eq. (6.5), Eq. (6.6) of systems, to which the controller is applicable, the
parameters ˇi are tuned to provide the required convergence rate. The authors
consider the latter family as the best one. In addition to the reduced chattering,
another advantage of these controllers is the simplicity in terms of adjustment of
their coefficients.

The idea of the quasi-continuous controllers is a generalization of the idea of the
2-sliding controller Eq. (4.31) in Theorem 4.4.

Theorem 6.3. Each representative of order r in the two families of arbitrary-order
sliding mode controllers above is r-sliding homogeneous and finite-time stabilizing.

Sketch of the proof. The proof of the theorem is based on Theorem 6.1, i.e., on the
proof of the contractivity property. Asymptotic accuracies of these controllers are
readily obtained from Theorem 6.2. In particular �.i/ D O.�r�i /, i D 0; 1; : : : ; r�1,
if the sampling interval equals � .

6.7 Arbitrary-Order Robust Exact Differentiation

Any r-sliding homogeneous controller can be complemented by an .r � 1/th
order differentiator producing an output-feedback controller. In order to preserve
the demonstrated exactness, finite-time stability, and the corresponding asymptotic
properties, the natural way to calculate P� , . . . , �.r�1/ in real time is by means of
a robust finite-time-convergent exact homogeneous differentiator. Its application
is possible due to the boundedness of �.r/ provided by the boundedness of the
feedback control Eq. (6.7).

Let the input signal f .t/ be a function defined on Œ0;1/ consisting of a bounded
Lebesgue-measurable noise with unknown features and of an unknown base signal
f 0.t/, whose kth derivative has a known Lipschitz constant L > 0. The problem of

finding real-time robust estimations of Pf0.t/; Rf0.t/; : : : ; f .k/0 .t/ which are exact in
the absence of measurement noises is solved by the differentiator

Pz0 D v0; v0 D �	kL1=.kC1/ jz0 � f .t/jk=.kC1/ sign .z0 � f .t//C z1
Pz1 D v1; v1 D �	k�1L1=k jz1 � v0j.k�1/=k sign .z1 � v0/C z2

:::

Pzk�1 D vk�1; vk�1 D �	1L1=2 jzk�1 � vk�2j1=2 sign .zk�1 � vk�2/C zk
Pzk D �	0L sign .zk � vk�1/

(6.28)
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If the parameters 	0; 	1; : : : ; 	k > 0 are properly chosen, the following equalities
are true in the absence of input noise, after a finite-time transient process:

z0 D f0.t/; : : : ; zi D vi�1 D f
.i�1/
0 .t/; i D 1; 2; ::; i

Note that the differentiator has a recursive structure. Once the 	0, 	1,. . . , 	k�1 are
properly chosen for the .k�1/th-order differentiator with Lipschitz constant L, only
one parameter 	k needs to be tuned for the kth-order differentiator with the same
Lipschitz constant and the parameter 	k just has to be taken sufficiently large. Any
	0 > 1 can be used to start this process.

Theorem 6.4. For any given 	0 > 1 there exists an infinite positive sequence
f	ng, such that for each natural k the parameters 	0; 	1; : : : ; 	k provide finite-time
convergence of the kth-order differentiator Eq. (6.28).

Sketch of the proof. Denote �i D �
zi � f .i/.t/

�
=L: Then dividing all the

equations by L and subtracting f .iC1/.t/=L from both sides of the equation with
Pzi on the left, i D 0; : : : ; k; one obtains

P�0 D �	k j�0jk=.kC1/ sign .�0/C �1;

P�1 D �	k�1 j�1 � P�0j.k�1/=k sign .�1 � P�0/C �2;

:::

P�k�1 D �	1 j�k�1 � P�k�2j1=2 sign .�k�1 � P�k�2/C �k;

P�k 2 �	0L sign .�k � P�k�1/C Œ�1; 1�

where the inclusion f .iC1/.t/=L 2 Œ�1; 1� is used in the last line. This differential
inclusion is homogeneous with homogeneity degree �1 and weights k C 1; k; : : : ; 1
of �0; �1; : : : ; �k , respectively. The finite-time convergence of the differentiator
follows from the contractivity property of this inclusion and Theorem 6.1. �

Remark 6.1. A possible choice of the differentiator parameters for k � 5 is 	0
D 1:1; 	1 D 1:5; 	2 D 3; 	3 D 5; 	4 D 8; 	5 D 12. Another possible choice is
	0 D 1:1; 	1 D 1:5; 	2 D 2; 	3 D 3; 	4 D 5; 	5 D 8.

Theorem 6.2 gives the asymptotic accuracy of the differentiator. Let the measure-
ment noise be any Lebesgue-measurable function with magnitude not exceeding

". Then an accuracy of
ˇ̌̌
zi .t/ � f

.i/
0 .t/

ˇ̌̌
D O.".kC1�i /=.kC1// is obtained. That

accuracy is shown to be asymptotically the best possible.
Note that the differentiator in Eq. (6.28) is not presented in the standard form of

dynamic system, i.e., Pz D f .t; z/. When implementing it in a computer, one should
check that all auxiliary variables vi are evaluated using the same current values of
zi , i D 0; 1; : : : ; k. One can also substitute the value of v0 from the first line of
Eq. (6.28) into the second line, then substitute the value of v1 from the second line
into the third line, etc., to obtain the non-recursive form of the differentiator



230 6 Higher-Order Sliding Mode Controllers and Differentiators

Pz0 D �Q	kL1=.kC1/ jz0 � f .t/jk=.kC1/ sign .z0 � f .t//C z1
Pz1 D �Q	k�1L2=.kC1/ jz0 � f .t/j.k�1/=.kC1/ sign .z0 � f .t//C z2

:::

Pzk�1 D �Q	1Lk=.kC1/ jz0 � f .t/j1=.kC1/ sign .z0 � f .t//C zk
Pzk D �Q	0L sign .z0 � f .t//

(6.29)

It can be verified that Q	k D 	k , Q	i = 	i Q	i=.iC1/iC1 , i D k � 1; k � 2; : : : ; 0. In particular,
with the choice 	0 D 1:1; 	1 D 1:5; 	2 D 2; 	3 D 3; 	4 D 5; 	5 D 8 for
the coefficients 	i , for k D 1 one obtains Q	0 D 1:1, Q	1 D 1:5I for k D 2 one
obtains Q	0 D 1:1; Q	1 D 2:12; Q	2 D 2; for k D 3 one obtains Q	0 = 1.1, Q	1
D 3:06; Q	2 D 4:16; Q	3 D 3; for k D 4 one obtains Q	0 D 1:1; Q	1 D 4:57; Q	2 D
9:3; Q	3 D 10:03; Q	4 D 5; for k D 5 one obtains Q	0 D 1:1; Q	1 D 6:93; Q	2 D
21:4; Q	3 D 34:9; Q	4 D 26:4; Q	5 D 8. Note that these parameter values can be
rounded to 2 meaningful digits without any loss of convergence.

Example 6.1. The following is the fifth-order differentiator:

Pz0 D v0; v0 D �8L1=6 jz0 � f .t/j5=6 sign .z0 � f .t//C z1

Pz1 D v1; v1 D �5L1=5 jz1 � v0j4=5 sign .z1 � v0/C z2

Pz2 D v2; v2 D �3L1=4 jz2 � v1j3=4 sign .z2 � v1/C z3

Pz3 D v3; v3 D �2L1=3 jz3 � v2j2=3 sign .z3 � v2/C z4

Pz4 D v4; v4 D �1:5L1=2 jz4 � v3j1=2 sign .z4 � v3/C z4

Pz5 D �1:1L sign .z5 � v4/ ;
ˇ̌
f .6/.t/

ˇ̌ � L

It is applied, with L = 1, for differentiating the function

f .t / D sin.0:5t/C cos.0:5t/
ˇ̌
f .6/.t/

ˇ̌ � 1

The initial values of the differentiator variables are taken zero. In practice it is
reasonable to take the initial value of z0 equal to the current sampled value
of f .t/, significantly shortening the transient. Convergence of the differentiator
is demonstrated in Fig. 6.2. The fifth derivative is not exact due to the software
restrictions (the number of decimal digits of the mantissa). In fact, higher-order
differentiation requires special software development.

6.8 Output-Feedback Control

Introducing the differentiator of order r � 1 given above in the feedback loop, one
obtains an output-feedback r-sliding controller

u D �˛ '.z0; z1; : : : ; zr�1/ (6.30)
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Fig. 6.2 Fifth-order differentiation

where

Pz0 D v0; v0 D �	r�1L1=r jz0 � � j.r�1/=r sign .z0 � �/C z1
Pz1 D v1; v1 D �	r�2L1=.r�1/ jz1 � v0j.r�2/=.r�1/ sign .z1 � v0/C z2

:::

Pzr�2 D vr�2; vr�2 D �	1L1=2 jzr�2 � vr�3j1=2 sign .zr�2 � vr�3/C zr�1
Pzr�1 D �	0L sign .zr�1 � vr�2/

(6.31)

with L � C C sup j'j KM and the parameters 	i of differentiator Eq. (6.31) are
chosen in advance (Sect. 6.7).

Theorem 6.5. Let controller Eq. (6.30) be r-sliding homogeneous and finite-
time stable, and the parameters of the differentiator in Eq. (6.31) be properly
chosen with respect to the upper bound of j'j. Then the output-feedback
controller Eqs. (6.30), (6.31) provides the finite-time convergence of each trajectory
to the r-sliding mode � � 0.

Proof. Denote si D zi � �.i/. Then using �.r/ 2 Œ�L;L�, the controller
Eqs. (6.30), (6.31) can be rewritten as

u D �˛ ' �s0 C �; s1 C P�; : : : ; sr�1 C �.r�1/
�

(6.32)
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where

Ps0 D �	r�1L1=r js0j.r�1/=r sign .s0/C s1

Ps1 D �	r�2L1=.r�1/ js1 � Ps0j.r�2/=.r�1/ sign .s1 � Ps0/C s2
:::

Psr�2 D �	1L1=2 jsr�2 � Psr�3j1=2 sign .sr�2 � Psr�3/C sr�1
Psr�1 2 �	0Lsign .sr�1 � Psr�2/C Œ�L;L�

(6.33)

Solutions of Eqs. (6.5), and (6.30), (6.31) correspond to solutions of the Filippov
differential inclusion Eqs. (6.10), (6.32), (6.33). Assign the weights r � i to si , �.i/,
i D 0; 1; : : : ; r � 1, to obtain a homogeneous differential inclusion Eqs. (6.10),
(6.32), (6.33) of degree �1. Let the initial conditions belong to some ball in
the space si , �.i/. Due to the finite-time stability of the differentiator part of the
inclusion Eq. (6.33), it collapses in finite time, and the controller becomes equivalent
to Eq. (6.7), which is uniformly finite-time stabilizing by assumption. Due to the
boundedness of the control, no solution leaves some larger ball until the moment
when s0 � � � � � sr�1 � 0 is established. Hence, Eqs. (6.10), (6.32), (6.33) is also
globally uniformly finite-time stable. Theorem 6.3 completes the proof. �

The convergence time is bounded by a continuous function of the initial condi-
tions in the space � , P� , . . . , �.r�1/, s0; s1; : : : ; sr�1. This function is homogeneous
of weight 1 and vanishes at the origin (Theorem 6.1).

Let the � measurements be obtained with a sampling interval � , or let them be
corrupted by noise given by an unknown bounded Lebesgue-measurable function of
time of magnitude "; then the solutions of Eqs. (6.10), (6.32), (6.33) are infinitely
extendible in time under the assumptions of Sect. 6.2, and the following theorem is
a simple consequence of Theorem 6.2.

Theorem 6.6. In the absence of measurement noise the discrete-measurement
version of the controller Eqs. (6.32), (6.33) with a sampling interval � ensures

j� j � �0�
r ; j P� j � �1�

r�1; : : : ;
ˇ̌
�.r�1/

ˇ̌ � �r�1� (6.34)

for some �0; �1; : : : ; �r�1 > 0. With continuous measurements in the presence of
measurement noise of magnitude ", the accuracies

j� j < ı0"; j P� j < ı1".r�1/=r ; : : : ; j�.r�1/j < ır�1"1=r

are obtained for some ı0; ı1; : : : ; ır�1 > 0. Here �0; �1; : : : ; �r�1, and
ı0; ı1; : : : ; ır�1 are positive constants depending only on the parameters from
the problem statement Eq. (6.6) and the controller Eqs. (6.30), (6.31).

The asymptotic accuracy Eq. (6.34) provided by Theorem 6.2, is asymptotically
the best possible with discontinuous �.r/ and discrete sampling. Note that with
homogeneous sliding modes, the missing derivatives can be also estimated by
means of divided finite differences. The results of this section are also valid for
the suboptimal controller. Hence, the problem stated at the beginning of Sect. 6.2 is
solved.



6.9 Tuning of the Controllers 233

6.9 Tuning of the Controllers

Tuning of the controller parameters and possible adaptation of the control magnitude
are needed to regulate the convergence rate and to overcome restriction Eq. (6.6).

6.9.1 Control Magnitude Tuning

For simplicity full information about the system state is assumed to be available.
In particular, t; x; � and its r � 1 successive derivatives are measured. Consider the
controller

u D �˛ˆ.t; x/‰r�1;r
�
�; P�; : : : ; � .r�1/� (6.35)

where ˛ > 0 and ‰r�1;r is one of the two r-sliding homogeneous controllers
introduced in Sects. 6.6.1 and 6.6.2. The function ˆ is any Lebesgue-measurable
locally bounded strictly positive function. Any increase in the gain function ˆ.t; x/
does not interfere with the convergence.

While the functionˆ can be chosen large to control exploding systems, it is also
reasonable to make the function ˆ decrease significantly, when approaching the
system operational point, thereby reducing chattering.

6.9.2 Parametric Tuning

The controller parameters presented in Sect. 6.6 provide a formal solution of the
stated problem. Nevertheless, in practice one often needs to adjust the convergence
rate, either to slow it down (relaxing the burden on the actuators) or to accelerate
it in order to meet some system requirements. Note, in this context, redundantly
enlarging the magnitude parameter ˛ does not accelerate the convergence, but only
increases the chattering, while its reduction may lead to loss of convergence.

A better approach is to take the controller

u D 	r˛‰r�1;r
�
�; P�=	; : : : ; � .r�1/=	r�1

�
; 	 > 0

instead of
u D �˛‰r�1;r

�
�; P�; : : : ; � .r�1/� ; 	 > 0

which provide approximately a 	 times reduction in the convergence time.
In the case of quasi-continuous controllers (Sect. 6.6.2) the form of the controller

is preserved. The new parameters Q̌
1, . . . , Q̌

r�1, Q̨ are calculated according to the
formulas Q̌

1 D 	ˇ1, Q̌
2 D 	r=.r�1/ˇ2; : : : ; Q̌

r�1 D 	r=2ˇr�1; Q̨ D 	r˛. The
following are the resulting quasi-continuous controllers for r � 4, with simulation-
tested ˇi and a general gain functionˆ:
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1. u D �˛ˆsign.�/

2. u D �˛ˆ
�

P� C 	 j� j1=2 sign.�/
�
=
�
j P� j C 	 j� j1=2

�
3. u D �˛ˆ R�C2	3=2

�
j P� jC	j� j2=3

��1=2� P�C	j� j2=3sign.�/
�

j R� jC2	3=2
�

j P� jC	j� j2=3
�1=2

4. u D �˛'3;4=N3;4
where

'3;4 D «� C 3	2
�

R� C 	4=3
�
j P� j C 0:5	 j� j3=4

��1=3� P� C 0:5	 j� j3=4 sign.�/
�

	
�
j R� j C 	4=3

�
j P� j C 0:5	 j� j3=4

�2=31=2

and

N3;4 D j«� j C 3	2
�
j R� j C 	4=3

�
j P� j C 0:5	 j� j3=4

�2=31=2

6.10 Case Study: Car Steering Control

Consider a simple kinematic model of car control

Px D v cos.'/ (6.36)

Py D v sin.'/ (6.37)

P' D v=l tan./ (6.38)

P D u (6.39)

where x and y are the Cartesian coordinates of the middle point of the rear axle, ' is
the orientation angle, v is the longitudinal velocity, l is the length between the two
axles, and  is the steering angle (i.e., the control input) (Fig. 6.3). The task is to
steer the car from a given initial position to the trajectory y D g.x/, where g.x/ and
y are assumed to be available in real time.

Define � D y � g.x/. Let v D const D 10m=s, l D 5m, x D y D ' D  D 0

at t D 0, g.x/ D 10 sin .0:05x/ C 5. Obviously the control appears for the first
time explicitly in the third derivatives of x and y. Thus the relative degree of the
system is 3 and both the nested (Sect. 6.6.1) and quasi-continuous (Sect. 6.6.2)
3-sliding controllers solve the problem. The controllers are of the form (6.30),
(6.31). Choosing ˛ D 20 the listed nested controller takes the form

u D �20 sign



z2 C 2

�
jz1j3 C jz0j2

�1=6 � sign
�

z1 C jz0j2=3 sign.z0/
��
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Fig. 6.3 Kinematic car model

where z0; z1; z2 are the outputs of the differentiator Eq. (6.31) with L D 400. For the
quasi-continuous controller given earlier ˛ D 1 has been chosen so that

u D �

�
z2 C 2

�
jz1j C jz0j2=3

��1=2 �
z1 C jz0j2=3 sign.z0/

�
�
jz2j C 2

�
jz1j C jz0j2=3

�1=2

The differentiator Eq. (6.31) takes the form

Pz0 D v0; v0 D �14:7361 jz0 � � j2=3 sign .z0 � �/C z1
Pz1 D v1; v1 D �30 jz1 � v0j1=2 sign .z1 � v0/C z2
Pz2 D �400 sign .z2 � v1/

in the both cases.
The controller parameter ˛ has conveniently been found by simulation. The

differentiator parameter L D 400 is chosen deliberately large, in order to provide
better performance in the presence of measurement errors (L D 40 is also sufficient
but is worse with sampling noises). The control was applied only from time t D 1,
in order to provide some time for the differentiator to converge.

The integration was carried out using the Euler method (the only reliable
integration method with discontinuous dynamics), the sampling step being equal
to the integration step � D 10�4 s. It is seen from Fig. 6.4 that the nested controller
indeed demonstrates additional chattering during the transient as predicted.

Using the quasi-continuous controller, in the absence of noise, the tracking
accuracies j� j � 5:4 	 10�7, j P� j � 2:4 	 10�4, j R� j � 0:042 were obtained. With
� D 10�5 s the accuracies j� j � 5:6 	 10�10, j P� j � 1:4 	 10�5,j R� j � 0:0042
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Fig. 6.4 Quasi-continuous 3-sliding car control (a) Car trajectory tracking (b) 3-sliding tracking
deviations (c) Steering angle derivative (control) (d) Steering angle

were attained. The car trajectory, 3-sliding tracking errors, the steering angle  , and
its derivative u are shown in Fig. 6.5a–d respectively. It is seen from Fig. 6.5c that
the control u remains continuous until the 3-sliding mode is obtained. The steering
angle  remains smooth and is quite practical.

In the presence of output noise of magnitude 0:01m, tracking accuracy levels
of j� j � 0:02; j P�j � 0:14; j R� j � 1:3 were obtained. With measurement noise
of magnitude 0:1m, the accuracy changes to j� j � 0:20; j P�j � 0:62; j R� j � 2:8.
The performance of the controller with a measurement error magnitude of 0:1m
is shown in Fig. 6.6. It is seen from Fig. 6.6c that the control u is a continuous
function of t. The steering angle vibrations have a magnitude of about 7 degrees
and a frequency of 1 rad/s, which is also quite feasible. The performance does
not significantly change, when the frequency of the noise varies in the range 100–
100,000 rad/s.
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Fig. 6.5 Performance with the input noise magnitude 0.1 m (a) Car trajectory tracking
(b) 3-sliding tracking deviations (c) Steering angle derivative (control) (d) Steering angle

6.11 Case Study: Blood Glucose Regulation

6.11.1 Introduction to Diabetes

The normal blood glucose concentration level in a human lies in a narrow range, 70–
110 mg/dl. Different factors including food intake, rate of digestion, and exercise
can affect this concentration. Two pancreatic endocrine hormones, glucagon and
insulin, are responsible for regulating the blood glucose level. They are secreted
from ˛- and ˇ-cells of pancreas, respectively. These two hormones form two
feedback loops in controlling the blood sugar level that function inversely. Insulin
is secreted to lower the blood glucose concentration, e.g., after food intake, and
glucagon responsible for increasing the glucose in blood, e.g., in fasting periods.

Diabetes is a disease characterized by an abnormal high glucose concentration
caused by an impaired secretion (or action) of the insulin. It is diagnosed by a
fasting blood glucose concentration higher than 126 mg/dl, and it can be treated by
different schemes—one of them is the insulin therapy that consists of the injection
of exogenous insulin.
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Fig. 6.6 3-sliding nested car control (a) Car trajectory tracking (b) 3-sliding tracking deviations
(c) Steering angle derivative (control) (d) Steering angle

Implementing tight glucose control in critically ill patients is the most important
issue in diabetes management. The current medical guidelines for insulin therapy
suggest three to four daily glucose measurements and an equivalent number of
intramuscular insulin injections. Finding less invasive and less frequent methods
has been the subject of interest for many researchers who are working in this area.

An alternative approach is to deliver insulin using a closed-loop device like
a pump, which works like an artificial pancreas. This closed-loop device would
include a glucose sensor imbedded under the skin and an insulin pump implanted
in the abdomen. The sensor can measure blood glucose concentration and pass the
information to a feedback control system that would calculate the necessary insulin
delivery rate to keep the patient under metabolic control. A control signal will be
sent to an insulin pump by the controller, to deliver the calculated amount of insulin.
The pump infuses insulin through a catheter placed under the patient’s skin. Since
the latest generation of the implantable pumps allows different infusion rates of
insulin, the feedback control system mimics the normal function of a pancreas more
closely.

In general, using pumps is preferable to the frequent injection of insulin since
it is more reliable in maintaining the correct level of sugar in the blood and also is
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Fig. 6.7 Closed-loop control of diabetic patients using insulin pumps

closer to the normal action of the pancreas. However, creating a device, which would
accurately replace three or more insulin injections per day for approximately 3-year
lifespan, is not an easy task. It should be made from biocompatible materials and
as small as possible. Ways to make the function of the implantable insulin pumps
more ideal are currently under research. Figure 6.7 shows the block diagram of a
closed-loop control system of a diabetic patient using an insulin pump.

In modeling drug delivery to the human body, certain requirements like finite
reaching time and robustness to uncertainties should be satisfied. The human body
is very sensitive to deviations of blood glucose concentration from the basal level. A
small perturbation for a long period of time can cause in irreversible brain, kidney,
and microcirculatory damage. So the time required to achieve the glucose regulation
is of great importance. On the other hand, the primary drawback of any detailed
physiological model is identifying a “nominal patient” to implement the model
parameters. It is obvious that physical characteristics vary from person to person and
so different patients have different responses to the same treatment, which in turn
can cause parameter variations in the system. It must be taken into consideration
that a small change in some of the parameters can dramatically affect the closed-
loop performance and even result in the patient’s death. Therefore, it is vital for the
patients that controller used in designing the closed-loop system be robust to any
kind of perturbations and disturbances.

In this case study, a relative degree approach together with a HOSM controller
is used in designing the feedback algorithm for the glucose–insulin regulatory
system. While in MPC, the controller is designed based on the previous information
about the system; the HOSM control utilizes the current real-time information
processed by HOSM observers/differentiators. Insensitivity to internal and external
disturbances, ultimate accuracy and robustness as well as finite-time convergence
that are main features of HOSM control, make it a suitable choice for control
algorithms related to the human body, where extreme robustness to the patient
parameters and external disturbances such as food intake and workout as well as
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continuity of control is of great importance. In this section the advantages of sliding
mode control are exploited to design a controller for insulin delivery in diabetic
patients.

6.11.2 Insulin–Glucose Regulation Dynamical Model

Until now, a wide range of models has been used to describe the insulin–glucose
regulatory system dynamics in the human body. One of the pioneers in this task was
Dr. Richard Bergman, who developed the so-called “minimal model.”The Bergman
minimal model, which is a commonly referenced model in the literature, approxi-
mates the dynamic response of a diabetic patient’s blood glucose concentration to
the insulin injection, using the following nonlinear differential equations:

PG.t/ D �p1ŒG.t/ �Gb� �X.t/G.t/CD.t/
PX.t/ D �p2X.t/C p3ŒI.t/ � Ib�
PI .t/ D �nŒI.t/ � Ib�C �ŒG.t/ � h�Ct C u.t/

(6.40)

where t D 0 indicates the time at which the glucose enters blood and the “+” sign
shows the positive reflection to glucose intake. The variables in the equations above
have the following physical meanings:

• G.t/, the glucose concentration in the blood plasma (mg/dl)
• X.t/, the insulin’s effect on the net glucose disappearance, the insulin concentra-

tion in the remote compartments (1/min)
• I.t/, the insulin concentration in plasma at time t (�U/ml)
• Gb , the basal preinjection level of glucose (mg/dl)
• Ib , the basal preinjection level of insulin (�U/ml)
• p1, the insulin-independent rate constant of glucose uptake in muscles and liver

(1/min)
• p2, the rate for decrease in tissue glucose uptake ability (1/min)
• p3, the insulin-dependent increase in glucose uptake ability in tissue per unit of

insulin concentration above the basal level [(�U/ml) min�2]
• n, the first-order decay rate for insulin in blood (1/min)
• h, the threshold value of glucose above which the pancreatic ˇ-cells; release

insulin (mg/dl)
• � , the rate at which the pancreatic ˇ-cells’ release insulin after the glu-

cose injection when the glucose concentration is above the threshold [(�U/ml
min�2(mg/dl)�1]
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Bergman also introduces two other factors that play an important role in the
regulation of glucose inside the body:

• SI , insulin sensitivity, which is the capability of insulin to increase glucose
disposal to muscles and liver and is the ratio of p3=p2

• SG , glucose effectiveness, which is the ability of glucose to enhance its own
disposal at basal insulin level and is equal to p1

These two factors are part of the so-called metabolic portrait for every person
and are important indicators of how glucose and insulin act inside that person’s
body. The term �ŒG.t/ � h�C in the third equation of the model acts as an internal
regulatory function that formulates the insulin secretion in the body, which does
not exist in diabetic patients that use insulin therapy. It has been also argued2

that for diabetic subjects, the value of p1 will be significantly reduced and can
be approximated as zero. It is worth noting that all the values are calculated for a
person of average weight and these are not constant numbers and vary from patient
to patient, which makes the design of the controller a more challenging task.

To show the complete dynamics of the glucose–insulin regulatory system, two
other terms are considered in Eq. (6.40). The term D(t) shows the rate at which
glucose is absorbed into the blood from the intestine, following food intake. Since
in diabetic patients the normal insulin regulatory system does not exist, this glucose
absorption is considered as a disturbance for the system dynamics. This disturbance
can be modeled by a decaying exponential function of the form

D.t/ D A exp.�Bt/; B > 0 (6.41)

where t is in (min) and D(t) is in (mg/dl/min). The signal u(t), which is the controller,
defines the insulin injection rate and replaces the normal insulin regulatory system of
the body (which does not exist in diabetic patients). Therefore, the goal is to employ
HOSM techniques to design the appropriate control function, u(t) to compensate
for the uncertainties and disturbances, and to stabilize the blood plasma glucose
concentration of a diabetic patient at the basal level. It should be mentioned that the
dynamics of the insulin pump is neglected in the model introduced in Eq. (6.40).

6.11.3 Higher-Order Sliding Mode Controller Design

The system introduced in Eq. (6.40) can be rewritten in state-space form as follows:

Px1 D �p1Œx1 �Gb� � x1x2 CD.t/

Px2 D �p2x2 C p3Œx3 � Ib�

Px3 D �nŒx3 � Ib�C �Œx1 � h�Ct C u.t/
(6.42)

2For details see [82].
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where x1; x2, and x3 are blood plasma glucose concentration (mg/dl), the insulin’s
effect on the net glucose disappearance (1/min), and the insulin concentration in
plasma (�U/ml), respectively.

Stabilizing the glucose concentration in the diabetic patient’s blood at the
basal/reference level Gb is an output tracking problem; thus, the tracking error is
defined as the difference between the glucose concentration level and its basal value
in the diabetic patient’s blood as

e D Gb �G.t/ D Gb � x1 (6.43)

Given the dynamical system introduced in Eq. (6.42), the controller u(t) must be
designed such that e ! 0 in the presence of uncertainties, parameter variations, and
disturbances like oral food intake, D.t/.

First the relative degree of the system must be defined. Assuming y D x1, the rel-
ative degree could be defined as the required number of successive differentiations
of y D x1 until the control appears in the equation. Using Eq. (6.42), the control
function appears in the equations after the third differentiation, i.e.,

x
.3/
1 D �.x; t/ � p3x1u.t/ (6.44)

where

�.x; t/ D x1Œ�p1.p21 C 3p3Ib/� p3Ib.p2 C n/ � p3�.x1 � h/Ct �
Cx2Œ�p21.1CGb/C p1p2.2Gb � 1/C 2D.p1 C p2/�

Cx3Œ�2p3.p1 CD/�C x1x2Œ�.p1 C p2/
2 � 3p3Ib�

Cx1x3Œp3.3p1 C p2 C n/�C x1x
2
2Œ�3.p1 C p2/�

Cx22.p1Gb CD/C 3p3x1x2x3 � x1x
3
2

C RD C .p1Gb CD/.p21 C 2p3Ib/ (6.45)

Since p3 ¤ 0; x1 ¤ 0, and p3x1 2 Œ1:2 	 10�4; 3 	 10�2�, the system (6.44) has a
well-defined relative degree, r D 3. This allows us to design the controller for the
system in Eq. (6.42) that ensures e ! 0.

Nested HOSM Control Design

Arbitrary-order sliding mode controllers with finite-time convergence, that generate
continuous controls, which were demonstrated and described earlier in this chapter,
will be employed.

Introducing the sliding variable

� D e D Gb � x1 (6.46)
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the sliding variable dynamics are derived as�
�.3/ D ��.x; t/C p3x1u.t/
Pu.t/ D v

(6.47)

where v is a virtual control. Then

�.4/ D ��1.x; t/C p3x1v (6.48)

with

�1.x; t/ D � P�.x; t/Cp3 Px1u.t/ D � P�.x; t/Cp3u.t/Œ�p1.x1�Gb/�x1x2CD.t/�
(6.49)

It is assumed in the design procedure that Eq. (6.49) is bounded by some positive
value, i.e., j�1j � L. A HOSM controller that stabilizes � at zero in a finite time is
taken as

v D �˛ sign
�

«� C 3. R�6 C P�4 C j� j3/1=12	

sign
�

R� C . P�4 C j� j3/1=6sign. P� C 0:5 j� j3=4 sign.�//
��

(6.50)

It is obvious that introducing the virtual controller adds one further differentiation
and increases the relative degree of the system. Now we have r D 4 instead of 3.

In order to compute �.k/; k D 1; 2; 3, the HOSM differentiator in Eq. (6.28) is
employed.

Remark 6.2. Increasing the relative degree from 3 to 4 yields high-frequency
switching in the virtual control, v, while the original control, u, is continuous since
u D R

vd� . Also a fourth-order quasi-continuous controller can be used instead of
the fourth-order nested controller given by Eq. (6.50). Chattering attenuation would
be expected to be better.

HOSM (Quasi-Continuous) Control Design

A quasi-continuous HOSM that stabilizes the sliding variable Eq. (6.46), whose
dynamics are given in Eq. (6.48), is

v D �˛ '3;4=N3;4 (6.51)

where

'3;4 D «� C 3	2
�

R� C 	4=3
�
j P� j C 0:5	 j� j3=4

��1=3 � P� C 0:5	 j� j3=4 sign.�/
�

	
�
j R� j C 	4=3

�
j P� j C 0:5	 j� j3=4

�2=31=2

N3;4 D j«� j C 3

�
j R� j C

�
j P� j C 0:5 j� j3=4

�2=31=2
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Fig. 6.8 Open-loop glucose regulatory system

The controller in Eq. (6.51) is continuous everywhere except on the r-sliding mode,
i.e., when � � 0 or when � D P� D R� D �.3/ D 0.

Remark 6.3. Although controller Eq. (6.51) is continuous everywhere except for
� D P� D R� D �.3/ D 0, its discontinuity and high-frequency switching in the
4-sliding mode makes Eq. (6.50) preferable for controlling the system (6.42), thus
providing continuity for the control function u.

6.11.4 Simulation

The quasi-continuous control algorithm in Eq. (6.51) has been used for controlling
the system (6.42) in the simulations. The third-order (k D 3) differentiator
Eq. (6.28) is used to estimate P� , R� , and «� while computing the control func-
tion (6.51).

MATLAB is used to simulate the closed-loop system in order to show the validity
of the proposed design. The first part of simulation has been done for the system
of equations in Eq. (6.42), assuming there is no controller. Figure 6.8 shows the
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Fig. 6.9 Closed-loop glucose regulatory system using the controller

response of a healthy person and a sick person, to show the difference between
their glucose regulatory systems. It is easy to see that the glucose value of the
healthy person is finally stabilized back at the basal level in the presence of the meal
disturbance, but the sick person’s glucose level stays dangerously out of range.

To validate the proposed algorithm in Eq. (6.51), the control function is applied
to the system (6.42) and the response of a sick person is examined. To check the
robustness of the control algorithm to parameter variations, three sets of parameters
for three different “patients” have been used. Figure 6.9 shows the results obtained
from the simulation. It is obvious that the transient responses of the different patients
to the same controller are different, but in all three cases, the glucose is stabilized at
the basal level in a reasonable time interval. Figures 6.10 and 6.11 show the insulin
profile and the control function for the three patients. The values that have been used
in implementing the model and its parameters are given in Table 6.1. It should be
noted that the dynamics of the pump is neglected in the simulations (Fig. 6.7).

Remark 6.4. A chattering analysis of the quasi-continuous control Eq. (6.51) in the
presence of the actuator (insulin pump) unmodeled dynamics could be performed
using the describing function techniques from Chap. 5.
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Fig. 6.10 Closed-loop insulin profile

Fig. 6.11 Control function
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Table 6.1 Minimal Bergman model parameters

Normal Patient 1 Patient 2 Patient 3

p1 0.0317 0 0 0
p2 0.0123 0.02 0.0072 0.0142
p3 4:92 � 10�6 5:3� 10�6 2:16� 10�6 9:94� 10�5

� 0.0039 0 0 0
n 0.2659 0.3 0.2465 0.2814
h 79.0353 78 77.5783 82.9370
Gb 70 70 70 70
Ib 7 7 7 7
G0 291.2 220 200 180
I0 364.8 50 55 60

6.12 Notes and References

Chattering is highly undesirable especially if the energy associated with it cannot
be neglected, i.e., if the energy does not vanish with the gradual vanishing of
chattering-producing factors (noises, delays, small singular perturbation parame-
ters, etc.). Corresponding formal notions of chattering were introduced in [130].
The standard chattering attenuation procedure is to consider the control derivative
as a new control input, thus increasing the relative degree [18, 132]. It is proved
in [130, 131] that the resulting systems are robust with respect to the presence of
unaccounted-for fast stable actuators and sensors and no dangerous chattering is
generated either by additional dynamics or by noise and delays. That also remains
true when output feedback controllers are constructed, as in Sect. 6.8.

The formal definition of relative degree is given by Isidori in [112]. For
details about homogeneity and in particular the definition of homogeneity degree,
homogeneity dilation, etc., see [12]. Finite-time stabilization of smooth systems
at an equilibrium point by means of continuous control is considered in [22].
The result that asymptotic stability of a continuous homogeneous differential
equation with negative homogeneous degree is equivalent to global uniform finite-
time stability is due to Bhat and Bernstein [22]. The homogeneous degree of
a differential inclusion and global uniform finite-time stability of the Filippov
inclusion appear in [126]. The properties of the homogenous Filippov inclusion
that are studied in Theorems 6.1, 6.2, and 6.3 are from [126]. The qualitative
proof of Theorem 6.2 follows the rigorous proof from [125]. Finite-time stability of
homogeneous discontinuous differential equations is also considered in [129, 145].

The two families of r-sliding mode controllers, (nested and quasi-continuous)
were originally proposed in [125, 127, 128]. The HOSM approach for systems with
unmatched uncertainties is developed in [76, 77].

Details of the construction and proofs of the robust finite-time-convergent exact
homogeneous differentiators are presented in [123,125]. The accuracy of the HOSM
differentiators coincides with the Kolmogorov estimations [120]. The list of gains
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for the arbitrary-order exact differentiator given in Remark 6.1 is from [125–127].
High-gain observers for nonlinear systems are studied in [10]. The formulas in
Sect. 6.9.2 for the HOSM controllers with the tuned parameters appear in [133].
The proof of Theorem 6.4 is given in [125].

For further reading on the traditional treatment of diabetes see [55] and [144].
The Bergman insulin–glucose regulation model and the values of its parameters are
introduced in [82]. Details on the delivery of insulin using a closed-loop device like
an insulin pump are given in [114]. The relative degree approach and the HOSM
control used to design the control algorithm for the glucose–insulin regulatory
system is discussed in [115].

The study of adaptive HOSM control is an interesting direction of on-going
research for HOSM control and improves its implementability [168, 170]. In
systems of relative degree 1 with absolutely continuous perturbations the super-
twisting algorithm can be used for finite-time compensation. If the perturbation
is r times differentiable, an (rC1)th-order HOSM controller can be designed
producing a control signal with an r th order of smoothness that theoretically exactly
compensates the perturbation. Thus the decision about the sliding mode order
depends on the perturbation smoothness. Therefore, the only theoretical restriction
on the smoothness of HOSM-based controllers the smoothness of the perturbations
to be rejected.

On the other hand the smoothness of the control law is an important requirement
for controller realization due to the properties of some actuators. Moreover, the
complexity of HOSM algorithms increases with their order. Therefore, the order
of sliding is a compromise between (a) the smoothness of the perturbations; (b) the
requirements associated with the actuators; (c) the complexity of the algorithms;
(d) the level of noise; and finally (e) the discretization step. Suppose that we have
made a decision about the order of the HOSM algorithm. Such a controller will
experience chattering due to the discontinuity terms in the r th output derivative. If
the estimation of the perturbation boundary is known, then the HOSM controllers
can be easily designed. If the bound of the r th derivative of the perturbation is
known, then, an r-sliding controller can be designed with overestimated control
gains. However this leads to increased chattering and the waste of control energy.
Hence, it is important to adapt a HOSM controller to the real perturbations that affect
the system. The adaptive-gain 2-SMC, in particular, adaptive twisting and super-
twisting controllers, for systems with matched bounded disturbances with unknown
bounds are studied in [118, 119, 168, 170].

6.13 Exercises

Exercise 6.1. Prove the homogeneity of the nested sliding mode controllers pre-
sented in Sect. 6.6.1.

Exercise 6.2. Prove the homogeneity of the quasi-continuous sliding mode con-
trollers presented in Sect. 6.6.1.
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Exercise 6.3. Prove that the quasi-continuous controllers (Sect. 6.6.2) are during
continuous everywhere except during the HOSM.

Exercise 6.4. What is the differentiator, which provides the 3 exact derivatives of
the signal sin.3t/?

Exercise 6.5. Check by computer simulation its performance in the presence of
noises 0:000001 cos.1000t/ and 0:001 cos.1000t/, 0:01 cos.1000t/.

Exercise 6.6. Consider the system

Px1 D cos.t/ � ecos.t/x2

Px2 D a.x1; x2; x3; t/C .2C cos.x3//u

Px3 D sin.2x1 C x3 C 4t/� x3 C u

where xi , u 2 R. The output is y D x1. The command signal yc.t/ is smooth
and is assumed to be unknown in advance, i.e., its exact formula should not be
used in the controller. In addition the same controller should also work for both
a D cos.x1 C x3/ and a D cos.x1 � x3/ as well. Design a controller to force
y D yc.t/ by means of a continuous bounded control and in finite time for zero
initial conditions xi D 0; i D 1; 2; 3:

a. Using full measurements, including the required derivatives of yc.t/
b. Using only real-time measurements of y.t/ � yc.t/;while x2; x3 are not available
c. To check the robustness of the designed output-feedback controller with respect

to small sampling noises of y.t/ � yc.t)

Exercise 6.7. Design a car control to provide tracking of the trajectory y D
12 sin.0:05x/ � 5 cos.0:02x/. Check the robustness of the controller with respect
to small measurement errors.

Exercise 6.8. Consider the insulin–glucose dynamics of patient 1, modeled by the
Bergman minimal model in Eq. (6.42) with the parameters given in Table 6.1.
Assume that the diabetic patient had a meal at 100 min after the start of the
treatment: a corresponding disturbance term is given by Eq. (6.41) withA D 50 and
B D 3. Design a nested HOSM controller given by Eq. (6.50). Tune the parameters
of the HOSM controller. Study the robustness of the designed HOSM controller to
the meal disturbance, via computer simulations.



Chapter 7
Observation and Identification via HOSM
Observers

Control systems normally perform under uncertainties/disturbances and with mea-
surement signals corrupted by noise. For systems with reliable models and noisy
measurements, a filtration approach (Kalman filters, for example) is efficient.
However, as shown in Chap. 3, sliding mode observers based on first-order sliding
modes are effective in the presence of uncertainties/disturbances. Nevertheless, as
discussed in that chapter, they are only applicable when the relative degree of the
outputs with respect to the uncertainties/disturbances is one, and differentiation of
noisy outputs signals is not needed.

Unfortunately, even for observation of mechanical systems with measured posi-
tions, the estimation of velocities—i.e., the derivatives of position—is necessary.
The uncertainties/disturbances in mechanical systems are in the equations for
accelerations and have relative degree two with respect to the measured positions.
This means that differentiators which can provide the best possible accuracy in the
presence of sampling steps and noise are needed for the general case of observation
of control systems working under uncertainties/disturbances. HOSM differentiators
are one class of such differentiators. In this chapter we will show how to design
these HOSM observers for different types of systems.

In this chapter sliding mode based observers are presented as an alternative to the
problem of observation of perturbed systems. In particular, high-order sliding mode
(HOSM) based observers can be considered as a successful technique for the state
observation of perturbed systems, due to their high precision and robust behavior
with respect to parametric uncertainties. The existence of a direct relationship
between differentiation and the observability problem makes sliding mode based
differentiators a technique that can be applied directly for state reconstruction. Even
when the differentiators appear as a natural solution to the observation problem,
the use of the system knowledge for the design of an observation strategy results
in a reduction in the magnitude of the gains for the sliding mode compensation
terms. Moreover, complete or partial knowledge of the system model facilitates
the application of the techniques to parametric reconstruction or disturbance
reconstruction.

Y. Shtessel et al., Sliding Mode Control and Observation, Control Engineering,
DOI 10.1007/978-0-8176-4893-0 7, © Springer Science+Business Media New York 2014
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7.1 Observation/Identification of Mechanical Systems

This section will begin by focusing on observation and identification of mechanical
systems, which have been the focus of many studies throughout the years. Recent
research on these systems has produced many important applications such as
telesurgery with the aid of robotic manipulators, missile guidance and defense,
and space shuttle control. The general model of second-order mechanical systems
is derived from the Euler–Lagrange equations which are obtained from an energy
analysis of such systems. They are commonly expressed in matrix form as

M.q/ Rq C C.q; Pq/ Pq C P. Pq/CG.q/C
.t;q; Pq/ D � (7.1)

where q 2 R
n is a vector of generalized coordinates, M.q/ is the inertia matrix,

C.q; Pq/ is the matrix of Coriolis and centrifugal forces, P. Pq/ is Coulomb friction,
which possibly contains relay terms depending on Pq, G.q/ is the term associated
with the gravitational forces, 
.t;q; Pq/ is an uncertainty term; and � is the
generalized torque/force produced by the actuators. The control input � is assumed
to be given by some known feedback function. Note that M.q/ is invertible since
M.q/ D MT .q/ is strictly positive definite. All the other terms are supposed to be
uncertain, but the corresponding nominal functions Mn.q/, Cn.q; Pq/, and Pn. Pq/,
Gn.q/ are assumed known.

Introducing new variables x1 D q, x2 D Pq, u D � , the model (7.1) can be
rewritten in the state-space form

Px1 D x2;

Px2 D f .t; x1; x2; u/C �.t; x1; x2; u/; u D U.t; x1; x2/; (7.2)

y D x1;

where the nominal part of the system dynamics is represented by the function

f .t; x1; x2; u/ D �M�1
n .x1/ŒCn.x1; x2/x2 C Pn.x2/CGn.x1/� u�

containing the known nominal functions Mn, Cn, Gn, Pn; while the uncertainties
are lumped in the term �.t; x1; x2; u/. The solutions to system (7.3) are understood
in a Filippov sense. It is assumed that the function f .t; x1; x2; U.t; x1; x2// and
the uncertainty �.t; x1; x2; U.t; x1; x2// are Lebesgue measurable function of t and
uniformly bounded in any compact region of the state space x1, x2 .

In order to apply a state-feedback controller or to simply perform system
monitoring, knowledge of the coordinate x2 is required. Moreover, in the general
case, for the design of the controller, it is necessary to know the parameters of the
system. The tasks considered in this section are to design a finite-time convergent
observer of the velocity Pq for the original system (7.1), when only the position q
and the nominal model are available, as well as the development of an identification
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algorithm to obtain the system parameters through knowledge of only the state x1
(i.e., q) and the input u.t/. Only the scalar case x1; x2 2 R is considered for the sake
of simplicity.

7.1.1 Super-Twisting Observer

One of the popular second-order sliding mode algorithms which offer a finite
reaching time and which can be used for sliding mode based observation is
the super-twisting algorithm considered in Chap. 4. The proposed super-twisting
observer has the form

POx1 D Ox2 C z1POx2 D f .t; x1; Ox2; u/C z2
(7.3)

where Ox1 and Ox2 are the state estimates while the correction variables z1 and z2 are
output error injections of the form

z1 D 	jx1 � Ox1j1=2 sign.x1 � Ox1/
z2 D ˛ sign.x1 � Ox1/ (7.4)

Taking Qx1 D x1 � Ox1 and Qx2 D x2 � Ox2 we obtain the error equations

PQx1 D Qx2 � 	j Qx1j1=2 sign. Qx1/
PQx2 D F.t; x1; x2; Ox2/� ˛ sign. Qx1/ (7.5)

where

F.t; x1; x2; Ox2/ D f .t; x1; x2; u/� f .t; x1; Ox2; u/ (7.6)

C�.t; x1; x2; y/ (7.7)

Suppose that the system states are bounded, then the existence of a constant f C is
ensured, such that the inequality

jF.t; x1; x2; Ox2/j < f C (7.8)

holds for any possible t , x1, x2 and j Ox2j � 2 sup jx2j.
According to Sect. 4.3.2 the parameters of observer ˛ and 	 could be selected

as ˛ D a1f
C and 	 D a2.f

C/1=2, where a1 D 1:1, a2 D 1:5. Convergence of
the observer states . Ox1; Ox2/ from Eqs. (7.3) and (7.4) to the system state variables
.x1; x2/ in Eq. (7.3) occurs in finite time, from the theorem in Sect. 4.3.2. All other
theorems from Sect. 4.3.2 are also true for the observer Eqs. (7.3) and (7.4).

The standard 2-sliding-mode-based differentiator from Sect. 4.3.2 could be also
implemented here to estimate the velocity. In this case, if the accelerations in
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the mechanical system are bounded, the constant f C can be found as the double
maximal possible acceleration of the system. For the proposed observer, the design
of the gains ˛ and 	 is based on an estimate of F.t; x1; x2; Ox2; u/. This means that
the observer design in Eqs. (7.3) and (7.4) takes into account (partial) knowledge of
systems dynamics and is more accurate.

A pendulum, a classical example of a mechanical system, is now used to illustrate
the effectiveness of the proposed observer Eqs. (7.3) and (7.4).

Example 7.1. Consider a pendulum system with Coulomb friction and external
perturbation given by the equation

R D 1

J
� � g

L
sin./ � Vs

J
P � Ps

J
sign. P/C v (7.9)

where the valuesm D 1:1, g D 9:815,L D 0:9, J D mL2 D 0:891,VS D 0:18 and
Ps D 0:45 are the system parameters for simulation purposes, and v is an uncertain
external perturbation satisfying jvj � 1. The function v D 0:5 sin.2t/C 0:5 cos.5t/
was used in simulation. Now let Eq. (7.9) be driven by the twisting controller

� D �30 sign. � d / � 15 sign. P � Pd / (7.10)

where d D sin.t/ and Pd D cos.t/ are the reference signals. The system can be
rewritten as

Px1 D x2;

Px2 D 1
J
� � g

L
sin.x1/ � Vs

J
x2 � Ps

J
sign.x2/C v

Thus, the proposed velocity observer has the form

POx1 D Ox2 C 1:5.f C/1=2j Qx1j1=2 sign.x1 � Ox1/
POx2 D 1

Jn
� � g

Ln
sin.x1/ � Vsn

Jn
Ox2 C 1:1f C sign.x1 � Ox1/

where mn D 1, Ln D 1, Jn D mnL
2
n D 1, Vsn D 0:2, and Psn D 0:5 are the

“known” nominal values of the parameters and f C is to be assigned. Assume also
that it is known that the real parameters differ from the assumed known values by
not more than 10 %. The initial values  D x1 D Ox1 D 0 and P D x2 D 1 , Ox2 D 0

were taken at t D 0. Noting that 0 �  � 2� ,  belongs to a compact set (a ring),
and obviously the dynamic system in (7.9) is BIBS stable.

Easy calculations show that the given controller yields j� j � 45 and the
inequality j P j � 70 is guaranteed when the nominal values of the parameters
and their maximal possible deviations are taken into account. Taking jx2j � 70,
j Ox2j � 140 it follows that jF j D j 1

J
� � g

L
sin.x1/ � Vs

J
x2 � Ps

J
sign.x2/ C v �

1
Jn
� C g

Ln
sin.x1/C Vsn

Jn
Ox2j < 60 D f C. Therefore, the observer parameters ˛ D 66

and 	 D 11:7 were chosen. Simulations show that f C D 6 and the respective
values ˛ D 6:6 and 	 D 4 are sufficient. Note that the terms mgL

J
sin.x1/ and 1

J
�

would have to be taken into account when selecting the differentiator parameters,
when using the techniques from Chap. 4, causing much larger coefficients to be
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Fig. 7.1 Estimation error for x2

used. The finite-time convergence of the velocity observation error to the origin is
demonstrated in Fig. 7.1. Figure 7.2 illustrates the same convergence by comparing
the estimated velocity to the real one. Finally, Fig. 7.3 shows the convergence of the
observer dynamics in the Qx1 versus Qx2 plane.

7.1.2 Equivalent Output Injection Analysis

It is a well-known fact (see Chaps. 1–3) that the equivalent injection term contains
information about the disturbances/uncertainties and unknown inputs in a system
and can therefore be used for their reconstruction. This important concept is used in
the analysis below to reconstruct unknown inputs in mechanical systems. Moreover,
the problem of parameter estimation is also addressed in the latter part of this
subsection.

Equivalent Output Injection

The finite-time convergence to the second-order sliding mode set ensures that there
exists a time t0 > 0 such that for all t � t0 the following identity holds:

0 � PQx2 � 
F.t; x1; x2; Ox2; u/C �.t; x1; x2; u/� .˛1sign. Qx1//eq
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Notice that
F.t; x1; x2; Ox2; u/ D f .t; x1; x2; u/�f .t; x1; Ox2; u/ D 0 because Ox2 D
x2. Then the equivalent output injection zeq is given by

zeq.t/ � .˛1sign. Qx1//eq � �.t; x1; x2; u/ (7.11)

Recall that the term �.t; x1; x2; u/ is composed of uncertainties and perturbations.
This term may be written as

�.t; x1; x2; u/ D �.t/C
F.t; x1; x2; u/ (7.12)

where �.t/ is an external perturbation term and 
F.t; x1; x2; u/ embodies the
parameter uncertainties.

Theoretically, the equivalent output injection is the result of an infinite frequency
switching of the discontinuous term ˛1sign. Qx1/. Nevertheless, the realization of the
observer produces high (finite) switching frequency making the application of a
filter necessary. To eliminate the high-frequency component we will use the filter of
the form:

N� PNzeq.t/ D �Nzeq.t/C ˛1sign. Qx1/ (7.13)

where N� 2 R and h 
 � 
 1 with h being the sampling step. It is possible to
rewrite zeq as the result of a filtering process in the following form

zeq.t/ D Nzeq.t/C ".t/ (7.14)

where ".t/ 2 R
n is the difference caused by the filtration process and Nzeq.t/ is

the filtered version of zeq.t/. It can be shown the limN�!0;h=N�!0 Nzeq.�; h/ D zeq.t/:
In other words, the equivalent injection can be obtained by appropriate low-pass
filtering of the discontinuous injection signals.

Perturbation Identification

Consider the case where the nominal model is totally known, i.e., for all t > t0 the
uncertain part 
F.t; x1; x2; u/ D 0. The equivalent output injection takes the form

Nzeq.t/ D .˛1sign. Qx1//eq D �.t/ (7.15)

The result of the filtering process satisfies limN�!0;h=N�!0 Nzeq.�/ D �.t/. Then,
any bounded perturbation can be identified, even in the case of discontinuous
perturbations, by directly using the output of the filter. This is illustrated in the
next example where a smooth continuous signal and a discontinuous perturbation
are identified.

Example 7.2. Consider the mathematical model of the pendulum in Example 7.1
given by

R D 1

J
u � MgL

2J
sin./ � Vs

J
P C v.t/
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Fig. 7.4 Sinusoidal external perturbation identification

where m D 1:1 is the pendulum mass, g D 9:815 is the gravitational force, L D
0:9 is the pendulum length, J D mL2 D 0:891 is the arm inertia, VS D 0:18 is
the pendulum viscous friction coefficient, and v.t/ is a bounded disturbance term.
Assume that the angle  is available for measurement. Introducing the variables
x1 D  , x2 D P and the measured output y D  , the pendulum equation can be
written in the state-space form as

Px1 D x2

Px2 D 1

J
u � mgL

2J
sin.x1/� Vs

J
x2 C v.t/

y D x1

Suppose that all the system parameters (m D 1:1, g D 9:815, L D 0:9, J D
mL2 D 0:891, VS D 0:18) are well known. The super-twisting observer for this
system has the form

POx1 D Ox2 C ˛2j Qx1j1=2 sign. Qx1/
POx2 D 1

J
u � mgL

2J
sin.x1/ � Vs

J
Ox2 C ˛1 sign. Qx1/

Qx1 D y � Ox1
and the equivalent output injection in this case is given by

zeq D .˛1sign. Qx1//eq D v.t/

using a low-pass filter with N� D 0:02Œs�. For a sinusoidal external perturbation,
the identification is shown in Fig. 7.4. Using a filter N� D 0:002Œs� the perturbation
identification for a discontinuous signal is shown in Fig. 7.5.
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Fig. 7.5 Discontinuous perturbation identification

7.1.3 Parameter Identification

A problem that often arises in many control tasks is the uncertainty associated
with the values of certain parameters, or even, in some cases, a complete lack
of knowledge. In this situation, schemes to provide estimates of the unknown
parameters at each instant are required. Although many algorithms have been
developed to generate these estimates, the first step is usually to obtain a parametric
model in which the desired parameters are concentrated in what is called the
unknown parameter vector (denoted in most literature by ). The interaction of these
parameters within the system can then be expressed in regressor form as a linear
combination of  and a regressor which is a vector of known linear or nonlinear
functions.

Regressor Form

Consider the nominal case when the system is not affected by disturbances and the
only perturbations present are in the form of parametric uncertainties, i.e., �.t/ D
0 and �.t; x1; x2; u/ D 
F.t; x1; x2; u/. The system acceleration (i.e., Px2) can be
represented as the sum of a well-known part and an uncertain part:

Px2 D f .t; x1; x2; u/C
F.t; x1; x2; u/

where f .t; x1; x2; u/ 2 R
n is the known part of the system and 
F.t; x1; x2; u/ is

the uncertain part. Using the regressor notation1 we can write the uncertain part as


F.t; x1; x2; u/ D .t/'.t; x1; x2; u/

1For details see [173].
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where .t/ 2 R
n�l is composed of the values of the uncertain parametersm, C , G,

P and '.t; x1; x2; u/ 2 R
l is the corresponding regressor. The system in Eq. (7.3)

takes the form

Px1 D 7x2

Px2 D f .t; x1; x2; u/C .t/'.t; x1; x2; u/; u D U.t; x1; Ox2/ (7.16)

y D x1

and the observer can be rewritten as

POx1 D Ox2 C ˛2	j Qx1j1=2sign. Qx1/POx2 D f .t; x1; Ox2; u/C N.t/'.t; x1; Ox2; u/C ˛1sign. Qx1/ (7.17)

where N 2 R
n�l is a matrix of nominal values of the matrix .t/. The error dynamics

becomes

PQx1 D Qx2 � ˛2	. Qx1/sign. Qx1/
PQx2 D .t/ � '.t; x1; x2; u/� N.t//'.t; x1; Ox2; u/� ˛1sign. Qx1/ (7.18)

The task is to design an algorithm which provides parameter identification for the
original system (7.1), when only the position x1 is measurable and the nominal
model N.t/'.t; x1; x2; u/ is known.

Time-Invariant Parameter Identification

Consider the case when the system parameters are time invariant, i.e., .t/ D  .
During the sliding motion, the equivalent output injection can be represented in the
form

zeq.t/ D .˛1sign. Qx1//eq D . � N/'.t; x1; x2; u/ (7.19)

Notice that ˛1sign. Qx1/ is a known term and finite-time convergence of the observer
guarantees '.t; x1; Ox2; u/ D '.t; x1; x2; u/ for all t � t0. Equation (7.19) represents
a linear regression model where the vector parameters to be estimated are .� N/. To
obtain the real system parameters  a linear regression algorithm could be proposed
from Eq. (7.19).

The recursive least-squares algorithm applied for parameter identification of
dynamical systems is usually designed using discretization of the regressor and
derivative of the states in order to obtain the regressor form. Then the algorithm
is applied in discrete form.

In mechanical system observation and identification, we deal with a data set
of a continuous-time nature. That is why the implementation of any standard
discretization scheme is related to unavoidable losses of existing information. This
produces a systematic error—basically caused by the estimation of the derivatives
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of the process. As shown above, the proposed second-order sliding mode technique
provides an estimation of the derivatives, converging in finite time, that avoids any
additional errors arising from any standard discretization scheme implementation.
Below we present a continuous-time version of the least-squares algorithm based
on the proposed second-order sliding mode observation scheme. Notice that the
proposed algorithm can be implemented in analog devices directly. Defining

 WD  � N , post-multiplying Eq. (7.19) by 'T .t; x1; x2; u/ (written for notational
simplicity as 'T .t/). Now, using the auxiliary variable � for integration in time, the
average values of Eq. (7.19) take the form

1

t

Z t

0

Nzeq.�/'T .�/d� D 


1

t

Z t

0

'.�/'.�/T d� (7.20)

where Nzeq is obtained from Eq. (7.13). Therefore, the system parameters can be
estimated from Eq. (7.20) by

O� D
�Z t

0

Nzeq.�/'T .�/d�
 �Z t

0

'.�/'T .�/d�

�1
(7.21)

where O� is the estimate of
 . For any square matrix the following equalities hold

��1.t/�.t/ D I;

��1.t/ P�.t/C P��1.t/�.t/ D 0
(7.22)

Let us define �.t/ D
hR t
0
'.�/'T .�/d�

i�1
; then using Eq. (7.22) we can rewrite

Eq. (7.21) in the form

PO� D
�Z t

0

Nzeq.�/'T .�/d�


P�.t/C Nzeq.t/'T .t/�.t/

Now, using Eq. (7.20) we can write

PO� D O��
�1.t/ P�.t/C Nzeq.t/'T .t/�.t/

The equalities in Eq. (7.22) allow us to write a dynamic expression for estimating

 as

PO� D
h
� O�'.t/C Nzeq.t/

i
'T .t/�.t/ (7.23)

In the same way, a dynamic form to find �.t/ is given by

P�.t/ D ��.t/'.t/'T .t/�.t/ (7.24)

The average values of the real zeq.t/, without filtering, satisfy the equalityZ t

0

zeq.�/'
T .�/d� D 


Z t

0

'.�/'T .�/d�
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then


 D
�Z t

0

zeq.�/'
T .�/d�


�.t/

Substituting from Eq. (7.14), the real values of the parameter vector
 satisfies


 D
�Z t

0

Nzeq.�/'T .�/d� C
Z t

0

".�/'T .�/d�


�.t/ (7.25)

Let us assume Nzeq.t/ D O�'.t/. In this case Eq. (7.25) becomes


 D
�

O�

Z t

0

'.�/'T .�/d� C
Z t

0

".�/'T .�/d�


�.t/

which can be written as


 D O� C
�Z t

0

".�/'T .�/d�


�.t/ (7.26)

From Eqs. (7.21) and (7.26) it is possible to define the convergence conditions:

sup jjt�.t/jj < 1; (7.27)

jj1
t

Z t

0

".�/'T .�/d� jj ! 0 as t ! 1 (7.28)

Condition (7.27), known as the persistent excitation condition,2 requires the non-
singularity of the matrix ��1.t/ D R t

0
'.�/'T .�/d� . To avoid this restriction,

introduce the term �I where 0 < � 
 1 and I is the unit matrix, and redefine
��1.t/ as

��1.t/ D
Z t

0

�
'.�/'T .�/d�

�C �I

In this case the value of ��1.t/ is always nonsingular.
Notice that the introduction of the term �I is equivalent to setting the initial

conditions of Eq. (7.24), as

�.0/ D ��1I; 0 < �-small enough

The introduction of the term � ensures the condition supjjt�.t/jj < 1 but does
not guarantee the convergence of the estimated parameters to their real values. The
convergence of the estimated values to the real ones is ensured by the persistent
excitation condition

lim inf
t!1

1

t

Z t

0

�
'.�/'.�/T d�

�
> 0

2See, for example, [173].
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The condition in Eq. (7.28) relates to the filtering process, and it gives the conver-
gence quality of the identification. How fast the term 1

t

R t
0
".�/'.�/T d� converges

to zero dictates how fast the parameters will be estimated. The above can be
summarized in Theorem 7.1.

Theorem 7.1. The algorithm in Eqs. (7.23), (7.24) ensures the convergence of
O� ! 
 if conditions (7.27), (7.28) are satisfied

Remark 7.1. The effect of noise sensitivity in the suggested procedure can be
easily seen from (7.28):

1

t

Z t

0

" .�/ 'T .�/ d� ! 0 when t ! 1

The term " .t/ in (7.14) includes all error effects caused by observation noise (if
there is any) and errors in the realization of the equivalent output injection. One can
see that if " .t/ and ' .t/ are uncorrelated and are “on average” equal to zero, i.e.,

1

t

Z t

0

" .�/ d� ! 0;
1

t

Z t

0

' .�/ d� ! 0

then the effect of noise vanishes.

The pendulum system is once again used to illustrate the previous algorithm.

Example 7.3. Consider the model of a pendulum from Example 7.1 with Coulomb
friction given by the equation

R D 1

J
u � MgL

2J
sin./ � Vs

J
P � Ps

J
sign. P/

where m D 1:1 is the pendulum mass, g D 9:815 is the gravitational force, L D
0:9 is the arm length, J D mL2 D 0:891 is the arm inertia, VS D 0:18 is the
viscous friction coefficient, and Ps D 0:45models the Coulomb friction coefficient.
Suppose that the angle  is available for measurement. Introducing the variables
x1 D  , x2 D P , the state-space representation for the system becomes

Px1 D x2;

Px2 D 1

J
u � mgL

2J
sin.x1/ � Vs

J
x2 � Ps

J
sign.x2/;

y D x1

where a1 D mgL

2J
D 5:4528; a2 D Vs

J
D 0:2020; and a3 D Ps

J
D 0:5051 are the

unknown parameters. Design the super-twisting-based observer as

POx1 D Ox2 C ˛2j Qx1j1=2 sign. Qx1/;
POx2 D 1

J
u � Na1 sin.x1/ � Na2 Ox2 � Na3 sign.x2/C ˛1 sign. Qx1/;
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Fig. 7.6 x1, x2 estimation error LTI case

Qx1 D y � Ox1
where Na1 D 2, Na2 D Na3 D 0:1 are the nominal values of the unknown parameters.
Let the control signal be generated by the twisting controller

u D �30 sign. � d / � 15 sign. P � Pd /; (7.29)

where the reference signal is d D 0:3 sin.3t C �=4/C 0:3 sin.1=2t C �/. For a
sampling time of 
 D 0:0001 the state estimation error is shown in Fig. 7.6. In this
case the identification variables are given by

zeq D .˛1sign. Qx1//eq

 D Œ�a1 C Na1 � a2 C Na2 � a3 C Na3�

 D Œ�3:4528 � 0:1020 � 0:4051�

' D
2
4 sin.x1/

x2
sign.x2/

3
5

It is now possible to use ', the nonlinear regressor, to generate the dynamic
adaptation gain �.t/ using Eq. (7.24). From Eq. (7.19), the value of Nzeq is given by

Nzeq D zeq D .˛1sign. Qx1//eq
The dynamic estimate of the parameter error vector 
 , which contains all the
necessary information to retrieve the desired parameter vector  , can be generated
by implementing the algorithm in Eq. (7.23). Figure 7.7 shows the convergence of
the estimated parameters to the real parameter values.
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Fig. 7.7 Parameter identification for LTI case

7.2 Observation in Single-Output Linear Systems

The observer design problem for the general case of linear time-invariant systems
will now be addressed in this section. The non-perturbed case will be revisited and
then both unknown input and (exact) state estimation in the more complex perturbed
case will be studied.

7.2.1 Non-perturbed Case

Consider a linear time-invariant system

Px D Ax C Bu

y D Cx (7.30)

where x 2 R
n, y 2 R are the system state and the output, u 2 R

m is the known
control, and the known matrices A;B;C have suitable dimensions. It is assumed
that the pair .A; C / is observable. A standard Luenberger observer for this system
is given by

POx D A Ox C Bu C L.y � Oy/
Oy D C Ox (7.31)

where L 2 R
n�1 is a gain matrix chosen such that .A � LC/ is a Hurwitz

matrix. Such a gain matrix L always exists because of the assumed observability
of the system, and it ensures asymptotic convergence to zero of the estimation error
e D x � Ox.
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It is important to remark that without any disturbance, the standard Luenberger
observer is sufficient to reconstruct asymptotically the states.

7.2.2 Perturbed Case

Now assume that the linear time-invariant system in Eq. (7.30) is perturbed by an
external disturbance �.t/. The perturbed linear time-invariant system is given by

Px D Ax C Bu CD�.t/; D ¤ 0

y D Cx (7.32)

where x 2 R
n, y 2 R, u 2 R

m, and � 2 R is an unknown input (disturbance).
The corresponding matrices A;B;C;D have suitable dimensions. The unknown
input �.t/ is assumed to be a bounded Lebesgue-measurable function, j�.t/j � �C,
�C > 0.

The equations are understood in the Filippov sense in order to provide for
possibility to use discontinuous signals in observers. It is assumed also that all the
inputs which are considered allow the existence and extension of the solution to the
whole semi-axis t � 0.

Suppose that the Luenberger observer Eq. (7.31) is used to estimate the states.
The dynamics of the estimation error e D x � Ox are given by

Pe D .A� LC/e CD�

ye D Ce

In order to analyze the convergence properties of this observer, consider the
Lyapunov-like function V D eT Pee, where Pe D PT

e > 0 has suitable dimensions.
Computing the first derivative of V we obtain

PV D eT Pe ..A �LC/e CD��C Œ.A �LC/e CD�/T Pee

Suppose the matrix Pe is the solution of the Lyapunov equation

Pe.A� LC/C .A �LC/T Pe D �H (7.33)

for some H D HT > 0, then the first derivative of V becomes

PV D �eTHe C 2.D�/T Pee

The condition PV � 0 is satisfied for all the estimation error satisfying the inequality

jjejj > 2�CjjDTPejj
jjH jj
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This last inequality implies that the proposed Luenberger observer only can ensure
the convergence of the estimation error to a bounded region around the origin.
As a consequence, standard Luenberger observer cannot be applied for state
reconstruction on perturbed systems.

The task in this section is to build an observer guaranteeing asymptotic (and
preferably exact finite-time convergent) estimation of the states and the unknown
input. Obviously, it can be assumed without loss of generality that the known input
u is equal to zero (i.e., u.t/ D 0).

It is very important to establish conditions when the unknown input can be
reconstructed along with estate estimation. For this reason, several definitions will
be introduced to study the state observation problem for perturbed linear systems. It
is assumed in the following definitions that u D 0.

Definition 7.1 ([107]). System (7.32) is called strongly observable if for any initial
state x.0/ and any input �.t/, y.t/ � 0 with 8t � 0 implies that also x � 0.

Definition 7.2 ([107]). The system is strongly detectable , if for any �.t/ and x.0/
it follows that y.t/ � 0 with 8t � 0 implies x ! 0 with t ! 1 .

It is important to remark that these two definitions are not directly related to the
structure of the system. However, important consequences on the system structure
can be established.

Theorem 7.2. The system (7.32) is strongly observable if and only if the output y
has relative degree n with respect to the unknown input �.t/, i.e., it has no invariant
zeros.

Proof. Let matrix P be defined by

P D

2
6664

C

CA
:::

CAn�1

3
7775

Strong observability of the system requires observability, and therefore rankP D
n. The observability implies the existence of a relative degree r associated with
the output y with respect to the unknown input �. Indeed, otherwise PD D 0 and
thereforeD D 0. Then the coordinate transformation xO D Px turns system (7.32)
into

PxO D AOxO C BOu.t/CDO�.t/

y.t/ D COxO (7.34)
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where

AO D

2
666664

0 1 0 � � � 0

0 0 1 � � � 0
:::

:::
:::
: : :

:::

0 0 0 � � � 1

�a1 �a2 �a3 � � � �an

3
777775 (7.35)

DO D ŒCD; : : : ; CAn�2D;CAn�1D�T (7.36)

CO D Œ1; 0; : : : ; 0� (7.37)

and the aj , j D 1; : : : ; n are some constants. The vector BO does not have any
specific form. Recall that u is assumed to be zero. When r D n only the last
component of DO is not zero. It is obvious that in that case the identity y � 0

implies xO � 0.
Assume now that r < n. That means that some nontrivial zero dynamics exists,

which corresponds to nontrivial solutions satisfying y � 0 and contradicts the
conditions for strong observability. This ends the proof of the theorem. �

7.2.3 Design of the Observer for Strongly Observable Systems

The importance of the property of strong observability for the type of linear systems
described by Eq. (7.32) lies in the fact that it ensures the existence of the sliding
mode state observer. This part of the chapter will explore the design of such an
observer.

Assumption 7.1. System (7.32) has the relative degree n with respect to the
unknown input �.t/ (i.e., the system is strongly observable).

The observer is built in the form

Pz D Az C Bu C L.y � C z/ (7.38)

Ox D z CKv (7.39)

Pv D W.y � C z; v/ (7.40)

where z; Ox 2 R
n, Ox is the estimation of x and the matrix L D Œl1; l2; : : : ; ln�

T 2 R
n

is a correction factor chosen so that the eigenvalues of the matrix A � LC have
negative real parts. (Such an L exists due to Assumption 7.1 and Theorem 7.2.)

The proposed observer is actually composed of two parts. Equation (7.38) is a
traditional Luenberger observer providing the boundedness of the difference z�x in
the presence of the unknown bounded input �. System (7.40) is based on high-order
sliding modes and ensures the finite-time convergence of the resulting estimation
error to zero.
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Suppose that only the states are to be estimated and that Assumption 7.1 holds.
Note that in the simplest case when n D 1 the only observable coordinate coincides
with the measured output and, therefore, only the input estimation problem makes
sense, requiring Assumption 7.1. Thus assume that n > 1.

Since the pair .C;A/ is observable, arbitrary stable values can be assigned to
the eigenvalues of the matrix (A � LC ), choosing an appropriate gain matrix L.
Obviously the pair .C;A � LC/ is also observable and therefore its observability
matrix

QP D

2
666664

C

C.A� LC/

C.A �LC/2
:::

C.A� LC/n�1

3
777775 (7.41)

is nonsingular. Set the gain matrix K D QP�1 and assign

Ox D z C QP�1v (7.42)

The nonlinear part of the observer Eq. (7.40) is chosen as

Pv1 D w1 D �˛nM1=njv1 � y C C zj.n�1/=n sign.v1 � y C C z/C v2

Pv2 D w2 D �˛n�1M 1=.n�1/jv2 � w1j.n�2/=.n�1/ sign.v2 � w1/C v3

:::

Pvn�1 D wn�1 D �˛2M1=2jvn�1 � wn�2j1=2 sign.vn�1 � wn�2/C vn

Pvn D �˛1M sign.vn � wn�1/ (7.43)

where vi , zi , and wi are the components of the vectors v, z 2 R
n, and w 2 R

n�1,
respectively. The parameter M must be chosen sufficiently large, and in particular
M > jd j�C must be satisfied, where d D CAn�1D. The constants ˛i are
chosen recursively and must be sufficiently large (see Chap. 6 for a more detailed
discussion). In particular, one of the possible choices is ˛1 D 1:1; ˛2 D 1:5; ˛3 D 2;

˛4 D 3; ˛5 D 5; ˛6 D 8; in a situation when n � 6. Note that Eq. (7.43) has a
recursive form, useful for the parameter adjustment.

Recall that xO D Px is the vector of canonical observation coordinates and
eO D P. Ox � x/ is the canonical observation error. With this in mind, the following
theorem summarizes the exact finite-time convergence properties of the designed
observer.

Theorem 7.3. Let Assumption 7.1 be satisfied and the output be measured subject
to noise, which is a Lebesgue-measurable function of time with maximal magnitude
". Then with properly chosen ˛j ’s, and a sufficiently large M , the state x of
the system is estimated in finite time by the observer Eqs. (7.38), (7.41), (7.42)
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and (7.43). With sufficiently small " the observation errors eOi D OxOi � OxOi D
CAi�1. Oxi � xi / are of the order of ".n�iC1/=n, i.e., they satisfy the inequalities
jeOi j � �i"

.n�iC1/=n for some constants �i > 0 depending only on the observer,
the system parameters, and the input upper bound. A level of accuracy of the order
of "1=n is obtained in noncanonical coordinates due to the mix of coordinates. In
particular, the state x is estimated exactly and in finite time in the absence of noises.

Remark 7.2. It is worth noting that using a Kalman filter instead of a Luenberger
observers in this algorithm may be beneficial in the presence of measurement noise.

The finite-time convergence of the observation error, which is guaranteed using
a Luenberger observer, allows us to address the problem of reconstructing �, the
unknown input to the system.

Identification of the Unknown Input

Now let v 2 R
NnC1, where Nn D n C k, satisfy the nonlinear differential

equation (7.40) in the form

Pv1 D w1 D �˛ NnC1M 1=. NnC1/jv1 � y C C zj. Nn/=. NnC1/ sign.v1 � y C C z/C v2

Pv2 D w2 D �˛ NnM1=. Nn/jv2 � w1j. Nn�1/=. Nn/ sign.v2 � w1/C v3

:::

Pvn D �˛kC2M 1=.kC2/jvn � wn�1j.kC1/=.kC2/ sign.vn � wn�1/C vnC1 (7.44)

:::

Pv Nn D w Nn D �˛2M1=2jv Nn�1 � w Nn�2j1=2 sign.v NnC1 � w Nn�2/C v Nn
Pv NnC1 D �˛1M sign.v NnC1 � w Nn/ (7.45)

where M is a sufficiently large constant. As described previously, the nonlinear
differentiator has a recursive form, and the parameters ˛i are chosen in the same
way. In particular, one of the possible choices is ˛1 D 1:1; ˛2 D 1:5; ˛3 D 2; ˛4 D
3; ˛5 D 5; ˛6 D 8, in the situation when nCk � 5. In any computer realization one
has to calculate the internal auxiliary variables wj ; j D 1; : : : ; n C k, using only
the simultaneously sampled current values of y; z1, and vj . The equality Ne D ! is
established in finite time, where ! is the truncated vector

! D .v1; : : : ; vn/
T

Thus, in the case of unknown input reconstruction, the corresponding observer
Eq. (7.39) is now modified and takes the form

Ox D z C QP�1! (7.46)
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where QP is the observability matrix previously defined. The estimation of the input
� is given as

O� D 1

d
.vnC1 � .a1v1 C a2v2 C � � � C anvn// (7.47)

where sn � ansn�1 � � � � � a1 D .�1/ndet.A�LC � sI / defines the characteristic
polynomial of the matrix A � LC .

An example is now presented to illustrate the effectiveness of the proposed
observer Eq. (7.46) for both state and unknown input reconstruction in linear
systems.

Example 7.4. Consider system (7.32) with matrices

A D

2
664
0 1 0 0

0 0 1 0

0 0 0 1

6 5 �5 �5

3
775

B D D D �
0 0 0 1

�T
; C D �

1 0 0 0
�

and initial conditions x.0/ D �
1 0 1 1

�
. Note that A is not stable since its

eigenvalues are �3;�2;�1; 1. The relative degree r with respect to the unknown
input equals 4. As a consequence, the system is strongly observable. The unknown
input

� D cos.0:5t/C 0:5 sin.t/C 0:5

is used for pedagogical purposes. It is obviously a bounded smooth function with
bounded derivatives. It is also assumed that u D 0. Furthermore, let the output of
the system be affected by a deterministic noise of the form

Nw D 0:1 sin.1037j cos.687t/j/

of amplitude � D 0:1. The correction factor L D �
5 5 5 5

�T
places the

eigenvalues of A �LC at f�1;�2;�3;�4g. The gain matrix QP�1 is thus given by

QP�1 D

2
664
1 0 0 0

5 1 0 0

5 5 1 0

5 5 5 1

3
775 (7.48)

The parameters ˛1 D 1:1; ˛2 D 1:5; ˛3; ˛4 D 3;M D 2 are chosen, and the
nonlinear part of the observer takes the form

Pv1 D w1 D �3 � 21=4jv1 � y C C zj.3/=4 sign.v1 � y C C z/C v2

Pv2 D w2 D �2 � 21=3jv2 � w1j2=3 sign.v2 � w1/C v3
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Fig. 7.8 State estimation errors in the presence of a deterministic noise of amplitude 10�1

Fig. 7.9 Detail of observer error graphs. Estimation error of x2 (above). Estimation error of x4
(below)

Pv3 D wn�1 D �1:5 � 21=2jv3 � w2j1=2 sign.v3 � w2/C v4

Pv4 D �1:1 � 2 sign.v4 � w3/

The observer performance and finite-time convergence for the sampling time
interval � D 0:001 are depicted in Fig. 7.8. Figure 7.9 shows the details of the
state convergence. Note that the estimation error associated with x2 converges to a
bounded region of order 5 � 10�3, while the estimation error in x4 converges to a
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Fig. 7.10 Convergence of Ox1; Ox4 to x1 and x4

Fig. 7.11 System coordinates

bounded region of order 2 � 10�1. The transient process is shown in Fig. 7.10 for
the states x1 and x4. It is seen from Fig. 7.11 that the system trajectories and their
derivatives of any order tend to infinity. Thus, the differentiator could not perform
the observation alone. Figure 7.12 shows the effect of discretization in observation.
The sampling time intervals � D 0:0001 and � D 0:01 were taken in the absence of
noises.
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Fig. 7.12 Observer errors (detail) with sampling intervals � D 0:0001 (above) and � D 0:01

(below)

Consider now the input � as a bounded function with a Lipschitz derivative,
kD 1. Both the state x and the disturbance � are now estimated.

The linear part of the observer Eq. (7.40) is designed in the same way as before

with L D �
5 5 5 5

�T
and QP given by Eq. (7.48). Finally, the parameters for

Eq. (7.45) are chosen as ˛1 D 1:1; ˛2 D 1:5; ˛3 D 2; ˛4 D 3; ˛5 D 5, and ˛6 D 8

along with M D 1. Finite-time convergence of estimated states to the real states
is shown in Fig. 7.13 with the sampling interval � D 0:001. The unknown input
estimation is obtained using the relation (7.47) and it is demonstrated in Fig. 7.14.
The effects of discretization are shown in Fig. 7.15 based on the sampling intervals
� D 0:0001 and � D 0:01.

7.3 Observers for Single-Output Nonlinear Systems

The sliding mode algorithms given in the last section can be extended to the
unknown input reconstruction problem for a more general single-output nonlinear
case. A differentiator-based scheme is used. This requires a system transformation
into a canonical basis. The unknown inputs are expressed as a function of the
transformed states and thus a diffeomorphism must be established to recover the
unknown input in the original states.
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Fig. 7.13 Observer errors for the unknown input estimation case

Fig. 7.14 Unknown input estimation

7.3.1 Differentiator-Based Observer

Consider a nonlinear system

Px D f .x/C g.x/'.t/

y D h.x/
(7.49)

where f .x/ W � ! R
n, g.x/ 2 R

n, h.x/ W Rn ! R are smooth scalar and vector
functions defined on an open set � � R

n. The states, outputs, and unknown inputs
are given by x 2 R

n, y 2 R, and '.t/ 2 R.
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Fig. 7.15 Unknown input estimation error with � D 0:0001 (above) and 0.01 (below)

Assumption 7.2. For any point x 2 � it is satisfied that the output y has relative
degree n with respect to the disturbance '.t/, i.e.,

LgL
k
f h.x/ D 0; k < n � 1

LgL
n�1
f h.x/ ¤ 0

(7.50)

This assumption means that system (7.49) does not have internal dynamics.
The problem then is to design a finite-time convergent observer that generates
the estimates Ox; O'.t/ for the state x and the disturbance '.t/ given only the
measurements y D h.x/. In order to accomplish this, system (7.49) must first
undergo a transformation into a canonical form which we shall now proceed to
describe.

System Transformation

The system in Eq. (7.49) with relative degree n can be represented in a new basis
that is introduced as follows:

� D

0
BBB@
�1
�2
:::

�n

1
CCCA D

0
BBB@
�1.x/

�2.x/
:::

�n.x/

1
CCCA D

0
BBB@

h.x/

Lf h.x/
:::

Ln�1
f h.x/

1
CCCA 2 R

n (7.51)
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It is well known3 that if Assumption 7.2 is satisfied, then the mapping

ˆ.x/ D

0
BBB@
�1.x/

�2.x/
:::

�n.x/

1
CCCA (7.52)

defines a local diffeomorphism in a neighborhood of any point x 2 N� � �, which
means

x D ˆ�1.�/

This is an important property since the signals obtained for the transformed
system cannot be interpreted for the original system otherwise. Taking into account
Eqs. (7.51) and (7.52), the system (7.49) with relative degree n can be written in the
form

P� D ƒ� C  .�/C 	.�; '.t// (7.53)

where

ƒ D

2
6664
0 1 0 � � � 0
0 0 1 � � � 0
:::
:::
::: � � � :::

0 0 0 � � � 0

3
7775 2 R

n�n (7.54)

and

 .�/ D

0
BBB@

0

0
:::

Lnf h.x/

1
CCCA D

0
BBB@

0

0
:::

Lnf h.ˆ
�1.�//

1
CCCA (7.55)

and

	.�; '.t// D

0
BBB@

0

0
:::

LgL
n�1
f h.x/'.t/

1
CCCA D

0
BBB@

0

0
:::

LgL
n�1
f h.ˆ�1.�//'.t/

1
CCCA (7.56)

In order to obtain the necessary derivatives of the output, the following higher-order
sliding mode observation/differentiation algorithm (from Chaps. 4 and 6) is used.

3See, for example, [112].
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Higher-Order Sliding Mode Observer/Differentiator

The derivatives �i , i D 1; : : : ; n of the measured outputs y D h.x/ can be
estimated in finite time by the higher-order sliding mode differentiator. This can
be written in the form

Pz0 D v0 D z1 � �0jz0 � yj n
nC1 sign.z0 � y/

Pz1 D v1 D z2 � �1jz1 � v0j n�1
n sign.z1 � v0/

: : :

Pzi D vi D zi � �i jzi � vi�1j n�i
n�iC1 sign.zi � vi�1/

: : :

Pzn D ��n sign.zn � vn�1/

(7.57)

The choice of �i , i D 0; : : : ; n is discussed in Chap. 6 (see, for instance, Eq. (6.29)).
Therefore, the following estimates are available in finite time:

O� D

0
BBBB@

O�1O�2
:::
O�n

1
CCCCA D

0
BBB@

O�1.x/O�2.x/
:::

O�n.x/

1
CCCA D

0
BBB@

z0
z1
:::

zn�1

1
CCCA D ˆ.x/ (7.58)

The finite-time estimation Ox of the state x can be easily obtained from Eqs. (7.52)
and (7.58) as

Ox D ˆ�1.O�/ (7.59)

With a proper estimation of the system states achieved we can now concentrate on
the other observation objective and proceed to identify the disturbance.

7.3.2 Disturbance Identification

Combining Eq. (7.59) and the last coordinate of the transformed system in
Eq. (7.53), we obtain

P�n D Lnf h.ˆ
�1.�//CLgL

n�1
f h.ˆ�1.�//'.t/ (7.60)

Since the exact finite-time estimate OP�n of P�n is available via the high-order sliding
mode differentiator Eq. (7.57), and using the estimate O� of � in Eq. (7.60), the finite-
time estimate O'.t/ of the disturbance can be obtained from

O'.t/ D .LgL
n�1
f h.ˆ�1.O�///�1

hOP�n �Lnf h.ˆ�1.O�//
i

(7.61)
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Example 7.5. Consider a satellite system which is modeled as

P� D v

Pv D �!2 � kgM

�2
C d

P! D �2v!

�
� !

m

In the equations above � is the distance between the satellite and the Earth’s center, v
is the radial speed of the satellite with respect to the Earth,� is the angular velocity
of the satellite around the Earth,m andM are the mass of the satellite and the Earth,
respectively, kg represents the universal gravity coefficient, and  is the damping
coefficient. The quantity d which affects the radial velocity equation is assumed to
be a disturbance which is to be reconstructed/estimated. Let x WD col.x1; x2; x3/ WD
.�; v; !/. The satellite system can then be rewritten as follows:

Px D

0
B@

x2
x1x

2
3 � k1

x21

� 2x2x3
x1

� k2x3

1
CAC

0
@01
0

1
A d.t/ (7.62)

y D x1 (7.63)

where y is the system output, k1 D kgM and k2 D =m. By direct computation, it
follows that

Lgh.x/ D 0; LgLf h.x/ D 1

and thus the system in Eqs. (7.62) and (7.63) has global relative degree 2. Choose
the coordinate transformation as T W �1 D x1; �2 D x2; � D x21x3. Note that for
x1 ¤ 0, this transformation is invertible and an analytic expression for the inverse
can be obtained as x1 D �1; x2 D �2; x3 D �

�21
. Since x1 D � is the distance of the

satellite from the center of the Earth x1 ¤ 0. It follows that in the new coordinates
col.�1; �2; �/ the system from Eqs. (7.62) and (7.63) can be described by

P�1 D �2

P�2 D �2

�31
� k1

�21
C d

P� D �k2�

In this system the internal dynamics (given by the last equation) are linear and
asymptotically stable, since k2 > 0; and therefore the system itself is locally
detectable. The higher-order sliding mode differentiator is described by
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Pz10 D v10

v10 D �	10jz10 � yj2=3sign.z10 � y/C z11

Pz11 D v11

v11 D �	11jz11 � v10j1=2sign.z11 � v10/C z12

Pz12 D �	12sign.z12 � v11/

where col.z10; z
2
1/ or col.z10; v

1
0/ give an estimate of � and the estimate for � can be

obtained from the equation PO� D �k2 O�. Therefore, the estimate of the disturbance
d.t/ is available online, and can be obtained from the expression

Od D PO�2 � O�2
O�31

C k1

O�21
In the simulations, the parameters have been chosen as follows: m D 10;M D
5:98 	 1024; kg D 6:67 	 10�11, and  D 2:5 	 10�5. For simulation purposes, the
disturbance d.t/ D exp�0:002t sin.0:02t/ has been introduced. The differentiator
gains 	ji j have been chosen as 	10 D 2 and 	11 D 	12 D 1. In the following
simulation, the initial values x0 D .107; 0; 6:3156 	 10�4/ are used for the plant
states (in the original coordinates) while for the observer z0 D .1:001	107; 0; 1/ and
O�0 D 6:3156 	 10�4 (in the transformed coordinate system). Figures 7.16 and 7.17
show that the states and the disturbance signal d.t/ can be reconstructed faithfully.

7.4 Regulation and Tracking Controllers Driven
by SM Observers

7.4.1 Motivation

The higher-order sliding mode observers presented in this chapter provide both
theoretically exact observation and unknown input identification. This means that
using such observers we cannot only observe the system states but also compensate
matched uncertainties/disturbances (theoretically) exactly. Therefore, higher-order
sliding mode observers create a situation in which two quite distinct control strate-
gies can be used for the compensation of the matched uncertainties/disturbances:

• Sliding mode control based on observed system states
• The direct/continuous compensation of the uncertainties/disturbances based on

its reconstructed/identified values
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Fig. 7.16 The response of system states and their estimates

Both types of compensation are theoretically exact. In this section the control
algorithms based on two proposed strategies are derived and compared. Finally,
recommendations for the proper use of proposed algorithms are made which depend
on the agility of the actuators, the parameters of discrete time implementation, and
the measurement noise.

7.4.2 Problem Statement

Consider the linear time-invariant system with unknown inputs (LTISUI) of the
form:

Px .t/ D Ax .t/C B .u .t/C w .t//
y .t/ D Cx .t/

(7.64)

where x .t/ 2 R
n, u .t/ 2 R

m, y .t/ 2 R
p (1 � p < n) are the state vector,

the control, and the output of the system, respectively. The unknown inputs are
represented by the function vector w .t/ 2 R

q . Furthermore, rank.C / D p and
rank.B/ D m. The following conditions are assumed to be fulfilled henceforth:

A1. The pair .A;B/ is controllable.
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Fig. 7.17 The disturbance d.t/ and its reconstruction signal Od.t/

A2. For u D 0, the system is strongly observable (or the triple .A; C;B/ has no
invariant zeros).

A3. w.t/ is absolutely continuous, and there exists a constant wC such that
kw .t/k � wC:

In this section we will firstly derive an observer-based robust output control for
system (7.64) of the form

u.t/ D u0.t/C u1.t/ (7.65)

where u0.t/ is a nominal control designed for the nominal system (i.e., w .t/ D 0)
and u1.t/ is a compensator of the unknown input vector w.t/.

7.4.3 Theoretically Exact Output-Feedback Stabilization
(EOFS)

Here, a compensation control law is designed based on the estimated states and the
unknown input identification. Consider the nominal system

Px0 .t/ D Ax0 .t/C Bu0 .t/ (7.66)
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The control signal u0.t/ is a stabilizing state-feedback control for the nominal
system,

u0.t/ D �Kx.t/
where the gainK can be designed using any control strategy.

Let us design the second part of the control input Eq. (7.65) as

u1.t/ D � Ow.t/

where Ow.t/ is the identified unknown input.
Theoretically, assuming exact observation and identification, the equalities

Ox .t/ � x .t/ and Ow .t/ � w .t/ hold after a finite time T . When the EOFS
control law is given by

u.t/ D �Kx.t/ � Ow.t/ (7.67)

applied to system (7.64) it yields the following closed-loop dynamic equation:
Px .t/ D .A � BK/x.t/. Theoretically the continuous control u1.t/ exactly com-
pensates the matched perturbations and the solutions for systems (7.64) and (7.66)
coincide.

7.4.4 Output Integral Sliding Mode Control

In this subsection, we propose applying the ISM method using the estimated states
obtained by the HOSM observer. We will call it output integral sliding mode control
(OISMC). Consider a control input of the form (7.65), where u0.t/ is the nominal
control for the system without uncertainties Eq. (7.66). Let the nominal control
be u0.t/ D �Kx.t/. The compensator u1.t/ should be designed to reject the
disturbance w .t/ in the sliding mode on the manifold fxW s.x; t/ D 0g ; so that
the equivalent control u1eq D �w.t/: The switching function s.x; t/ is defined
as s.x; t/ D s0.x; t/ C �.x; t/; where s; s0; � 2 R

m and s0.x; t/ D BCx.t/
(BC D .BTB/�1BT ) and the integral part � is selected such that x.t/ D x0.t/ for
all t 2 ŒT;1/. In other words, from t0 D T the system state belongs to the sliding
surface, where the equivalent sliding mode control ueq.t/ should compensate for the
unknown input, that is, ueq.t/ D �w.t/. To achieve this purpose, � is determined
from the equation P�.t/ D �BC .Ax.t/C Bu0.t// ; with �.t0/ D �BCs.x.t0//:
The switching surface takes the form

s.x .t/ ; t/ D BC
�
x.t/ � x.t0/�

Z t

t0

ŒAx.�/C Bu0.x; �/� d�



where t0 � T . The compensator u1.t/ is designed as a discontinuous unit-vector
control u1.t/ D �� s.x.t/;t /

ks.x.t/;t /k . Thus, the sliding mode manifold s.x; t/ is attractive

from t0 if � > wC � kw .t/ k. Finally, the control law Eq. (7.65) is designed as
follows:
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u.x; t/ D �Kx.t/ � � s.x; t/

ks.x; t/k (7.68)

Again, in the ideal case, system (7.64) with u.x; t/ given by Eq. (7.68) takes the
form of Eq. (7.66).

7.4.5 Precision of the Observation and Identification Processes

Suppose that we would like to realize the observation with a sampling step 
 while
considering that a deterministic noise signal n.t/ (a Lebesgue-measurable function
of time with a maximal magnitude �) is present in the system output. Let

f .t/ D f0 .t/C n .t/ ;
���f .iC1/

0 .t/
��� < L; kn.t/k � " (7.69)

From Theorem 6.2, the error caused by the sampling time � in the absence of
noise for an i th-order HOSM differentiator given by Equation (6.28) is

���f .j /

0 .t/ � zj .t/
��� � O.�i�jC1/ for j D 0; : : : ; i (7.70)

and the differentiator error caused by a deterministic upper bounded noise will be

���f .j /

0 .t/ � zj .t/
��� � O."

i�jC1
iC1 / for j D 0; : : : ; i (7.71)

Here, we are dealing with an .˛ C k � 1/th-order HOSM differentiator: To recover
the estimated state, .k � 1/ differentiations are needed. From expressions (7.70)
and (7.71) it follows that the observation error caused by the sampling time � is
O.�˛C1/, while the observation error caused by a deterministic upper bounded noise

is O."
˛C1
˛Ck /.

It is clear that k differentiations are needed in order to recover the estimated
unknown input. Therefore, from (7.70) the sampling step identification error will be

O.�˛/; and the deterministic noise identification error Eq. (7.71) will beO
�
"

˛
˛Ck

�
:

The next proposition analyzes the total effect of both sampling step and
deterministic noise errors:

Proposition 7.1. Let us assume ı � k

; and � � k��

iC1 with k
; k�; 
 some

positive constants. Then after a finite-time, the HOSM observation and identification
error will be O

�

˛C1� andO .
˛/, respectively.

Remark 7.3. Table 7.1 summarizes the observation and identification errors when
the unknown input w.t/ satisfies (7.69). Then, an .˛C k � 1/th-order differentiator
is used to improve precision.
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Table 7.1 Precision due to sampling step and bounded noise

Error Sampling step ı Bounded noise � Total effect ı

Observation O
�
ı˛C1

�
O
�
�
˛C1
˛Ck

�
O
�

˛C1

�
Identification O .ı˛/ O

�
�

˛
˛Ck

�
O .
˛/

HOSM differentiator O .ı/ O
�
�

1
˛Ck

�
O .
/

EOFS Realization Error. Theoretically, the perturbations are exactly compensated
in finite time. Nevertheless, in the previous section we discussed how the discretiza-
tion and deterministic output noise present in the observation and identification
processes affect the compensation accuracy. Furthermore, an additional error, due
to the actuator time constant �; will cause an error of order O.�/. Now, the EOFS
controller stabilization error may be estimated by

� D O .�/CO
�

˛C1�CO .
˛/ (7.72)

OISMC Realization Error. As we have seen, when the observation, identification,
and control processes are free from nonidealities, both controllers, EOFS and
OISMC, give identical results. However, in the practical case, the errors appearing
in the complete control process should be taken into account. In the case of the
OISMC the stabilization error is the sum of the observation error plus the control
error, i.e.,

� D O.�/CO.
aC1/ (7.73)

Now, we analyze the accuracy of the HOSM observer and the identification
procedure, combined with both control methodologies. Recall that we are using
a .˛ C k � 1/th-order HOSM differentiator and that we need the .k � 1/th and kth
derivatives for the state observation and unknown input identification, respectively.
Consider the following cases:

(a) O .
˛/ 
 O .�/, i.e., the controller execution error is greater than the
identification process error. In such a case, it would be suitable to use the EOFS
strategy to avoid chattering.

(b) O
�

˛C1� 
 O .�/ 
 O .
˛/, i.e., the error related to the actuator time

constant is less than the identification process error. Thus, the error in the EOFS
control strategy is mainly determined by the identification error. In this case,
OISMC strategy could be a better solution for systems tolerant to chattering with
oscillation frequencies of orderO. 1

�
/.

(c) O .�/ 
 O
�

˛C1�, i.e., the error caused by the actuator time constant

is less than the observation error. Once again, the precision of the EOFS
controller is determined by the precision of the identification process O.
˛/,
and the precision of the OISMC controller is determined by the accuracy of the
observation process O.
˛C1/. However, it should be noted that in this case the
use of the OISMC controller could amplify the observer noise.
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7.5 Notes and References

The super-twisting-based observer for mechanical systems was first presented in
[25, 52].

The design of HOSM observers for strongly observable and detectable linear
systems with unknown inputs is suggested in [96] and in [24]. For a proof of
Theorem 7.4, see [94]. A step-by-step differentiator approach for linear systems
with stable invariant zero is presented in [84].

The design of observers for nonlinear systems with unknown inputs for the case
when the relative degree of unknown inputs with respect to measured outputs is
well defined is given in [95]. The method in [95] does not require the system to be
strongly observable, but the internal dynamics must be asymptotically stable. The
first approach to state observation presented in Sect. 7.2 (but for a class of nonlinear
systems) was given in [42]. The first paper in which the approach in Sect. 7.3.1
was presented for state observation is [41]. In [41] step-by-step differentiation was
used. The work in [83] also uses step-by-step differentiation. Subsequently in [53,
54] HOSM differentiators were applied for the design of HOSM observers, which
requires only the transformation of the observability Jacobian, but does not require
the inversion of observability map. Parameter identification methods are also studied
in [48].

The satellite system example is taken from [95], although the original model is
from Marino and Tomei [180].

For details of the recursive least-squares algorithm see, for example, [173]. The
proof of Theorem 7.1 is given in [173].

The comparison of effectiveness of HOSM-based uncertainty identification and
compensation versus sliding mode based uncertainty compensation, is presented in
[79]. HOSM observer based control for the compensation of unmatched uncertain-
ties was developed in [80].

State estimation and input reconstruction in nonminimum phase causal nonlinear
systems using higher-order sliding mode observers is studied in [166].

Automotive applications of sliding mode disturbance observer- based control can
be found in the book [111].

7.6 Exercises

Exercise 7.1. The pendulum-cart system (see Fig. 7.18), when restricted to a two-
dimensional motion, can be described by the following set of equations:

.M Cm/ Px Cml R D u.I Cml2/ R Cml Rx D mgl (7.74)

where M and m are the mass of the cart and the pendulum, respectively, l is the
pendulum length, .t/ is its deviation from the vertical, and x.t/ represents the
horizontal displacement of the cart. The system parameters are given asM D 2Œkg�;
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Fig. 7.18 The pendulum-cart system

Fig. 7.19 Mass-spring-damper system

m D 0:1Œkg�, and l D 0:5Œm�. Given the measured outputs  and x, design a super-
twisting observer for P and Px for the uncontrolled case, u D 0. Assume the system’s
initial conditions are .0/ D 0:3Œrad�; P.0/ D 0:03Œrad=s�; x.0/ D 0Œm�, and
Px.0/ D 0:1 Œm/s�. Confirm the efficacy of the estimation algorithm via simulation if
O.0/ D 0 Œrad�; PO.0/ D 0Œrad=s�; Ox.0/ D 0Œm�, and POx D 0Œm/s�.

Exercise 7.2. Given the following mass-spring-damper system with friction (see
Fig. 7.19)

m Rx C b0 Px C b1sign . Px/C kx D u (7.75)

where m D 1 Œkg� ; b0 D 0:1 Œkg/s� ; b1 D 0:05
�
kg/s2

�
; and k D 0:5 Œkg/s�, design a

feedback twisting control which achieves the tracking objective

x ! xd D 0:7 sin .2:3t/C 1:8 sin.6:4t/ (7.76)
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Fig. 7.20 Mass–spring–damper fourth-order system

Consider the only output of the system to be y D x and design a super-twisting
observer with Ox D 0 and POx D 0 to estimate Px for the system starting at rest. Verify
the convergence of the state estimates via simulation.

Exercise 7.3. Consider system (7.75) with unknown coefficients m; b0, and k that
is controlled by the tracking twisting controller to follow the command profile
Eq. (7.76). Use the super-twisting observer with Ox D 0 and POx D 0 to estimate
the mass velocity Px as well as the unknown parameters for the system starting at
rest. Compare the simulation results with those obtained in Exercise 7.2.

Exercise 7.4. Assuming that x1 is measured, design the twisting tracking controller
as in Exercise 7.2 that drives x1 to follow the desired trajectory in Eq. (7.76), for the
system shown in Fig. 7.20 and described by

Px1 D x2

Px2 D �500x1 C 150x3 C 1:2u

Px3 D x4

Px4 D 200x1 � 600x3 � 20x4
y D x1

Estimate x2 via the super-twisting state observer and reconstruct the position of
the second mass, x3, treated as a disturbance in the first two equations. Use x0 D
Œ0:4;�3:0; 0:28; 0�T as initial conditions for the system and Ox0 D Œ0; 0; 0; 0�T for
the observer in your simulations.

Exercise 7.5. Consider a flux-controlled DC motor whose dynamics are given by
the following equations:

Px1 D x2

Px2 D �0:1x2 C 0:1x3u C �

Px3 D �2x3 � 0:2x2u C 200

(7.77)
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where x1 is the rotor position, x2 is the angular velocity, x3 is the current in the
motor armature, and � is a disturbance. Assume that the system is affected by a
perturbation signal � ¤ 0 and that both the position x1 and the internal dynamics
x3 are measured. A zero-average random noise of amplitude " D 0:001 is assumed
to affect the measurement of x1. Apply the concept of equivalent control to identify
� D cos.0:5t/ C 0:5 sin.t/ C 0:5 and the discontinuous signal shown in Fig. 7.5,
given the initial conditions x0 D Œ1000; 4�; 100�T and Ox0 D Œ0; 0; 0�T . Perform
simulations to confirm the proper reconstruction of �.

Exercise 7.6. If a rotary spring is attached to the axis of the DC motor described in
Exercise 7.5 then its dynamics may be represented by

Px1 D x2

Px2 D �a1x1 � a2x2 C 0:1x3u

Px3 D �2x3 � 0:2x2u C 200

(7.78)

Design an appropriate controller u such that it satisfies the persistent excitation
condition and estimate the unknown parameters a1 and a2 using the second-order
sliding mode parameter estimator. Use x0 D Œ10; 4�; 100�T and Ox0 D Œ0; 0; 0�T for
simulation purposes.

Exercise 7.7. Consider the following LTI system:

Px D

2
666664

0 1 0 0 0

0 0 1 0 0

0 0 0 1 0

0 0 0 0 1

12 �4 �15 5 3

3
777775 x C

2
666664

0

0

0

0

1

3
777775 u C

2
666664

0

0

0

0

1

3
777775 �.t/;

y D �
1 0 0 0 0

�
x C �

with initial conditions x.0/ D �
1 0 1 0 1

�T
. Assume that the output is

affected by a deterministic noise

� D 0:02 cos .1024 � j sin .606t/ j/

Identify the constant unknown input � D 12� using the sliding mode observer for
strongly observable systems assuming the control input is u D 0. Furthermore,
apply feedback control to place the system poles at �2;�4;�6;�1;�3:5, and
identify the sawtooth wave �.t/ D 2

�
t
0:5

� floor
�
t
0:5

C 1
2

��
. In both cases, use

a Luenberger observer as the linear part of the observer and compare the results
through simulations using a Kalman filter. The initial conditions for the observer
should be Ox0 D Œ0; 0; 0; 0; 0�T in all cases.
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Exercise 7.8. Consider the DC motor in Exercise 7.78 described by Eq. (7.77).
Assume that a zero-average random noise of amplitude " D 0:001 affects the
measurement of x1. Verify the strong observability of the system and apply the
sliding mode observer to identify � D cos.0:5t/ C 0:5 sin.t/ C 0:5 and the dis-
continuous signal shown in Fig. 7.5 given the initial conditions x0 D Œ0; 4�; 100�T

and Ox0 D Œ0; 0; 0�T . Compare the results with those obtained using the observer in
Exercise 7.5 by means of simulation.

Exercise 7.9. Consider the following third-order nonlinear system:

Px1 D �2x1 � x2 C x3

Px2 D x1

Px3 D �x32 � 2x3


2x1 C sin.x2/

2C cos.x3/

�
C d.t/ (7.79)

y D x2

where d.t/ D sin .3:18t/C 2 sin .7:32t/ C 0:5 cos .0:79t/ represents an unknown
input. Design a differentiator-based observer that generates estimates of the state x
and the unknown input d.t/, given the output y. Show the efficacy of the observer
by means of simulations, considering the initial conditions x.0/ D Œ1; 2; �1�T and
Ox.0/ D Œ0; 0; 0�T .

Exercise 7.10. The chaotic Chua’s circuit can be described by the following state
equations:

Px1 D �acx1 C ax2 � ax13 C d.t/

Px2 D x1 � x2 C x3

Px3 D �bx2 (7.80)

y D x3

The parameters of the system are chosen as a D 10, b D 16, c D �0:143. Consider
the unknown input term as d.t/ D 0:5 sin.t/. Generate an estimate for the unknown
input using the differentiator-based observer. Realize the corresponding simulations
given the initial conditions x.0/ D Œ0:1 0:1 0:1�T and Ox.0/ D Œ0; 0; 0�T .

Exercise 7.11. Develop a differentiator-based observer when Assumption 7.2 is not
satisfied, i.e., in the case when the output y has relative degree r < n with respect
to the unknown input '.t/.

Exercise 7.12. Necessary and sufficient conditions for the strong observability of
linear and nonlinear systems single-output systems were given in this chapter.
Formulate the equivalent conditions for strong observability in multiple-input,
multiple-output systems.



Chapter 8
Disturbance Observer Based Control:
Aerospace Applications

The practical implementation of sliding mode controllers usually assumes
knowledge of all system states. It also typically requires information (at least in
terms of the boundaries) about the combined effect of drift terms, i.e., the internal
and external disturbances of the system. In this chapter a feedback linearization-
like technique is used for obtaining the input–output dynamics and reducing all
disturbances to the matched ones. Then the sliding variables are introduced and
their dynamics are derived. The higher-order sliding mode differentiator-based
observer, which was discussed in Chap. 7, is used to the estimate system states,
the derivatives of the sliding variables, as well as the drift terms. Therefore, in
finite time, all information about the sliding variable dynamics becomes available.
The estimated drift term is then used in the feedback loop to compensate the
disturbances. The observed states are then used to design any (continuous) robust
state-space controller while eliminating the chattering effect. Two case studies,
launch vehicle and satellite formation control, illustrate the discussed robust control
technique.

8.1 Problem Formulation

This section presents a continuous SMC technique based on a sliding mode
disturbance observer (SMDO) that is applied to robust output tracking in feedback-
linearizable perturbed/uncertain MIMO systems, with nonlinear feedback. Consider
a nonlinear MIMO system

Px D f .x; t/CG.x; t/u (8.1)

y D h.x; t/

where f .x; t/;2R
n; h.x; t/D Œh1; h2; : : : ; hm�

T 2R
m; G.x; t/D Œg1; g2; : : : ; gm�

2R
n�m; and gi 2R

n 8i D 1; 2; : : : ; m are analytic vector and matrix functions. The
system states, outputs, and inputs are given by x 2 R

n, y 2 R
m; and u 2 R

m,

Y. Shtessel et al., Sliding Mode Control and Observation, Control Engineering,
DOI 10.1007/978-0-8176-4893-0 8, © Springer Science+Business Media New York 2014
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respectively. Assume that the system (8.1) is completely feedback linearizable in
a reasonable compact domain x 2 �. Then the system can be transformed into a
regular form

2
6664
y
.r1/
1

y
.r2/
2

: : :

y
.rm/
m

3
7775 D

2
6664
L
r1
f h1.x; t/

L
r2
f h2.x; t/

: : :

L
rm
f hm.x; t/

3
7775C E.x; t/u (8.2)

where

E.x; t/ D

2
6664
Lg1.L

r1�1
f h1/ Lg2.L

r1�1
f h1/ : : : Lgm.L

r1�1
f h1/

Lg1.L
r2�1
f h2/ Lg2.L

r2�1
f h2/ : : : Lgm.L

r2�1
f h2/

: : : : : : : : : : : :

Lg1.L
rm�1
f hm/ Lg2.L

rm�1
f hm/ : : : Lgm.L

rm�1
f hm/

3
7775 (8.3)

and detE.x; t/ ¤ 0. In the above L
ri
f hi .x; t/ and Lgi .L

rj�1
f hj / 8i; j D

1; 2; : : : ; m are the corresponding Lie derivatives. The vector Nr D Œr1; r2; : : : ; rm�

is the vector-relative degree, and rt D P
ri is the total relative degree, such that

rt D n.
The problem is in designing a continuous control u that provides robust de-

coupled output tracking in system (8.1):

ei D yic � yi ! 0 8i D 1; 2; : : : ; m (8.4)

where yic is the i th output command profile given online.
The formulated problem is addressed by enforcing the desired compensated

dynamics. This is achieved by designing corresponding sliding variables, driving
them to zero by means of continuous sliding mode controls ui :

8.1.1 Asymptotic Compensated Dynamics

In this subsection the sliding variables is introduced as

�i D e
.ri�1/
i C ci;ri�2e

.ri�2/
i C : : :C ci;1e

.1/
i C ci;0ei ; i D 1; 2; : : : m (8.5)

The asymptotic decoupled output tracking compensated dynamics in system (8.2),
such that ei ! 0 8i D 1; 2; : : : m is achieved in the sliding mode

e
.ri�1/
i C ci;ri�2e

.ri�2/
i C : : :C ci;1e

.1/
i C ci;0ei D 0 8i D 1; 2; : : : m (8.6)
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if the coefficients ci;j > 0 8j D 0; 1; ::; ri � 2 are chosen to provide the desired
eigenvalue placement in the decoupled differential equations (8.6). The dynamics in
Eq. (8.6) is enforced by designing control u that drives �i ! 0:

8.1.2 Finite-Time-Convergent Compensated Dynamics

In this subsection the sliding variables are chosen to guarantee the finite-time-
convergent compensated dynamics in the sliding mode. They are:

e
.ri /
i Cki;ri

ˇ̌̌
e
.ri�1/
i

ˇ̌̌˛i;ri
sign

�
e
.ri�1/
i

�
C: : :Cki;1 jei j˛i;1 sign .ei / D 0 8i D 1; 2; : : : m

(8.7)
where the coefficients ki;j > 0 8i D 1; 2; : : : m 8j D 1; 2; : : : ri , make the
polynomials Pi.	/ D .	ri C ki;ri 	

ri�1 C : : : C ki;1 Hurwitz, and ˛i;1; : : : ; ˛i;ri
are defined as

˛i;j�1 D ˛i;j ˛i;jC1
2˛i;jC1 � ˛i;j

8i D 1; 2; : : : m 8j D 2; 3; : : : ri (8.8)

with ˛i;riC1 D 1 and ˛i;ri D ˛ for some ˛ 2 .0; 1/ :
The compensated dynamics (8.7) and (8.8) can be enforced by designing an

appropriate continuous control u.

Remark 8.1. In order to compute the sliding variable �i given by Eq. (8.5) or to
enforce the finite-convergent-time asymptotic dynamics in Eqs. (8.7) and (8.8) the
ri � 1 consecutive derivatives of the tracking error ei must be calculated/estimated.
This can be achieved using the HOSM differentiator studied in Chaps. 4 and 6:

Pz0i D v0i D z1i � �0i jz0i � ei j
ri

riC1 sign.z0i � ei /
Pz1i D v1i D z2i � �1i jz1i � v0i j

ri�1
ri sign.z1i � v0i /

: : :

Pzri ;i D ��ri ;i sign.zri ;i � vri�1;i /

(8.9)

where the �j i are defined as in Sect. 6.7. The finite-time estimation of the output

tracking errors and their consecutive ri � 1 derivatives ei ; : : : ; e
.ri�1/
i can be easily

obtained from equations z0i D ei ; z1i D Pei ; ::; zri�1;i D e
.ri�1/
i :

Denoting
v D E.x; t/u , u D E�1.x; t/v; v D Œv1; v2; ::; vm�

T (8.10)

the sliding variable (8.5) dynamics can be presented in a decoupled form

P�i D  i.:/ � vi (8.11)

where  i.:/ D y
.ri /
ic �Lrif hi .x; t/C ci;ri�2e.ri�1/ C : : :C ci;0e

.1/ 8i D 1; 2; : : : m:
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Remark 8.2. In order to facilitate the computation of the matrixE�1.x; t/ the state
vector x must be estimated in finite time. In particular, it can be achieved using
HOSM observers (see Chap. 7).

8.1.3 Sliding Variable Disturbed Dynamics

Assume that the drift terms  i.:/ in Eq. (8.11) consist of a sum of known terms
 0
i .:/ and the unknown terms
 i.:/:

 i.:/ D  0
i .:/C
 i.:/ (8.12)

The unknown terms that are due to external disturbances and model uncertainties
are assumed to be bounded so that j
 i.:/j � Li .

Then, Eq. (8.11) can be rewritten in a form

P�i D  0
i .:/C
 i.:/ � vi (8.13)

Now, the output tracking problem in system (8.2) is reduced to designing the
continuous control laws vi that drive the sliding variables �i to zero in the presence
of the unknown bounded disturbances
 i.:/.

8.1.4 Output Tracking Error Disturbed Dynamics

In order to design the controller that drives the tracking errors to zero in finite time,
the error dynamics (8.4) for system (8.2) are presented as

e
.ri /
i D y

.ri /
ic �Lrif hi .x; t/ � vi (8.14)

where N i.:/ D y
.ri /
ic � L

ri
f hi .x; t/ can be presented as a sum of known N 0i .:/ and

unknown bounded
ˇ̌

 N i.:/

ˇ̌ � NLi terms:

N i.:/ D N 0

i .:/C
 N i.:/ (8.15)

Therefore, the error dynamics in Eq. (8.14) are reduced to the following equation:

e
.ri /
i D N 0i .:/C
 N i.:/ � vi (8.16)

Here the problem is reduced to designing the continuous control laws vi that drive
the output tracking errors in Eq. (8.16) to zero in finite time in the presence of the
unknown bounded disturbances
 N i.:/.
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8.2 Perturbation Term Reconstruction via a Disturbance
Observer

In the first step of the continuous SMC/SMDO design methodology, the perturbation
term must be estimated/reconstructed.

In order to design the SMDO for estimating the bounded disturbance 
 i.:/ in
Eq. (8.13), the auxiliary sliding variables si are introduced

si D �i C zi (8.17)

Pzi D � 0
i .:/C vi � !i (8.18)

whose dynamics are derived as

dsi
dt

D 
 i.:/ � !i (8.19)

where !i is the injection term of the SMDO in Eq. (8.19).
For estimating the bounded disturbance 
 N i.:/ in Eq. (8.16), other auxiliary

sliding variables Nsi are introduced:

Nsi D e
.ri�1/
i C �i (8.20)

P�i D � N 0

i .:/C vi �$i (8.21)

The Nsi dynamics, taking into account Eq. (8.16), are presented as

dNsi
dt

D 
 N i.:/ �$i (8.22)

where$i is the injection term of the SMDO in Eq. (8.22).

8.2.1 SMDO Based on Conventional SMC

The injection term given in a conventional SMC format is

!i D �i sign.si /; �i D Li C "i (8.23)

which drives si ! 0 in finite time. Then, in the auxiliary sliding mode, si D 0; and
the disturbance term
 i.:/ can be exactly estimated:


 i.:/ D !ieq (8.24)
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where !ieq is the equivalent injection term. Note that it is practically impossible to
compute the equivalent injection term !ieq exactly, but only estimate it via low-pass
filtering of control (8.23) in the sliding mode. For instance, the low-pass filter can
be implemented as a first-order lag block

N�i
d N!ieq

dt
D � N!ieq C !i (8.25)

where N�i > 0 is a small-enough time constant of the low-pass filter (8.25). It is
worth noting that the low-pass filter estimates the equivalent injection term O!ieq .t/
with the accuracy proportional to the time constant of the filter O�i :�� N!ieq � !ieq

�� D O.N� i / (8.26)

Therefore, we obtain the estimation of the perturbation term 
 i.:/ in a conven-
tional sliding mode


 i.:/est � N!ieq (8.27)

with the accuracy

k
 i.:/est �
 i.:/k D O.N�i / (8.28)

Furthermore, the lim k
 i.:/est �
 i.:/k D 0 as N�i ! 0:

Remark 8.3. Since the term 
 N i.:/ can be estimated by the conventional SMC-
based SMDO only asymptotically, some phase and amplitude distortions are
expected (see, for instance, Eq. (8.28)). Apparently, it is better not to reconstruct the
term
 N i.:/ using this asymptotic observer for enforcing the output error dynamics
in Eqs. (8.7) and (8.8), since these output tracking dynamics are expected to be
finite-time convergent. Consequently, it makes sense to reconstruct the disturbance
terms 
 N i.:/ also in finite time in order to retain overall finite-time convergence
(dynamical collapse) in the output tracking.

8.2.2 SMDO Based on Super-Twisting Control

Assuming the derivatives of the perturbation terms 
 i.:/ in Eq. (8.19) are

bounded, i.e.,
ˇ̌̌
d
 i .:/

dt

ˇ̌̌
� NLi , the injection terms given in a super-twisting format are

!i D 	0;i jsi j1=2sign.si /C �i (8.29)

P�i D 	1;i sign.si /
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with 	0;i D 1:5
p NLi and 	1;i D 1:1 NLi which drive si ; Psi ! 0 in finite time (see,

for instance, Chaps. 4 and 7). Therefore, in the second-order sliding mode, an exact
estimate of the perturbation term 
 i.:/


 i .:/est D !i (8.30)

is obtained. The super-twisting-based SMDO can be also designed for estimat-
ing/reconstructing the unknown disturbances � N i.:/ in Eq. (8.16), assuming that

the derivative of this term is also bounded: i.e.,
ˇ̌̌
d
 N i .:/
dt

ˇ̌̌
� QLi : The injection terms

$i are designed in the super-twist format as in Eq. (8.29) so that

$i D ˇ0;i jNsi j1=2sign.Nsi /C �i (8.31)

P�i D ˇ1;i sign.Nsi /
with ˇ0;i D 1:5

p QLi and ˇ1;i D 1:1 QLi and drive Nsi ; d Nsi
dt

! 0 in finite time. Thus,
the disturbances
 N i.:/ are exactly reconstructed in finite time in accordance with
Eq. (8.22) and the super-twisting SMDO (8.31):


 N i.:/est D $i

8.2.3 Design of the SMC Driven by the SMDO

Asymptotic Continuous SMC/SMDO Design

The continuous sliding mode controllers vi driven by the sliding mode disturbance
observer (SMC/SMDO) that robustly asymptotically stabilize the sliding variable
�i , whose dynamics are given by Eq. (8.13) in the presence of an unknown bounded
disturbance
 i.:/; are designed as follows:

vi D  0
i .:/C
 i.:/est CKi�i (8.32)

The compensated sliding variable dynamics become

P�i D �Ki�i (8.33)

where Ki > 0 must be selected in order to provide the desired convergence rate
�i ! 0.

Therefore, a continuous control law u that robustly drives the output tracking
error of Eq. (8.1) ei ! 0 8i D 1; 2; : : : m as time increases, in the presence of
bounded disturbances, is designed given by

u D E�1.x; t/v; v D Œv1; v2; ::; vm�
T (8.34)

vi D  0
i .:/C
 i.:/est CKi�i 8i D 1; 2; : : : m
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where the 
 i.:/est is estimated by either a conventional sliding mode or
super-twisting SMDO. The sliding variables �i are computed using HOSM
differentiators (8.9).

Remark 8.4. The SMC/SMDO design in Eqs. (8.27), (8.30), and (8.34) yields
continuous control that is robust to the bounded disturbances and uncertainties. This
SMC/SMDO controller can be interpreted as asymptotic SMC since �i ! 0 as time
increases due to Eqs. (8.33) and (8.6).

Finite-Convergent-Time Continuous SMC/SMDO Design

The continuous sliding mode controllers vi , driven by the sliding mode disturbance
observer (SMC/SMDO), which robustly establish the error dynamics in Eq. (8.16)
to zero in finite time are designed taking into account Eq. (8.7):

vi D N 0

i .:/C
 N i.:/est Cki;ri

ˇ̌̌
e
.ri�1/
i

ˇ̌̌˛i;ri
sign

�
e
.ri�1/
i

�
C : : :Cki;1 jei j˛i;1 sign .ei /

(8.35)
The compensated finite-convergent-time output tracking error dynamics become as
in Eq. (8.7).

Therefore, the continuous control law u that robustly drives the output tracking
error ei of Eq. (8.1) to zero in finite time in the presence of bounded disturbances is

u D E�1.x; t/v (8.36)

8.3 Case Study: Reusable Launch Vehicle Control

Flight control of both current and future reusable launch vehicles (RLV) in
ascent and descent, as well as in approach and landing modes, involves attitude
maneuvering through a wide range of flight conditions, wind disturbances, and plant
uncertainties. The discussed SMC/SMDO becomes an attractive robust control al-
gorithm for RLV maneuvers because, as well as being continuous, the SMC/SMDO
controller is insensitive and robust to RLV uncertainties and external disturbances.
In this section we study SMC/SMDO controller design for RLV flying in the
terminal area energy management (TAEM) and approach/land (TAL) regions of
flight (Fig. 8.1).

8.3.1 Mathematical Model of Reusable Launch Vehicle

The nonlinear Newton–Euler equations of motion for the rigid vehicle were chosen
for the RLV flight control system design. The rotational equations of motion are
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Fig. 8.1 Example TAEM and approach/land trajectory for a RLV [104]

Pp D �Lpqpq � Lqrqr C LC fL
Pq D �Mprpr �Mr2p2 .r

2 � p2/CM C fM
Pr D �Npqpq �Nqrqr CN C fN

(8.37)

where p; q, and r are the roll, pitch, and yaw rates, respectively; Lpq , Lqr , Mpr ,
Mr2p2 , Npq , and Nqr are functions of the vehicle inertia, L;M , and N are roll,
pitch, and yaw accelerations arising from the aerodynamics, and fL; fM , and fN are
disturbance accelerations. Translational accelerations (Pu; Pv; Pw) in the vehicle body
frame are presented as:

Pu D rv � qw CX CGx

Pv D pw � ru C Y CGy
Pw D qu � pv CZ CGz

(8.38)

where the acceleration terms X; Y , and Z are from the aerodynamics and Gx;Gy ,
and Gz are gravity terms given by

Gx D �g sin./; Gy D g cos./ sin.�/; Gz D g cos./ cos.�/ (8.39)

The Euler angles that define the orientation of the RLV relative to an inertial
frame are
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2
4 P�

P
P 

3
5 D

2
64 1 tan./ sin.�/ tan./ cos.�/
0 cos.�/ � sin.�/
0

sin.�/
cos./

cos.�/
cos./

3
75
2
4 p

q

r

3
5 (8.40)

where �;  , and are the roll, pitch, and yaw angles, respectively. The aerodynamic
surfaces for the RLV are represented by three virtual surfaces (aileron, elevator, and
rudder). The commanded virtual deflections

ıc D Œıac ; ıec ; ırc�
T (8.41)

where the subscripts a; e, and r represent aileron, elevator, and rudder, respectively,
are distributed by a control allocator (CA) to actual aero surface actuator commands

Nıc D �
ıelc ; ıerc; ıf lc ; ıf rc; ırlc; ırrc

�T
(8.42)

where the subscripts el; er; f l; f r; rl , and rr represent left and right elevons, left
and right flaps, and left and right rudders, respectively. These commands are fed into
the individual aero surface actuators, modeled here by first-order systems

�i Pıi D ıic � ıi ; i D el; er; f l; f r; rl; rr (8.43)

The actual deflection angles in Eq. (8.43) are ıi , the actuator time constants are �i ,
and the actuator command inputs are ıic:

Remark 8.5. The aero surface actuator models in Eq. (8.43) are simplifications
of the actual models, which are of higher order and nonlinear. Modeling them as
simple, linear first order as in Eq. (8.43) simplifies the controller design. In the
simulations used to verify the design, the actuators were modeled as second-order
systems with the following position and rate limits:

�30ı � ıi � 25ı;
ˇ̌̌Pıi ˇ̌̌ � 30 deg =s; i D el; er

�15ı � ıj � 26ı;
ˇ̌̌Pıj ˇ̌̌ � 10 deg=s; j D f l; f r

�30ı � ırl � 60ı;
ˇ̌̌Pırl ˇ̌̌ � 30 deg=s

�60ı � ırr � 30ı;
ˇ̌̌Pırr ˇ̌̌ � 30 deg=s

8.3.2 Reusable Launch Vehicle Control Problem Formulation

The general problem for the flight control system design during TAL, is to determine
aero surface deflection commands such that the guidance commands are robustly
asymptotically followed, in the presence of external disturbances and uncertainties
in the plant. Guidance commands in the TAL flight are Nzc , normal acceleration
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(or Azc D �Nzc in terms of the body frame acceleration command), �c , roll angle,
and rc , yaw rate. The RLV mathematical model (8.37)–(8.40) is presented in a quasi-
cascade format:� PAz

P�


D
� Pv �Pu
1 tan./ sin.�/

 �
p

q


C
�
fAz

f�


(8.44)

� Pp
Pq


D
� �Lpqpq �Lqrqr

�Mprpr �Mr2p2 .r
2 � p2


C
�
L

M


C
�
fL
fM


(8.45)

Pr D �Npqpq �Nqrqr CN C fN (8.46)

where the f�; fAz are bounded disturbances (
ˇ̌
f�
ˇ̌ � L�; jfAzj � LAz) in the normal

acceleration and roll channels. The term f� is caused by modeling errors, while fAz

comprises modeling errors and external disturbances, and fL; fM ; and fN are the
disturbances in the roll rate, the pitch rate channels, and the yaw rate channel. All
disturbances are bounded in a reasonable flight domain.

The goal is to design a continuous SMC/SMDO controller that provides decou-
pled asymptotic output tracking, i.e., Az ! Azc; � ! �c; and r ! Nrc as time
increases, in the presence of bounded disturbances, by means of roll, pitch, and yaw
acceleration commandsLc;Mc , and Nc .

8.3.3 Multiple-Loop Asymptotic SMC/SMDO Design

The control problem is addressed using the continuous SMC–SMDO algorithm in a
multiple-loop format. The controller is designed in the following steps:

Step 1 A control law for the outer loop that drives Az ! Azc and � ! �c is
designed in terms of virtual rate commands, pc; qc , that are fed into the inner loop.

Step 2 A control law for the inner loop that drives eL D p ! pc; q ! qc; and
r ! NrcrcCrcSAS , where Nrc D rcCrcSAS and rcSAS is a special term generated by the
stability augmentation system (SAS), is designed in terms of angular accelerations,
Lc;Mc; and Nc .

Step 3 A control allocation matrix BA is used to map the angular acceleration
command vector to the actuator virtual deflection commands:

ıc D BA I

2
4 Lc

Mc

Nc

3
5 ; ıc D Œıac ; ılc; ırc� 2 R

3; BA 2 R
3�3; I 2 R

3 (8.47)

CA is then used to distribute the virtual actuator commands ıc to actual aero surface
actuator commands Nıc , which are fed to the individual actuators (8.43): specifically

Nıc D CA.ıc/; Nıc D �
ıelc ; ıerc; ıf lc; ıf rc; ırlc ; ırrc

�T
(8.48)



302 8 Disturbance Observer Based Control: Aerospace Applications

Outer-Loop SMC/SMDO Controller Design

The virtual controls, pc and qc , are designed in the following way:

�
pc
qc


D
� Pv �Pu
1 tan./ sin.�/

�1 " OdAz CKAz�Az
Od� CK���

#
(8.49)

where

�i D ei ; i D Az; �; (8.50)

eAz D Azc � Az; e� D �c � �

and OdAz is the estimate of dAz D PA� fAz; and Od� is the estimate of d� D P�Ac � f�:
Assuming jdAzj � NLAz, and

ˇ̌
d�
ˇ̌ � NL� in a reasonable flight envelope, and denoting

�
	Az

	�


D
� Pv �Pu
1 tan./ sin.�/

 �
p

q


(8.51)

the finite-convergence-time SMDO based on a super-twisting injection term is
designed, in accordance with Eqs. (8.17), (8.19), (8.23), (8.24), (8.25), and (8.27).

Firstly, auxiliary sliding variables are introduced as

si D �i C zi ; Pzi D 	i � vi ; i D Az; � (8.52)

and the auxiliary sliding variable dynamics are derived as

Psi D di � vi ; i D Az; � (8.53)

Secondly, the super-twisting injection terms that drive the auxiliary sliding variables
si , i D Az; � to zero in finite time are designed (see Sect. 8.2.2)

vi D 	0;i jsi j1=2 sign.si /C �i (8.54)

P�i D 	1;i sign.si /

with 	0;i D 1:5
p NLi , 	1;i D 1:1 NLi . The auxiliary injection terms vAz and vA� exactly

estimate the disturbances dAz and dA� in Eq. (8.53) in finite times, i.e.,

dAz D vAz ; dA� D vA� (8.55)

The obtained disturbance estimates are substituted into the virtual control laws in
Eq. (8.49).
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Inner-Loop SMC/SMDO Controller Design

The inner-loop input–output dynamics are taken as the lower part of Eq. (8.46). The
inner-loop SMC/SMDO takes the body rate virtual control commands, pc and qc ,
generated by the outer-loop controller (8.51)–(8.55), and the yaw rate command
rc that comes from the guidance function. The inner-loop continuous SMC/SMDO
controller is supposed to enforce following the body rate virtual control commands
in the presence of bounded disturbances and by generating pitch, roll, and yaw
acceleration commands Lc;Mc; and Nc. In addition to tracking virtual body rate
commands, the inner loop causes the system to exhibit a linear decoupled motion
in the sliding mode. No timescale (separation) between the inner- and outer-loop
compensated dynamics is required (but it is welcome). Following the continuous
SMC/SMDO controller design algorithm presented above, the components of the
vector-sliding variable are introduced as

�i D ei ; i D L;M;N

eL D pc � p; eM D qc � q; eN D eSAS
(8.56)

where, in order to provide turn coordination, a SAS generates a yaw rate command

rcSAS D g

U
sin.�/ (8.57)

where g is the gravitational constant, U is true air speed, and the error signal used
in the yaw rate loop SMC/SMDO is

esas D .rc C rcSAS � r/ (8.58)

In the sliding mode �L D �M D �N D 0, and the inner-loop compensated error
dynamics are decoupled. The objective of the inner-loop control is to generate
continuous commands Lc , Mc , and Nc that provide asymptotic convergence of
�L; �M ; �N ! 0. The pitch, roll, and yaw acceleration control commandsLc ,Mc ,
and Nc are designed:

2
4LcMc

Nc

3
5 D

2
4 QfLQfM

QfN

3
5C

2
4 Lpq C Lqrqr

Mpr CMr2p2 .r
2 � p2/

Npqpq CNqrqr

3
5

C
2
4KL 0 0

0 KM 0

0 0 KN

3
5
2
4 �L�M
�N

3
5 (8.59)

where
� QfL QfM QfN

�T
is the estimate vector of the bounded accumulated

disturbance
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2
4 NfLNfMNfN

3
5 D

2
4 Ppc � fL

Pqc � fM

Prc � fN

3
5

Assuming
ˇ̌ NfL

ˇ̌ � NLL;
ˇ̌ NfM

ˇ̌ � NLMo, and
ˇ̌ NfN

ˇ̌ � NLN in a reasonable flight
envelope, the SMC/SMDO is designed in accordance with Eqs. (8.17)–(8.27) in
the following steps:
Firstly, the components of the auxiliary vector-sliding variable ŒsL; sM ; sN �

T are
introduced

si D �i C zi ; Pzi D 	i � vi ; i D L;M;N; 	i D i (8.60)

and the auxiliary vector-sliding variable dynamics are derived as

Psi D Qfi � vi ; i D L;M;N (8.61)

Secondly, the super-twisting injection terms are defined as in Eq. (8.54), and drive
the auxiliary sliding variables si to zero in finite times, i D L;M;N . Therefore, the
auxiliary injection terms vL , vM , and vN exactly estimate the disturbances QfL; QfM ,
and QfN in Eq. (8.61) in finite times, i.e.,

QfL D vL ; QfM D vM ; QfN D vN (8.62)

The disturbance estimates are fed into the virtual control laws in Eq. (8.49). Then,
the obtained disturbance estimates in Eq. (8.62) are fed into the torque control laws
in Eq. (8.59).

Control System Parameterization

The following choice of the controller (8.49), (8.51), (8.52), (8.53), (8.55), (8.59),
(8.60), (8.61), and (8.62) parameters is recommended:

(a) Ki > 0 8i D Az; �; L;M;N

(b) Ki > Kj 8i D L;M;N 8j D Az; �

(c) 1
L�i > Kj 8i D Az; �; L;M;N 8j D Az; �

Condition (a) is necessary for providing the asymptotic stability of sliding variable
dynamics. Condition (b) enforces decoupling (time-scaling) between the inner-
.�L; �M ; �N / and the outer-loop .�Az; ��/ sliding variable dynamics given by
Eqs. (8.33). Condition (c) provides for the transient times in the SMDO, which
basically are controlled by the time constants of the filters in Eqs. (8.55) and (8.62).
These transients are supposed to be faster than the transients in the control loops.

Meeting this condition helps to reduce the effect of the SMDO dynamics on
the compensated dynamics of the tracking errors. All these conditions are not very
restrictive and can be easily met in the RLV control system design.
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Fig. 8.2 Guidance command tracking: normal acceleration (top), roll angle (center), yaw rate
(bottom), SMC/SMDO simulation, and nominal wind [104]

8.3.4 Flight Simulation Results and Analysis

The designed SMC/SMDO was coded and implemented in MATLAB/SIMULINK
and the simulation results were compared with the baseline classical PID with
gain-scheduling controller design. Only the autopilots were different between the
two simulations; all other models remained unchanged, including a second-order
actuator model with position and rate limiting and a wind model.

The simulations began at the TAEM interface and terminated at main gear
touchdown on the runway. The control functions (8.59) in terms of roll, pitch,
and yaw acceleration commands are transformed into virtual deflection commands
by Eq. (8.47), allocated into actual actuator commands by means of the control
allocator (8.48), and these are fed to the actuators (8.43) with deflection and rate
limits being taken into account. The proposed continuous SMC/SMDO and the
baseline controllers were compared in two simulation cases: one with a nominal
wind and one with a severe headwind gust. Simulation results from the nominal
wind case are shown in Fig. 8.2 through 8.5.

In comparing Figs. 8.2 (SMC/SMDO) and 8.3 (baseline), it can be seen that
normal acceleration and roll angle tracking is far better with the SMC/SMDO (in
particular, the roll angle command is followed almost perfectly). The yaw rate
command is also followed very closely by the SMC/SMDO. The baseline controller
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Fig. 8.3 Guidance command tracking: normal acceleration (top), roll angle (center), yaw rate
(bottom), baseline simulation, and nominal wind [104]

does not follow the yaw rate command (which is always equal to zero, generated
by the guidance loop) very well, due to the fact that it too uses turn coordination
through interchannel cross-feeds. It is worth noting that the guidance command
profiles are slightly different between the two simulations due to the fact that
closed-loop guidance shapes its commands as a function of the flight condition
and the distance from the landing site. The flight conditions differ because the
two controllers produce different aero surface commands resulting in different
aerodynamic accelerations on the vehicle. The aero surface deflections are shown
in Figs. 8.4 and 8.5 for the SMC/SMDO and for the baseline controller respectively.
The average deflections are similar in magnitude; however, in order to provide more
accurate guidance command tracking, the SMC commands are more aggressive due
to the use of the SMDO in response to maneuvers and other disturbances. This
results in large transient deflections that quickly decrease once the tracking error is
again close to zero.

To provide a more challenging case for the control system, a severe head-wind
gust was simulated by artificially imposing a 25ı angle of attack for a duration of
3 s, at 185 s flight time. The simulation results for this more stressing case are shown
in Fig. 8.8 through 8.10. The gust appears as a step increase in angle of attack.
Guidance command tracking is shown in Figs. 8.6 and 8.7 for the SMC/SMDO
and baseline controller, respectively. At the time of the wind gust, the SMC/SMDO
allows roughly 4g-error in normal acceleration, while roll and yaw errors are about
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Fig. 8.4 Elevon (top), flap (center), and rudder (bottom) deflections, SMC/SMDO simulation, and
nominal wind [104]

Fig. 8.5 Elevon (top), flap (center), and rudder (bottom) deflections, baseline simulation, and
nominal wind [104]
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Fig. 8.6 Guidance command tracking: normal acceleration (top), roll angle (center), yaw rate
(bottom), and SMC simulation with severe wind gust [104]

Fig. 8.7 Guidance command tracking: normal acceleration (top), roll angle (center), yaw rate
(bottom), and baseline controller simulation with severe wind gust [104]
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Fig. 8.8 Normal acceleration channel (Nz), roll channel (Phi), and yaw rate channel (r) SMC
sliding variables and severe wind gust simulation [104]

the same as in the nominal simulation. In the baseline controller simulation, the
vehicle rolls through 360ı and the yaw rate climbs to a maximum of 50 degree per
second. Figure 8.8 shows the sliding variables for the SMC/SMDO outer loop (8.50)
and inner loop (8.56). Figure 8.9 shows the sliding variables for the SMDO outer
loop (8.52) and SMDO inner loop (8.60). The sliding variables diverge occasionally
due to the guidance maneuvers and the wind disturbance but then re-converge to
a region around zero. The outer- and inner-loop SMDO disturbance estimates are
shown in Fig. 8.10. The disturbance estimates are a function of maneuver rates,
wind disturbances, and other unmodeled dynamics.

Remark 8.6. The proposed SMC/SMDO algorithm for the reusable launch vehicle
flight control system was coded and implemented in the X-33 MAVERIC simula-
tion. In its implementation, problems faced in real-world applications (like filtering
and multi-rate subsystems) were successfully addressed.

8.4 Case Study: Satellite Formation Control

In this section we consider controlling the satellite formation, in particular, control-
ling the motion of one satellite as it follows a defined path around another satellite
(that is orbiting the Earth). This tracking must be robust to model uncertainties
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Fig. 8.9 Normal acceleration channel (Nz), roll channel (Phi), and yaw rate channel (r) SMDO
sliding variables and severe wind gust simulation [104]

and external disturbances. The problem with any satellite formation control is that
all orbiting bodies are subject to forces, which include gravitational perturbations,
atmospheric drag, and solar radiation pressure, that tend to force the satellites out
of their stable Keplerian orbits . Since the satellites are usually controlled by on–
off thrusters, a conventional SMC with a dead-band is often used. The width of
the dead-band usually is selected to minimize the fuel consumption. At the same
time, simulations show that the jet-thruster duty cycle depends on a board computer
step size. It means that using a dead-band controller does not permit controlling
the frequency of switching. This could create a problem in using SMC in satellite
formation control actuated by jet-thrusters that can be switched “ on” and “ off”
only with a required duty cycle.

8.4.1 Satellite Formation Mathematical Model

The formation control problem studied in this section is a two-satellite formation.
The coordinate system used is illustrated in Fig. 8.11.
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Fig. 8.10 Normal acceleration channel (Nz), roll channel (Phi), and yaw rate channel (r) SMDO
disturbance estimates and severe wind gust simulation [104]

The first satellite, the leader, is in a circular orbit around a spherical Earth and for
simplicity it is assumed to maintain that orbit in free flight. Assuming the second
satellite is in a slightly elliptical orbit but remains close to the first when compared
to the overall radii of their orbits around the Earth, we use the linearized Hill’s
equations to describe the relative motion between a leader and follower satellite.
Since the available thrust levels are very low in many satellite applications, initial
misalignments as well as transients resulting from disturbances may take many
hours and even days to settle out. So, scaling the natural time t , a new time is defined
such that � D wt , where w is the mean motion of the leader around the Earth (the
value of the constant angular velocity that is required for a satellite to complete one
revolution). The normalized Hill equations in the new time � are

Rx � 2y � 3x D ux C dx (8.63)

Ry C 2 Px D uy C dy

Rz C Pz D uz C dz

In Eq. (8.63) ux; uy , and uz are the net (difference between leader and follower)-
specific control forces acting on the follower satellite, and dx; dy; and dz encompass
the net-specific disturbances experienced by the two-satellite system, including
linearization residuals. The specific control forces and disturbances are defined as
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Fig. 8.11 Satellite formation coordinate system [139]

forces per unit mass per mean motion squared. All terms in Eq. (8.63) have a length
dimension. The coordinates x; y, and z describe the position of the follower satellite
relative to the leader satellite. Parameterizing Equation (8.63) as a function of � with
all external forces (control and disturbances) is equal to zero provides the reference
trajectories for the simulation

xc.�/ D r sin.� C / (8.64)

yc.�/ D 2r cos.� C / (8.65)

zc.�/ D mr sin.� C /C 2nr cos.� C / (8.66)

where r;m; n, and  are arbitrary constants that define the elliptical desired path that
the follower satellite maintains, relative to the leader in a force-free environment. In
particular, r gives the size of the ellipse,  is the initial angular position of the
follower satellite on the path, and m and n are the slopes of the plane in which the
path is located. For any given  the follower satellite must enter the path (8.66) at
initial conditions that are derived by setting � D 0 in Eq. (8.66), as well as in the
derivative of Eq. (8.66), yielding

xc.0/ D r sin./; yc.0/ D 2r cos./; zc.0/ D mr sin./C 2nr cos./ (8.67)

Pxc.0/ D r cos./; Pyc.0/ D 2r sin./; Pzc.0/ D mr cos./� 2nr sin./
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The value of  defines the angle at which the follower satellite is making with a
reference coordinate of the leader. Physically Equation (8.66) provides a circular or
elliptical (depending on the choice of constants) reference trajectory around a leader
satellite starting with the initial conditions defined in Eq. (8.67).

8.4.2 Satellite Formation Control in SMC/SMDO

If there is a mismatch between the follower satellite and the reference trajectory,
then the starting point for the satellite will not be on one of the desired trajectories.
Then a control system will be required to force the follower satellite back on track.
The continuous SMC/SMDO controllers are supposed to achieve this goal while
completely compensating for the bounded disturbances dx; dy; and dz. Otherwise,
the disturbances dx; dy; and dz, which are due to the oblateness of the Earth,
atmospheric drag, tesseral resonance, solar radiation pressure (so-called J2 effects),
and bulges of the Earth (so-called J3 effects), will gradually disperse an uncontrolled
formation. The J2 effect is by far the dominant perturbation force compared to J3.
For this study, the representative dx; dy; and dz disturbances are sine waves with
a frequency of 0:6 rad=s.�/ and are kept the same for all of the controllers studied.
Also we assume that the leader satellite is maintained on the orbit by its own control.

Assuming the relative positions in Eq. (8.63) are measured, the vector-relative
degree for this system is identified as Nr D Œ2; 2; 2�T and the sliding variables (8.5)
are formed as

� D �
�x; �y; � z

�T
; � i D Pei C ci;0ei C ci;�1

Z
eid� 8i D x; y; z (8.68)

ex D xc � x; yy D yc � y; ez � zc � z

The integral terms in Eq. (8.68) are added in order to compensate for constant bias
that could occur in the sliding modes at the implementation step. The following,
optimized for fuel consumption, compensated dynamics of the output tracking
errors in the sliding mode in a normalized time � are

�i D Pei C 1:8ei C 1:0

Z
eid� D 0 ! Rei C 1:8 Pei C ei D 0 8i D x; y; z (8.69)

The SMC/SMDO of (8.17)–(8.25), (8.32), and (8.34) is designed (ui D vi since
E.x; t/ D I in Eq. (8.63)) for controlling the satellite formation model (8.63)
and (8.66):

ui D 10�i C Ovieq 8i D x; y; z (8.70)

0:05
dOvieq
d�

D �Ovieq C 2sign.si /

si D �i C
Z
.ui � 2sign.si // d�
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It is worth noting that the injection term vi in the SMC/SMDO (8.70) can be also
designed in a form of the super-twisting control as in Sect. 8.2.2.

8.5 Simulation Study

A Simulink model of the follower satellite motion around the leader was developed
to test the effectiveness of the continuous SMC/SMDO algorithm in Eq. (8.70)
against the set of disturbances. For this study, the representative disturbance is a
sine wave with amplitude 0:5 km and a frequency of 0:6 rad=sec.�/.

The SMC/SMDO in Eq. (8.70) is compared with the conventional (discontinuous
with dead-band) SMC. The same orbital period is used, i.e., 100:7m. Recall that � is
defined as the product of the mean motion and time. Therefore, for a 100:7m orbit,
the actual time required to reach � D 1 is 961:6 s. For the simulations an Euler
first-order integration algorithm is used, and the time step is fixed at 0:01 ms.

In Eq. (8.66) the values of the parameters are taken as r D 0:5 km for the
reference trajectory, whereas r D 0:6 km for the follower satellite in order to create
the initial condition offset. Also n D 0 and m D p

3 are defined to set the follower
satellite in a circular orbit around the leader at ˙ 2�

3
rad inclination with the x-

axis. The angular position  D �
2

is the same for both the reference trajectory and
the simulated satellite’s trajectory. A pulse-width-modulation (PWM) technique is
used to turn the continuous SMC/SMDO signals into a pulse train that could be
realizable by a satellite on–off jet-thruster. It is assumed that the thruster can cycle
at a frequency of 10Hz. Due to the 961:6 s.�/ conversion factor, 10Hz signal in the
t time domain would need to be approximately a 10000 cycles=� signal in the �
domain. Therefore, a dither signal, a sine wave of 10000 cycles/� with amplitude
of 0:25 � 10�5 km=s2, is combined with the control signal to model the required
duty cycle of the thrusters. In order to further optimize weekly fuel consumption,
the dead-zone is used in the relay elements of PWM. The recommended dead-band
optimal value is taken as ıi D 0:5 � 10�5km=s2 and the corresponding PWM with a
dead-band is shown in Fig. 8.12.

Fig. 8.12 PWM with dead band [139]
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Fig. 8.13 Continuous SMC/SMDO .km=s2/ [139]

Figure 8.13 shows the control inputs to the follower satellite while using the
continuous SMC driven by the SMDO. After a few hours, this control drives the
sliding variables and the errors to near zero. However, since this algorithm is
supposed to be controlling a satellite thruster that fires pulses of thrust of constant
magnitude, the continuous control input shown in Fig. 8.13 versus the original time
is not very useful.

Figure 8.14 shows the control inputs with the PWM technique implemented in
the original time t .

Here, the 10Hz duty cycle is clearly illustrated. With the PWM technique, all
continuous SMC reduce the errors between reference trajectory and the follower
satellite’s trajectory to near zero. The upper boundaries of steady-state errors are
compared in Table 8.1.

It can be seen that the SMC/SMDO provides more accurate stabilization com-
pared to conventional SMC. Figure 8.15 shows a 3-dimensional view of the relative
motion between the leader and follower satellite using the continuous SMC/SMDO
with the PWM technique incorporated.

The corresponding weekly fuel consumptions in terms of
V , which are low for
both methods, are shown in Table 8.2

Remark 8.7. The studied SMC/SMDO easily drives the control on–off thrusters
with given duty cycle using the PWM technique, which is an improvement over a
conventional (discontinuous with dead-band) SMC. The simulation analysis shows
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Fig. 8.14 Continuous SMC/SMDO modulated by PWM [139]

Table 8.1 Steady-state stabilization errors

Method Conventional SMC SMC/SMDO

jex j .km/ 3:610�4 1:510�5ˇ̌
ey
ˇ̌
.km/ 3:410�4 0:410�5

jezj .km/ 3:710�4 2:810�5

that the continuous SMC/HOSM algorithm is effective in reducing the tracking
errors of the follower satellite in the presence of a bounded disturbance function
while keeping fuel consumption at a low level. It also appears that the PWM
technique introduced does not degrade the tracking performance to any significant
degree retaining fixed duty cycle.

8.6 Notes and References

For details about vector and total relative degree, see, for example, [112]. It is worth
noting that the problem formulated in Sect. 8.1 can be also addressed for systems
with stable zero dynamics [112].

The equation for finite-time-convergent compensated dynamics given in
Sect. 8.1.2 is taken form [23].

The model of the RLV is from [106] and [190]. The multiple-loop asymptotic
SMC design algorithm used for the RLV is from [104]. The overall stability analysis
of the double-loop SMC/SMDO is also from [104].
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Fig. 8.15 Three-dimensional trajectory: continuous SMC/SMDO modulated by PWM .km/ [139]

Table 8.2 The weekly fuel consumption

Method Conventional SMC SMC/SMDO


Vx .m=s/ 0.212 0.210

Vy .m=s/ 0.203 0.202

Vz .m=s/ 0.203 0.202

The description of the Keplerian orbits and the satellite fuel consumption
problems are from [194]. The continuous SMC/SMDO robust controller, realized
by PWM to provide a required duty cycle in the control command to the jet-thrusters
and used to robustly control the satellite formation while providing low weekly fuel
consumption, is reported in [139]. An analysis of the application of a broader variety
of SMC/SMDO techniques to the satellite formation control problem, including a
super-twisting disturbance observer and a continuous robust SMC based on integral
sliding surface design, can be found in [139].

The challenging task of output tracking in systems with transmission zeros
located in the right-hand side of the complex plane or, generally speaking, in
systems with unstable zero dynamics, is called a nonminimum phase output tracking
problem [112]. A solution to the nonminimum phase output tracking problem using
sliding modes, for an aerospace example, can be found in [160]. Output tracking
in nonminimum phase systems with arbitrary relative degree, using higher-order
sliding mode control, is studied in [102, 164, 167].

The 2-SM controllers that are applied to the launch vehicle and missile system are
discussed in [163, 165, 176]. Other aerospace applications of SMC/HOSM control
and disturbance observation techniques appear in a special issue of the Journal of
Franklin Institute [169].
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8.7 Exercises

Exercise 8.1. Consider the following linear system subject to external distur-
bances:

Px D Ax C B.u C '/

y D Cx

where u 22 is the control input and ' is an external disturbance

A D
2
4 1 �1 0

0 �3 1

�1 0 �2

3
5 ; B D

2
4 0 01 0
0 1

3
5 ; ' D

�
3C 4 sin.t/C cos.4t/
x1 C 4 cos.t/C sin.3t/


;

C D
�
0 1 0

0 0 1



The vector-function ' is assumed to be unknown and is used for computer
simulation only. Design a continuous decoupled SMC/SMDO that achieves asymp-
totic tracking y ! yc with a given settling time ts D 0:5 s, when yc D�
cos.t/; sin2.t/

�T
; and x.0/ D Œ1;�2; 3�T : Support the simulation results by

plotting the corresponding variables.

Exercise 8.2. Repeat Exercise 8.1 and design a finite-time SMC/SMDO that
achieves tracking y ! yc with an overall given convergence time tr D 0:5 s.

Exercise 8.3. Consider Chua’s circuit (Example 2.7) with an output y D x1. The
unknown function f .x1/ D �x1.1 � x21/ is used for simulation purposes only.
Design a continuous SMC/SMDO that achieves asymptotic tracking y ! yc with a
given settling time of ts D 1:5 s. Simulate the control system with

yc.t/ D 10C sin2 t .V /; x.0/ D Œ0:5; 0:4; 0:2�T

Support the simulation results by plotting the corresponding variables.

Exercise 8.4. Repeat Exercise 8.3 and design a finite-time SMC/SMDO that
achieves tracking y ! yc with a given convergence time of tr D 1:5 s.

Exercise 8.5. The dynamics of an armature-controlled DC motor are given by

8<
:

J d!
dt D kmi � TL

Ldi
dt

D �iR � kb! C u
y D !

where J is the moment of inertia, i is armature current, L and R are armature
inductance and resistance, respectively, ! is the motor angular speed, kb is a
constant relating to back electromotive force, km is a motor torque constant, TL
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is load torque, and u is a control function in terms of the armature voltage. Design
a sliding mode control u that drives y D ! ! yc as time increases, assuming
that y D ! is measurable. Assume all the parameters are known except for
the load torque TL that is assumed to be bounded together with its derivative:
jTLj � Lm,

ˇ̌ PTL
ˇ̌ � NLm Design a continuous SMC/SMDO that achieves asymptotic

tracking y ! yc with a given settling time ts . Simulate the control system with
R D 1Ohm,L D 0:5H, km D 5�10�2 N � m=A, kb D km, J D 10�3 N � m � s2=rad,
TL D 10 cos.3t/N � m, yc.t/ D 60C 50 sin.2t/; ts D 1:2 s, !.0/ D 10 rad/s, and
i.0/ D 0: Support the simulation results by plotting the corresponding variables.

Exercise 8.6. Repeat Exercise 8.5 and design a finite-convergent-timeSMC/SMDO
that achieves tracking y ! yc with an overall given convergence time tr D 1:2 s.

Exercise 8.7. A simplified model of the dynamics of the longitudinal motion of an
underwater vehicle is given by

m Rx C k Px j Pxj D u C Td

y D x

where x is the position of the vehicle, u is the control function (a force that is
provided by a propeller),m is the mass of the vehicle, k > 0 is the drag coefficient,
and Td is an unknown smooth disturbance bounded together with its derivative.
Assuming the value of m is known exactly, the drag coefficient is bounded k1 �
k � k2 and the position and its derivative (velocity) x; Px are measured, design a
continuous SMC/SMDO that drives y ! yc as time increases, with given settling
time ts . Simulate the control system for x1.0/ D 2m; x2.0/ D 0:5m=s; m D
4 kg; ts D 5 s, k D 1:5C 0:4 sin.2t/

h
kg

m�s
i
, Td D 104 C 103 sin.t/; and

yc.t/ D
�

0:1t2; if 0 � t � 10 s
10C 2 .t � 10/ ; if t > 10 s

Support the simulation results by plotting the corresponding variables.

Exercise 8.8. Repeat Exercise 8.7 and a finite-convergent-time SMC/SMDO that
achieves tracking y ! yc with an overall given convergence time tc D 3s.

Exercise 8.9. The evolution of the angle of attack of a missile controlled by fin
deflection can be described by a simplified system of differential equations

8̂̂
<
ˆ̂:

P̨ D q � 2:7˛ C d.t/

Pq D �5:5˛ � 0:4q � 19ı
Pı D �20ıC 20u C 20h.t/

y D ˛
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where ˛; ı are angle of attack and fin deflection in rad , respectively; q is pitch rate
in rad=s, u is the control function in rad , and d.t/ and h.t/ are smooth bounded
disturbances in rad=s. The angle of attack and pitch rate are measured. Design a
continuous double-loop SMC/SMDO that drives y ! yc as time increases with
given settling time ts . Take pitch rate q as a “virtual” outer-loop control and u as the
inner-loop control. Simulate the control system for ˛.0/ D 0; q.0/ D 0; ı.0/ D 0;

h.t/ D 0:1 sin.t/ rad/s, h.t/ D 0:05 cos.2t/ rad/s, ts D 0:3 s, and

˛c.t/ D
�
0:5 sin.0:5t/; if 0 � t � �

0:5; if t > �

Support the simulation results by plotting the corresponding variables.

Exercise 8.10. Repeat Exercise 8.9 and design a single-loop finite-convergent-time
SMC/SMDO that achieves tracking y ! yc with an overall given convergence time
tc D 0:25s.



Appendix A
Mathematical Preliminaries

A.1 Linear Algebra

A.1.1 Rank and Determinant

IfA is an arbitrarym	nmatrix over the field of real numbers R, then the row space
of A is the subspace of Rn generated by the rows of A, and the column space of A
is the subspace of Rm generated by the columns of A. The dimensions of the row
space and of the column space are called the row rank of A and the column rank
of A, respectively. The following results hold linking the row space and the column
space:

Theorem A.1 The row rank and column rank of the matrix A are equal.

Row rank and column rank (since they are equal) are usually called the rank of A
and written rank.A/. For arbitrary matrices A and B of appropriate dimension that
the productAB exists has the property that

rank.AB/ � minfrank.A/; rank.B/g: (A.1)

For every square matrixA (i.e., a matrix with the same number of rows and columns)
there can be assigned a unique scalar, called its determinant, and denoted det.A/.
This value can be assigned recursively as follows: first consider a scalar as matrix
with one row and one column. The determinant of such a matrix is equal to the
element itself. For a matrix of dimension 2 given by

A D
�
a11 a12

a21 a22


(A.2)

then the determinant of A is given (by definition) as
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det.A/ D a11a22 � a12a21: (A.3)

The determinant of a matrix A of dimension 3 may be defined by

det

2
4a11 a12 a13a21 a22 a23
a31 a32 a33

3
5 D a11 det

�
a22 a23

a32 a33



�a12 det

�
a21 a23

a31 a33


C a13 det

�
a21 a22

a31 a32


:

The representation above demonstrates how determinants can be defined in terms
of determinants of matrices of lower order. In order to develop a specific generic
formula, first define the minor Mrs of any element ars of a general matrix A of
dimension n is the determinant of the matrix obtained by omitting the row and
column containing ars . The cofactor of ars , here denoted by Ars , is given by

Ars D .�1/rCsMrs

With these definitions, the determinant of a general square matrix A can then be
expressed (in terms of minors and cofactors) as

det.A/ D ar1Ar1 C ar2Ar2 C : : :C arnArn; r D 1; 2; : : : ; n:

Some useful properties of determinants are:

• If A has two identical rows (columns), then det.A/ D 0.
• If A is invertible then det.A/ is nonzero.
• The determinant of a product of two matrices A and B is equal to the product of

their determinants, det.AB/ D det.A/ det.B/.

Define the identity matrix or order n which will be denoted as In as the matrix
which has ones on the diagonal elements and zeros elsewhere. It is easy to verify
that the determinant of such a matrix is unity.

The transpose of a matrix A, denoted by AT , is defined by interchanging the
rows and columns, i.e., fAT gij D Aji . A square matrix is said to be orthogonal if
ATA D AAT D In.

A matrix A is a symmetric matrix if AT D A.

A.1.2 Eigenvalues and Eigenvectors

Definition A.1. If A 2 R
n � n is a square matrix, then 	 2 C is an eigenvalue of A,

if for some nonzero vector v 2 C
n,

Av D 	v
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In this case v is said to be the eigenvector corresponding to the eigenvalue 	.

The matrix 	In �A is called the characteristic matrix of A. The determinant of the
characteristic matrix is called the characteristic polynomial of A and

det.	In � A/ D 0 (A.4)

is called the characteristic equation ofA. This is an nth-order polynomial in 	. Note
that the values of 	 which constitute roots of the characteristic equation determine
the eigenvalues of A.

If A is a square matrix partitioned as

A D
�
A11 A12
0 A22


; (A.5)

where the top left and bottom right sub-blocks (A.5) are square, then the following
properties hold:

Proposition A.1 The determinant and the eigenvalues of A satisfy:

1. det.A/ D det.A11/ det.A22/

2. 	.A/ D 	.A11/[ 	.A22/

A.1.3 QR Decomposition

A frequently used decomposition is the so-called QR reduction, whereby an
arbitrary matrix X 2 R

n�m can be expressed as

X D QR; (A.6)

where R is an upper triangular matrix of the same dimension as X and Q is an
orthogonal matrix.

A.1.4 Norms

Definition A.2. A norm is a function which assigns to every vector x in a vector
space a real number kxk such that:

1. kxk � 0

2. kxk D 0 if and only if x D 0

3. kkxk D jkj kxk where k is a scalar and jkj is the absolute value of k
4. kx C yk � kxk C kyk
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Property 4 is usually called the triangle inequality.
Three common vector norms are:

1. The 1-norm
kxk1 D jx1j C jx2j C : : :C jxnj: (A.7)

2. The Euclidean norm (or 2-norm)

kxk2 D .jx1j2 C jx2j2 C � � � C jxnj2/1=2: (A.8)

3. The 1 norm
kxk1 D max jxji .i D 1; : : : ; n/: (A.9)

The Euclidean norm corresponds exactly to the usual notion of distance, i.e., the
length of the straight line between two points.

Corresponding to the vector norms above are three induced matrix norms:

1. The 1-norm
kAk1 D max

j
.
X
i

jaij j/: (A.10)

2. The 2-norm is given by the maximum eigenvalue of ATA.
3. The 1 norm

kAk1 D max
i
.
X
j

jaij j/: (A.11)

For any two vectors x and y the equality

yT x D kxkkyk cos./ (A.12)

holds where  is the angle (or more formally the direction cosine) between the two
vectors and k � k denotes the Euclidean norm. From the properties of the cosine
function it follows

yT x � kxkkyk (A.13)

for all x and y. The inequality in Eq. (A.13) is called the Cauchy–Schwarz
inequality.

A.1.5 Quadratic Forms

A quadratic form is a functionQ of n real variables x1; x2; : : : ; xn such that

Q.x1; x2; : : : ; xn/ D
nX

i;jD1
qij xixj qij D qj i : (A.14)
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Without loss of generality, the qij can be thought of as the entries of a symmetric
matrixQ and the xi can be considered the components of the vector x. The quadratic
form (A.14) can more conveniently be represented as

Q.x1; x2; : : : ; xn/ D xTQx; (A.15)

where the matrixQ 2 R
ntimesn is a symmetric matrix.

Proposition A.2 Let A be a symmetric matrix, then:

1. The eigenvalues of A are all real.
2. There exists an orthogonal matrix Q such that

A D Q�QT ; (A.16)

where � is a diagonal matrix formed from the eigenvalues of A and the
orthogonal matrix Q is formed from the associated eigenvectors.

Quadratic forms always satisfy the Rayleigh principle, namely,

	min.Q/kxk2 � xTQx � 	max.Q/kxk2: (A.17)

In particular, if 	min.Q/ � 0 then it follows that xTQx � 0 for all x.

Definition A.3. The quadratic form xTQx where Q is a real symmetric matrix is
said to be positive semidefinite if

xTQx � 0 for all x

In particular if
xTQx > 0 x ¤ 0

then the quadratic form is said to be positive definite

If xTQx is positive definite then the matrixQ is said to be a positive definite matrix
and this will be written Q > 0. It can be seen from the modal decomposition
expression in Eq. (A.16) that a symmetric matrixQ will be positive definite if all its
eigenvalues are positive. It also follows that a positive definite matrixQ is invertible
since from Eq. (A.16)

det.Q/ D det.�/ D
nY
iD1

	i > 0:

Given any square matrix Q let a sequence of matrices M1 : : :Mn, termed the
principal minors, be recursively defined so that M1 D Q and MiC1 is obtained
from deleting the first row and first column fromMi .
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Theorem A.2 A necessary and sufficient condition for the quadratic form xTQx,
whereQ is a square symmetric matrix, to be positive definite is that the determinant
of Q be positive and the successive principal minors of the determinant of Q be
positive.

Another propertythat will be exploited is that, given a symmetric matrix P and a
nonsingular matrix T of the same dimension,

P > 0 , T T PT > 0

A symmetric matrix P is said to be negative definite if �P is positive definite.
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Describing Functions

B.1 Describing Function Fundamentals

The main use of describing function (DF) technique [11, 100, 171] is in studying
the stability of the nonlinear systems, in particular predicting of limit cycles and
their stability in nonlinear systems. A system with zero input that contains only one
combined nonlinearity is depicted in Fig. B.1. The transfer functionG.s/ is denoted
as the plant. In general case the transfer function G.s/ can include also a transfer
function of the controller and the sensor. It is assumed that there exists a periodic
solution

e.t/ D A sin!t; (B.1)

where ! is a frequency of self-sustained oscillations (limit cycle). The output v of
the nonlinear block will be given by the Fourier series

v D Na0
2

C
1X
nD1

� Nan cos .n!t/C Nbn sin .n!t/
�
; (B.2)

where Na0 D 0 for odd nonlinearities and

Fig. B.1 Block diagram of nonlinear system
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Nan D !
�

2�=!R
0

v.t/ cos .n!t/ dt

Nbn D !
�

2�=!R
0

v.t/ sin .n!t/ dt:

(B.3)

B.1.1 Low-Pass Filter Hypothesis and Describing Function

Assume that the transfer function of the plant, G.s/, has low-pass filter charac-
teristics with respect to higher harmonics in the signal e.t/. It means that jG.s/j
is assumed to be small with respect to the higher harmonic components for n D
2; 3; : : : of the signal v.t/ given by Eq. (B.2) compared to the value jG.s/j with
respect to a fundamental component for n D 1. In this case the fundamental output
v.t/ of the nonlinearity can be computed as

v D Na1 cos .!t/C Nb1 sin .!t/ D Msin.!t C '/: (B.4)

This assumption is the foundation of the DF technique.
The DF of the nonlinearity is defined as the fundamental output (presented in

a complex function or phasor format) divided by the input amplitude. This is in a
Cartesian format

N.A;!/ D Na1 C j Nb1
A

(B.5)

or in polar coordinates

N.A;!/ D M.A;!/

A
ej'.A;!/; (B.6)

where

M.A;!/ D
q

Na21 C Nb21
'.A; !/ D � tan�1 Nb1Na1

: (B.7)

B.1.2 Limit Cycle Analysis Using Describing Functions

In order to analyze the possibility of occurrence of limit cycles in nonlinear closed-
loop system (Fig. B.1) we assume that the transfer function of the plant G.s/ has
low-pass filter characteristics and the input e.t/ of the nonlinearity is sinusoidal
and given by Eq. (B.1). Then the nonlinearity in Fig. B.1 is replaced by its DF
N.A;!/ given by Eqs. (B.5) or (B.6) and (B.7), and the sinusoidal signals e.t/
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and v.t/ are presented in a phasor format. Resulting system with M D
q

Na21 C Nb21 ,

' D � tan�1 Nb1Na1 is presented in Fig. B.2.
A steady state sinusoidal analysis is performed next. The nonlinear system will

have a limit cycle if there exists a harmonic balance in this system. It means that the
sinusoidal signal at the input of the nonlinearity will propagate through the cascade
of the nonlinear block and the linear plant and being negated at a negative feedback
will regenerate itself. Therefore, we obtain in the frequency domain:

Aej!tN.A; !/ D Mej.!tC'/
Mej.!tC'/G.j!/ D �Aej!t : (B.8)

Equation (B.8) implies

1CG.j!/N.A; !/ D 0 ) G.j!/ D � 1

N.A; !/
(B.9)

that is known as the harmonic balance equation. If Eq. (B.9) is satisfied for A D
Ac; and ! D !c; then these values give the amplitude and frequency of the
predicted limit cycle. If Eq. (B.9) does not have a real-valued positive solution,
the limit cycle is not predicted. We have to acknowledge that due to the previous
assumptions, including low-pass filter hypothesis, and due to taking into account
only the fundamental harmonic when performing the harmonic balance, we can only
predict the limit cycle. The prediction is supposed to be verified via simulations. It
is worth noting the stability of the predicted limit cycle must be studied separately.

B.1.3 Stability Analysis of the Limit Cycle

The DF technique can be used to analyze the stability of the limit cycles. The
Nyquist criterion of stability will be also employed. Let’s assume that a solution
.Ac; !c/ of Eq. (B.9) exists. Figure B.3 illustrates the procedure of getting the
solution graphically.

Fig. B.2 Block diagram of nonlinear system with the describing function in a frequency domain
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Fig. B.3 Graphical solution of the harmonic balance equation

Now, assume that the perturbation of the limit cycle with the parameters .Ac; !c/
occurs such that the amplitude Ac of the limit cycle increases slightly. Then the
operating point moves slightly outside of the zone encircled by the Nyquist plot
(point 1 on the plot Fig. B.3). Assuming the linear plant does not have poles in
the right-hand side of the complex plane, then in accordance with the Nyquist
criterion of stability (that can be applied to the linearized system in the vicinity
of the operating point .Ac; !c/), the system is stable, and the amplitude Ac starts
decreasing moving the operating point to its original position .Ac; !c/. Let’s
perturb the operating point (limit cycle with the parameters .Ac; !c/) such that
the amplitude of oscillations Ac decreases slightly. Then the operating point moves
insight the Nyquist plot (point 2 on the plot Fig. B.3). Applying the Nyquist criterion
of stability to the system linearized in the operating point .Ac; !c/ we can conclude
that the linearized system now is unstable and the amplitude starts increasing
moving the operating point to its original position .Ac; !c/. Therefore, for the
considered case the limit cycle is stable.
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Linear Systems Theory

C.1 Introduction

This appendix provides the necessary background in terms of systems theory that is
required for the sliding mode control developments. For further details see [47,155].

C.1.1 Linear Time-Invariant Systems

Consider the linear system
Px.t/ D Ax.t/; (C.1)

where A 2 R
n�n and the state vector x 2 R

n. A necessary and sufficient condition
for asymptotic stability is that the eigenvalues of A have negative real parts.

Now consider the system

Px.t/ D Ax.t/C Bu.t/: (C.2)

Essentially a forcing function or control input u.t/ has been introduced into the
system. The general solution to this state equation may be expressed in the form

x.t/ D Ve�tW T x.0/C V

Z t

0

e�.t��/W TBu.�/ d�; (C.3)

where V is a matrix whose columns consist of the linearly independent right
eigenvectors corresponding to the distinct eigenvalues 	i , i D 1; : : : ; n of the
matrix A, � D diag.	1; : : : ; 	n/, and the rows of the matrix W T consist of the
corresponding left eigenvectors, i.e., V �1 D W T . Here x.0/ represents an arbitrary
initial condition. Again the time domain characteristics of the system are determined
by the eigenvalues of A. In addition, the associated right eigenvectors determine the
“shape” of a given mode. As the solution depends upon a linear combination of
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functions of the form vi e	i t , appropriate eigenvector entries enable the transient e	i t

to contribute, or not, to a particular state variable. In this way it is seen that the
entire eigenstructure, and not just the eigenvalues, are effective in determining the
time response of a system.

C.1.2 Controllability and Observability

Consider the linear time-invariant system

Px.t/ D Ax.t/C Bu.t/ (C.4)

y.t/ D Cx.t/; (C.5)

where A 2 R
n�n; B 2 R

n�m, and C 2 R
p�n. The variables u.t/ and y.t/ will be

referred to as the inputs and outputs, respectively. The matrices A;B , and C will be
termed the system, input distribution, and output distribution matrices, respectively.
For convenience the system in Eqs. (C.4) and (C.5) will be referred to as a system
triple .A;B; C /.

If T 2 R
n�n is nonsingular, then the change of coordinates x 7! T x induces

a new system representation with system matrix TAT �1, input distribution matrix
TB , and output distribution matrix CT �1, i.e., the triple .TAT �1; TB; CT �1/.

Definition C.1. The system is said to be completely controllable if given any initial
condition x.t0/ there exists an input function on the finite interval Œt0; t1� such that
x.t1/ D 0.

From this definition the following theorem can be proved.

Theorem C.1 Given any pair .A;B/ the following conditions are all equivalent:

• .A;B/ is completely controllable.
• The controllability matrix ŒB AB A2B : : : An�1B � has full rank.
• The matrix ŒsI �A B � has full rank for all s 2 C.
• The spectrum of .ACBF / can be assigned arbitrarily by choice of F 2 R

m�n.

The third condition, which is often the most convenient method of establishing
controllability, is often referred to as the Popov–Belevitch–Hautus rank test or PBH
test.

Definition C.2. The linear system is said to be completely observable if the output
function y.t/ over some time interval Œt0; t1� uniquely determines the initial
condition x.t0/.

An important duality exists between the notions of controllability and observability
which can be summarized as follows.
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Theorem C.2 The pair .A; C / is completely observable if and only if the pair
.AT ; C T / is completely controllable.

From the theorem above, the results of Theorem C.1 can be modified to provide a
list of equivalent statements for observability.

In addition to these concepts there exist two slightly weaker notions: stabilizabil-
ity and detectability.

Theorem C.3 Given any pair .A;B/ the following conditions are equivalent:

• .A;B/ is stabilizable.
• The matrix ŒsI �A B � has full rank for all s 2 CC.
• There exists an F 2 R

m�n such that the eigenvalues of AC BF belong to C�.

The notion of detectability can be defined as the dual of stabilizability.
If the pair .A;B/ in Eq. (C.4) is not controllable then there exists a change of

coordinates x 7! T x so that in the new coordinate system the new system and input
distribution matrices have the form

TAT �1 D
�
A11 0

A21 A22


TB D

�
0

B2


; (C.6)

where the pair .A22; B2/ is completely controllable. Note that because of the special
structure of the canonical form in Eq. (C.6) it follows

	.A11/ � 	.AC BF /

for any F 2 R
m�n. Consequently, the pair .A;B/ is stabilizable if and only if A11

is stable.

By duality, a similar canonical form exists for pairs .A; C /which are not observable.

C.1.3 Invariant Zeros

Consider the linear time-invariant system

Px.t/ D Ax.t/C Bu.t/ (C.7)

y.t/ D Cx.t/: (C.8)

Assume the initial state is given by x.0/. Taking Laplace transforms of the system
representation yields

�
sI � A �B
C 0

 �
X.s/

U.s/


D
�
x.0/

Y.s/


: (C.9)
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The polynomial system matrix

P.s/ D
�
sI � A �B
C 0


(C.10)

is usually referred to as Rosenbrock’s system matrix. A necessary and sufficient
condition for an input

u.t/ D u.0/ezt (C.11)

to yield rectilinear motion in the state space of the form

x.t/ D x.0/ezt (C.12)

such that the output of the system is identically zero for all time is that z, x.0/, and
u.0/ satisfy

P.z/

�
x.0/

u.0/


D 0: (C.13)

This result defines a set of complex frequencies z which are associated with specific
directions x.0/ and u.0/ in the state and input spaces for which the output of the
system is zero. These elements are called invariant zeros. It is clear that information
regarding the existence of invariant zeros comes from examining the rank of P.z/
in Eq. (C.13). For example, in the case of a square system—i.e., systems with equal
numbers of inputs and outputs—in order for Eq. (C.13) to have a nonzero solution
for x.0/ and u.0/, det.P.z// must be zero.

C.1.4 State Feedback Control

For the controllable state-space system represented by

Px.t/ D Ax.t/C Bu.t/ (C.14)

a state feedback controller is defined by

u.t/ D �Kx.t/; (C.15)

whereK 2 R
m�n. The state equation of the closed-loop system is given by

Px.t/ D .A� BK/x.t/: (C.16)

As the system is controllable, from Theorem C.1, the closed-loop poles can be
allocated to any desired location by appropriate choice of K .
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The linear quadratic regulator (LQR) is a particular formulation of the state
feedback control problem. Given the state-space system (C.14) with given initial
condition x.0/, the input signal u.t/ is sought which regulates the system state to
the origin by minimizing the cost function

J D 1

2

Z 1

0

x.t/TQx.t/C u.t/T Ru.t/ dt; (C.17)

where Q and R are positive definite symmetric matrices which penalize the
deviation of the state from the origin and the magnitude of the control signal,
respectively. The optimal solution, for any initial state, is given by

u.t/ D �Kx.t/ D �R�1BTXx.t/; (C.18)

where X is the unique positive semidefinite solution (X � 0), of the algebraic
Riccati equation

ATX CXA�XBR�1BTX CQ D 0: (C.19)

For further details see [8].

C.1.5 Static Output Feedback Control

It has been demonstrated in the previous section that it is possible to readily
determine a state feedback-based control strategy for a controllable linear system. In
practice it may not be feasible to measure all the state variables for a given system.
If only a subset of state information is available, the feedback control problem must
now consider the system

Px.t/ D Ax.t/C Bu.t/ (C.20)

y.t/ D Cx.t/; (C.21)

where y 2 R
p denotes an available vector of output measurements. The develop-

ment of a control law
u.t/ D �KCx.t/ D �Ky.t/; (C.22)

where K 2 R
m�p is needed. It is important to note that this problem has associated

with it further constraints. A sufficient condition to ensure that the eigenvalues of
A�BKC may be placed arbitrarily close to desired locations is that the pair .A;B/
is controllable, the pair .A; C / is observable, and the dimensionality requirement

mC p C 1 � n (C.23)

is satisfied. These requirements are referred to as the Kimura–Davison conditions.



Appendix D
Lyapunov Stability

Earlier the notion of stability was considered using the concept of phase portraits
for second-order systems. Now a more general (and more abstract) approach will be
taken. For the general nonlinear system

Px.t/ D f .t; x/; (D.1)

where x 2 R
n, an equilibrium point in the state space is given by vectors xe

satisfying
f .t; xe/ D 0 for all t > 0: (D.2)

In general there may be many values of xe which satisfy this condition. In terms
of analyzing the stability of a particular equilibrium point it is useful to assume the
point is at the origin. This can be done without loss of generality since given an
equilibrium point xe the change of variables (actually just a simple translation of
the origin) x 7! Qx where Qx D x � xe implies the origin is an equilibrium point of

PQx.t/ D f .t; Qx/ (D.3)

since f .t; Qx D 0/ D f .t; xe/ D 0.
The solution to Eq. (D.1) will be written as x.t; x0/ where t signifies the

evolution of the state with respect to time and x0 represents the initial conditions—
usually the value of the state at t D 0. Note, it is usually very difficult if
not impossible to obtain an analytic expression for x.t; x0/ for general nonlinear
systems.

Definition D.1. The origin of Eq. .D.1/ is said to be stable if given any � > 0 there
exists a ı > 0 such that if kx0k < ı then kx.t; x0/k < � for all t > 0.

Less formally the definition means that by starting close enough to the equilibrium
point, the solution will always remain arbitrarily close to it.

Definition D.2. The origin of Eq. .D.1/ is said to be asymptotically stable if it is
stable and the solution x.t; x0/ ! 0 as t ! 1.
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Less formally this definition means that by starting close enough to the equilibrium
point, the solution will always remain arbitrarily close, but in addition, the trajectory
will always move towards the equilibrium point.

D.1 Local Results

Consider a domain D in the state space which contains a neighborhood of the origin
fx 2 R

n W kxk < rg where r is a positive scalar. In two dimensions this represents
a circle centered at the origin of radius r ; in three dimensions D represents a sphere
of radius r .

Definition D.3. A function V W D 7! R is positive definite in the domain D if:

• V.x/ � 0 for all x 2 D.
• V.x/ D 0 implies x D 0.

The function is said to be positive semidefinite in the domain D if only the first
condition holds. If D D R

n the function is said to be positive definite or positive
semidefinite, respectively.

The function V W R2 7! R given by V.x1; x2/ D x21 C x22 is positive definite. This
is a special case of a generic class of functions called quadratic forms.

One version of Lyapunov’s theorem is given below:

Theorem D.1 Consider the nonlinear system in Eq. (D.1). Suppose in the domain
D there exists a differentiable positive definite function V W R 	 D 7! R such that

PV D @V

@t
C @V

@x
f .t; x/ � 0

then the origin is stable. Furthermore if PV < 0 for x ¤ 0 then the origin is
asymptotically stable.

D.2 Global Results

To extend these local results to be global, intuitively all that needs to be done is
to ensure the conditions of Theorem D.1 hold for D D R

n. It turns out this is not
quite sufficient. A further constraint needs to be included, namely, V.x/ ! 1 as
kxk ! 1. A function V with such a property is termed radially unbounded.

Theorem D.2 Consider the nonlinear system in Eq. (D.1). Suppose there exists a
differentiable function V W R 	 R

n 7! R which is radially unbounded and positive
definite such that

PV D @V

@t
C @V

@x
f .t; x/ � 0
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then the origin is globally stable. Furthermore if PV < 0 for x ¤ 0 then the origin is
asymptotically stable.

Quadratic forms are functions of the type xT Px where P 2 R
n�n is symmetric,

i.e., PT D P . Thought of in terms of the components xi of x, a quadratic form is a
weighted sum of all possible products xixj : specifically

xT Px D
nX
iD1

nX
jDi

pij xixj

Consider a general linear system described by

Px.t/ D Ax.t/; (D.4)

where A 2 R
n�n. Consider a Lyapunov candidate of the form

V.x/ D xT Px; (D.5)

where P 2 R
n�n is some symmetric positive definite matrix. Differentiating

Eq. (D.5) with respect to time gives

PV D PxT Px C xT P Px
D xT .PAC ATP /x: (D.6)

In order to prove that the system is asymptotically stable the symmetric matrix in
Eq. (D.6) must be negative definite. Consider the matrix equation

PAC ATP D �Q; (D.7)

where Q 2 R
n�n is a symmetric positive definite matrix. Given A and Q, if a sym-

metric positive definite matrix P exists, solving the so-called Lyapunov equation
given in Eq. (D.7), then the linear system in Eq. (D.4) will be asymptotically stable.

In fact the following can be shown:

Theorem D.3 There exists a unique s.p.d matrix P satisfying Eq. (D.7) if and only
if the matrix A is stable, i.e., the eigenvalues of A lie in the open left half plane.

D.2.1 Quadratic Stability

The previous section considered the special case of linear systems. This enabled an
analytic expression for the solution to be obtained. For general nonlinear systems
this is usually impossible. An approach for studying the stability of differential
equations, without the need to obtain an explicit solution, is the method of
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Lyapunov. Loosely speaking, if a differentiable function V W Rn 7! R can be found
which is positive except at an equilibrium point and whose total time derivative
decreases along the system trajectories, then the equilibrium point is stable. The
key point is that this approach obviates the need to solve the nonlinear differential
equation when assessing its stability properties.

Unfortunately, no systematic way exists to synthesize Lyapunov functions for
nonlinear systems. This section considers the special case when the scalar function
V W Rn ! R is the quadratic form

V.x/ D xT Px; (D.8)

where P 2 R
n�n is some symmetric positive definite matrix. By construction the

function is nonzero except at the origin. Next, form the function of time

V.t/ D x.t/T Px.t/; (D.9)

where x.t/ represents the solution of the differential equation (D.1). Differentiating
Eq. (D.9) with respect to time gives

PV .t/ D Px.t/T Px.t/C x.t/T P Px.t/
D 2x.t/T P Px.t/
D 2x.t/T Pf .x; t/;

where the second equality follows because the quantities are scalars and hence

Px.t/T Px.t/ D � Px.t/T Px.t/�T D x.t/T P Px.t/

Definition D.4. The origin of the system .D.1/ is said to be quadratically stable if
there exist symmetric positive definite matrices P; Q 2 R

n�n such that the total
time derivative satisfies

PV .x/ D 2xT Pf .x; t/ � �xTQx
The inequality above implies kx.t/k < e�˛t where ˛ D 	min.P

�1Q/ and hence the
origin is asymptotically stable. If f .x; t/ D Ax.t/ then it is well known that A has
stable eigenvalues if and only if, given any symmetric positive definite matrix Q,
there exists a unique symmetric positive definite matrix P satisfying the Lyapunov
equation

PAC ATP D �Q: (D.10)

Consequently, any stable linear system is quadratically stable. A symmetric positive
definite matrix P satisfying Eq. (D.10) will be referred to as a Lyapunov matrix for
the matrix A.

Lyapunov theory may also be used as a means of examining the robustness of a
given linear system; suppose
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Px.t/ D Ax.t/C �.t; x/; (D.11)

where the matrix A is stable and �.�/ is an imprecisely known function which
represents uncertainty in the system. Let the pair of positive definite matrices .P;Q/
satisfy the Lyapunov Eq. (D.10) and define

� D 	min.Q/

	max.P /
(D.12)

and suppose that the uncertain function satisfies

k�.t; x/k � 1
2
�kx.t/k (D.13)

then the system in Eq. (D.11) is stable. This can be established by using V D xT Px

as a Lyapunov function: the derivative along the trajectories satisfies

PV D x.t/T PAx.t/C x.t/T AT Px.t/C 2x.t/T P �.t; x/

D �x.t/TQx.t/C 2x.t/T P �.t; x/

� �x.t/TQx.t/C 2kPx.t/kk�.t; x/k; (D.14)

where the Cauchy–Schwarz inequality (see Appendix A.1.4) has been used to obtain
the last inequality. Now

kPxk D
p
xT P 2x �

p
	max.P 2/kxk2 D 	max.P /kxk; (D.15)

where the Rayleigh principle has been used to obtain the middle inequality. Also
directly from the Rayleigh principle

� xTQx � �	min.Q/kxk2: (D.16)

Thus from the inequality in Eq. (D.14) and using Eqs. (D.15) and (D.16) it follows
that

PV .t/ � �	min.Q/kx.t/k2 C 2	max.P /kx.t/kk�.t; x/k
D �	max.P /kx.t/k .�kx.t/k � 2k�.t; x/k/

and therefore if �.�/ satisfies Eq. (D.13) the Lyapunov derivative is always negative
and stability is proved.

In view of the condition (D.13), it is natural to attempt to choose Q in an effort
to maximize Eq. (D.12). It can be shown that the maximum is given by

O� D 1

	max.P /
(D.17)
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whenQ D I . Furthermore, it can be shown that

O� � �2 max [Re 	.A/� (D.18)

with equality if the matrix A is normal, i.e., if it has n orthonormal eigenvectors.
When dealing with uncertain systems, it may not be possible to guarantee

asymptotic stability. Consider the nonlinear system (D.1) and suppose it is subject
to an imprecisely known exogenous signal �.�/ so that

Px.t/ D f .x; t; �/: (D.19)

Let E � R
n be a bounded set, then the following definition can be made. For further

details see [116].

Definition D.5. The solution x.�/ to the uncertain system .D.19/ is said to be
ultimately bounded with respect to the set E if:

• On any finite interval the solution remains bounded, i.e., if kx.t0/k < ı then
kx.t/k < d.ı/ for any t 2 Œt0; t1/.

• In finite time the solution x.t/ enters the bounded set E and remains there for all
subsequent time.

The set E is usually an acceptably small neighborhood of the origin and the concept
is often termed practical stability.

For further details see [116].
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Super-twisting

variable gain control, 170, 173
Symmetric

matrix, 322, 325
positive definite matrix, 116
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Systems
Linear time invariant (LTI), 50, 91
matrix, 332
Multi input multi output (MIMO), 48, 67
Single input single output (SISO), 55, 61,

62
time response, 332
triple, 332

T
Trade-off, 114
Triangle inequality, 324
Twisting algorithm analysis, 193

U
Ultimate boundedness, 342
Uncertainty, 341
Unit-Vector Control design, 68, 82
Unmatched

disturbance, 95
uncertainty, 59, 73

Unobservable modes, 123
Utkin, viii, 113

V
Variable structure system, vii
Vector norm, 323
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