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Foreword

Terms and subjects such as big data, data mining, and predictive 
analytics are commonly used in today’s work place, but are they really 
understood by the community at large? The emerging field of analytics 
is growing at a significant pace, but it is not new. Much of the growth 
is due to our ability, thanks to computer technology, to capture, store, 
manage, and act on vast amounts data. Data mining and analytics are 
used in almost every industry and facet of our society. From understand-
ing consumers and what they are likely to purchase to identifying poten-
tial terrorist activities, predicting the likelihood of someone being a good 
employee, and understanding the probability of where a baseball player is 
likely to hit the ball, data mining and analytics are everywhere—whether 
you notice it or not.

In today’s big data world, dealing with large volumes and varieties 
of data at rapid speed is possible, but what to do with this data is still 
a challenge for most organizations. It takes experience and knowledge 
to navigate the big data maze and convert raw data into a powerful and 
meaningful resource. In a time when technological capital has outpaced 
human capital, this book will help accelerate your learning curve.

In Richard Boire’s book, Data Mining for Managers, you will learn from 
a leader in the field of analytics. He has been a practitioner in the field of 
data mining since well before terms like “big data” were conceived. This 
book will allow you to benefit from his more than 25 years of experience 
and take advantage of the important and vital lessons he has learned along 
the way.

Richard’s practical and pragmatic approach to solving business prob-
lems are on display throughout the book. Leveraging real business exam-
ples, you will learn how to evaluate or define the problem to be solved; 
how to leverage internal and/or external data to solve the problem; how 
to build, create, and select the best tool or solution; and finally how to 
properly implement and measure the impact of the solution.
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You will also benefit from his experience as an educator and a mentor 
to many. You will gain insights into what makes analytical initiatives suc-
cessful. Effective data miners (or data scientists) can’t work in isolation. 
Successful data mining initiatives require team work and interaction with 
other key disciplines, such as data base managers (or data technicians or 
IT) and the end business users, often referred to as the “subject matter 
expert (SME)” or the value architect. And the most successful solutions 
require a combination of both art and science.

I am proud to say that for the past 25 years I have been a colleague, part-
ner, and friend of the author Richard Boire. Much of what I have learned 
about data mining and predictive analytics I owe to him. This book is 
an opportunity for you to share in this learning, and it is a must-read for 
anyone new or experienced in the area of data mining and analytics.

Larry Filler
Partner,  

Boire Filler Group



Acknowledgments

A practitioner-based book like this can only be written on the 
basis of its author’s real-life experiences. In this journey, there are indeed 
organizations and individuals I need to thank since without them the 
book would not have been written.

Reader’s Digest and American Express were key organizations in my 
early career, providing the foundation and culture to build my learning 
in data mining. On a personal level, I would like to thank David Young, 
vice president of Direct Marketing at American Express Canada and a key 
mentor, for demonstrating how to socialize the benefits of data mining to 
key business stakeholders.

As the data mining discipline is still somewhat new and emerging, the 
knowledge base continues to evolve. It is my belief that a book that could 
leverage my learning and experiences as a practitioner, would add to the 
knowledge base of this discipline. Of course, the most important organi-
zation in providing these experiences has been the Boire Filler Group. For 
15 years, our team has been able to provide the benefits of data mining 
to organizations in all industry sectors. We owe our success to the valued 
and talented people as well as the leadership within the Boire Filler Group. 
No thanks would be complete without recognizing the leadership of this 
organization under my partner, Larry Filler. He has been instrumental in 
building our business but more importantly in allowing our organization 
to provide work in a variety of different sectors, which is the basis of most 
of the content in this book.

On a more personal note, I would like to thank my family and specifi-
cally my wife, Clare. I would like to dedicate this book to her as her undy-
ing patience and support have been the real catalysts for my success and 
enthusiasm in this discipline.



C h a p t e r  1

Introduction

The challenge in writing a book on data mining is to 
 differentiate its content from the plethora of other books, articles, and 
seminars on the same topic. The explosive growth of data has certainly 
fuelled the need for more discussion on this topic, yet, minimal content 
has been actually devoted to the topic of data. The focus of the book is 
on data and its use in shifting the key levers of your business, and to ulti-
mately understand how this drives ROI. Data mining is highly popular 
now because most businesses understand the value of information and of 
using it to make more profitable decisions. In most organizations today, 
data mining either is or will soon be a key business process. Since data min-
ing is relatively new, knowledge and understanding of it is critical for its 
successful implementation. Certainly, consulting has grown in this field, 
and many people profess to be experts in data mining. Companies must 
realize that this is a new field and that it is difficult to find practitioners 
with extensive experience. As with any other discipline, the key to becom-
ing knowledgeable and acquiring expertise is to put ideas into practice and 
observe the results. Although much of this practical knowledge has been 
acquired in the context of direct marketing, the approach and processes of 
data mining are similar in other areas. The key to attaining data mining 
excellence is in how one deals with the data. Data Mining is about data 
and how we derive knowledge from this information. This is the essence of 
data mining, as you will realize in the course of reading this book.

The Digital Impact

According to experienced practitioners, one of their greatest challenges 
today is optimizing the use of data mining, given the explosion of new soft-
ware and technology currently available. The other significant challenge 
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facing practitioners is the use of data mining in the web environment. For 
example in the marketing sector, data mining analyses can be conducted 
from the moment that a campaign is launched. Access to this type of 
information has already created the demand for tools and technology that 
will increase both the volume and the speed of analyses. In the past, analy-
ses used to take six to eight weeks to deliver useful information. With 
web and digital data, we can gather information instantaneously. Due to 
this increased access to data, the learning environment flourishes where 
businesses can more quickly derive those meaningful insights and thereby 
increase their ability to make better decisions.

Services

The field of data mining is still in its infancy, and it will be very interest-
ing to observe the impact it will have on business. Data mining’s reliance 
on technology suggests that the industry is quickly evolving in terms of 
available tools and software. This development will also place tremendous 
demands on practitioners. There is a growing demand for data mining 
practitioners, a demand that is not met in the current market and is not 
even being addressed by major universities.

Art and Science

Although the technology is becoming more sophisticated and complex in 
terms of providing additional targeting capabilities, there will always be 
an element of art in building data mining solutions. Understanding the 
data without any cogent business understanding of the results will gener-
ate conclusions and recommendations that can be very misleading.

For instance, through a data mining analysis, one retailer discovered 
that the sales of beer and diapers were very highly correlated. Does that 
really mean that customers who buy beer are most likely to also purchase 
diapers? Upon further investigation, it was found that these results were 
really due to the fact that beer and diapers were randomly placed next to 
each other in the store without any prior knowledge of purchase behavior. 
As it turned out, young fathers were shopping for diapers late at night 
and decided to pick up some beer along with the diapers. The important 
lesson here is that further investigation was warranted to truly uncover 
the “insight” delivered by the raw numbers. In this case, the data mining 
analysis was skewed simply by product distribution in the store and did 
not reflect consumers’ intentions.
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Another example was that tenure or newer customers were suddenly 
more heavily predisposed towards purchasing products of a certain orga-
nization. Upon further investigation, it was revealed that this same com-
pany acquired another company with all its customers in the last year  and 
then began promoting its products to  the acquired company’s customers. 
The tenure of these customers from the acquired company was reported 
on the database as being 1 year tenure. Using lower tenure as a character-
istic in selecting customers on a going forward basis  for this company’s 
products would be flawed.

The art component of data mining also allows the analyst to better 
interpret results. With a solid understanding of the business, the data 
miner can better understand why certain results are occurring. At the 
very least, he or she can better investigate certain facets of the business 
that may illuminate the underlying reason for the results. Although 
data mining is number-intensive, knowledge of the business combined 
with the numbers is what allows the practitioner to deliver an optimal 
analysis.

Data mining is not solely about technology; it is about the use of tech-
nology to arrive at business solutions that optimize return on investment 
(ROI). This requires that organizations invest in intellectual capital as 
well as in technology such as software and new database systems. In fact, 
successful organizations will prioritize their investment on the intellectual 
side rather than on the technological front. The key to successful data 
mining is producing solutions that can truly optimize ROI at its most 
granular level; in most cases, this is at the customer level.

Data mining continues to evolve as a science and as an industry disci-
pline, but to be truly successful as a practitioner of data mining, analysts 
must realize that there is an element of art involved. At the same time, 
data mining is now widely seen as contributing huge benefits to our soci-
ety. For example, the ability to target any product to the right person at 
the right time lowers marketing costs while often enough yielding incre-
mental revenue. These economics often translate into ROI increases of 
100% or more. Ultimately, this increased ROI is about generating more 
revenue with lower costs. In the credit risk/fraud area, often considered 
the birthplace of data mining, as we will see in later chapters, analysts 
attempt to identify individuals who are likely to default on payments or, 
in the case of fraud, individuals who exhibit unusual patterns of spending. 
Even an improvement of only 1% in the areas of credit risk and fraud pre-
vention due to data mining can translate into millions of reduced credit 
card losses that directly impact the bottom line.
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Industry Perspective

Health

In hospitals and the health sector in general, health professionals ana-
lyze vast amounts of data and information to identify patients’ problems 
or diseases. By having access to the patient’s history and also to perhaps 
hundreds of other patients’ histories, health care professionals are better 
equipped to identify the given challenge or problem even in relatively 
unique situations. Access to prior patient history that encompasses vast 
amounts of data can often lead to a unique treatment for a given patient. 
Thanks to data mining, today’s medical professionals can analyze and 
combine vast amounts of data pertaining to patient histories to more eas-
ily provide optimum care and treatment for a given patient.

Government and Law Enforcement

Government agencies use data mining largely as a law enforcement tool. If we 
think of data mining as a tool for discovering knowledge, we can understand 
that the key to knowledge discovery is the ability to detect unique patterns 
in the data. In law enforcement, we all understand the notion of “detective 
work” as detectives personally deal with their own repositories of data. These 
repositories of data consist of notes in a notebook, previous experiences, and 
hunches. The acquisition of this type of knowledge is very time and labor 
intensive. Based on this knowledge, detectives then attempt to identify the 
unique pattern that will lead to a potential arrest. With data mining, a higher 
level of automation can be utilized, and vast amounts of data and informa-
tion from a variety of detectives can be collected from more than one crime 
scene. The data is then compiled into one analytical file or database and sta-
tistically or mathematically analyzed to uncover unique patterns of behavior 
or events that could help to solve the crime at hand.

Besides solving a specific crime, using this data may also help to deter-
mine which areas in a city are most prone to specific crimes. In data mining, 
we can architect the data by looking at the information prior to a particular 
event, which allows us to be predictive in terms of future events. With this 
type of information, the police can then better allocate resources. This 
smarter allocation of resources means the city can send both the appropri-
ate number and type of officers based on the type and volume of crime that 
most often occurs in a given area. For example, New York City did exactly 
this under Mayor Rudolph Giuliani in an attempt to reduce the horrific 
crime rates, in particular the homicide rates, that characterized the city in 

 

 

 

 

 

 



5I n t r o d u c t i o n

the late 1970s and early 1980s. New York’s homicide rate is now down to 
less than a third of what it was in the late 1970s. The use of data mining 
technology is one of the key reasons for this significant decrease.

The notion of using data mining as a law enforcement tool has certainly 
gained even more prominence after 9/11. For example, in response to the ter-
rorist attacks of September 11, the US government established a department 
to oversee the compilation of data on individuals gathered by various govern-
ment organizations and the use of that data in combating terrorism. This 
massive database contains information pertaining to areas such as health, 
insurance, and banking. Essentially, the government could have a dossier on 
each individual’s activity and behavior over the course of that person’s life. 
Aside from the obvious privacy concerns, one of the arguments against such 
a project is that the development of tools and solutions for preventing terror-
ist activity requires a large number of observations. In the case of 9/11 and of 
perhaps preventing future terrorist attacks the argument is that we would not 
be able to gather enough data to build profiles of Al-Qaeda terrorists since, 
we have only 19 data points (19 terrorists) to contrast with information about 
the remaining 300 million nonterrorists in North America.

Various debates and discussions have centered on the use of data to iden-
tify potential terrorists. Among the fallout from these discussions has been 
the notion of “racial profiling” and the obvious implications of this practice. 
With information gleaned from data mining, law enforcement organizations 
can focus on certain sectors of the population that are considered high-risk 
(i.e., racial profiling).Yet issues as sensitive as racial profiling will need to be 
addressed by examining how to balance the need for public security with that 
for protection against law enforcement discrimination. A number of key stake-
holders will need to be involved in these thought-provoking debates. Ultimately, 
I hope that this process will result in a policy that clearly lays out the guide-
lines regarding the use of racial profiling in the context of law enforcement.

Real-World Experience of Data Mining

When I began my career as a direct marketer in 1983 after graduating with 
an MBA, I was fortunate enough to apply my academic knowledge in the 
areas of statistics. Like most young graduates, I was confident that I would 
make a difference in my new company. Yet although I contributed to the 
organization in fulfilling the duties of my position, the organization contrib-
uted far more to me by providing a basis on which to build my career, namely, 
the application of statistics in business. I learned to follow the esoteric and 
arcane principles of statistics but not adhere to them in the strictest sense. For 
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example, in most cases, the traditional assumptions regarding the statistical 
analysis of sample groups are not followed because most analytical situations 
using statistics in the business environment deal with nonnormal samples. 
A normal sample is when half the sample lies below the mean of a certain 
sample characteristic (i.e., age, income, etc.) and the other half lies above the 
mean with the distribution of data looking like a bell curve. Yet, businesses 
continue to apply these techniques, much to the pure mathematician’s hor-
ror, because they work and produce acceptable results that yield significant 
incremental benefits. The recognition that it was acceptable to bend the rules 
of statistics was perhaps my most important introduction to the application 
of statistics in the world of direct marketing. In the world of academia, we 
were often used to regression results that produced R2 of .7 or more. (This 
topic will be discussed in more detail in later chapters.) In the world of direct 
marketing, it was not uncommon to observe R2 results of .05 or less, depend-
ing on the data. Statistical results that would be totally unacceptable in the 
academic statistical arena were commonly applied in the business world. The 
reason for this divergence in opinion between academia and business is that 
each side views the success of a given solution in very different ways. We will 
discuss this in more detail in later chapters.

As with any book on a topic of great significance, it is important to dif-
ferentiate this book from others. If you are looking for mathematical and 
technological nuances and insights regarding data mining, this book is not 
for you. However, if you want a more practical business perspective of data 
mining, you have found the right book. Using this perspective, I have decided 
to focus on data mining from a practitioner’s viewpoint to allow you to benefit 
from my more than 30 years of applying a number of tools and techniques to 
countless business situations. I hope my insights will shed light on what works 
and what doesn’t work under certain conditions. As with any book on data 
mining, there will be discussion of the technology and mathematics involved, 
but the focus is on how data mining impacts a business. However, I do not 
intend to turn readers into data mining specialists. That is, if you already have 
experience with data mining, this book can offer another point of view to con-
sider. In addition, this book provides insights into data mining in a Canadian 
context. Most books on data mining are written in the United States from 
an American perspective. Adding a Canadian perspective to the discus-
sion will enhance overall understanding of the topic. If you find this book 
serves you as a useful reference regarding specific data mining tactics and their 
impact on a particular business problem, then I will have achieved my goal.

Enjoy.



C h a p t e r  2

Growth of Data 
Mining—An Historical 
Perspective

In writing a book on any topic, it is always important to 
 understand its history. What were the challenges and developments of the 
past that catapulted data mining to the forefront of business today? To get 
a sense of data mining’s history, it is useful to speak to its early practitio-
ners, namely, the direct marketers of the large major catalogue companies 
and publishing houses.

As a recent MBA graduate back in 1982, I was very fortunate to be hired 
by one of these pioneering direct marketing firms, Reader’s Digest. At that 
time, I was hired to work in the company’s list selection department as a 
regression analyst. Although we did develop predictive regression models for 
direct mail campaigns, we were responsible for all analyses or segmentations 
dealing with individual-level data on customers. My colleagues and I were 
the customer knowledge gurus at Reader’s Digest and saw the huge ROI pay-
back of this business culture; naturally, I thought that this business process 
was typical of most organizations. Conversations with my MBA business 
colleagues who were working at leading institutions in various industries in 
the early eighties revealed that this type of work was not being done. Back 
then, we had no fancy titles, such as business intelligence specialist, knowl-
edge discovery analyst, data scientist, or CRM business analyst, because 
those were the “pioneering” days of data mining and predictive analytics.

I realized the tremendous business potential of data mining in improv-
ing overall ROI and saw that Reader’s Digest was one of only a handful of 
organizations doing this kind of work. I realized the tremendous entrepre-
neurial opportunities in data mining. However, one barrier to becoming 
an entrepreneur in this field was technology. Computing equipment for 
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capitalizing on these statistical techniques used in direct marketing cam-
paigns came at tremendous costs because in 1982, there were virtually no 
PCs yet, and all our work was done on mainframes. Yet, the analytical 
environment at Reader’s Digest was very robust and efficient. We had an 
extensive campaign history for each customer. We knew when customers 
were promoted to, how often they received promotions, what types of 
promotion they received, and how often they had received promotions 
since their last purchase. With this history of promotion and purchase 
behavior, we were able to quickly develop robust models. We had multiple 
models for each product line based on customers’ specific promotion his-
tory. For instance, in the one-shot book (OSB) product line, we had one 
model for the segment of 0–3 OSB offers since last order, another model 
for the segment of 4–6 OSB offers since last order, and another model 
for the segment of 6+ OSB offers since last order. Furthermore, for each 
product promotion history segment, we had multiple models for specific 
times of the year in order to take into account the impact of seasonality 
on campaign performance.

In many cases, our segmentation strategy and schema were developed 
from past results and learning from prior campaigns. By using our busi-
ness intuition and judgment on these past results, we were able to make 
sound business decisions regarding any new business segments. Statistics 
were used when it was clearly evident that incremental business results 
would be achieved. Reader’s Digest was always proactive in testing out 
new technologies and approaches in order to be at the forefront in direct 
marketing. This included being better able to target customers rather than 
simply merge or purge lists or personalizing names in a direct mail piece.

Statistics were used judiciously; that is, our methods for evaluating dif-
ferent statistical techniques in a live business initiative were not always 
based on the statistician’s purest viewpoint. For instance, in the academic 
world, when evaluating multiple regression techniques, values of R2 in 
the neighborhood of 70% to 80%, where 100% represents perfection, 
were not unusual. Essentially, this benchmark measures the amount of 
explained variation produced by the model relative to the total variation of 
the data (the concept of R2 will be explained in more detail in a later chap-
ter). Yet, in a direct marketing campaign, it was quite normal for R2 to 
range only from 1% to 4%. Even with these depressed R2 results, many of 
these campaigns were largely successful as a result of their predictive mod-
els. In the business world, large random variation is the norm rather than 
the exception. By explaining just a small component of this variation, the 
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predictive models yielded significant business benefits for Reader’s Digest. 
The discipline of measuring techniques and their impact on live business 
data is critical to any evaluation process. As a result of this discipline, 
Reader’s Digest was able to establish a business culture in which statistical 
learning was always combined with business learning.

As with any new business process, the right culture must be in place 
if data mining is to produce useful results. In particular, employees must 
have a positive mind-set and be willing to embrace change and new learn-
ing. Hiring the best people and purchasing the best technology will pro-
duce less than satisfactory results if the organization itself does not have 
the right fit for data mining. For example if an organization is starting at 
ground zero in data mining, the question is how it becomes a “best prac-
tices” leader in this discipline.

For marketers, using acronyms and buzzwords when describing the lat-
est ad or campaign comes naturally, and it is the same when they describe 
a process or culture that changes how they think and execute processes 
in their marketing work environment. It is certainly the case with data 
mining. Many books and articles have been written on this topic, and 
there is no shortage of people claiming to be experts in this field. Given 
the growing number of seminars on this topic, it would appear that this 
expertise in this field is growing exponentially. Yet, in reality data mining 
is still in its infancy.

As with other changes in our society today, technological advancements 
have created an environment that allows more players to play the game. In 
the late seventies and early eighties, only the large direct marketing busi-
nesses, such as Reader’s Digest, practiced data mining. They could do this 
because they invested millions of dollars in the development of an appro-
priate marketing database. This investment in technology was justifiable 
since direct marketing was the core business of those companies.

Direct marketing often gets a bad name as being simply “junk mail.” 
But one of the core principles of successful direct marketing is what data 
mining is all about. In other words, the ability to uncover knowledge about 
customers and/or prospects and apply this learning to future business ini-
tiatives is essential to the success of any direct marketing or Customer 
Relationship Management CRM initiative. As practitioners of successful 
direct marketing, the people at Reader’s Digest always knew who to pro-
mote to, what to promote, and when to promote. However, for most other 
organizations, this was not the case because direct marketing represented 
only a small portion of their marketing budget. The business paradigm 
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for most marketers in the late seventies and early eighties was optimization 
of revenues, and this was supported by the prevailing business culture of 
that time. Yet, the technological advances of the past 25 years have not 
only changed how society functions but have also ultimately changed its 
expectations. With technology, we are expected to do more with fewer 
resources.

Consequently, consumers are now bombarded with all kinds of com-
munications and offers in the hope that they will respond appropriately 
to each company’s message. With the web becoming more and more 
important as a marketing channel, we now have the ultimate medium for 
collecting and acting on individual information. This means that deci-
sions regarding how we communicate with customers in this medium can 
be made and changed instantaneously. In the old direct marketing envi-
ronment, we had to wait several weeks after the launch of a campaign 
before we received any information from consumers. The dynamic and 
interactive nature of the web requires that data mining becomes a firmly 
entrenched business practice.

Increased access to information and, more important, the capability 
to use it are significant competitive advantages in today’s business envi-
ronment. Organizations operating in this environment can view all their 
marketing initiatives from the standpoint of ROI. At the same time, these 
organizations can gain insights into what worked and what didn’t. This 
dynamic learning process allows businesses to always strive for improve-
ment. This is the key to successful data mining. The cycle of campaign 
execution and learning provides the ongoing feedback for improving 
future marketing efforts.

Analyze behavior and
needs 

Segment into unique
groups 

Develop value
propositions

Send targeted
communications

Figure 2.1 The Cycle of Data Mining Learning and Execution
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This is best illustrated through figure 2.1. A live case study is pre-
sented below which shows how an organization has evolved through its 
data mining practices.

Case Study: American Express Canada: How 
Data Mining Practices Evolved Over Time

In the 1980s, American Express was striving to increase its membership 
base. In fact, its share price was directly impacted by how many new 
cards were acquired (CIF, cards in force). Toward the end of the eighties, 
CIF targets were being achieved but the cost per new card had doubled. 
These cost inefficiencies were unacceptable to the organization. In order 
to resolve this dilemma, the company began to purchase names from lists 
that seemed to fit the profile of an American Express cardmember. Lists 
from magazines, such as Business Week, Forbes, Fortune, and others, pro-
duced very good acquisition results. However, the number of names on 
these lists was too small to provide the prospect universe necessary to 
generate Amex’s aggressive CIF targets. Ultimately, Amex needed a very 
large prospect universe and tools to generate new cards in a cost-efficient 
manner. The solution was twofold.

First, Amex built a prospect history database that compiled informa-
tion at the level of individual prospects. Examples of some key informa-
tion included the promotion history and gender of the prospect. With this 
database, Amex began to sort its prospects into two key segments based 
on promotion history. The two key segments were new names and previ-
ous names.

The second solution was to then build predictive models that could be 
applied to both universes in order to optimize response rates. Using overlay 
aggregate-level data from Statistics Canada, gross response models were 
built and provided a 50% lift in acquisition performance. However, it was 
also revealed that approval rates had actually decreased. The company dis-
covered that the best responders were those most likely to seek credit. The 
learning from this campaign indicated that Amex needed a targeting tool 
that optimized net response rate (gross response and approval) and not just 
gross response. A net response model was developed, and once again the 
company achieved a 50% lift in acquisition performance. However, this 
time it achieved much better cost-efficiencies regarding the new applica-
tions because these applicants were more creditworthy. Ultimately, this 
led to a decrease in credit losses for this group of customers in the first 
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12 months of being Amex customers. Yet, the company also learned that 
though the net response rate may be optimized, these new cardmembers 
may not be profitable. In other words, they may not be using the card or, 
worse, may simply cancel it. As a result, Amex decided that the goal of 
acquiring new cards should be based both on net responsiveness of pros-
pects as well as on their overall profitability in the first year.

Solutions predicting response, attrition (cancel), and credit risk can 
be combined to provide an estimate or predictive value for an approxi-
mation of customer profitability. The word “approximation” or esti-
mate is used because all fixed and variable costs and revenues are not 
factored into this definition of profitability. Adopting the approach of 
calculating profitability with all costs and revenues (fixed and vari-
able) would consume an inordinate amount of time and be counter-
productive to the goal. The goal in this exercise was not to arrive at an 
exact definition of customer profitability but rather at a more relative 
measure of profitability. In other words, the goal was to arrive at a 
profitability metric that could differentiate customers based on a rela-
tive measure. Even so, this required buy-in and consensus well beyond 
the analytics department. The departments of finance, marketing, 
operations, and systems were all involved as key stakeholders to ensure 
that this so-called profit metric would be recognized as a key measure 
when engaging with customers. At the end of this process, consensus 
was obtained among all key stakeholders regarding this profit metric. 
Recognizing that the profit measure was relative rather than absolute, 
employees then used it to assign customers to different segments, a 
very high group as the most profitable and a very low group as the 
least profitable.

Now that agreement was obtained on how to calculate this metric, the 
next part of the exercise was for analysts to create this measure at the level 
of the individual customer by using existing analytical tools. In this case, 
SAS (Statistical Analysis Software) was used as the analytical tool, and 
reports were built to see what this measure looked like when compared to 
other KBIs (key business indicators); an example of one type of report is 
shown in figure 2.2.

As the reports in figure 2.2 show, the profit metric does a good job of 
assessing retention performance, customer spending, and credit risk based 
on the rank-ordering of these KBIs against profit. The profit metric also 
performs adequately in assessing average time to make payment and aver-
age number of products bought, but it is not as useful as the other KBIs. 
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This kind of report provides valuable information to all the key stake-
holders to help them determine whether the profit metric is a meaningful 
measure of profitability.

Once the profit metric has been defined and agreed upon by all the 
key stakeholders, models could then be built to predict profitability. At 
this point, analysts then had models to predict net response and profit-
ability. Using these models, prospects could be evaluated based on their 
predicted ROI with Predicted ROI = (predicted profitability) / (predicted 
net response).

Predicted Net Response

This exercise took several years and finally produced the outcome and 
decision report shown here in figure 2.3.

As a result, the Amex marketing team could select prospects based not 
only on ROI but also on net response because one of their key perfor-
mance measures was the number of cards in force. In effect, this decision 

% of Customers 
Ranked by Customer 
Profitability

Index of Avg. 
Profitability per 

Decile

Index of Average 
Retention Rate  

per Decile

Index of Average 
Monthly Customer 
Spend per Decile

0–10% 5 4.5 4.2
10–20% 4.2 3.9 3.7
20–30% 3.2 2.8 2.6
30–40% 2.7 2.6 2.2
 . . . 
90–100% 0.3 0.3 0.5

% of Customers 
Ranked by Customer 
Profitability

Index of Average 
Credit Risk  
per Decile

Index of Average 
Time to Make 

Payment

Index of Average  
# of other  
Products

0–10% 4.4 3 2.8
10–20% 4 2.6 2.4
20–30% 2.9 1.9 2
30–40% 2.7 1.6 1.5
 . . . 
90–100% 0.5 0.75 0.7

Figure 2.2 Example of KBM Report and Customer Profitability
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tool allowed marketers to demonstrate the impact of optimizing ROI, 
which would be at the expense of acquiring more cards.

This case study demonstrates how an organization developed its acqui-
sition strategy based on data mining. The decision-making process in each 
stage was based on results and also on input regarding what the organiza-
tion had to do to achieve the next level of improvement.

Predicted Net Response Deciles (1 being the best and 10 being the worst)

1 2 3 4 5 … 10
1
2
3
4
5

….

10

Predicted ROI
(1 being the
best and
10 being the
worst) 

Figure 2.3 Example of 10 × 10 Gains Chart Matrix

 



C h a p t e r  3

Data Mining in the  
New Economy

It is important to understand that the same learning feedback 
process used to generate strategy improvements can also be used in a more 
granular fashion by identifying specific tasks and tactics for improving 
future marketing efforts. Successful data mining practices include the 
application of ongoing learning to future activities.

Marketing environments must be learning environments based on prior 
learning. As shown in figure 2.1, the continuous feedback loop represents 
the underlying learning philosophy of any data mining exercise.

However, as with any business process, the key to data mining is hav-
ing the right people in the right positions. Any investment in this sector 
should focus on people first and technology second.

Definitions of data mining abound. However, with the many experts 
and pundits offering their opinions on data mining, not much discussion 
has ensued concerning the roles and responsibilities of the people working 
in this field. Data mining has certainly impacted all positions in market-
ing. The position of data miner or data analyst is relatively new although 
traditional large direct mail companies, such as American Express and 
Reader’s Digest, have also referred to these roles as modeling or statistical 
analysts.

Data miners succeed by serving as the conduit between the technology 
area and the business function area. In most cases, this functional area is 
marketing. However, other departments such as operations also utilize 
data miners, particularly in initiatives involving estimates of customer-
level risk. To bridge the information and communication gaps between 
functional areas, data miners must often be generalists.
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Yet, at the beginning of their career, data miners usually focus on tech-
nical expertise. Based on this technical expertise, organizations hire indi-
viduals who also have the acumen and adaptability to grow into the more 
generalist position. This is not easy because generalists and technicians 
appear to be very different, but successful organizations will hire persons 
with the right balance of both technical and general skills.

The seemingly contradictory sets of skills are best understood by 
describing the roles and responsibilities of data miners. For example, a 
challenge is presented to a group of key stakeholders in a business. Data 
miners must understand where data mining can have an impact. For 
example, one company may have retention rates of 10% for product X 
and 90% retention rate for products Y and Z. Clearly, the company has 
a much larger problem than the data mining one of identifying custom-
ers who are most at risk of cancelling product X. In fact, the priority 
would probably be to better understand the entire product offering rather 
than focusing on data mining efforts for better targeting of customers. 
Conversely, for example, company DEF has experienced tremendous 
growth in acquisition over the past 5 years, but the cost per new cus-
tomer has significantly grown in the past 2 years. In this case, the data 
mining task of reducing cost per new customer through better targeting 
tools would apply.

These examples show that solid business generalist skills are required 
to identify the opportunity and challenge that can be impacted by data 
mining. With the challenge identified, data miners now need to draw on 
their technical skills and identify the appropriate data sources, technolo-
gies, and technical tools needed for a given solution. Once the solution is 
developed, the application of that solution requires data miners to serve 
in two roles simultaneously. For instance, they are business generalists 
during the design of an overall testing and tracking matrix to ensure that 
learning as well as business performance objectives are being optimized. 
At the same time, they serve in their technical role in applying this data 
to build this matrix.

Data scientists appear to represent a new business role and are gain-
ing popularity as being critical to today’s big data World. In effect, this 
role is identical to the data mining role. Yet, increased awareness of the 
data scientist role has placed more emphasis on the ability to bridge the 
gap between the technical side and the business side. Certainly, without 
the proper business insight into actioning solutions and the discipline to 
measure them from an ROI perspective, data miners will fail regardless 
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of their technical expertise. A list of some data mining considerations rel-
evant for developing a business-oriented solution follows below.

1. What is the business objective?
2. What is the desired solution and is it tactical or strategic?
3. What are the limitations of the data environment?
4. How will the appropriate data environment be constructed?
5. What are the business expectations?
6. What are the tools and technologies to be deployed?
7. How will the solution be applied?
8. How will results be tested and tracked?

We are all, to some extent, experiencing the drastic transformations 
underway in our current economy. Spurred by the subprime mortgage 
debacle, the world’s economy seems to have folded like a house of cards, 
and significant job losses have followed throughout the world. In cer-
tain sectors, such as manufacturing, many of these jobs are gone forever. 
This major economic transformation is not new as economic historians 
can cite numerous times when the economy underwent major changes. 
In addition to this economic transformation and the requirement for cor-
porations to become more knowledge-based, we are also witnessing social 
transformations. In particular, the focus is now on the environment and 
how we can be responsible stewards of its resources. For direct marketers, 
the challenge is to execute marketing program activities with significantly 
fewer resources. For example, untargeted direct mail campaigns are now 
an extinct business practice.

The new economy has also resulted in reduced corporate resources for 
doing a given task. Fewer people are available to do the same task— hav-
ing to do more with less is the prevailing situation.

These economic and societal changes are resulting in demands for 
skills that transform data into meaningful business intelligence. Clearly, 
jobs related to data mining and analytics represent areas of growth in the 
new economy.

ROI: A Critical Output from Data Mining  
and Analytics

Even in today’s economic downturn, work for data mining professionals 
seems not to have decreased and often has even increased. This is not 
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surprising since a major demand of the new economy is accountability. In 
marketing, accountability is about measurement—the marketing mantra 
here is “What gets measured gets done.” Establishing an ROI on every 
marketing initiative is now common for most marketers, and data miners 
and analysts are vital members of the marketing team. Data miners’ abil-
ity to understand data and the marketing business needs allows organiza-
tions to create ROI templates for a variety of marketing initiatives.

Data Mining Solutions to Optimize ROI

In addition to accountability through measurement, the new economy 
also demands solutions that actually maximize ROI, as opposed to maxi-
mizing revenue, which used to be the traditional marketing objective for 
most of the twentieth century. The data mining industry also tradition-
ally focused on developing predictive models to maximize revenue given 
a certain cost (e.g., response rate). For many organizations, data mining is 
still a daunting and formidable challenge rather than a common business 
practice. How can organizations change this? The key is to identify quick 
wins that demonstrate significant positive benefit within a very short time 
frame.

Customer Value as a Quick Win

Let’s look at some examples of quick wins. The first and most common 
quick win is for an organization to identify its best customers. Using the 
80/20 rule, we can determine how company revenues are distributed 
among its customers. Using purchase revenue (which for most organiza-
tions is more than adequate in identifying customer value), we can create 
a measure of a customer’s value by summing up each customer’s purchase 
revenue over the past 12 months. Customers are then sorted into deciles 
(10 customer groups of equal size), with decile 1 being the group with the 
highest value and decile 10 the one with the lowest value. Figure 3.1 shows 
what a schematic of this would look like.

The production of this type of report (often referred to as a gains table 
or decile report) reveals that 60% of the company’s revenue is delivered 
by 20% (deciles 1 and 2) of customers (not quite the 80/20 rule men-
tioned above). Customers in the top two deciles would represent our high-
est value customers. Medium-value customers would be represented in 
deciles 3 and 4 and account for 25% of all revenue. Low-value customers 

 

 

 

 



19D a t a  M i n i n g  i n  t h e  N e w  E c o n o m y

are found in the remainder of the file (deciles 5–10) and account for only 
15% of all revenue. This information is critical to allow organizations to 
effectively deploy customer management strategies and tactics. The basic 
ability to prioritize marketing activities against different customer groups 
based on customer value will yield significant performance returns. For 
example, a greater proportion of resources should be devoted to customer 
segments that deliver the highest returns.

Change as a Quick Win

Another quick win concerns changes in customer behavior. Marketers his-
torically have been interested in identifying changes in customer behav-
ior and, in particular, in changes pertaining to lifecycle. The key is to 
identify these lifecycle changes based on what is known about customer 
behavior and demographics. Knowing that a given customer is a univer-
sity student and about to graduate would represent key information to a 
marketer for designing the appropriate programs that might appeal to this 
person. For example, if a customer has just turned 65 and significantly 
changed certain expenditures, such as spending less on gas and more on 
travel, we could infer that this customer may have become a retiree. In 
other examples, we might see a married person significantly increasing 
his or her purchases on categories related to furniture. This might suggest 
that this person is perhaps buying a house. This same married customer 
might purchase more baby clothing, and we can infer that this person 

Customer Decile # of Customers
% of all revenue  

captured in decile Segment Group

1 50,000 35% High-Value 
Customers2 50,000 25%

3 50,000 15% Medium-Value 
Customers4 50,000 10%

5 50,000 5%

 
Low-Value  
Customers

6 50,000 3%
7 50,000 3%
8 50,000 2%
9 50,000 1%
10 50,000 1%

Figure 3.1 Value Segmentation Report
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has now become a parent. In all these examples, data is required to make 
such inferences. Inferences can be made with any data, but the type of 
data available dictates how confident we are in our inferences and how 
we use these insights. For example, a change in an investment portfolio 
with a customer aged 30 going from a risky portfolio to a less risky one 
might suggest a number of events; the customer might be getting married, 
starting a family, or simply just changing his or her investment strategy. 
In any case, without even recognizing the precise reason for the change, 
the marketer would develop strategies and tactics to address the fact that 
there has been some change.

Engagement as a Quick Win

Change and value are both good quick wins from a data mining per-
spective, yet another quick win relates to customer engagement. Although 
engagement can be similar to value, this is not always the case. A high-
value customer of a bank may have a large loan and large mortgage but 
make all payments through automatic withdrawal. If this is the way the 
customer interacts with the bank, the customer’s engagement level is very 
low. Other information must be considered to obtain a true reflection of 
customer engagement. With the growth of digital marketing, the extent 
of customer engagement becomes much broader as we can now look at 
customer-initiated activities, such as e-mail communications, web site 
browsing activity, and inbound telephone calls and other means of cus-
tomer-initiated communication with the company. This communication 
activity together with purchase activity and response activity across all 
channels can be integrated to create a more complete measure of customer 
engagement.

In today’s new economy, data mining and analytics are becoming a 
common business discipline. Since the discipline is still new, many people 
consider data mining and analytics simply more advanced statistical tech-
niques. This misperception has made the discipline seem more complex 
even though simple solutions using the data in a pragmatic way often 
deliver great business results.

When assessing and prioritizing projects, analysts and marketers gener-
ally combine projects into what is called “low-hanging fruit” or exercises 
that can yield great benefit quickly. These projects are usually those on 
which no data mining has been done in the past, and a significant benefit 
can be achieved in a very short time and often with minimal resources. 
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The “high-hanging fruit” can also achieve significant benefits but require 
more resources and commitment. In most cases, practitioners are working 
in projects on which some data mining has already been done, and they 
work to increase the benefits compared to what the existing data mining 
solution provided.

Success depends on people. Nowhere is this more applicable than in 
having the right team for a given project. Projects will be successful if we 
take a multidisciplinary approach combining expertise in mathematics, 
statistics, and databases with the domain knowledge of the business in 
which the data mining solution will be applied.

Organizing and managing this information is another critical element 
to success. The benefit of using high-powered mathematical solutions 
depends on the quality of the inputs (data and information) used.

In data mining, practitioners must always be cognizant of the cycli-
cal nature of projects. That is, the practitioner must not only work to 
maximize results but also to obtain more learning once a given solution is 
applied in a specific marketing initiative.

No project will be successful without a business champion. This person 
is not the data mining practitioner but typically a key individual in mar-
keting who takes ownership of all the results even those where data min-
ing tools are applied. This person’s vested interest in the success of data 
mining makes him or her an “evangelist” for these solutions throughout 
the organization.



C h a p t e r  4

Using Data Mining for 
CRM Evaluation

As stated in earlier discussions, data mining is not just about 
building tactical solutions for specific issues, such as the creation of a 
retention model for new Telco customers. Data mining can also be used 
to develop overall strategies, such as a broad segmentation strategy. At an 
even more general level, data mining can be used to determine whether 
the deployment of a CRM program makes sense. Measurement and evalu-
ation play a role in the following areas:

Evaluating CRM in general●●

Developing an overall segmentation strategy●●

Evaluating CRM in General

In this scenario, the use of a pilot project or proof of concept can provide 
the necessary information very quickly and with minimal investment.

At this basic level, the goal is to determine whether or not a CRM 
strategy will yield a positive ROI. Results from a small pilot test can be 
extrapolated and eventually rolled out as a CRM strategy. The following 
is an example of this process.

Company ABC is unhappy with overall customer retention and is 
considering various options, such as the viability of a CRM retention 
program. In the pilot project test, results show that a retention program 
can increase retention rates by 2%. This then becomes the key metric in 
creating the spreadsheet (figure 4.1). Without a retention program, the 

 

 

 

 

 



Year 1 Year 2 Year 3 Year 4 Year 5

No retention program

Number of Customers 10,000 8,500 7,225 6,141 5,220
Average Profit/ Customer/Year $300 $300 $300 $300 $300
Net Profit/Year $3,000,000 $2,550,000 $2,167,500 $1,842,375 $1,566,019
Year over Year Retention Rate 85.00% 85.00% 85.00% 85.00% 85.00%

Retention Program

Number of Customers 10,000 8,700 7,569 6,585 5,729
Cost of Retention Program/Customer $5 $5 $5 $5 $5
Total Cost of Retention Program $50,000 $43,500 $37,845 $32,925 $28,645
Average Profit/Customer/Year $300 $300 $300 $300 $300
Total Profit $3,000,000 $2,610,000 $2,270,700 $1,975,509 $1,718,693
Net Profit/Year $2,950,000 $2,566,500 $2,232,855 $1,942,584 $1,690,048
Year over Year Retention Rate 87.00% 87.00% 87.00% 87.00% 87.00%

Cumulative Differences

Cumulative Net Profit No Program $3,000,000 $5,550,000 $7,717,500 $9,559,875 $11,125,894
Cumulative Net Profit With Program $2,950,000 $5,516,500 $7,749,355 $9,691,939 $11,381,987
Cumulative Incremental Profit with Program ($50,000) ($33,500) $31,855 $132,064 $256,093
Cumulative Incremental Cost of Retention Program $50,000 $93,500 $131,345 $164,270 $192,915
Cum ROI –100% –36% 24% 80% 133%

Figure 4.1 Evaluation of Retention Programs by 5-year ROI
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retention rate is 85%, but with a retention program the rate increases to 
87%. The other assumption of profit per customer of $300 is held con-
stant in both cases.

In building this spreadsheet, one might consider a short time frame, 
such as one year, in which to measure the impact of a retention program. 
However, in evaluating an overall strategy, one needs to view the impact 
over a longer term, such as five years. For more tactical projects, such 
as comparing the impact of two communication offers in a campaign, 
a time frame of one year is more than sufficient. In the example of the 
CRM retention strategy, a time horizon of five years is used since this 
represents an attempt to keep customers for the long term and not just 
for one year.

From the spreadsheet, which uses a base of 10,000 customers, one can 
see that the company may actually lose money in the first two years on 
a cumulative basis, but it will begin to make money in the third year 
through the cumulative impact of the increased retention rate from 85% 
to 87%. As one would expect, all kinds of what-if analyses can be done by 
varying the cost of the retention program. In addition, a range of improved 
retention rates around 2% could be considered in order to determine the 
overall profit and ROI. Figure 4.2 shows a sensitivity analysis on a range 
of improved retention rates around 2%.

Although this example may seem simplistic to produce, it is impor-
tant to remember that simplicity is essential in conducting these types 
of analyses. While producing these spreadsheets, metrics or measures 
need to be determined that are affected by the program and that are 
truly incremental. As seen from the above spreadsheet, what-if sensi-
tivity analyses can be very useful in revealing the range of results that 
could be achieved based on different scenarios. In this example, the 
results can range from $32K at 1% improved retention rate to $954K 
at 5% improved retention rate. Given this large range of results, it is 
important that the analyst design a pilot project that produces results 

Improved Retention Rate Cumulative Profit ROI

1% $32,966 17%
2% $256,093 133%
5% $954,651 466%

Figure 4.2 5-Year CRM ROI at Different Improved Retention Rates
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with a minimum error range. For instance, if the improved retention 
results are 2% and the range of accuracy is at 95%, then the confidence 
level is 1.9% < = 2% < = 2.1%. It can then be inferred that 95 times out 
of 100, the expected improved retention rate will be between 1.9% and 
2.1% as the program is rolled out. When reconsidering the above sensi-
tivity sheet within this error range, more precise results can be provided 
to senior management (figure 4.3). The profit in this case ranges from 
$233 million to $278 million, a range with far more precision than the 
original one of $32 million to $954 million.

Although this example dealt with only one metric (retention rate) that 
was incremental, in many cases the introduction of a CRM retention 
strategy can impact more than one metric. In the same example, overall 
customer spending is also increased by $2 each year.

In this scenario, by impacting retention (2%) and spending ($2 per 
year), the cumulative profit by the fifth year has been increased from 
$256 million to $466 million.

A meager increase of $2 per year has almost caused profit to double, 
which simply reinforces the notion that small numbers can provide huge 
payback when the results are viewed in a long-term horizon (five years).

What if a third element is added to the picture? Suppose the company 
decided to develop a retention model that allows it to target high-risk 
defectors in a very cost-effective manner, assuming that the model will 
still achieve the same save rate, which is increasing the retention rate by 
2%. The assumption of a constant save rate (2%) between untargeted 
names and targeted names is a large one. This assumption would need 
to be tested through back-end analysis of save rates between targeted and 
untargeted names. For purposes of this exercise, assume that the save rate 
is constant between targeted and untargeted names. The measure that 
is impacted by the model (incremental) is the cost per customer. In this 
case, it turns out that the overall cost per customer can be reduced from 
$5 to $3.

Improved Retention Rate Cumulative Profit ROI

1.9% $233,565 121%
2% $256,093 133%
2.1% $278,669 144%

Figure 4.3 5-Year CRM ROI Bounded by 95% Confidence Level Around 2%
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With a targeted program, the cumulative incremental profit has now 
increased from $466 million to $543 million. If the cost of targeting is less 
than $80 million, then adopting a more targeted approach to retaining 
customers is worth the cost.



C h a p t e r  5

The Data Mining 
Process: Problem 
Identification

With CRM becoming more of a business practice for most 
 organizations today, data mining is often viewed as the analytical technol-
ogy component required for achieving a given solution. Does this describe 
the true nature of data mining? Many people consider data mining as a 
technological component and think that purchasing the right software 
and hardware is the key to effective data mining. Other schools of thought 
regard the use of statistics and/or computer programming together with 
machine-learning algorithms as the essential component of data min-
ing. Yet, these preconceived notions miss the mark because they focus 
on specific components in the overall data mining process. Data mining 
is a step-by-step process requiring humans to interact with technology in 
order to produce the best business solution for a given process. So what is 
this data mining process?

In this book, we divide the data mining process into four major steps or 
stages, as outlined in figure 5.1:

1. Identification of the business problem or challenge
2. Creation of the analytical file
3. Application of the appropriate tools and technology
4. Implementation and tracking

Experienced practitioners realize that problem identification is probably 
the most important stage in the entire process. Ironically, despite the focus 
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on the many data mining technologies available in the marketplace, at this 
important stage of the process the human element is most important.

What matters is the expertise of critically assessing a given business 
situation quantitatively and qualitatively and to determine its importance 
given the overall business strategy. For example, an organization’s overall 
sales had significantly decreased within the past year, and 75% of the 
company’s overall sales resulted from 20% of its best customers. The ana-
lysts and marketers determined that customer attrition had significantly 
increased in this past year.

With this information, it was decided that an attrition model to identify 
high-risk attritors would allow marketers to allocate more resources to this 
vulnerable group in the hope of retaining these customers. Yet, this think-
ing was flawed for two reasons. Analysis should have been conducted on 
the high-value risk group to determine the extent of the attrition problem 
in this segment. Based on the preliminary information on this specific 
business case, it is likely that the attrition problem is highly prevalent in 
this segment. The other thing to consider before developing a model is to 
understand whether CRM or data mining has any relevance in this situa-
tion. For instance, if the reason for losing sales is that the competition has 
created new products or services with price points and benefits superior to 
those of the company in question, then even superior CRM practitioners 
with their data mining practices cannot stop this sales erosion. Clearly, 
some up-front market research is the preferred route at the present time in 
order to better understand why this situation is occurring.

Another important consideration in identifying a problem is to under-
stand the current data environment and its implications for resolving a 
particular business problem. For example, a company may want to launch 
a new product and develop a cross-sell model to target customers who are 
most likely to purchase this product. In building a model, analysts need 
to understand that there is no prior information or history on this specific 

2. Creating the Analytical
Environment

3. Application of Data Mining
Tools

4. Implementation and
Tracking

1. Problem Identification

Figure 5.1 The Four Stages of Data Mining
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product with which to develop a model. The analysts might then look for 
other similar products with previous history that could be used to develop 
a broad profile. If this is not the case, analysts would have to think of 
ways to identify customers who might be early adopters (i.e., the pioneer 
purchasers of new products).

Often enough, business users have an idea of what they want to derive 
from data mining and have a solution in mind but do not understand 
the long-term ramifications. For instance, a credit card company may 
want to acquire the most cost-effective prospects. From the business users’ 
perspective, this may simply require developing a response model. From 
the perspective of experienced data miners, this request can seem quite 
vague. Experienced data miners can quickly point out a number of spe-
cific questions about the particular solution to be developed. For instance, 
should a simple gross response model be developed? This type of solution 
will yield cost-effective cards in the short term, but in the long term the 
creditworthiness of these new cards will be severely eroded. Although the 
marketing cost per new card may be dramatically lowered, this benefit 
may be outweighed by increased operations costs of processing these bad 
new cards. The solution to this dilemma is to build a solution that opti-
mizes both gross response rate (marketing cost per card) and approval rate 
(operations cost per new card). Yet, a further dilemma may be a high level 
of attrition in the first 6 months after acquiring the card. In this case, the 
business must focus on achieving the following three objectives:

1. Maximize gross response rate with the ultimate objective of optimiz-
ing marketing costs

2. Maximize approval rate with the ultimate objective of optimizing 
operations cost

3. Reduce attrition rate with the ultimate objective of increasing the 
overall level of profitability in the first year

A similar example can also be seen in the telecommunications sector 
where acquisition efforts are conducted through outbound telemarketing. 
Despite the efforts to become more efficient through response models, the 
organization still encounters the negative dynamics of excessive customer 
defection in the first three months. Experienced data miners would rec-
ommend solutions that provide a balance of acquiring new prospects in 
a cost-effective manner with optimizing the retention rates of these pros-
pects once they become customers.
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As these examples show, some creativity in thinking needs to be 
employed to ensure that the right problem and challenge are identified in 
the given business circumstances. Collaboration between the marketing 
or business area and the data mining area is essential for optimizing the 
creative thinking from both functional areas

How does this collaboration occur? A meeting of the data analysts and 
the marketers is often the start. Business users outline the problem and 
their vision of the solution, a vision that is often not inappropriate for the 
challenge at hand. However, this vision may be inappropriate or not allow 
for other options that may be superior to the one selected initially. This 
is where data miners need to probe and ask more questions to obtain as 
much as information regarding the business issue as possible. For instance, 
they should ask questions such as the following:

1. What is the overall marketing strategy and business objective?
2. What is the specific objective of this initiative?
3. What are the marketing plan and budgets and forecasts?
4. What historical information and reports do we have?
5. What is the data environment?
6. What are the product dynamics and competitive/economic forces 

that will impact the overall results?

What is the Overall Marketing Strategy  
and Business Objective?

The overall marketing strategy essentially is an initial guide indicating 
the extent and complexity of data mining that will be required in a given 
organization. For instance, the strategy may be one of tremendous growth 
within a certain sector. The company may tackle this challenge on two 
fronts. First, it may already have existing products or services that meet 
the needs and expectations of customers in this sector. Yet, its overall 
presence within this business sector may be limited, and investment in 
marketing efforts to increase the company’s presence and awareness of its 
existing products and services would be a priority. Second, the company 
would want to investigate new products and services to further enhance 
its overall offerings to customers in this sector.

A good example of this would be credit card companies offering insur-
ance services to their customers. Initially, the card may have offered travel 
insurance or protection in case the card was lost. With this customer base, 
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the company has an opportunity to offer other types of insurance either by 
itself or with business partners. Such companies would invest in programs 
to increase awareness among travel insurance customers and credit card 
registry (lost card protection) insurance. At the same time, funds would 
be invested in extensive market research to identify appropriate insurance 
products and services relevant for credit card customers. Funds would also 
be invested in test-marketing the findings and develop an overall launch 
program. All these efforts are undertaken to meet the strategic imperative 
of significantly growing the insurance business among this customer base 
in order to become a significant player in this sector. From a data mining 
standpoint, the key phrase to focus on is significant growth because this 
implies that costs are not a major priority. With this objective, companies 
are willing to sacrifice inefficiencies in order to increase their overall mar-
ket presence. The use of data mining in this scenario is not a priority and 
would be employed sparingly.

However, this will likely change once the initial launch has been com-
pleted. As acquisition and growth become an ongoing activity, the need 
to do it in a more cost-effective manner will necessitate the use of data 
mining. The key to when data mining becomes most applicable is when a 
given marketing activity is considered ongoing but its costs are increasing 
at a faster rate than revenues.

Another critical strategy might be a company’s focus on retaining cus-
tomers. Data miners must understand that if the focus is on retention, then 
cost-effectiveness may or may not play a role. For instance, a given com-
pany may have a highly selected group of high-wealth customers. These 
customers number about 5,000 and represent 5% of all the customers, but 
they account for 50% of all revenues. The company may find that attri-
tion rates have increased by 50%. In this case, data miners could challenge 
whether the identification of high-risk high-wealth defectors through data 
mining will provide real business value. In other words, identifying who 
might be likely to defect is not as important as understanding why these 
customers defect. That is, business owners must understand the key moti-
vations/attitudes and the competitive forces causing large problems with 
retention. As these examples show, probing to better understand the strat-
egy and its objectives provides an initial guide as to the overall impact of 
any data mining solution.

It is often easy to use data mining as a quick hit solution with an obvi-
ous immediate net benefit to the company. The demonstration of these 
results to an organization’s executive team represents an easy avenue for 
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managers to show their value to the organization. However, these results, 
despite their net immediate benefit to the company, may actually disguise 
more long-term business problems that will severely impact the balance 
sheet in a few years. For example, analysts may build retention models 
that allow marketers to target high-risk defectors but hide the fact that 
overall interest in the company’s products and services is declining.

Aside from the retention example described above, another good exam-
ple is the introduction of a new product. For example, using some basic 
data mining tools, companies can achieve an overall net benefit to the 
marketing program. But even with data mining, it may still be true that 
in some scenarios a company’s profitability has been seriously eroding over 
the past few years. New competitors have emerged in the marketplace, and 
severe price competitiveness has resulted. The company has maintained its 
pricing strategy and ultimately its overall contribution margin on a per-
unit basis. However, the fixed-cost proportion of overall expenses relies 
on a certain amount of sales volume to meet these expenses. With price 
competition, the volumes have deteriorated significantly thereby increas-
ing the fixed-cost component as a percentage of revenue. At this point the 
company should focus on repositioning the product. Rather than get into 
the specifics of what this entails since that is neither the purpose of this 
book nor my expertise, it is enough to say that data mining at this point 
in time is clearly imprudent and would use up resources that should be 
devoted to other areas of the business.

What Is the Specific Objective  
of this Initiative?

In many of the initiatives, the solution is tactical as the marketers or busi-
ness persons already have a preconceived notion of what they want to do. 
For instance, the development of a cross-sell model represents the type 
of solution to cost-effectively promote other types of products to existing 
customers. In another situation, the objective may be to lower the costs of 
acquisition efforts by building response models. On the surface, the deci-
sion to build these tools may make perfect business sense; however, man-
agement must determine whether these short-term solutions are consistent 
with the overall marketing strategy. If the strategy is to provide significant 
growth, the use of data mining would not be considered a key compo-
nent in the initial phases of this strategy. Awareness rather than cost-effec-
tiveness is the prime objective of such a strategy. Once this is achieved, 
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maintaining awareness and continuing growth become more challenging 
due to such forces as market saturation and increased competition. At this 
point, data mining may indeed be more relevant as marketers strive to do 
this in a more cost-effective manner. If the specific objective is consistent 
with the overall strategy, analysts have to think through the preconceived 
solution. For instance, they could use a cross-sell response model to pro-
mote a specific product to the right group of customers. But the question 
is whether this is the right product. Despite having a high predisposition 
toward responding to an offer for this product, customers may have a 
higher predisposition toward another product type. Product affinity mod-
els provide a solution whereby products can be ranked in relative terms of 
their purchase affinity for a given customer.

In some cases, identifying the business problem or challenge is con-
sidered to be predetermined since this occurs before the actual mining of 
any data takes place. With this approach, data mining is seen as a purely 
tactical approach that develops tactical solutions for specific problems and 
challenges. Organizations following this approach assume that data min-
ing either plays a very limited role or none at all in the development of 
strategy. It is my belief that this type of approach is less than optimal. 
Organizations that use data mining for both strategic as well as tacti-
cal solutions will achieve superior solutions than those using data mining 
purely for tactical purposes. Including problem identification as part of 
the data mining process acknowledges that data mining can be used to 
derive insights for the development of new strategies. Let’s take a look at 
a few more examples.

For example, a company is experiencing significantly eroding sales 
from its outbound telemarketing acquisition efforts. Their current acqui-
sition strategy has not changed over the past couple of years. Based on 
this cursory information, it would appear that list fatigue has set in, and 
analysts need to develop tools to produce more targeted lists. Accordingly, 
marketers have instructed the data mining department to build a response 
model to help optimize sales.

But the lack of collaboration between the data mining department and 
the marketing department ultimately results in a solution that does not 
take into account the big picture. The acquisition model is built with 
the intention of maximizing response. As a result, response is maximized, 
but the sales numbers are still suboptimal. Further investigation reveals 
that the cancellation rate in the first three months among new custom-
ers has increased. Both marketing and data mining departments made 
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assumptions here that the optimization of acquisition response would lead 
to optimized sales. If a more up-front and collaborative investigation had 
been conducted, it would have been found that a tool had to be developed 
that optimizes response and also the likelihood of retaining customers for 
more than three months.

Another good example of being reactive (tactical) rather than proactive 
(strategic) is when marketers claim a predictive model cannot be developed 
until a marketing database or data mart is set up. This decision delays the 
development of tools that can achieve tremendous cost savings for current 
campaigns. Data mining can yield solutions from raw legacy systems and 
databases in a very short time frame (in as little as four to six weeks).

Another classic example is the case of “we don’t have the data.” Letting 
data miners examine the data allows them to use their expertise and expe-
rience to provide an approach that leads to higher yielding results. For 
instance, acquisition programs provide the most varied approaches for tar-
geting names. In some cases, analysts may develop individual-level models 
from companies that compile lists of names containing demographic and 
attitudinal information. Information pertaining to individuals is collected 
when consumers fill out a lengthy survey in return for coupons that can 
be redeemed to purchase more products at a discount. Other individual-
level sources for acquisition contain information relating to consumers’’ 
magazine purchase habits. Here, the information concerning magazine 
purchase behavior is compiled into a magazine category. The actual fields 
of data then reveal the recency, frequency, and value of purchases in an 
overall magazine category. In addition to the magazine purchase informa-
tion, Stats Can information in the shape of PSYTE demographic clusters 
(60 clusters nationally) can be appended to each individual record.

In other cases, analysts may develop geographic-level models if only 
name and address information is available. These acquisition models 
utilize Statistics Canada demographic information, which is aggregated 
to a particular geographic level. For census data containing information 
such as ethnicity, occupation, education, and a range of other population 
demographics, the census level information is aggregated to approximately 
400–500 households. The disadvantage of this information is that it is 
collected only once every five years. Over time data becomes stale, which 
is a problem. Meanwhile, the postal walk data collected from personal 
tax returns contains information about tax filers related to their income 
and wealth. This information is collected annually and thus is definitely 
superior to the somewhat stale census data. However, its limitation is its 
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lack of granularity because the data is aggregated at the level of the postal 
walk, which represents approximately 800 households and is thus inferior 
to the more granular enumeration area EA census tract of 400 house-
holds. Furthermore, the breadth of data is limited as information is pri-
marily related to income and wealth and does not cover as broad a range of 
information as census information. The use of a conversion model table, 
though, whether at the census or postal walk level, is critical to map-
ping the appropriate demographic data back to the postal code level. The 
table in figure 5.2 shows an example of some demographic Stats Can data 
mapped back to census and to postal code.

The postal code information represents the critical link in appending 
this data back to either prospect or customer files.

Another limitation when dealing with Stats Can census data is the 
government’s most recent decision to make the census totally voluntary. 
This means that when analytics exercises compare information over time 
or between different time periods, the reliability of this information is 
questionable. However, if the data is used for rank-ordering purposes, 
then reliability is less of an issue in producing an effective data mining 
solution.

Although the above issue is specific to Canada, the approach and chal-
lenges in dealing with external geographic area data are similar in all 
countries. Challenges in understanding the granularity of the data or the 

Census Postal Code
Median  
Income

Avg.  
Age

Avg.  
Household  

Size

% of 
population 

with university 
education

100001002 M5A2J1 $42,000.00 40 2 10%
100001002 M5A3J3 $42,000.00 40 2 10%
100001002 M5A4J1 $42,000.00 40 2 10%
100005004 H4B2E5 $50,000.00 35 1 85%
100005004 H4B3E1 $50,000.00 35 1 85%
100006008 L1W3K6 $37,000.00 43 3 5%
100006008 L1W2L5 $37,000.00 43 3 5%
100006008 L1W3K1 $37,000.00 43 3 5%

Figure 5.2 Example of Geographic Table (Census and Postal Code) and Demographic 
Variables
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geographic level of data capture are consistent across all countries. The 
question is whether this data can be appended back to customer files?

These geographic-level models using the Canadian example, whether 
derived at the census level or the less granular but more frequently updated 
postal walk level, will never be as powerful as models developed from indi-
vidual-level data, but they can still yield very powerful results especially 
when applied to list universes that are very large (i.e., more than 1 mil-
lion names). These models in many cases can be more broadly applied 
since they are developed at the level of a geographic area. Meanwhile, 
individual-level models can only be applied to those lists from on the basis 
of which the model was originally developed. Moreover, these lists may 
have inherent skews or biasness in the data. For example, models based 
on responders to a coupon survey are an example of this kind of bias-
ness. Comparing the responder pool to the Canadian population at large, 
analysts may learn that the typical coupon responder pool tends to skew 
toward those with lower income and females. Companies using this biased 
data in order to build acquisition models would need to understand this 
dynamic before even considering building any models. In all likelihood, 
the overall list representing this source of data would be tested regarding 
its potential to achieve an acceptable response rate. If this threshold was 
met, then the list would be explored further in terms of using data mining 
techniques such as acquisition models to optimize the overall results.

Another example of creating targeting tools for acquisition purposes is 
the use of customer penetration indexes that are based on the principle of 
“fish where the fish are.” Using penetration indices as targeting tools is 
both pragmatic and easy to understand and, more important, easy to do. 
No deep understanding of statistics is required for deploying these tools.

In some cases, very limited information is available to help resolve busi-
ness problems. But that does not mean that data mining techniques cannot 
be employed. For example, let’s assume a retail company would like to initi-
ate a CRM discipline in its acquisition programs. First of all, the company 
would like to use data and information to improve its overall effectiveness. 
The only information or learning available is from the company’s research.

This retail company collects no information on its customers. Market 
research has indicated that the key drivers of purchase behavior are high 
income, female immigrants.

Here, data miners and marketers can think of creative ways to capital-
ize on learning that currently exists rather than expend resources in a 
campaign and to also be forced to wait another three to six months before 
obtaining the results of this campaign. The table in figure 5.3 outlines 
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how the creative use of Stats Can information as a proxy for research 
learning might provide one targeting approach. Each of the key pieces of 
market research learning represents available information that has been 
compiled at the enumeration area by Statistics Canada. Using a conver-
sion table (enumeration area to postal code), analysts can then create fields 
of this key information at a postal code level. From this table, analysts can 
create an overall index based on this information. The table in figure 5.3 
depicts how this overall index might be calculated.

Assuming that each key field or piece of information is equally impor-
tant in the overall index, then the index for M5A1J2 is

(.33 × 1.25) + (.33 × 1.15) + (.33 × 2) = 1.45.

Before adopting this index approach, the appropriate tests and controls 
would be put in place to evaluate the current approach and to develop 
new learning. This new learning could also be utilized to develop acquisi-
tion models if the appropriate random samples are created within the test 
matrix. For the future, analysts could determine which approach is supe-
rior (acquisition model or penetration index). The key point here is that 
current learning can be acted on immediately rather than having to wait 
for the outcome and results of the next campaign.

Leveraging both the marketing expertise and the data mining exper-
tise in identifying problems helps to ensure that the organization is more 
clearly focused on the higher priorities with more significant impact on 
the business. The marketers’ experience in terms of prior campaign results 
and strategies complements the data miners’ experience and expertise in 
terms of understanding the data environment and what works best for 
a given business situation. This combination of skills represents a com-
petitive advantage in identifying business problems or challenges that can 
potentially yield greater returns to the business.

However, problems or challenges are often entirely open-ended, and 
data mining then becomes an exercise in discovering knowledge or data 

Income % Female % Landed Immigrant

Average Postal Code $40,000 52% 5%
M5C 1J2 $50,000 60% 10%
Index 1.25 1.15 2

Figure 5.3 Creating a Postal Code (Geographic Area) Level Index
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that provides direction and strategies for activities that should be under-
taken over the course of the next year or two. This process involves a 
staged process, and the key stages are the following:

Data audit●●

Business results gathering and key stakeholder interviews●●

KBM and post-campaign results●●

Segmentation and profiling●●

We will discuss these stages in more detail in later chapters.



C h a p t e r  6

The Data Mining 
Process: Creation of 
the Analytical File

Once the business challenge or problem is identified, analysts 
have to understand the data and information requirements for conducting 
the necessary analytics. Analysts do not need to perform a rigorous data 
needs analysis as would be required for building or designing a database; 
they are only concerned with what is already there and not with what 
should be there. When a file and some of its contents have been identified 
as potentially relevant for an analysis, analysts in most cases request the 
entire file as one data component in the project.

Other files would also be requested depending on their relevance to the 
project and whether customer-related information can be extracted. This 
is when the data audit process begins; it is a rigorous data exercise with the 
following objectives in the context of optimizing the data environment for 
analytics:

Quality of data●●

Data integrity●●

Usefulness of data for data analysis●●

When the source files have been determined, analysts then must under-
stand the quality of the data. In other words, are there certain fields that 
have a large proportion of missing information?

In the example shown in figure 6.1, 43% of the customer base has no 
start date as a customer. A number of techniques can be used to handle 
these missing values. For instance, using the average or median value of 
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the values not missing to impute an overall value is a popular way of deal-
ing with missing values. A more robust but much more time-consuming 
way is to build a model or algorithm that predicts the value of a variable 
based on other fields or characteristics in the database. Another example 
of a poor data quality is when all records have only one outcome. For 
example, using gender as a potential variable in sports analytics involving 
major league baseball would be meaningless since the analytical file would 
consist of males only. We cannot draw any insight regarding gender as 
there are no females for comparative purposes.

Another problem concerns the integrity of the data pertaining to values 
in a field that don’t make sense. In the example in figure 6.2, all prod-
uct codes are comprised of letters and likely relate to a specific product 
category. The product category “999” suggests that some investigation is 
required to better understand what this relates to.

After the data quality and data integrity issues are ironed out, analysts 
must consider how certain fields should be summarized or grouped. This 
is particularly relevant for purchase history. For instance, to summarize 
the spending into yearly categories with one category for the customer’s 
overall lifetime spending. At the same time, there may be hundreds of 

Tenure # of Customers % of Customers

1998 49,000 14%
1999 49,000 14%
2000 59,500 17%
2001 42,000 12%
Missing 150,500 43%
Total 350,000 100%

Figure 6.1 Frequency Distribution of Customer Tenure

Product Category Code # of Customers % of Customers

ABC 103,810 30%
DEF 118,650 34%
GHI 74,165 21%
999 49,875 14%
Total 350,000 99%

Figure 6.2 Frequency Distribution of Product Category Code
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different product purchase codes. The challenge in using this data in a 
meaningful way is to group these product codes into broad categories so 
that the grouped information has enough data for any future statistical 
exercise in a given data mining project.

Once analysts have determined how to handle data quality issues and 
how to group or summarize the data, algorithms are then written to orga-
nize the data and information into one overall analytical file. This stage 
is often one where data miners or analysts best demonstrate their value to 
the organization by using their knowledge of the information environ-
ment to create meaningful variables or fields of information that will be 
most relevant for a given analysis. For instance, trend variables (growth 
and decline) as well as purchase variables related to time and type of pur-
chase are derived from analysts’ work and are not directly obtained from 
the source database files. In fact, the proportion of sourced (direct from 
the source files) to derived variables (created by analysts) is about 10% to 
90%. Creating derived variables that are meaningful in the data mining 
exercise is one of the most important skills of data miners.

The ability to merge different files into one overall file is a very critical 
component of this exercise. This requires analysts to understand how to 
link files together through some preexisting match key or to develop the 
appropriate logic in creating this match key. The merging of different files 
involves a deep understanding of the various data relationships between 
files such as one-to-one, many-to-one, and many-to-many. Data can be 
looked at from two perspectives:

Behavioral (how are persons or the record of interest behaving)●●

Nonbehavioral, such as demographic data, external geographic ●●

area data, or activities that are impacting the person or record of 
interest.

Yet, the ultimate objective here is to determine which variables are 
going to be useful for the data mining exercise at hand.

Data

Data mining practitioners agree that data mining success is based on the 
data. Although the use and knowledge of statistics is important, the lack 
of decent and reliable data will result in suboptimal solutions. Intimate 
knowledge of the data environment is the key to producing effective 
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solutions. “Intimacy” may sound like an odd word when dealing with 
data, but it does express a certain level of closeness needed when conduct-
ing data mining exercises. This feeling of closeness implies that analysts 
must fully understand the reliability and integrity of each piece of data 
considered for a given data mining project.

The example of the education process can best serve to illustrate the 
importance of data. In the education system, reading and mathematics 
are considered essential requirements in any successful career. Yet, these 
two disciplines have basic technical fundamentals that must be mastered 
before students can be successful in either discipline.

In mathematics, students must master the fundamentals of addition, 
subtraction, multiplication, and division. In reading, they must master the 
alphabet before they can read a story. This process for mastering a particu-
lar discipline is much like the one for mastering analytics. In analytics, 
our ABCs are data. Analytics practitioners must have a conceptual under-
standing of data and a hands-on approach to data. With this approach 
analysts gain a much deeper understanding of the data and are better able 
to handle all the detailed nuances that are inevitable in the data world.

Conducting a Data Audit on  
the Source Data

In any environment, whether digital or offline, analysts must have a pro-
cess for better understanding data. How is this done? The first step is the 
data audit, which we will discuss now.

Once the data sources have been identified for a given project, they 
must be mapped out to the source data in the source files in their IT envi-
ronment. The appropriate source data is then extracted, and a data audit is 
conducted on this data. The extent or detail of this data audit depends on 
whether the project is in development mode or simply reproducing these 
reports on an ongoing basis.

If this is the initial creation of these reports, the source data and source 
files are likely to be unknown to the analysts. In this case, the initial 
development of these reports requires that the more exhaustive data audit 
be performed in order to explore each field or variable from all the source 
data. These reports provide insights on the following:

Extent of missing values●●

Range of values●●
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Average, minimum value, maximum value●●

Number of unique values●●

The results from the data audit indicate the usefulness of a given variable 
in the overall set of measurement reports. For example, if age is a desired 
field in this measurement template but the data audit uncovers that 75% 
of the age fields are missing values, then the usefulness of age in reporting 
is severely limited by the missing values. However, analysts could create 
a binary variable from age based on whether the value is missing or not 
missing. Analysts have often found that this type of information can yield 
valuable learning in any measurement or analytical exercise.

Regardless of whether the data represents new information unfamiliar 
to the analysts or represents a familiar data source, a process such as a data 
audit is needed for a better understanding of the data at a detailed level.

The first task in the data audit process is to obtain an initial glimpse 
of the data by observing a random set of 10 records and all their accom-
panying fields from a given file, which is referred to as a data dump. This 
simple task accomplishes two objectives. First, it determines that the data 
has been loaded correctly into the analytics application used. Second, ana-
lysts get an initial sense of the data environment. In other words, is this a 
very simple data environment or one that is quite exhaustive?

In this example shown in figure 6.3, something has gone awry as the 
third record reveals values that do not make sense for all the fields that are 
to the right of the birth date. Further investigation reveals that missing 
values were not handled properly when loading the data into the com-
pany’s analytical environment. Fixing this problem reveals what is shown 
in figure 6.4.

Here the number of files and the number of fields in each file together 
with examples of the values of these fields allow analysts to gain a very 
deep, detailed understanding of the data environment.

Account 
Number

Postal  
Code

Birth  
Date

Start  
Date

Behavior 
Score Income

# in  
House

123456 M5A 3S6 Jul-49 Mar-91 500 30000 6
345321 H3A 2B5 Aug-54 Apr-92 550 42500 1
543235 T5A 2S7 Jun-83 600 35,500 3 543210
etc.

Figure 6.3 Sample of 3 Customer Records and Fields

 



D a t a  M i n i n g  f o r  M a n a g e r s46

Then, further data diagnostics are conducted so analysts can determine 
the number of unique values and the number of missing values for each 
field on each file they have received. An example of this kind of report is 
shown in figure 6.5.

This example shows that household size may not be a useful variable for 
an analytics exercise because 90% of the records have missing values. At the 
same time, product type, which has few missing values, contains over 3,000 
different values. This would be no problem if the variable was continuous, 
such as income or spending. But in this case, the data format is character, 
namely, a product SKU, which is the typical most granular product level 
detail. Analysts must treat each outcome as a yes/no variable (all 3,000 out-
comes become yes/no variables) where a yes is coded as 1 (presence of prod-
uct SKU) and no is coded as 0 (no product SKU). What does this mean? 
If there are 100,000 records with 3,000 product SKUs, a rough average 
would indicate that 33.3 records out of 100,000 would have a specific SKU 
for a penetration value of .03%. The use of binary variables in this scenario 
would be meaningless in any future data mining exercise because there are 

Variable
# of  

Records
Data Field 
Format

# of Unique 
Values

# of Missing 
Values

Income 100,000 Numeric 50,000 2,000
Customer Type 100,000 Character 4 10,000
Gender 100,000 Character 3 50,000
Household Size 100,000 Numeric 7 90,000
Product Type 100,000 Character 3,000 5,000
Customer Name 100,000 Character 100,000 0
Postal Code 100,000 Character 50,000 0

Figure 6.5 Data Diagnostics Report

Account 
Number

Postal  
Code

Birth  
Date

Start  
Date

Behavior 
Score Income

# in  
House

123456 M5A 3S6 Jul-49 Mar-91 500 30000 6
345321 H3A 2B5 Aug-54 Apr-92 550 42500 1
543235 T5A 2S7 Jun-83 600 3500 3
etc.

Figure 6.4 Sample of 3 Customer Records and Fields, Adjusted
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too few 1s and too many 0s. Further diagnostics, such as frequency distri-
butions, allow analysts to better understand the distribution of values in a 
given field. Some examples of such reports are shown in figure 6.6.

In the report in this example, it would be difficult to establish personal 
communication with these people (50% of customers) since their address 
is not known.

In the example in figure 6.7, gender might be a difficult variable to use 
analytically because 50% of the variable values are missing. Yet, this would 
not be the case for income where only 2% of the values are missing.

Another example based on tenure (creation date) is shown in figure 6.8. 
Here, customer counts increased significantly between 2005 and 2006, 
which indicates that acquisition in this period increased significantly. 
This would warrant investigation as to why this occurred.

With the information from these data audit reports, analysts can then 
determine how to create the analytical file that represents key information 

Region # of Customers % of Total Customers

Europe 25,000 2.5%
North America 100,000 10.0%
Africa 350,000 35.0%
Asia 25,000 2.5%
Missing Values 500,000 50.0%

Figure 6.6 Frequency Distribution of Region

Gender % of Records

Male 23%
Female 27%
Missing 50%

Income % of Records

<25000 25%
25000–50000 25%
50000–75000 25%
75000+ 23%
Missing 2%

Figure 6.7 Frequency Distribution of Gender and Income
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in the form of analytical variables. The objective in this exercise is to 
have all meaningful information at the appropriate record level where any 
proposed solution will be acted on. In most cases, this would be the level 
of the customer or individual but is not necessarily confined to that level. 
For example, pricing models for auto insurance are actioned at the vehicle 
level, and retail analytics might focus on decisions that are actioned at the 
store level.

The data audit process should not only be conducted on new informa-
tion or data sources but also on known data sources that serve as updated 
or refreshed information for a given analytical solution. Although the 
data audit process used in processing a new data source can be quite 
comprehensive, a less rigorous process may be used when assessing 
refreshed or updated data. This may be as simple as checking the number 
of records and fields that are received as well as some basic data audit 
reports on means or averages of key variables that are unique for a given 
organization or company. In any event, even a shortened version of a data 
audit report can establish a means of identifying problems or issues with 
the data used by analysts. An example of such a report is presented in 
figure 6.9.

In this example, key variables or potentially key business measures 
(KBM) are tracked over time to identify data issues or changes (both posi-
tive and negative) taking place in the business.

Column Name: 
CREATIONDATE Count Percent

Cumulative 
Count

Cumulative 
Percent

[Missing] 1,822 3.4% 1,822 3.4%
2002 2,276 4.3% 4,098 7.7%
2003 2,027 3.8% 6,125 11.5%
2004 2,430 4.6% 8,555 16.1%
2005 3,213 6.0% 11,768 22.1%
2006 5,575 10.5% 17,343 32.6%
2007 6,699 12.6% 24,042 45.2%
2008 7,793 14.6% 31,835 59.8%
2009 7,239 13.6% 39,074 73.4%
2010 8,743 16.4% 47,817 89.8%
2011 5,418 10.2% 53,235 100.0%
Total 53,235 100.0%

Figure 6.8 Frequency Distribution Report on Creation Date (Tenure)
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Data audits, despite producing the least glamorous type of reporting 
information, are necessary prerequisites in any analytics process. Since 
all analysis starts with data, extreme diligence and respect for the data 
are required. This attitude to data helps to foster an appreciation of the 
many data nuances that can appear in a project. If analytics is going to 
be successful, data audits represent the first critical task in any given 
project

With this initial solid understanding of the data, the other critical com-
ponent in creating the analytical file is establishing before and after (often 
referred to as pre- and post-) periods. In any data mining exercise, analysts 
must understand the metric being analyzed or targeted or modeled. This 
information is often referred to as the objective function or the behav-
ior to be understood better. The following are some common business 
examples:

How do we reduce attrition?●●

How do we reduce credit loss?●●

How do we optimize response?●●

In all these examples, analysts construct the analytical file in such a 
way as to create a solution to the above questions. But the behaviors or 
objective functions that are being analyzed ideally should be created in 
what is referred to as a post-period. Only the information used to create 
the objective function should be used in a post-period.

Meanwhile, the pre-period is used to create all the information that 
will be used to derive insights about the objective function or behavior 
in the post-period. The schematic presented in figure 6.10 best illustrates 
this. In this schematic, the analytical file is constructed where all the pre-
period information occurs prior to the information in the post-period. In 
a way, analytics here are used in a more robust way because it considers 

Period 1 Period 2 Period 3

Record Count
Avg. Purchase Amount
Average Age
Average Tenure
Etc.

Figure 6.9 Historical Perspective of Key Business Measures

 



D a t a  M i n i n g  f o r  M a n a g e r s50

information (pre) that could be interpreted as predictive of something that 
will happen in the future (post).

Practitioners often assume that the objective function or post-period 
variable is relative straightforward and easy to create, which is not always 
true. Many examples exist in practice today. The first example is the use 
of proxies in creating a dependent variable. Requests are often submitted 
to build predictive models where no prior history exists. With no prior 
history, analysts cannot build a model that precisely predicts this behav-
ior since it has not occurred yet. However, they can look for historical 
behavior that is similar to the behavior to be predicted. This similar type 
of behavior becomes the proxy for building the model. For example, ana-
lysts may want to build a model that predicts the likelihood of someone 
purchasing tennis shoes because the company has decided to promote 
these products. A reasonable proxy might be the likelihood of someone 
purchasing a tennis racquet because these products have been promoted 
in the past.

Another good example would be the purchase of squash products 
where none of these products have been promoted in the past. In this 
scenario, tennis products can serve as proxy or maybe the task can be 
seen on a broader context. Using tennis racquet purchase behavior as 
proxy could certainly be considered reasonable for purchases of tennis 
shoes, but when looking at a different sport additional analytics may be 
required for more insight. Correlation and affinity analysis may be con-
ducted to find out how product purchase behavior aligns. For example, 
individual sports, such as running, golf, and tennis, may be more closely 
aligned with each other than with team sports, such as baseball, hockey, 
and football. Analysts can then identify the objective function as some-
one who is most likely to purchase a product related to an individual 
sport.

Building models to predict car purchase behavior can be a very chal-
lenging endeavor because car purchase behavior is infrequent with a typi-
cal average purchase cycle of five years. Building repurchase models is a 

Pre period Post Period

All behavior prior to Jan 01–2011 Jan 01–2011 / Mar 31–2011
All predictor variables Objective function

Figure 6.10 Schematic of Pre- and Post-Period on the Analytical File

 



51C r e a t i o n  o f  t h e  A n a l y t i c a l  F i l e

daunting task because some customers will purchase a new car at three 
years, some at four years, some at five years, and the rest at six or more 
years. Analytics could be conducted to determine the time period of most 
of these purchases. In any case, the purchase period serving as the post 
period in defining the objective function encompasses a number of years. 
Creation of the analytical file would be based on all the characteristics 
and behaviors of customers prior to the post period. If the post period is 
three years, the information used is somewhat dated. A better approach to 
narrow down this post period window might be to use lease information; 
in that case analysts know when the lease expires. This expiration date can 
be used for the model and to determine who renewed a lease as opposed to 
those who did not renew. This information could then be used as a proxy 
for car purchase because it focuses on customers who are engaged with 
the car company. Using engagement by modeling on the basis of lease 
renewal represents a more practical approach to determining car purchase 
behavior.

Retention models often present the most difficult problems when try-
ing to create the dependent variable. In most cases, there is not a pre-
cise behavior that defines cancellation such as renewing a subscription. 
Rather, cancel behavior is defined by inactivity in a specific period. As in 
the car example above, defining this period is not straightforward. For 
example, customer purchase inactivity of a week may define someone 
exhibiting cancel behavior in a grocery company, but the same period 
of inactivity to define cancels for tire purchases would be inappropriate. 
Analytics can be conducted to define more precisely what the purchase 
period should be.

Creation of the Analytical File  
and Pivot Table

One potential end deliverable in creating the analytical file is the creation of 
a pivot table. To create the pivot tables, further summarization is done based 
on how the data is to be viewed against a given key business measure (KBM) 
or set of KBMs. The complexity of this summarization will increase as the 
number of dimensions and the range of outcomes within a given dimension 
increase. For example, if the average spending for a given business initiative 
is assessed in terms of gender (male and female) and education level (college-
educated and not college-educated), then there are 4 (2 x 2) possible views or 
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dimensions. However, if spending is analyzed by gender, education level, age 
category (<25, 26–35, 36–45, 46–54, 55+) and by household size category (1, 
2, 3, 4, 5+), then the number of views or ways that spending may be looked 
at explodes to 100 (2 x 2 x 5 x 5) possible views or dimensions. The pivot 
table represents the source file in terms of creating the desired measurement 
reports. A schematic as an example of this process in terms of the original 
data sources and the measurement reports is shown in figure 6.11.

The development of measurement reports requires much planning in 
terms of what is being measured. At the same time, a deep understanding 
of the data environment is absolutely critical to implementing any type 
of measurement plan. This requires a team-oriented approach between 
marketers and the data analytics group. Organizations with a strong team 
philosophy uniting marketers and the data group will have reporting sys-
tems that are most effective in the measurement of ROI.

The Value of Understanding the Data 
Environment: Case Study of a Retailer

The retailer in the example wanted to conduct more CRM programs and real-
ized that data was the foundation of success. The objectives were twofold:

Determine data requirements and
extract data

Receive source data and conduct
data audit

Summarize all key dimension and
metrics to customer level and create

analytical file

Summarize data from analytical file
to pivot table where data is

summarized at the dimension level

Create standard reports and create
ad hoc reports

Figure 6.11 Flow Chart for Creating Business Reports from Pivot Tables
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1. Understand the data environment
2. With this understanding, develop a best customer program.

For objective 1, a standard data audit program was conducted. In addi-
tion to dumping 10 records, diagnostics were also created that indicate the 
total number of records in each file that were loaded into the system. This 
was done to ensure that whatever is received from IT is identical to what 
is loaded into the system.

Once this data was loaded into the system, standard data audit diag-
nostics were completed on all files. A frequency distribution is shown in 
figure 6.12.

This report revealed that 50% of customers had no known address. 
In other words, any personalized contact to these customers requiring 
address would be extremely limited. Of customers with a known address, 
70% resided in Ontario. Both these findings provided learning that (a) 
direct marketing or any CRM system would be severely limited with 50% 
of the customers having a missing address and/or postal code, and (b) 
most activity seems to be occurring in Ontario.

Region # of Customers % of Customers

Prairie Provinces 25M 2.50%
Quebec 100M 10%
Ontario 350M 35%
West 25M 2.50%
[Missing Values] 500M 50%
Total 1MM 100%

Figure 6.12 Frequency Distribution of Region

Last  
Name

First  
Name Address

Postal  
code Phone #

Customer  
ID

Boire Richard 123 Main Street L1W3K6 905–489–2124 1000123
Boire Richard 123 Main Street L1W3K6 905–489–2124 1000126
Boire Richard 123 Main Street L1W3K6 905–489–2124 1000129
Boire Richard 123 Main Street L1W3K6 905–489–2124 1000123

Figure 6.13 Example of Same Customer Mapping to Separate Customer IDs
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Another component of the data audit exercise was to match the two files 
together in order to determine the quality and integrity of the supposed 
match key. The understanding was that customer number or ID was the 
unique qualifier for each customer. In fact, this customer ID was not only 
unique, it was too unique. Primary forensics involved matching the customer 
file to the billing file. Here the usual outcome was produced, and one cus-
tomer ID matched many customer IDs in the transaction file. This outcome 
is expected as customer will have had several transactions with a given com-
pany and thus a one-to-many relationship. Further forensic investigation on 
this file and the dumps of records revealed the scenario shown in the example 
in figure 6.13.

This outcome indicated that a given phone number was linked to 
multiple customer IDs. Perhaps there may be more than one person in 
a household with the same phone number who are separate customers. 
However, deeper investigation of the data was conducted by examining 
name and address of these records, and it was discovered that duplicate 
phone numbers did not indeed map to separate customers but rather to 
the same customer (the Richard Boire example above matches to 4 unique 
customer IDs). In these cases, the same person was mapped to multiple 
IDs. In presenting this information to the company, it was decided that 
a better understanding of the process of how a customer obtains a given 
ID was required. In the investigation, analysts discovered that customers 
obtain a new ID if it is their first time in a given store. This led to the 
discovery that customer IDs were not unique to a given person but to the 
person and the store. In other words, if a person conducted business at five 
different stores, that customer would have five separate IDs. In the exam-
ple, Richard Boire has gone to three separate stores (1000123, 1000126, 
and 1000129) and has shopped twice in the same store (1000123).

Analysts then realized that the phone number would be the optimum 
match key. Each store was required to capture a customer’s phone num-
ber every time the customer made a purchase. Specific recommendations 
included the following:

1. Use phone number as the basis to build unique customer keys.
2. Use software that can append name and address to customers with 

missing values in these fields. With phone number available on 
100% of the records, this is the critical key in a table provided by 
the software that contains fields mapping phone number to name 
and address.
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3. Consider programs that expand the retailer’s presence beyond 
Ontario.

The key consideration here is that the better insight into the existing 
data environment allowed us to identify and adopt these data strategies.

The second component of the research dealt with conducting analysis. 
In discussion with this retailer, it was discovered that management did 
not know who the company’s most valuable customers were. Were 80% of 
revenues being driven by 20% of the customers or was it more like a 60:40 
ratio? The basic Pareto rule regarding customers and revenue contribution 
was completely unknown to management. In identifying how revenues 
were distributed among customers, the company wanted to better under-
stand the data and to create a profile of its best customers. Accordingly, 
data was extracted that would provide the necessary solution. The extrac-
tion focused on active customers only (i.e., customers who had purchase 
activity in the past year). This led to the first key finding: half the retailer’s 
customer base was inactive, and this presented a significant future busi-
ness challenge but one that was outside the scope of this initial project. 
Figure 6.14 presents a decile table ranking customers by total purchase 
amount, which was agreed to by the retailer and used as a proxy for value.

Through this analysis of customers, close to 60% of revenues were con-
tributed by 20% of the customers; consensus coalesced around the notion 
of creating a best customer program for this 20% (high value) group. The 
marketing department also wanted to better understand what these cus-
tomers were like.

As shown in figure 6.15, compiling information about where these cus-
tomers came from and what products they purchased in the past provided 
a cursory profile.

Segment
% of  

Customer
Avg. Annual Sales  

Last Year
% Contribution to Total 

Sales by Interval

High Value 0–5% 250 25%
High Value 5–10% 170 17%
High Value 10–15% 110 11%
High Value 15–20% 70 7%
Low Value 20–25% 50 5%
Low Value 25–100% 25 37%

Figure 6.14 Example of Value Segmentation Report for Retailer
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Best customers tend to reside in Quebec and the West●●

Best customers tend to buy product A●●

With this information, the next step was to act on learning in a best 
customer program. A list of names for this program (200,000) had to be 
created. In creating this list, a “do not promote” list was also created and a 
list of names that were promoted to but were not part of the best customer 
group. A schematic of this list selection is shown in figure 6.16.

The names (175,000) are all front-loaded as the segment (best cus-
tomer) and communication strategy (control) are expected to be the win-
ning strategy. The remaining cells are about learning:

Did the campaign yield incremental purchase results over and above ●●

those of customers who received no campaign offer?
Which communication strategy works best (test vs. control)?●●

Customer Segment Control Test Do Not Promote

High Value/ Best Customer 175,000 5,000 5,000
Balance 5,000 5,000 5,000

Figure 6.16 Example of Simple Test Matrix for Best Customer Program

Product Type % of All Customers % of All High-Value Customers

Bought Product A 20% 40%
Bought Product B 30% 10%
Bought Product C 25% 25%
Bought Product D 25% 25%
Total 100% 100%

Region # of Customers
% of All High-Value Customers  
within Reported Postal Codes

Prairie Provinces 5% 5%
Quebec 20% 30%
Ontario 70% 55%
West 5% 10%
Total 100% 100%

Figure 6.15 Examples of High-Value Profile Reports
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Do higher value segments (best customer) yield more incremental ●●

results than lower value segments (balance)?

The program was launched and easily exceeded the company’s 
expectations and thus justified the shift from mass-marketing to CRM 
marketing.



C h a p t e r  7

Data Mining Process: 
Creation of the 
Analytical File with 
External Data  
Sources

Today, virtually all organizations conducting activities in 
data mining purchase external data sources. These data sources repre-
sent information a given company is unable to collect solely on the basis 
of its internal activities. Another perspective on this is that this type of 
data represents information that is available to the public either free or 
at some cost. The level of data mining sophistication will determine the 
extent of these external data source purchases. The reason for purchasing 
this data is to augment existing information about customers. How can 
this external data augment a company’s data about individual customers 
(especially when most of this external data is at a less granular or a more 
aggregate level, such as data about postal walks or census information)? 
This can be better understood if the kind of data available is considered at 
the level of the individual customer. For the most part, a very substantial 
portion of this data concerns transactions or purchase behavior. External 
data sources that are valuable to most organizations deal primarily with 
demographics that are in limited supply in an organization’s own data-
base. For example, demographic variables at an individual level, such as 
age, income, and gender, may be missing more than 50% of their values 
when researchers try to extract this information from a customer database. 
The use of external overlay data can provide information related to these 
characteristics based on where the individual lives.
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Using External Data for Existing  
Customer Programs

First of all, purchasers must determine whether the data is needed for 
acquisition programs or for existing customer programs. For existing cus-
tomer programs, most organizations in today’s CRM-driven environment 
have databases of existing customers and their purchases. The organization 
and structure of this data may vary from company to company depending 
on the level of sophistication in database marketing. Yet, regardless of how 
this data is structured and organized, for data mining purposes, the data 
is at an individual level. Data miners will always strive to use as much data 
on the individual level as possible because this will always provide supe-
rior results than the more aggregate data captured at a geographic level. 
But these results can be compromised if there are quality issues with the 
individual-level data. For example, age and income might be reported on 
an individual level. Yet, if over 90% of customer records are missing the 
values in these fields, this individual level data on the remaining 10% of 
customers is not going to be very useful. In this case, businesses should 
look at aggregate data sources, such as Statistics Canada and specifically 
Statistics Canada census data or the appropriate external data provider in 
their country. Aggregate data means that customers residing in the same 
postal area would have the same Statistics Canada values, and customers 
residing in different postal areas would have different values. Appending 
aggregate-level data (Stats Can census area) to this customer file would at 
least provide complete age and income information for 90% of records that 
currently do not have any of this information at all. Using this aggregated 
data for income and age would yield superior results compared to the status 
quo of individual level data that has 90% of this information missing.

In addition to enhancing information where there are data quality 
issues, aggregate-level data can also provide breadth of information. For 
example, areas such as ethnicity, occupation, religion, education, and a 
range of other Stats Can demographic information are unlikely to be 
directly available on any customer database. Appending this type of infor-
mation to an existing customer database can add some value to a model-
ing or profiling exercise. However, the rich individual-level information 
related to the purchase or transaction information of the customer will 
produce the stronger modeling/profiling variables relevant for targeting 
purposes. This aggregated demographic information can also have some 
impact in providing more general insights that can be used to develop 
better communication strategies. For example, the demographic and 
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geographic profile of a certain group of customers may indicate that these 
customers live predominantly in areas with high income, high number of 
immigrants, and a large percentage of self-employed people. Certainly, 
marketing executives might want to develop unique communication strat-
egies for these groups rather than offering them the standard generic pro-
motion of their product or service.

The bigger impact of external data will be seen in its use in acquisition 
programs. In fact, data suppliers market themselves more on the overall 
impact on acquiring new customers. External data is much more needed 
in building any data mining solution for acquisition programs rather 
than adding information to existing customer programs. Typically, name, 
address, and postal code represent the available pieces of data for any 
acquisition program. Postal code is the key link in being able to append 
all the Stats Can demographic data to name and address records. Stats 
Can data is offered in two main types of products. The first product is 
Stats Can tax filer data. The data here is organized based on postal walks 
and represents approximately 800 households; the information it contains 
is compiled from annual tax returns. Such data would contain income-
related information, such as income earned from employment, investment 
income, charitable deductions, etc. The second file, Stats Can census 
data, contains information based on enumeration areas for approximately 
400 to 500 households. Although this file contains some income data, it 
lacks the other measures of wealth that are contained in the tax filer data. 
However, this second file is much richer in demographic information and 
contains information pertaining to ethnicity, religion, language, educa-
tion, occupation, etc. Furthermore, it is much more granular as data is 
aggregated for every 400 households as opposed to 800 households, which 
is the case with the tax filer data. A limitation of this census data is that 
it is updated only every five years, which is when the Stats Can census 
survey is conducted. It is important to remember that in both cases (Stats 
Can census and Stats Can taxfiler) the data is collected at an individual 
level but is then summarized to the appropriate geographic level (postal 
walk for taxfiler data and enumeration area for census data). It is this sum-
marized data that is available to data miners; in this way the data collec-
tion and use adheres to the guiding principles and regulation behind any 
current privacy legislation.

In Canada, recent decisions by the federal government have now made the 
gathering of Stats Can census data by the Canadian population a voluntary 
exercise instead of the more robust mandatory exercises used in all previous 
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Stats Can surveys. Stats Can taxfiler data, though, does not have this same 
limitation as Canadians are compelled to file annual income tax returns.

In 2011, the census data was gathered in this fashion, which makes 
comparisons between periods virtually meaningless. For social demogra-
phers, their work now encompasses more limitations in trying to identify 
key social trends and behaviors that rely on historical census behavior over 
a number of different time periods. In data mining, the implications of 
the new voluntary approach have less impact. Most data mining objectives 
are less about comparing demographic trends over time and more about 
rank ordering or differentiation of records. By using the data at a point 
in time, data miners care less about how the data was collected and more 
about its richness and breadth in being able to create new variables that 
achieve objectives of being able to rank order and differentiate records.

What to Consider When Purchasing External 
Data for Data Mining Purposes

Purchase decisions regarding various data sources can become extremely 
important in any data mining exercise. In purchasing data for data min-
ing purposes, the data is not used to replace existing data but rather as 
additional data sources supplementing the existing data environment. 
However, it has still not been determined whether or not this new data 
can provide significantly better results over data already in the existing 
data environment. The use of lift charts, which will be discussed at much 
greater length throughout the remainder of the book, represents one 
option. For example, the incremental benefit of such charts (see figure 7.1) 
is the additional rank-ordering or incremental lift provided by the external 
data if it is used for a predictive model or targeting solution.
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Figure 7.1 Lift Charts with and without External Data
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Data Storage and 
Security

It is often thought that the main reason for the prominence of 
data mining in today’s business world is software and the specific math-
ematical/statistical applications embedded in these tools. However, many 
of these tools have been in existence for over 25 years. The underlying 
reason for the historical lack of use in the business world has been expense. 
The costs involved in providing the appropriate computer resources to run 
these applications were simply exorbitant. In today’s technical environ-
ment, the limitation is not necessarily on the processing side but rather on 
the ability of human beings to process this data into meaningful informa-
tion. In fact, the use of technology such as Hadoop and MapReduce from 
organizations such as Apache has even accelerated this data processing 
capability to a new level. The world of big data has resulted in the type 
of technology that allows us to deal with the three Vs of Big Data: large 
amounts of data (volume) in different formats (variety) in many cases are 
being streamed in real time (velocity).

These technological advances have led to wider use of data mining 
techniques because of two factors:

Increased ability to store and access data●●

Increased ability to process instructions●●

The increased ability to store, access, and process data is fundamentally 
a function of the significant advancements and reduced costs of both com-
puter memory and disk drive storage technologies. The improved avail-
ability/affordability of computer memory (RAM) facilitates the temporary 
storage of much larger data sets and allows more and faster processing 
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(reads, writes, calculations) to be conducted with data that resides in 
memory rather than data that resides on permanent storage devices (disk 
drives). The improvements in permanent storage devices (disk drives) have 
allowed online storage of much larger quantities of data at reduced costs 
by volume and have provided faster read and write capability and greater 
reliability, thus allowing much more data to be stored in an online (readily 
accessible) state. From a business standpoint, this has translated into the 
ability to access large amounts of data at ever-increasing speeds.

As data represents the primary tool of the data miner, the security of 
this data or information as outlined in legislation is of great interest to 
the data miner. The protection of the data entrusted to data miners is 
not an option but an obligation. Data miners are constantly exposed to 
the transfer of data either in receiving or sending data. The data miner 
should be aware of the sensitivity of the information contained in the data. 
This sensitivity will dictate the various protocols and procedures required 
in any data transfer. Expectations regarding the handling of data have 
changed considerably. Currently, sensitivities regarding data theft and loss 
have contributed to more stringent protocols for data transfer. Encryption 
techniques and secure FTP (SFTP) transfer protocols are now the norm.

Another mechanism for ensuring that data remains secure is to have 
proper data retention policies. Data miners, as a rule, would like to keep 
data as long as possible and have it readily accessible to them. But there 
is always a certain degree of risk in keeping data for extended periods 
of time, especially data containing names, addresses, and other personal 
information. Because data miners deal with data that is used for creating 
and applying a solution, they also need this data when validating the solu-
tion that has been applied to a particular business initiative or marketing 
campaign. For instance, the name and address information of a direct mail 
marketing campaign using an applied data mining solution is required in 
order to link it to back to the responders of that campaign, which would 
also contain name and address information. The rule of thumb in most 
of these cases is usually that data will be kept for six months; this means 
that the expectation is that a back-end or performance analysis should be 
done within six months of the campaign launch. If files are older than six 
months, procedures should be in place to archive this data to offline stor-
age or destroy the data as per the retention policies of the data owner.



C h a p t e r  9

Privacy Concerns 
Regarding the  
Use of Data

Privacy is a topic where people will have strong opinions. In 
Canada, much of this opinion has been formulated into many of the 
principles and guidelines outlined in PIPEDA (Personal Information 
Protection and Electronics Document Act). The legislation in many cases 
is very clear on what marketers and data miners can and cannot do. But 
there are some grey areas when terms such as reasonableness are used. For 
the most part, marketers and data miners respect the legislation since it 
encapsulates what has been best practice in many organizations for many 
years. It is simply a good business practice to be respectful of and attentive 
to the privacy needs of consumers when attempting to properly market the 
right services and products to them.

The industry’s practices and disciplines will result in legislation that 
could be very tolerant or very restrictive. The legislative direction within 
this area will ultimately be determined by how respectful marketers are 
regarding consumers’ rights to privacy. This implies that data miners as 
well as database marketers must be proactive on privacy issues.

Although there are 10 guiding principles within legislation, 3 impact 
the area of data mining the most:

Identifying purposes or use of information●●

Consent●●

Security or safeguards●●
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The principle of security or safeguards was discussed at length in the 
preceding chapter so we will focus on the first two principles here in this 
chapter.

In many ways, using data mining on customer data is not as con-
tentious in terms of privacy as might be expected by some privacy 
experts. Why? With mathematics and science, business users can 
make decisions on groups and not individuals. The reality of any data 
mining analysis is that business users will apply data mining results 
at an individual level; however, the insights and learning regarding 
these decisions are based on the results and performance of a group 
of individuals.

Identifying the Purpose

Consent clauses should clearly state the purpose of the consent. For 
example, if information is collected for the purpose of either renting or 
selling names to a third party for marketing activities, then this should 
be clearly stated in the clause. If information is collected to help sell 
other type of services and products to customers of the same organi-
zation, then that also should be clearly stated. However, some privacy 
advocates might argue that more details should be provided to consum-
ers on how information about them will be used. For example, some 
people believe that consumers should be informed that mathematical 
and statistical techniques will be used to help analyze the information 
about them.

Should marketers really have to explain the intricacies of multiple 
regression and multivariate techniques to the public at large? This would 
be an arduous task, but maybe it should be done simply because it is the 
right thing to do. How do we decide what is right? Regarding this legisla-
tion on data use, “right” is conceived of in terms of what is reasonable. Is 
it reasonable for consumers to know precisely how marketers are analyz-
ing their data? What is reasonable is that consumers want to know how 
marketers will use the information in regard to other marketing activi-
ties. Consumers also expect that future marketing using this information 
would be related to the initial marketing activity in which they gave their 
consent. For example, it is reasonable to expect that a credit card customer 
who has consented to provide information would be offered insurance 
to protect his or her credit rating in case of a job loss. However, it is 
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 unreasonable for donors of a nonprofit company to expect receiving pro-
motions for new credit cards.

This does not mean that nonprofit organizations are restricted in their 
activities, but to highlight that all organizations must consider what is 
reasonable from the customer’s viewpoint.

Reasonableness is not clearly defined, and the test for reasonable-
ness pervades the legislation. This is why many pundits believe that 
this legislation is constantly evolving, especially in the digital informa-
tion age. All involved in using this legislation will gain greater knowl-
edge and insights with more practical experience in the application of 
the law.

Do consumers really care about the use of data mining tools and sta-
tistics to analyze data? If these tools are used to select consumers, then it 
might be argued that consumers do not care about how they were selected 
but only that they were selected for particular services and products. The 
use of these tools in selecting certain individuals is of no interest to those 
concerned as long as they understand they could be selected for a par-
ticular offer or promotion. This might be the threshold of reasonableness 
today for the consumer. As stated earlier, with more experience in the 
application of the law, the threshold of reasonableness might change, and 
consumers may then have to be informed about how their information 
will be analyzed. If that is the case, then the book Statistics for Dummies 
will become a best seller.

Consent

Consent can seem relatively straightforward in terms of whether or not 
the customer gave permission for use of his or her information. However, 
this principle is often more complex since it ties in very closely with how 
a given company will use the information. For instance, a company may 
promote products and services to its existing customers as opposed to 
renting or selling its existing customers’ names to a third party; these 
are very distinct business activities. Some people argue that the former 
activity of continued marketing promotion to existing customers requires 
fewer restrictions on obtaining customer consent than would be required 
for renting or selling the customers’ names to a third party. In fact, even 
regarding renting or selling names to a third party, there may be differ-
ent levels of customer consent. For example, renting names to a business 
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publication would be very different from renting a name to a charity. 
However, in many cases renting and selling of names is no longer an 
acceptable business practice. For companies that continue this prac-
tice, the consent requirement might be very stringent, and this usually 
means that the company requires opt-in consent as opposed to an opt-out 
decision. Other restrictions might also require disclosure of the specific 
organizations that would be allowed to receive the customer’s name and 
address.

Opt-In versus Opt-Out

The distinction between opt-in and opt-out consent decisions is very 
important in terms of gaining customer consent. To opt in, customers 
have to initiate some activity before their consent is deemed to be obtained. 
For example, often they must check or click a box in a promotional offer 
or communication piece from a company. Only when the customer has 
checked, clicked, or filled in the check box, has consent been given. A 
blank check box is not deemed customer consent. In other cases, question-
naires are used to obtain additional customer information, and they might 
contain a clause stating that filling in the questionnaire implies consent 
to the use of the questionnaire and any behavioral information for future 
marketing purposes.

From a marketing standpoint, opt-in consent is very restrictive for 
most organizations and would severely impact their ability to con-
duct their business profitably. Many people will do nothing to initiate 
receiving promotions. This does not mean that they do not want to 
receive additional products or services but simply that they either don’t 
care about filling in the check box or have not paid attention to the 
offer. With opt-in consent, the net number eligible prospects available 
for marketing would be significantly smaller, and then many market-
ers would not be able to take advantage of the economies of scale a 
large volume would offer. Many such companies would cease activities 
that in the past have been very profitable and also provided value and 
service to consumers. With these no longer profitable activities jobs 
would also be lost as well as additional sales dollars, and this would be 
detrimental to our economy. However, in digital marketing, due to the 
proliferation of messages bombarding customers, the opt-in scenario is 
often the norm. In fact, recent anti-spam legislation by the Canadian 
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government now requires e-mail marketers to adopt the opt-in rules of 
consent.

Because of the deleterious effect of opt-in clauses, many organizations 
have attempted to deal with obtaining consent by using the so-called opt-
out provision where permitted. In the opt-out provision, the customer has 
to fill in a check box in order to refuse consent to the gathering and use 
of his or her information. A blank response to this check box is consid-
ered implied customer consent. The key for companies choosing to use 
opt-out consent is to make this consent opt-out clause clearly visible and 
display it prominently in the overall text. Any attempt to bury the clause 
in small print and in the middle or near the end of the text defeats the 
purpose of the overall privacy legislation. Furthermore, for organizations 
priding themselves on being marketing experts, clearly defined opt-out 
clauses simply represent the best business practices that will help to fur-
ther cement their relationships with their customers. Keep in mind that 
these practices are more relevant for nondigital channels such as direct 
mail.

Channel Consideration

Regarding customer consent, another key consideration is the vehicle or 
channel used to promote products and services. For example, direct mail, 
e-mail, and outbound telemarketing calls may not all require the same 
level of customer consent. Perhaps different thresholds should be used 
depending on the channel. Some channels are more intrusive than others. 
For example, receiving a direct mail piece is less intrusive than receiving a 
phone call, especially if it is at supper time. For marketers, opt-in consent 
may be more appropriate for digital and outbound telemarketing chan-
nels while the less restrictive opt-out consent may be more appropriate for 
direct mail.

Time Period for Consumer  
Consent Decisions

Suppose a consumer chooses not to give consent to future promotions 
and/or offers. One of the areas that the legislation does not address 
is the period of time for which the consumer’s decision should be 
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honored. Should a name forever be taken off the marketing list once 
that customer has refused consent? Marketers realize that this “do not 
promote” file will grow over time and at some point represent an oppor-
tunity. This is similar to an organization’s list of lapsed customers; cus-
tomers having had no activity with the company for a certain period of 
time will be targeted by marketers in an attempt to restore the lapsed 
customer’s activity. For the list of “do not promote” names, the logic 
works the same way: after some period of time, it would be reasonable 
to reassess the status of these customers. Perhaps after a year, a promo-
tion specifically geared to reassess the status of these customers might 
be tried. An opt-in statement could also be presented on the customers’ 
monthly billing statement if they ever changed their mind and made a 
purchase.

Likewise, when a person gives consent, the question is how long this 
would reasonably be in force. The legislation doesn’t address the issue of 
period of time for both consent and refusal of consent. This issue also will 
develop as more experience is gained.

All these examples refer to customers, but what about prospects? 
Suppose a company sources its names from the telephone book and 
as part of its overall acquisition strategy decides to build a prospect 
history database. As the database becomes populated, the market-
ers run acquisition campaigns using this database. Over time, they 
collect information related to the type of promotion, frequency 
of promotion, and recency of promotion at the level of individual 
prospects. This information is tremendously valuable because orga-
nizations can segment prospects based on promotion frequency and 
recency. Are organizations respecting consumers’ right to privacy? 
One could argue this both ways. Certainly, consumers would not 
know that this type of information is used to target them. But let’s 
consider the information being used in more detail. The informa-
tion collected relates to what the company has done to the prospect 
in terms of previous promotions. This type of information is com-
pany-driven rather than customer-driven. There is no customer-
driven information here relating to specific consumer activities 
or consumers’ transactional behavior. From this perspective, this 
information about prospect history could be considered somewhat 
less sensitive since no customer-driven information is contained in 
the database. Given the less sensitive nature of this information, 
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marketers could use it to better target their prospects and still not 
be intrusive.

In social media marketing, much of customers’ information would be 
deemed of a prospect nature as well. Yet, the proliferation of this medium 
has resulted in new areas of analytics to leverage information such as text 
mining. People generally would not expect that this information could 
and would be used by a company for marketing purposes. Yet, in this case, 
behavior of the consumer as opposed to that of the company is captured 
without the consumer’s knowledge. Thus, it is questionable whether or 
not consumer privacy is respected here.

Renting or Exchanging Names

Data miners are often responsible for sourcing new names or pros-
pects in order to acquire more customers. For instance, when consum-
ers subscribe to certain magazines, they may see a clause telling them 
that their name might be rented or traded to other organizations. The 
clause would then require an opt-out check box so subscribers can 
check the box if they do not want their name to be traded or rented to 
a third party. In other words, subscribers or customers must be proac-
tive in deciding whether to allow their name not to be exchanged or 
rented to other organizations. But what if a magazine such as Playboy 
decided to exchange or rent its names to another organization? Would 
a simple opt-out clause be sufficient in this situation? One might eas-
ily argue that opt-in consent is the only acceptable type because the 
sense of what is reasonable (always very subjective in the context of 
law) is raised to a new level due the information being more sensi-
tive than with other types of magazines. In this case, consumers must 
directly communicate to the company that they want their name to be 
exchanged or rented to another company. Doing nothing in this case 
implies that the consumer has not given consent. In this opt-in sce-
nario, consent must be explicit through some action by the consumer 
whereas in the opt-out scenario, consent is implicit with no action by 
the consumer.

Although the example of Playboy magazine represents an extreme 
scenario, data miners are often more involved in using customer infor-
mation to promote other types of products and services to existing 
customers. For example, suppose a credit card company wants to sell 

  



D a t a  M i n i n g  f o r  M a n a g e r s72

creditor insurance to its customers. This product offers credit card 
balance protection to a customer in times of economic difficulties, 
such as a job loss. In these situations, the insurance company con-
tinues to pay the required minimum payments on any outstanding 
credit card balances. Before offering this product, the company would 
send an opt-out clause to customers that allows them to opt out of all 
communication about offers. This clause would probably also mention 
customers’ information is used to help offer them the best services and 
products. If customers do nothing, it is assumed that consent is given. 
The company would then use the credit card activity and information 
of all customers who have not opted out. The appropriate names would 
then be selected based on certain customer information regarding their 
likelihood to respond to an insurance product and their likelihood to 
be profitable.

Using Credit Risk Data

Credit risk data presents excellent information for targeting customers for 
marketing purposes. In many marketing models, this was often one of 
the strongest variables. Consumers expect that this information will be 
used for making credit decisions because this is clearly stated on the credit 
application consumers fill out.

However, it’s reasonable to ask whether consumers expect that this 
information is also used for marketing purposes. Clearly, the test of rea-
sonability would fail here, and credit risk data is not generally used for 
marketing purposes at this time. However, organizations such as Equifax, 
which understand the value of data, have created data products contain-
ing this credit-related information but at a postal code level or zip code 
level. Organizations purchase this data as another source of geographic 
information that can be overlaid onto their database. Although the geo-
graphic or postal code/zip code credit risk data is not as powerful as 
credit-risk data about individual customers, it can still provide another 
piece of valuable information to help target customers for various prod-
ucts and services.

In conclusion, regarding privacy, it is important to understand that 
there are no real experts in this area since consumer privacy is an ongoing 
and evolving concern. Even lawyers, though well-versed in the discipline 
of law, do not have the deep understanding of database marketing and 
analytics that industry experts have. As a result, marketers are dealing 
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with legislation designed to protect consumers but without the lawyers 
necessarily understanding the practical business implications or the data 
and technology used to solve these problems. However, over time, lawyers, 
businesses, and the data mining community will gain enough business 
experience to improve the legislation in the interests of both businesses 
and consumers.



C h a p t e r  1 0

Types and Quality  
of Data

Differences between Data Levels

If there is one opinion of data mining that experts almost universally agree 
with, it is that the data components and content are the core of data min-
ing success. Despite the latest advancements in technology and software, 
which all purport to significantly improve data mining results, data is 
clearly the driver behind any successful data mining project. Having said 
that, it is important to understand that there are different types and levels 
of data. Knowledge of these types and levels of data can provide insight 
into how performance will be impacted.

Data miners tend to look at the quality of data in regard to four main 
areas:

Data granularity●●

Biasness of data●●

Data coverage●●

Range of data values●●

Data Granularity

In any data mining exercise, the objective is to acquire as much individual-
level data as possible. Since solutions will always be applied to individuals, 
development of a solution at this level allows analysts to utilize unique 
values of a field for each record. An example is provided in figure 10.1.

What are some preliminary observations we can make regarding these 
six customers even without experience in statistics?

 

 

 

 

 

 



D a t a  M i n i n g  f o r  M a n a g e r s76

Older customers are more likely to respond●●

There is a relationship between age and income where higher age ●●

translates into higher income
Higher income customers are more likely to respond●●

Now, suppose we have geographical or aggregated data (namely, 
Statistics Canada demographics at the census level; keep in mind that this 
applies also to many other countries as demographic data would also be 
collected there at the appropriate geographic level). Typically, this con-
sists of aggregate-level data at the level of enumeration areas that includes 
information such as income, age, gender, education, ethnicity, occupa-
tion, language, mobility, etc.

This information is typically appended to the customer file by postal 
code through the use of a conversion table containing both postal code 
and enumeration area. Customers residing in different enumeration areas 
will have different Stats Can values. However, customers residing in the 
same enumeration area but in different postal codes will have identi-
cal Stats Can census values. In appending data, data miners will always 
attempt to obtain the most granular type of data. This implies that data 
summarization to a given level is minimized. For example, appended data 
could be available at a variety of levels:

Forward Sortation Area (FSA-1st 3 digits of postal code) level: ●●

approx.10,000 households
Postal walk route level: approx. 800 households●●

Census/enumeration area: approx. 400 households●●

It is obvious that the census data would be the most attractive option given 
our objective of granularity. However, the postal walk data contains financial 
information not available at the census level. This includes data such as:

Customer Age Income Response

1 75 80K Yes
2 28 40K No
3 45 60K No
4 33 45K No
5 62 70K Yes
6 65 75K Yes

Figure 10.1 Example of Customer/Individual-level Demographics
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Charitable donations●●

Registered Retirement Savings Program(RRSP) room and ●●

contribution
Dividend and investment income●●

Postal walk information is also updated every year, but the census data 
is updated only every five years. Depending on the objective of the data 
mining project, different purchase decisions in terms of external data will 
be made regarding postal walk versus census data. Outside Canada, this 
approach to making these type of decisions still applies.

In order to appreciate the loss of information when using external aggre-
gate-level data, let’s take a look at how this data might appear if the indi-
vidual level data existed for six customers on age, income, and response along 
with the census level data. Figure 10.2 provides a table for these six customers 
showing clear trends: responders are much older and have higher income.

Let’s say that now this information is only available at the census level; 
it would then be summarized as shown in figure 10.3.

By comparing the two tables in the figures, we can see that our findings 
regarding trends differ when we look at each table separately. For instance, the 
above findings at the individual level are not as pronounced when summa-
rized at a census level. The relationship between age and response is very min-
imal, and the relationship between income and response is also very minor.

Census Level Age Income Response

10010001 75 80K Yes
10010001 28 40K No
10010001 45 60K No
10080002 33 45K No
10080002 62 70K Yes
10080002 65 75K Yes

Figure 10.2 Example of Six Customer-Level Records with Census-Level Data

Census Level Age Income Response

10010001 49.3 60K 0.33
10080002 53.3 63.3K 0.66

Figure 10.3 Example of Six Customer-Level Records rolled up to Census level
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These simple examples illustrate the point of how information is lost 
when aggregating data to a certain level. Keeping data at its most granular 
level will always be a paramount objective for data miners.

Biasness of Data

One of the fundamental questions that must be asked at the beginning of 
any data mining exercise is whether the data is representative of how the 
solution is going to be applied. What is meant by this? A huge consumer 
survey has been done, and the results and learning will be applied to the 
Canadian population. It was also discovered that most of the respondents 
of this survey are female (approx. 80%). Applying any learning from this 
sample would be erroneous since the usual gender split in the population 
is about 50/50. Good data miners are able to work with the data they have 
and arrive at some solution. In this case, data miners might stratify the 
above consumer survey sample in order to obtain an analytical sample that 
does have a 50/50 gender split. This would involve the random selection of 
every fourth female survey responder to be included in the survey.

Another helpful example is the application of solutions developed at a 
national level that are then applied regionally. Without getting into any 
political debate on the issue, it is understood that Quebec is indeed differ-
ent from the rest of the country, primarily because of its official language 
of French. Seasoned direct marketers will say that what works in the rest 
of the country does not work in Quebec. This suggests that solutions for 
Quebec must be developed solely from information gathered in that prov-
ince. In fact, in my experience applying solutions developed in Quebec to 
French-speaking citizens outside Quebec is not usually optimal. A similar 
phenomenon is observed when applying solutions for the Rest of Canada 
(ROC) to English-speaking Quebec residents. In other countries, the 
same regional disparities must be considered when applying data mining 
solutions. For example, are solutions that are appropriate in Texas really 
appropriate in New England?

These two examples illustrate that some basic demographics need to be 
considered in evaluating whether or not there is a bias in the data. Aside 
from region and gender, other characteristics to consider are income, age, 
and household size. In trying to determine the biasness of a given sample, 
a simple spreadsheet exercise can be produced that displays the basic statis-
tics (means) between the Canadian population and the sample being con-
sidered for the data mining project; an example is provided in figure 10.4.
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From these results, it is evident that the sample has a large bias toward 
larger families. Applying any solution from this sample would imply that 
its impact would be greatest on larger families.

Bias of this type is not necessarily bad if the biased nature of the universe 
is understood before a data mining solution is applied. Understanding how 
different or biased the data environment is between the time when the solu-
tion was developed and the time when it is applied is important. By com-
prehending this difference, it is possible to select various alternative courses 
of action, such as reducing the performance expectation of a given solution 
or developing a new, more optimal solution for this biased universe.

Data Coverage

Particular files or databases contain many fields, but this does not mean 
that the information is useful. It is not uncommon for database environ-
ments to have many fields but few recorded values in any of these fields. 
Dealing with missing values or data fields where most of the records have 
no recorded value is one of the most common tasks data miners have to 
undertake. The use of a data audit (previously discussed) allows analysts to 
uncover how prevalent the missing value situation is for every given data 
field. With frequency distributions, it is possible to obtain a very good 
sense of the usefulness of a variable based on the extent of missing values. A 
useful rule of thumb is that any variable or data field with more than 90% 
of the records having no recorded value would not be considered a worthy 
variable in any data mining analysis. Organizations can use the results of 
this component of the data audit to help create a standard list of variables 
that can serve as a template for all future data mining exercises.

Demographics Canadian Population Sample for Data Mining Project

Live in West 20% 19%
Live in Quebec 28% 27%
Live in Ontario 40% 41%
Live in Maritimes 12% 13%
Income $38,000 $37,000
Age 45 44
% Female 51% 49%
# in household 1.5 3

Figure 10.4 Comparison of Population vs. Sample Averages
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Range of Data Values

Examination of the range of values for variables allows the data miner to 
identify potential outlier issues particularly for variables that are continu-
ous in nature. Determining the number of unique values also provides 
insights on what data miners may need to do in terms of manipulating 
the data. For example, if the entire analytical file represents only males, 
there would only be one value for gender. Gender in this case would be 
meaningless in any future data mining exercise because there is no other 
outcome that can be analyzed for comparative purposes. In some cases, 
character variables such as product codes may comprise hundreds of dif-
ferent outcomes. This kind of scenario would indicate to data miners that 
these outcomes must be grouped or categorized rather than be limited to 
binary variables for each outcome. An even better example of this is how 
data is analyzed geographically. Analysis by geography tends to be done 
at the level of region or province. Analysis of postal codes or zip codes 
does not provide enough mass in terms of who lives in the postal /zip code 
(very few) relative to those who do not live in the postal /zip code sample 
(everybody else in the sample).

Data Enhancement Services

The business of supplying data has grown significantly over the past 
20 years. This growth can be attributed directly to the growth in data 
mining. Historically, clusters were used solely as a means to target pros-
pects. But as the level of sophistication in using data has increased, ana-
lysts are not only looking at the clusters but also at the raw source data that 
was used in building these clusters. The analytical mind-set is to consider 
a variety of data inputs when building data mining solutions. With this 
kind of mind-set, data suppliers themselves have become more sophisti-
cated and offer data enhancement products beyond just cluster codes. One 
company offers data enhancement products that provide increased tar-
geting capabilities among different ethnic groups. Another organization 
offers demographic postal area information that goes beyond the informa-
tion provided by Stats Can census and tax filer data. In fact, this organi-
zation uses both these sources as well as a variety of other data sources to 
provide annual demographic data at a postal code level.

Although this data is much more granular (postal code level) and 
would therefore appear to be superior to the more aggregated Stats Can 
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data, this postal code demographic data represents estimates and not raw 
or source data. Estimates are based on some form of mathematics and are 
going to have some degree of error. Yet, in building data mining solutions 
for differentiating among customers and/or prospects based on a desired 
behavior, this type of data can indeed provide more powerful inputs to a 
data mining solution than the raw Stats Can data. But again, data miners 
will always strive to consider using both the derived granular estimates as 
well as the more aggregate raw source Stats Can data as data inputs in any 
data mining solution. However, it is extremely important that data min-
ers understand what is source data and what is estimated data when they 
build a given solution. Furthermore, understanding the level of granular-
ity (i.e., postal code vs. enumeration area vs. postal walk vs. FSA) provides 
additional insight into how a given solution might perform. As stated 
before, more granular level type records in theory yield better performing 
data mining solutions.

So far, we have discussed data sources that are available at an aggre-
gate level for targeting prospects for acquisition programs. Individual-level 
data for acquisition programs can also be purchased. One organization 
has built a massive consumer database of individual-level data through 
online surveys to Canadians. The incentives for consumers to fill out this 
survey are coupons and discount offers for many different products. One 
argument, though, against using this data is that the information is self-
reported and that what people say does not necessarily reflect what they 
will do. Another argument against using this data is that there may be a 
responder bias. In other words, people who complete the survey may not 
be representative of the population comprising our initial audience. Yet, 
even with these limitations, this information has been of great value for 
rank-ordering and differentiating prospects and ultimately better target-
ing of prospects for acquisition programs. Marketers can use this informa-
tion in two ways; they can rent names based on this information, or they 
can build models based on the information to then identify the best list of 
prospects from this database. Whether to rent or to model the names will 
depend on the type of business and a company’s products.

In business-to-business marketing, the number of vendors offering data 
enhancement services for better targeting is growing. Some companies 
offer these services in particular sectors while others deal with large com-
panies only. But there are two main players that offer data enhancement as 
well as list rental services for all companies regardless of industry sector or 
size. This information consists of individual company records and includes 
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details on industry sector, industry sales, number of employees, years in 
business, and a range of other firmographic information. Marketers again 
have the choice of renting names specifically for a particular initiative or 
of using the firmographic information to model these names for that same 
initiative. Once again, whether to rent or model names will depend on the 
type of business and a company’s products.

More about Missing Values

The transformation of missing values, as noted earlier, is a critical process 
in data mining. Inputting an average for missing values of continuous 
variables or using a default value for missing values of categorical vari-
ables is acceptable in many situations. But a more exhaustive and robust 
approach might be considered for variables that are known to be highly 
significant in a typical data mining process. For example, certain insur-
ance products have higher appeal depending on the age of the buyer. In 
some cases, age might be the strongest predictor of response to this insur-
ance product. However, we may only have age information on 50% of 
the individuals in the database. Inputting an average for the remaining 
50% would reduce the variable’s ultimate impact on any targeted behavior 
as we are diminishing the impact of any trend based on the continuous 
nature of the variable. Using predictive modeling techniques or some type 
of CHAID analysis, we can impute or estimate the age of the records 
where this value is missing based on other information. Although age is 
not a “hard” observed age but only an estimate, it is still better to have 
estimates that more closely resemble the continuous nature of the variable 
rather than impute one value, such as an average, to the entire group of 
records that have missing values in that field.
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Segmentation

To understand customers, the first step should be to segment 
customers. Although consultants agree on this first step, they do differ 
on the approach to segmentation. There are practical approaches and also 
scientific ones to segmentation. Rather than simply choosing to adopt one 
approach over the other, the correct approach will depend on the complexity 
of the given customer base and on the requirements of the current business 
challenge. For instance, a bank’s customer database containing 1 million 
customer records may require a much more sophisticated approach than a 
retail customer database containing 50000 records. Identifying students 
as a customer segment for a student program in a bank is going to be far 
less complex than trying to identify unique customer segments where the 
objective is to create distinct corporate strategies for these segments.

When adopting an approach to segmentation, it is important to remem-
ber the old business adage: KISS, keep it simple, stupid. This has tremen-
dous relevance for the following reasons:

Easier to understand●●

Easier to execute●●

Easier to track●●

In developing any segmentation system, the incremental benefits of the 
system must be weighed against its complexity. Complexity makes it more 
difficult to understand what the segmentation means throughout the 
organization thereby making it more difficult to execute the segmentation 
system and track the results.

The first consideration should be the number of segments to be created 
in a database. Some organizations have their customer database segmented 

  

 



D a t a  M i n i n g  f o r  M a n a g e r s84

into over 50 segments. In adopting or developing an initial segmenta-
tion system, a good rule of thumb is plan for no more than 10 segments. 
In keeping the number of segments to a minimum, initial learning can 
be acquired that may provide insights supporting either an increase or a 
decrease in the number of segments.

Some critics may argue that this is too broad in terms of identifying the 
right number of customers for a particular program. However, segmenta-
tion systems are designed to develop a number of broad segments with 
specific models that could be applied to each system.

Segmentation can mean different things; for example, it may mean 
simply using business rules, such as select all customers who have been a 
customer for more than 2 years, have incomes of more than $100K, and 
have bought more than two products. Or segmentation can mean scor-
ing customers through a model or perhaps a value metric and selecting 
customers based on score. Another scenario may involve the use of sta-
tistics to determine homogenous groups of customers. No one approach 
is necessarily superior to any other. They are all good approaches; which 
one is more appropriate depends on the particular business problem 
and, more important, on the data. Simple and complex solutions can be 
equally acceptable to a particular business stakeholder. Not all segmenta-
tion requires sophisticated statistics. Sometimes, a simple and pragmatic 
approach will suffice.

Simple versus Complex Approaches

The first consideration in choosing between simple and the complex 
approaches is the data environment. More data implies a higher quality of 
analysis and more purposeful application to marketing activities. This in 
turn will depend on the quality of the data itself as well as on its variety. 
The more complex solutions will arise in data-rich environments.

The second consideration is the volume of customers. A larger number 
or volume of customers offers more potential for deriving greater benefits 
even when lift becomes more marginal. For example, comparing a 1% 
business lift on 2 million customers to a 5% lift on 200 thousand custom-
ers shows that the larger opportunity is with the larger volume of custom-
ers despite the lower lift potential. With this larger volume of customers, 
more complex solutions can be explored.

Let’s take a look at an example to bring some of these scenarios to 
life. Suppose a company sells one product and collects customers’ billing 
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information for the past two years as well as name and address. The cur-
rent number of customers is 100 thousand. The company must determine 
how this information is to be used, specifically, whether it will be used for 
targeting or merely for communication purposes? Most people would say 
both, but in reality, a specific solution will tend to focus either on target-
ing or communication but not equally on both objectives. For instance, if 
targeting is the prime objective, clustering is not required. Instead, names 
could merely be rank-ordered based on the desired business objective, in 
this case billing amount or sales. Rank-ordering places customers into 
groups or deciles; the top decile represents the highest billed customers, 
and the bottom decile represents the lowest billed customers. Groups of 
customers can then be selected for a marketing initiative based on their 
prior total sales (billing) with the company. However, if marketers want 
to establish more meaningful communication with this company’s cus-
tomers, they would ask for other information besides sales to help in this 
process. In the example, there is no opportunity to use other information 
for communication purposes since no other information beyond billing 
amount exists.

However, if this same company collects payment type and keeps track 
of a given customer’s billing history, then it is possible to create two other 
key variables. The first one, tenure, is developed using the date of the cus-
tomer’s first billing as a proxy for tenure. Meanwhile, payment type can 
be used to separate customers into preauthorized payments versus those 
are not preauthorized. Other information may be gathered, and the target 
group of customers may be identified as the top 50% based on total cus-
tomer billings in the past year. Marketers then must decide whether this 
tenure and payment type information is rich enough to develop unique 
communication programs. Indeed, a simple clustering exercise might 
help to decide this in a quantitative manner by scientifically determining 
whether there are some distinct customer groups based on tenure and pre-
authorization plans among these top billers. The data and results might 
look as shown in figure 11.1.

Tenure Average % with pre-authorization plan

Cluster 1 2.5 years 40%
Cluster 2 6 years 20%

Figure 11.1 Example of 2 Cluster Solution on Top 50% of Customer Billers
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In this simple example, the clustering exercise provides additional 
insights. Here marketers can develop a communication program to newer 
customers who are more likely to pay by automatic withdrawal versus a 
communication program to customers with longer tenure who pay by 
check or credit card.

Looking at the Complex Example

In the above example, it can be determined whether tenure or preautho-
rization plan has an impact on being a top biller. Through profiling, we 
compare variables such as tenure and preauthorization against the top 50% 
billers as opposed to the bottom 50% billers. If either or both of these 
characteristics have an impact on being a top biller, then communication 
programs could be designed for the top 50% without doing any clustering. 
Yet, if profiling is the more reasonable and practical option in this case, all 
customers could be segmented based on value; and marketers could then 
simply distinguish the high-value customers from regular customers rather 
than develop clusters around the high-value group. In many cases this is an 
acceptable solution. However, for companies with large customer volumes 
(i.e., much larger than 100000 customers) and very rich data, this may not 
be the optimal solution. For example, a bank may have 5 million custom-
ers with the top 2.5 million customers deemed high enough in value to be 
considered the net eligible group for future CRM initiatives.

Profiling these top 2.5 million customers compared to the bottom 
2.5 million reveals six key characteristics that best differentiate the two 
groups:

High tenure●●

Live in Toronto●●

Have a mortgage●●

Have several investments●●

Have several loans●●

Have a Visa card●●

Have high transaction fees●●

Analysts could argue that this is a profile of a high-value customer that 
could have been created without any data mining. The question of how to 
use this information to develop unique communication programs remains. 
How do marketers approach this target group of 2.5 million customers? 
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This is where clustering plays a significant role. For example, the analysis 
could provide the types of clusters shown in figure 11.2.

This information shows that three separate programs could be devel-
oped to high-value customers. By comparing the variable means between 
clusters, we can identify certain variables for a given cluster where their 
variable means are different from those of the other clusters. For cluster 1, 
programs would be developed that communicate the advantages of differ-
ent types of long-term lending schemes (mortgages) as well as particular 
financial benefits that are more advantageous to someone living in a large 
city like Toronto. For cluster 2, programs might be developed that speak 
to longer-tenured customers about benefits to credit card users as well as 
benefits to high transaction users. Meanwhile, cluster 3 programs could 
be developed for the type of customer who is more financially sophisti-
cated both in terms of investments as well as loans.

This type of approach allows marketers to use the information in a two-
pronged manner to target the best customers based on a defined metric and 
also use other information to meaningfully communicate with them.

Profiling versus Clustering

As discussed above, in addition to clustering, another option might be 
to differentiate the top billers (top 50%) from the bottom billers (lower 
50%). The difference between profiling and clustering is that profiling 
uses an objective function, namely, whether or not the customer is in the 
top 50% of billers. Other customer characteristics are then analyzed to 
identify those that are key characteristics in differentiating a top-billing 
customer from the bottom 50% of customers. This approach is called 

Cluster 1  
Average

Cluster 2  
Average

Cluster 3  
Average

High Tenure 3 10 3.5
Live in Toronto 0.8 0.5 0.45
Have a Mortgage 0.9 0.4 0.49
Have Multi Investments 0.3 0.35 0.7
Have Multi Loans 0.4 0.5 0.8
Have Visa 0.6 0.9 0.65
Have High Transaction Fees 0.5 0.8 0.55

Figure 11.2 Example of 3 Cluster Solution for Bank
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supervised learning because the objective function of being in the top 
50% or not determines (supervises) what these key characteristics are that 
differentiate the top 50% of billers from the bottom 50% of billers.

In clustering, there is no one variable determining the outcome of the 
other variables. The objective of clustering is to identify those characteristics 
that best assign customers into unique and distinct groups. The objective 
here is not to optimize a specific variable or metric but rather to maximize 
variation between customer groups or clusters and minimize variation within 
customer groups or clusters. The data or variables in this case are unsuper-
vised or not analyzed against a specific customer variable or metric.

That is, cluster analysis is a type of analysis considered unsupervised 
learning, and any learning or insight from this type of analysis is not 
assessed against a certain piece of information. As discussed earlier, 
response models are considered supervised learning because the analysis is 
aimed at the objective of optimizing response. Retention models attempt 
to find key triggers or variables geared to predicting retention. With clus-
ter analysis, the learning is unsupervised in the sense that the analysis 
aims to uncover trends or patterns from all data with the objective of clas-
sifying individuals into distinct homogenous groups. The key difference 
to supervised learning is that the classification in cluster analysis is not 
determined or based on any one specific field but on all the data fields.

What does cluster analysis actually do? In practical terms, cluster analysis 
attempts to classify records, usually individuals for the purposes of CRM 
marketing, into distinct groups where each group is homogenous or similar 
in terms of characteristics. In other words, minimal variation of characteris-
tics or behavior exists between individuals within the groups but variation of 
characteristics or behavior between the cluster groups of individuals is maxi-
mized. This implies that the characteristics of one given cluster are indeed 
very different from those of the other clusters, as for example in figure 11.3.
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Figure 11.3 Schematic of How Cluster Variation Works
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Cluster analysis does not consist of just one technique, but many. 
Ongoing research in statistics continues to explore the validation and value 
of new approaches. Two of the more common techniques are k-means 
clustering and hierarchical clustering. For these two approaches, it is 
imperative that the data be standardized. Without standardization, two 
conditions arise that can affect results in a negative manner. First, outliers 
in the data can skew results by extreme values of a given variable. Clusters 
are created based on variance of the data, and this variance is determined 
or based on means or averages of all the variables in the data. If some of 
these variable means or averages are distorted by outliers, it would make 
sense that these distorted variables could yield misleading results in any 
cluster solution.

Second, the magnitude and scale of variable values can affect results as 
can the fact that the magnitude of variables’ values will vary dramatically 
in any cluster solution. Two common variables that might be part of a 
cluster solution are income and age. Income can range from 0 to millions 
of dollars while age typically ranges from 0 to 100. Again, cluster analysis 
is sensitive to actual values, and it is evident that the average or mean and 
resulting variance values would be very different for income and age. But 
these differences would be based on the magnitude or scale of the data 
rather than on how each field varies relative to the other. Obviously, there 
must be a way to look at how data varies in a relative manner, thus allow-
ing a comparison of variables that is like comparing apples to apples rather 
than like comparing apples to oranges.

Both these situations of outlier values and the magnitude of values must 
be adjusted prior to any cluster solution. The solution is to standardize the 
data prior to conducting any clustering exercise. There are a number of 
ways to standardize the data. The most common approach is to normal-
ize the data through the use of z-score. In this case, the normalization of 
data means calculating the actual z-score statistic variable value in the 
customer record. The actual numbers in effect range from -3 to +3 with 
larger absolute numbers more statistically significant (+ or – 1.96 = 95% 
confidence interval and + or – 2.58 = 99% confidence interval). The criti-
cal formula for calculating the z statistic is: (Actual Value-Mean Value)/
Standard Deviation. This represents the foundation of most business 
applications in assessing the significance of a given business situation.

This formula essentially calculates the number of standard deviations. 
It is this standard deviation unit that can be compared across all variables. 
Variables that have tremendously differing scales, such as age and income, 
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can now be compared or used in any analytical solution due to the stan-
dardization of values through this approach.

The second approach to normalization is less mathematical in the sense 
that each variable with its range of values is rescaled to a range between 
-1 and +1. An example of what this means for age values is shown in 
figure 11.4.

For age 25, algebraic calculation yields a normalized value of -.83 while 
for age 75, the normalized value is .75. This second approach is some-
what more limited in the sense that the distribution of records across this 
range of values is completely ignored. However, both approaches provide 
options when it comes to normalizing the data, and the preferred option 
is the use of the z-score statistic.

Let’s now look at the concept of clustering in more detail. In cluster-
ing, centroids are produced that represent the center point of the cluster. 
The cluster and its centroid put records where the difference between the 
actual value of a given variable and the mean value of that variable are 
minimized within that cluster, and the mean values of that particular 
variable between clusters are maximized. The centroid consists of a mul-
tidimensional point that represents the means and averages of all variables 
in a given cluster. These cluster routines are iterative for a given cluster and 
its centroid. The iterative nature of the routine finds observations with 
values that are closest to the centroid within its own cluster (homogeneity) 
while attempting to maximize the difference between the observation’s 
values from the other cluster’s centroid values (heterogeneity). In k-means 
clustering, the number of initial clusters represents the number of records. 
The routines work backward by attempting to reduce the clusters to a 
number where again the variable values within clusters are minimized 
while variable values between clusters are maximized.

Hierarchical clustering works in an opposite fashion where the initial 
set of clusters is one. It then moves forward by attempting to find the opti-
mum number of clusters based on how variation is calculated as indicated 
in the previous paragraph.

But the question remains as to what this optimum number is. This can 
be rather subjective given the underlying objectives of cluster analysis. For 

Age 18 19 20 21 . . .  . . .  . . .  . . .  . . .  . . .  . . .  . . .  . . .  . . .  . . . 100
Rescaled Age -1 -.99 -.98 . . . +.97 +.98 +1.

Figure 11.4 Scaling Age Values to Range between -1 and +1

 



91S e g m e n t a t i o n

the perfect solution the number of clusters would equal the number of 
records. Obviously, no real insight or intelligence is provided here. There 
must be a balance so that the ideal number of clusters provides meaningful 
insight and intelligence while achieving the cluster routine’s objectives of 
maximal variation of information between clusters and minimal variation 
of information within the clusters. One way to look at this is by exploring 
the R2 or explained variation (cubic clustering criterion). As the number of 
clusters is increased, the percentage of explained variation will continue to 
increase until it is fully maximized when the number of clusters equals the 
number of records. But as stated before, this is impractical, and no insight 
or intelligence is gained with this so-called perfect solution. The challenge 
then is to find the optimum balance in terms of maximizing explained 
variation and providing the optimum level of insight and intelligence. 
One approach, called the elbow approach, is to plot the level of explained 
variation across each cluster solution, as shown in figure 11.5.

As the number of clusters increases, the level of explained variation 
increases. From the above table, each cluster solution is plotted against the 
level of explained variation. In terms of explaining variation, this curve 
begins to flatten out. The point where the curve begins to flatten out is the 
inflection point, the point where the number of clusters reaches the ideal 
solution. In the case above, this ideal number may be 3 since the percentage 
of explained variation begins to flatten out or, in mathematical terms, the 
actual marginal increase in explained variation begins to decrease.

In practical terms, analysts might focus on three clusters as being one 
option, but other options, such as solutions with two or four clusters could 
also be explored. These other options would also be in close proximity to the 
derived inflection point of the three-cluster solution. This is where the art 
of data mining is evident as analysts explore the means of all the variables 
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Figure 11.5 Using the Elbow Technique to Define the Optimum Number of Clusters
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within each cluster solution as described earlier in this chapter. Based on 
the analysts’ and business user’s judgment, a solution is then arrived at that 
makes the most practical sense from a business perspective, a solution that 
would not deviate too far from the preferred scientific answer.

Rather than delve more deeply into these techniques and the mathemat-
ics, it is more important to understand the overall mechanics of clustering 
and how it can create solutions for a given business initiative. Virtually all 
data mining software packages contain clustering routines. In SAS, one rou-
tine that quickly provides a solution is appropriately named FASTCLUS. 
Here users can quickly look at a variety of different cluster solutions to find 
the inflection point where the marginal increase in variance is maximized.

Once solutions are produced, the next challenge is the communication 
aspect. In other words, what does this solution mean to the business? An 
example of a clustering exercise that was done for customers of a wealth 
management company is shown in figure 11.6.

In this example, the final solution was a six-cluster solution or a system 
that grouped customers into six segments. We created descriptions for each 
customer segment by identifying those variables within the cluster that 
were statistically different from variables in the other clusters. We consid-
ered over 200 variables in this exercise. In order to support our descrip-
tion, we reported the variable means of the statistically significant variables 
within the given cluster and then compared them to the variable means 
of the other clusters. This was done for all six clusters. In the table in fig-
ure 11.6, only the result of the cluster 1 solution and those variables that 
were statistically significant are shown. The mean of each of these variables 
is very different from the variable means in all the other clusters. This indi-
cates that these variables can be considered unique for this cluster. These 
variables can then be used to describe the characteristics of the cluster. In 
this example, the results of cluster 1 provide the following profile:

Do not report their risk tolerance level (MISSRISK)●●

Do not like to report their occupation on the KYC form ●●

(MISSEMPLOY)
Have not had a change in a long time in any of their engagements ●●

with the company (LSTCHGYR)
Put more money in Canadian growth funds (CGFPP)●●

Like to reinvest (REINVEST)●●

Put more in Canadian growth income funds with income ●●

(CGIFPP)
Are less likely to contribute to an RRSP (CONT2002)●●



Cluster 1 Variables that are significant

Variable Variable Description
Cluster 1  

Mean
Cluster 2  

Mean
Cluster 3  

Mean
Cluster 4  

Mean
Cluster 5  

Mean
Cluster 6  

Mean
Correlation 
Coefficient

MISSRISK RISK TOLERANT 0.97 0.54 0.48 0.03 0.59 0.52 0.7303
MISSEMPLOY OCCUPATION CODE  

IS MISSING
0.27 0.1 0.08 0.07 0.04 0 0.2735

LSTCHGYR # OF YRS SINCE LAST 
CHANGE

4.11 2.86 2.25 2.83 3.81 3.16 0.2478

CGFpp % IN CANADIAN 
GROWTH FUNDS

0.46 0.36 0.36 0.26 0.4 0.36 0.1968

REINVEST REINVEST 0.02 0.01 0.01 0 0 0 0.0735
GGIFpp % IN CANADIAN 

GROWTH INCOME 
FUNDS

0.02 0.01 0.01 0.02 0.02 0.01 0.0485

CONT2002 $ CONTRIBUTION  
IN 2002

58.06 355.23 319.1 203.54 203.54 135.64 -0.0621

Figure 11.6 Wealth Management Company Cluster 1 Results
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This same exercise is then conducted for all of the clusters with the end 
result being a profile description of what these records look like given that 
they reside in a certain cluster. In this cluster (cluster 1), the description 
might be that this segment is comprised of customers who are less engaged 
with the company but more likely to reinvest and in growth funds but not 
in RRSPs.

Clustering can provide tremendous insight regarding the characteris-
tics of a homogenous group of customers. However, business judgment is 
even more important in this exercise than in other data mining exercises 
because the description of the cluster is based on how a business user inter-
prets results. There is some subjectivity in this. In a typical situation, ana-
lysts and marketers interpret the results and use their judgment to describe 
the cluster based on comparing the averages and/or median values across 
the different clusters. There is much more subjectivity in clustering when 
compared to predictive modeling. This is why cluster descriptions can be 
useful but in many cases do not reveal the complete picture of the cluster. 
In many cases, particularly in a solution with many clusters, descriptions 
used in one cluster will often overlap with those of other clusters. This 
provides a clear rationale for considering cluster solutions as a broad seg-
mentation solution.



C h a p t e r  1 2

Applying Data Mining 
Techniques

The third stage is where the analytics (both advanced and 
 non-advanced) occur. Segmentation, which was discussed in the previous 
chapter, also occurs in this phase. Predictive analytics’ solutions as well as 
business and campaign analysis all occur in this phase. Arguably, this is 
where the “exciting” part of data mining happens. We have moved beyond 
the data phase, which in practical terms is more critical than this phase 
in achieving project success. Data is the key ingredient, but in this phase 
analysts apply tools in order to bring the “magic” out of the data. We will 
commence this section by discussing a number of techniques.

Regression Analysis

One of the really fascinating diagnostics that arises from regression analy-
sis is output relating to the power of a certain variable in an overall pre-
dictive model. In the typical OLS (Ordinary Least Squares) regression 
technique, the diagnostic is often referred to as the partial R2. Total R2 
represents the power of the model with 1 representing a perfect model 
where all the variability of the target variable is completely explained by all 
the variables input into the model. There is no random error. Meanwhile, 
a value of 0 implies that the model is completely ineffective in explaining 
the variation of the target variable. The variation of values of the tar-
get variable is all due to random error. Total R2 essentially represents the 
explained variation accounted for by the model inputs divided by the total 
variation (explained variation + random variation). A partial R2 represents 
the variable’s contribution to the explained variance of the entire model. 
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By dividing the partial R2 into the total R2, we can determine a diagnostic 
that is the variable’s contribution to the overall model. These diagnostics 
can convey very interesting insights to marketers; an example of a response 
rate model is shown in figure 12.1.

In this example, marketers are trying to sell a premium credit card to 
banking customers. The behavior score has the most impact (35%) in 
the model. Other variables related to customer engagement (i.e., bank-
ing activities); all exhibit a propensity by the customer toward buying a 
premium credit card. The notable exception to this is having an RRSP, 
which may indicate a mind-set that customers are “borrowers” or “seekers 
of credit” rather than “savers.” This is only an opinion, but it represents a 
notion that could be tested in a future campaign. The other variable (are 
female) indicates that females are less likely to purchase this premium 
credit card.

Another example is shown in figure 12.2; here, one variable (have an 
RRSP accounts for 80% of the model’s power. The variable is also binary 
indicating that there are only two outcomes (1: have an RRSP or 0: not 
have an RRSP). This model has essentially only one variable. But is this 

Model  
Variable

Impact on  
Response

Contribution to  
Overall Equation

Behavior Score Positive 35.00%
Average Score Positive 25.00%
Have an RRSP Product Negative 15.00%
# of Fin. Inst. Products Positive 10.00%
Avg. % of Credit Limit Used Positive 10.00%
Live in Prairie Provinces Negative 5.00%

Figure 12.1 Contribution of Variable to Overall Model

Model  
Variable

Impact on  
Response

Contribution to  
Overall Equation

live in Quebec positive 80.00%
tenure negative 8.00%
Recency of last purchase negative 7.00%
# of products purchased positive 5.00%

Figure 12.2 Example of Model’s Power Explained Predominantly by One Variable
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really optimal? A more reasonable next step would be to create two up-
front segments:

Have an RRSP●●

Not having an RRSP●●

The analyst would then develop separate models for each segment. In 
fact, this is a way of integrating segmentation and modeling in order to 
create better targeted solutions. However, it was the use of R2 statistics 
that provided the learning in determining these up-front segments.

In producing models, being able to demonstrate the relative power and 
impact of each variable in a solution allows marketers to get inside the 
black box of modeling. “Black box” here means that it is not known how 
the key components of a given solution are determined. It is extremely 
important that data miners as well as marketers and business analysts 
understand the key components. Relying solely on the solution’s ability 
to deliver results without some basic understanding of its components is 
a recipe for disaster. Furthermore, the ability to empower more people 
with the information on what comprises the model widens the knowl-
edge base for assessing the given solution. Based on this wide array of 
experience, data miners may find that a current model variable should 
not be used. For example, the purchase of product X may be discovered 
as a model variable with a positive impact on response to product Y. 
Upon further investigation, analysts discover that for the past two years, 
product X has been given as a free incentive to new customers, and this 
incentive is now going to be eliminated. This information provided by 
the business person or marketer would suggest that this variable should 
be eliminated in predicting response. As new customers seem to respond 
more, it would be very likely that a variable such as tenure should be a 
replacement; if tenure is already in the current model, its overall power 
would be strengthened. These situations illustrate the point that this 
type of information should be shared with other business stakeholders in 
the project. Acknowledging that modeling is black-box technology with 
no understanding of the solution’s key components is unacceptable in 
today’s business environment where knowledge is power. Organizations 
that can effectively communicate the technical details of a given solution 
to broader groups of stakeholders within the organization will develop 
solutions that are built by the team and not in isolation by data miners or 
the marketing department.
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Factor Analysis

Factor analysis is a commonly used statistical technique for data reduc-
tion. In business applications analysts may have hundreds of variables. 
Through the use of factor analysis, analysts can reduce the number of 
variables by using factor output scores as potential variables. For instance, 
one project may involve 200 variables that are now accounted for by 17 
factors based on the eigenvalue cutoff (the eigenvalue definition will be 
discussed later on in this chapter). These 17 factor scores can then be 
used as input variables for an analysis or modeling exercise. Because of the 
difficulty in explaining the output in meaningful terms to business stake-
holders, the option of using factor scores as model variables is not used. 
However, the more common use of factor analysis is to select variables 
with the highest factor loading scores in a given factor. An example of this 
is shown in figure 12.3.

In this simplistic example, there are three factors that best explain the 
nine variables. In this example, the variables (income, education, and 
wealth) in factor 1 are the selected variables to represent this factor. Factor 
1 might easily be described as representing a measure of affluence. In the 
second factor, it would appear that three products (A, B, and C) have the 
strongest factor loading coefficients. Upon further investigation, analysts 
may discover that these three variables essentially comprise a common 
product category of men’s shoes. With this knowledge, a binary (yes/no) 
variable of men’s shoes could be created as the variable best representing 
the second factor. The third factor reveals that once again three products 
(D, E, and F) have the largest factor loading coefficients. These factor 

Variable Factor 1 Factor 2 Factor 3

1) Income 0.905 0.255 0.255
2) Education 0.855 0.373 0.212
3) Wealth 0.956 0.303 0.185
4) Product A 0.303 0.855 0.205
5) Product B 0.295 0.805 0.245
6) Product C 0.323 0.755 0.285
7) Product D 0.105 0.355 0.755
8) Product E 0.155 0.405 0.705
9) Product F 0.085 0.304 0.725

Figure 12.3 Factor Analysis Output
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coefficients represent the product category of sporting goods. Using this 
knowledge, another binary variable (yes/no) could be created comprising 
the product category of sporting goods.

Factor analysis can be extremely useful as an analytical tool. Users can 
vary the number of factors generated by using different eigenvalue cutoffs. 
This flexibility allows users to examine what information and insights 
are obtained with few factors as opposed a large number of factors. As 
the number of factors increases, variables and information are observed 
that are most important in explaining why factors repeat themselves since 
they have already been used in explaining a prior factor. In examining 
the different factor number options, users can then ascertain how much 
additional information is gained when factors are added or, conversely, 
how much information is lost when the number of factors is reduced. As 
we have seen with much of the output and results from statistical analysis, 
analysts use both statistics and their own insights and domain knowledge 
about the business to derive the optimal answer. The optimal answer is 
not totally driven by statistics nor should it be.

In defining the number of factors, users utilize the eigenvalue as a key 
statistical threshold in determining the number of factors. In most statisti-
cal software programs, this threshold is 1. If the value of 0 is substituted for 
the eigenvalue, the number of factors equals the number of variables input 
into the factor analysis routine. This is expected since an eigenvalue of 0 
would imply that the routine is not utilizing any mathematics or statistics 
to perform any data reduction. As stated earlier, in any data reduction 
routine better insights and information regarding the analysis is gained, 
but at the same time information is lost. The eigenvalues enable users to 
determine how much total information is lost by using fewer factors. As 
stated before, the eigenvalue is a statistical diagnostic that captures the 
total information explained by the factors. More factors result in lower 
eigenvalue cutoff scores while the opposite is true with fewer factors. The 
total eigenvalue could be plotted against each factor number option.

Just as the optimum number of clusters had to be determined, analysts 
must find the inflection point where the increase in loss of information 
becomes marginal, and use this as the optimum number of factors. Adding 
in incremental factors does not produce a noticeable decrease in the eigen-
value. In other words, the marginal impact of adding more factors is not 
really providing information gain. The raw statistical output will be used 
in conjunction with analysts’ own insights and experiences based on fewer 
factors as opposed to more factors. These insights and experiences may 
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lead analysts to select the optimum number lower or higher than what 
science suggests. But analysts’ selected number of factors will not deviate 
too much from the optimum number of factors determined based on the 
graph in figure 12.3 because the optimal data mining answer is a combi-
nation of science and practical insights. In most situations, analysts will 
collaborate with business persons regarding insights from the results.

Users can apply these techniques in predictive modeling scenarios that 
offer a significant opportunity to reduce the number of variables. The 
same scenario would also apply to clustering where users may have to 
deal with hundreds of input variables. In fact, factor analysis is a standard 
procedure in clustering because clustering routines become less robust as 
more variables are introduced.

Routines such as factor analysis can be used to determine the reduced 
set of variables (40–50) that is the typical range of variable inputs into any 
clustering exercise. In predictive modeling, factor analysis is an option but 
not a requirement for building the solution. The most commonly used 
technique in factor analysis is called principal component analysis, com-
monly referred to by its acronym PCA. There are other approaches to fac-
tor analysis, but they all have the common objective of reducing data and 
achieving this through unsupervised learning, which has been discussed 
in the previous chapter. In other words, the technique maximizes the vari-
ation of the data set by organizing the data into patterns and not against 
observed behavior. Because this variation is not maximized against an 
observed behavior as in a predictive response model, the learning or deri-
vation of the factors is unsupervised. Each pattern or factor is completely 
independent from the others. No multicollinearity (i.e., no correlation) 
exists between factors. In determining the number of factors produced 
through the routine or algorithm, users have control of this through the 
values of the statistical criteria they input into the routine, such as the 
eigenvalue metric discussed above.

Debates about these routines continue among academics, many of 
whom maintain that factor analysis is limited by its assumption of linear-
ity. Most distributions of data are not purely linear. Ongoing research 
is attempting to produce data reduction routines that are nonlinear in 
nature. From a purely mathematical or academic standpoint, the non-
linear routines will be superior to the linear ones. From a business stand-
point, though, the real advantage will be the incremental value that this 
provides to a given data mining problem as compared to what traditional 
factor analysis conducted on the same data mining problem offered. As 
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always, this incremental advantage in the business world will be measured 
by the additional dollar benefits due to the new technique.

Developing the Solution

As discussed in previous chapters, creating information that can be used 
in any data mining solution is critical. The derivation of new fields and 
variables represents a key area of data miners’ insight and expertise in the 
overall project. In fact, the creation of this data environment represents by 
far the most time-consuming part of the exercise. This makes sense as it 
is in this stage that data miners will fundamentally determine the quality 
of a given solution. The use of a variety of different statistical techniques 
will yield more or less the same performance. Yet, in most practical situ-
ations, it is the data and not the mathematics or statistics that determine 
the quality of a given solution.

Data and the creation of the analytical file are important, but some-
thing else must be done with the data. In other words, how do data min-
ers work the data? Do they want to produce reports or conduct some ad 
hoc analysis or engage in more rigorous forms of mathematics in terms 
of developing more sophisticated solutions, such as models, profiles, or 
cluster segments?

Before conducting any analysis or developing more sophisticated solu-
tions, the goal of the data mining project must be identified. For instance, 
is the analysis intended to gain insights and learning about a given 
customer behavior? If so, the analysis is directed or supervised against 
this behavior and is called supervised data mining. When the analysis 
is directed or supervised against a given behavior, data miners call this 
behavior the dependent variable or objective function. Other situations 
require analytics but the analysis is not directed against a given objective 
function or dependent variable. Some examples of this are cluster analysis 
and factor analysis, discussed above. Both technologies (cluster and factor 
analysis) can analyze reams of data (often hundreds of variables at a time), 
but both analyses are not directed by any specific customer behavior. In 
more practical terms, if data miners are asked to conduct a customer attri-
tion analysis, then the data mining is directed because they will iden-
tify a specific field that relates to attrition such as “cancel reason.” They 
could then potentially analyze all other customer-related fields against the 
above-mentioned field. This approach is also similar to predictive models. 
Predictive models require that users identify what the model is trying to 
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predict. For example, a predictive response model would require analysts 
to create a field in the analytical file that indicates response (1: yes, 0: 
no). This response field becomes the dependent variable or objective func-
tion of response. In simpler terms, all the analyses in building the model 
are directed at trying to find information that best predicts the objective 
function of response.

Having determined what analysis is required, data miners then use a 
variety of tools available in this stage of the analysis. The choice of tool 
depends on the specific business need. For instance, analysts often sim-
ply have to produce reports. No sophisticated statistical algorithms are 
required; the technical need is simply to manipulate and organize the 
information in order to produce the required reports. In building a pre-
dictive model, though, a variety of statistical tools can be used, and the 
selection of a given tool will depend on the specific task data miners are 
to perform. For example, in building a model, analysts must first get a 
sense of what variables and information most impact the desired modeled 
behavior.

Correlation routines serve as the first statistical tool that can yield 
these initial insights. These correlation reports, though, do not represent 
the typical correlation matrix reports most statisticians are familiar with. 
Traditionally, conducting a correlation analysis on five variables leads to a 
5x5 matrix, as shown in figure 12.4.

In this correlation matrix we observe the relationship (weak and 
strong) between all possible variable pairs. The strength of the relation-
ship is determined by the absolute value of the correlation coefficient as 
depicted in each cell of the matrix. The sign of the coefficient indicates 
simply whether the trend between the two variables is negative or positive. 
In the example above, the strongest relationship occurs between spend-
ing and the number of products with a correlation coefficient of .7. As 

Live in  
Quebec Spend

Number of 
products

Recency of 
Spend

Credit  
Score

Live in Quebec 1 -0.5 -0.65 0.3 0.4
Spend -0.5 1 0.7 -0.45 0.5
Number of products -0.65 0.7 1 -0.52 0.55
Recency of Spend 0.3 -0.45 -0.52 1 -0.24
Credit Score 0.4 0.5 0.55 -0.24 1

Figure 12.4 5 × 5 Correlation Matrix
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spending increases, the number of products bought increases. Meanwhile, 
the strongest negative relationship (-.65) is between living in Quebec and 
the number of products; this indicates that people living in Quebec over-
all bought fewer products. In this matrix, correlation coefficients of 1 are 
shown for those variables correlated against themselves.

However, in data mining correlation analysis is not shown in a com-
plete matrix as above, but in a report analyzing all variables against the 
dependent variable or objective function.

For example, if we had seven variables that included response behavior 
as the behavior to be optimized, then the correlation report would consist 
of a 6 x 1 report. Here the variable to be predicted (response) is listed on 
the horizontal axis and all other variables (independent) are listed on the 
y-axis. In this report, all variables on the y-axis are ranked by the absolute 
value of the correlation coefficient against the variable listed horizontally 
on the x-axis. As stated above, negative values are as good as positive val-
ues. Besides the correlation coefficient used to rank the other variables 
against the variable listed horizontally, there is another column called the 
confidence interval. This confidence interval is a metric relating to the 
statistical significance of the variables on the y-axis as opposed to the vari-
able on the x-axis or our dependent variable. Basically, the larger the cor-
relation coefficient, the larger the confidence interval is. The sign of the 
variable indicates whether there is a positive or negative impact with the 
x-axis or dependent variable. Figure 12.5 shows a correlation matrix used 
to develop a predictive response model. The x-axis variable is response 
and does not need to be shown since the table implies that the correlation 
results are measured against response.

In this simplified example, the report indicates that age, tenure, num-
ber of products purchased, and number of promotions since last purchase 
are statistically significant against response. Meanwhile, household size 

Variables Correlation Coefficient Confidence Interval

Age -0.0673 0.995
Tenure 0.055 0.98
# of products purchased 0.045 0.97
# of promotions since last purchase -0.031 0.96
Income -0.0045 0.5
Household Size 0.001 0.2

Figure 12.5 Correlation Matrix of 6 Variables versus Response
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and income are not statistically significant against response and would not 
be relevant in a modeling solution. In this example, analysts are building 
a response model. The results of the correlation analysis indicate that the 
statistically significant variables should be considered in any data mining 
solution. Clearly, any data mining solution would explore the notion that 
younger people with longer tenure and who have bought several prod-
ucts but who have received fewer promotions are more likely to respond. 
With correlation analysis, analysts essentially have an initial mathematical 
glimpse of the data. The mathematics provides the quantitative support 
for formulating a data mining solution.

However, the analysis is far from complete at this stage. Further 
manipulation of variables can occur based on the insights of the cor-
relation analysis. Let’s suppose that one variable, such as age, had a cor-
relation coefficient of .3 while all the remaining statistically significant 
variables had correlation coefficient values of .10 or less. Due to the 
scale of difference between age and all the other variables, this informa-
tion might tell us that segmentation based on age should occur prior 
to the development of any models. CHAID (Chi-Square Activation 
Interaction Detection, which will be explained more fully later on is 
often used as a decision-tree tool in building models. As the tool can 
be used to define the actual variable breaks within a branch level, it can 
also be used to define the optimum breaks for a given variable. In our 
example above, CHAID would be used to determine the optimum age 
breaks that would then be used as our segment definitions, as shown in 
figure 12.6.

For each segment, separate models could be developed. Yet, this insight 
and the use of CHAID might never have been considered if the correla-
tion analysis had not revealed the age results.

All 500K
R.R = 2%

Age > 55
100K

R.R = 1%

Age 30–55
250K

R.R = 1.8%

Age < 30
150M

R.R = 3.0%

Figure 12.6 Example of CHAID Used to Define Model Segments
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Beyond correlation, one might consider CHAID another tool in deriving 
new variables. What is meant by this? As previously mentioned, variables 
with many different character value outcomes (otherwise referred to as data 
granularity in the negative sense) are not useful in data mining. An exam-
ple is product-level information where there could be hundreds of different 
products that are sold. In data mining, this would mean creating hundreds 
of binary variables (1 if a product was purchased and 0 if a product was not 
purchased). Many of these newly created binary variables would be mean-
ingless in any data mining exercise. The number of occurrences within that 
variable (the 1s in this case representing customers who purchased that spe-
cific product) would be very sparse and very likely insignificant in any data 
mining exercise. Let’s take a look at what exactly this means.

As a first step analysts would typically create binary variables for each 
potential outcome. If there were 200 product categories, 200 binary prod-
uct variables with yes/no (1/0) outcomes would be created. Now suppose 
the company has 200,000 customers. Calculating an average product pur-
chase using just the above information, we might estimate that .5% of the 
customers representing on average 1,000 individuals actually purchased a 
product from the list of 200. This .5% is simply too small to identify any 
meaningful trend or pattern.

But what if there was a way to group character values together? Suppose 
in the case of a retailer, products could be grouped together into some 
broader category. By grouping these occurrences together, in essence there 
are more 1s (occurrences of purchase within the broader product category) 
or critical mass around a given occurrence.

CHAID provides the key tool for grouping these outcomes in an optimum 
manner. The grouping of these outcomes would be based on the behavior to 
be optimized. In the example above, this would be response. An example of 
a CHAID analysis of product categories is shown in figure 12.7.

For the sake of simplicity, only 10 product codes are used in this exam-
ple, and they are represented by letters (A–J). In this example, the product 
codes (which are in letters) are grouped into optimal broader categories or 
nodes by the CHAID routine when analyzed against response. With this 
information, binary variables (0, 1) could be created for each of the three 
nodes. But a superior approach, though, would be to create a product 
index variable with three outcomes:

1: For the node representing A, D, B, and C product categories●●

2: For the node representing H, E, I, and J product categories●●

3. For the node representing G and F product categories●●



D a t a  M i n i n g  f o r  M a n a g e r s106

This ordinality (1, 2, 3 outcome values) is determined by ranking the 
nodes based on the response rate mean within each node. By ordinality, 
the lowest response rate node (box 1: A, D, B, and C) is assigned a value of 
1, the next highest response rate node (box 3: H, E, I, and J) is assigned a 
value of 2, and the remaining node with the highest response rate (box 2: 
G, F) is assigned a value of 3.

In this example, new and more meaningful variables can be derived in 
situations where character variables have many different outcomes. This 
is prevalent in the retail industry where it is not unusual to observe over a 
hundred different product codes or SKUs in a given company.

CHAID and factor analysis demonstrate that the creation of variables 
can still continue even when the analytical file has already been created. 
Creation of variables will continue as long as there are insights into how 
best to manipulate information. New information and variables are easily 
added to the analytical file based on the learning arising from stage 3 of 
the data mining process. What happens next in the process?

With the above-mentioned statistical routines, the discovery process 
in this stage includes routines that allow data miners to better under-
stand the information that could comprise a given solution. This is even 
more necessary if data miners must communicate the results to business 
end users. Examples of such routines are called EDAs (Exploratory Data 
Analysis) reports. An example of such a report is shown in figure 12.8.

In this first example, which is an attempt to build a response model, the 
variable, tenure, has a strong positive relationship with response. In other 
words, the higher the tenure, the more likely the person is to respond. 
Another example of an EDA report is shown in figure 12.8.

Entire Analytical
File 

N                2,364
Mean           50% 

Response

Product Categories
P-value = 0.0000, F = 14.6411, df = 2,2381

A, D, B, C G, F H, E, I, J

N         860
Mean  43%

BOX 1

N                       935
Mean                 56% 

BOX 2

N          589

Mean   50% 

BOX 3

Figure 12.7 CHAID Used to Group Product Codes into Categories
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In this second example, older people are less likely to respond, and this 
indicates the negative relationship between response and age. Meanwhile, 
let’s take a look at the third example in figure12.8. In this example, the 
report indicates that there is no relationship between household size and 
response.

With a number of diagnostic tools already used here to develop models, 
such as correlation analysis, factor analysis, CHAID, and EDA reports, 
the analysis is now ready to employ more robust statistical routines that 
will create the final model. Analysts now understand the information 
input into the statistical techniques. Analysts must understand the infor-
mation considered for a given model. Just throwing raw data and infor-
mation into a model-building technique is a recipe for disaster. Given 
this deep understanding of information that can potentially be used as 
inputs into the model, a number of different techniques can be employed. 
Many mathematical techniques are available to analysts. In marketing, 

Tenure in Years % of Customers Response Rate Response Index

0–1 25.0% 2.0% 57
2–4 25.0% 3.0% 86
5–7 25.0% 4.0% 114
7+ 25.0% 5.0% 143
Average 100.0% 3.5% 100

Age

Under 25 25.0% 6.0% 171
25–35 25.0% 4.5% 128
35–50 25.0% 2.5% 71
50+ 25.0% 1.0% 28
Average 100.0% 3.5% 100

Household Size

1 25.0% 4.0% 114
2 25.0% 3.0% 86
3 25.0% 4.0% 114
4+ 25.0% 3.0% 86
Average 100.0% 3.5% 100

Figure 12.8 Examples of Exploratory Data Analysis (EDA) Reports for Tenure, Age, 
and Household Size
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traditional techniques, such as logistic regression and linear regression, 
work quite well in most cases. Some of the other and more advanced tech-
niques, such as neural nets and genetic algorithms, are other options. The 
difficulty with using these options is that they are very complex and dif-
ficult to understand particularly with regard to the output. Nevertheless, 
these options can sometimes demonstrate clearly superior results (perfor-
mance lift) when compared to the more traditional techniques, and so 
they should be used. Data mining experience has demonstrated that many 
of these advanced techniques do not significantly outperform the more 
traditional techniques. This is because these more advanced techniques 
require tremendous volumes of data, and the data needs to be less noisy or 
have smaller portions of unexplained variation. This is as important here 
as in other business applications, such as optimizing the degree of quality 
control in a manufacturing process; there is much less noise or “unex-
plained” variance. The unexplained variation is small, and this suggests 
that much of the data can be explained. Ultimately, the more advanced 
mathematical techniques work against the explained data as analysts work 
to achieve the best solution.

However, this gets to the heart of the debate between academics and 
practitioners. In marketing, large random unexplained variation is a fact of 
life. Trying to explain away this random variation can lead to results that 
appear during the development of the solution and that are very good, but 
when they are applied in the business they lead to performance that is less 
than optimal. This particular situation in data mining is often referred 
to as overstatement of results. These techniques must be used judiciously, 
and this means that the use of validation samples is even more imperative. 
Otherwise, results achieved in a marketing campaign will always be infe-
rior to what was achieved during development of the solution.

The more traditional techniques are less complex and don’t have the 
capability to overstate results. This can be easily demonstrated by the typi-
cally low F values and R2 values observed when a final model is created. 
Much of the actual variation in a final model is unexplained. Obtaining 
an R2 value of .05 might represent an optimum model building scenario 
for data miners given the current data environment. However, the thresh-
old of success is not statistical diagnostics but rather gains charts/decile 
charts, which will be discussed later.

With these more traditional techniques, what actually happens and 
how are the results communicated to end users? Users will conduct logistic 
or linear regression on the analytical file; that is, users define the objective 
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function or the behavior to be optimized and the independent variables 
as those variables deemed to be potential model predictors of the desired 
behavior. A series of regression analyses are run against the data, and each 
regression equation represents one option given a certain set of variables. 
The objective in running these series of regression routines is to eliminate 
variables such that one final model is provided whereby the best 10–15 
variables are run as the last regression equation.

Typically, it is not unusual to run 5–10 of these regression analyses prior 
to the development of a final solution. The number of these regression 
analyses depends on the learning and insights from correlation analysis, 
CHAID, and EDAs. The first tool to prescreen the variables is correlation 
analysis; analysts use a statistical significance level threshold of 95% to 
determine which variables should be considered in developing the final 
model or solution.

This group of statistically significant variables from the correlation anal-
ysis and other insights from both CHAID and the EDA reports can be used 
to identify variables to be used as inputs into a regression routine (itera-
tion). However, analysts still have to find a way to group all these variables. 
Using correlation analysis, analysts can formulate groupings (iterations) 
based on the relative statistical strength of each variable. In determining 
what variables to include in all the groups, the decision is more scientific 
as analysts decide to exclude variables that are below a certain statistical 
confidence interval based on results from the correlation analysis. In deter-
mining the number of groupings (iterations), the solution tends to be more 
subjective. This subjectivity occurs when analysts determine how many 
variables should be in a given grouping. One rule of thumb is that no more 
than 15 variables should be included in any regression equation. By includ-
ing all variables (such as 70 variables, which is not an unlikely situation) 
based on EDA and correlation results, information is lost because only one 
routine is performed. With 70 variables in one routine, some of the lower 
impact variables may be excluded from the model because of the interac-
tion or multicollinearity with so many of the strong variables. Accordingly, 
analysts will group variables together based on their strength. In the initial 
phases, variables of comparable strength (correlation coefficient values) will 
be analyzed against each other within one group. This effect mitigates the 
impact of excluding any variable of lower impact from a final model, at 
least during the initial run of regressions.

The output of correlation, EDA, and CHAID, shows that the 40 
remaining relevant variables from our preliminary analysis should be 
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sorted into 4 groups. Some art can also be used to eliminate variables 
known to be correlated; in this way variables are extracted that have a 
certain level of uniqueness or independence from each other. In the above 
example here (figure12.9), if one regression routine is performed on all 40 
variables, it is highly unlikely that any variables from group D will make 
it into the final model. They are excluded because of the overwhelming 
influence of Group A variables. By performing a series of regressions (i.e., 
one regression for each of the groups), the number of variables in each 
group is reduced based on their interaction with each other as well as on 
their impact on the objective function or dependant variable.

In the example in figure 12.9, the first regression is on the weakest vari-
able groupings (Group C and Group D). The surviving variables of Group 

Group A

Var 1

Var 2

…..

Var 10

Group B

Var 11

Var 12
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Var 20

Group C

Var 21

Var 22

…

Var 30
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Var 31

Var 32

Var 40

Var 33

Var 38

Group B

Var 11

Var 12

….

Var 20
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Var 23

Var 25

Var 30

Var 31

Var 33

Var 38
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Var 23

Var 25

Var 30
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Var 1

Var 2
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Var 10

Var 11

Var 14

Var 18

Var 19

Var 25

Var 30
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Var 14

Var 18

Var 19

Var 1

Var 3

Var 5
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Figure 12.9 Example of Stepwise Iterations to Develop Final Model Variables
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C and Group D, called Group E, are then regressed with the variables of 
Group B. The surviving variables Group F are then regressed with the 
strongest group (Group A) with the final model variables including Group 
G. Here, the weakest variables are analyzed first to identify survivors and 
to then see how they perform against the strongest variables.

With this approach, variables from the initial group D are more likely 
to make it into the final model. Since certain variables are excluded pri-
marily on multicollinearity, especially with the higher groups (A and B), 
there are fewer variables from these stronger groups (A and B) that can 
compete with the lower group. In some cases, variables from the lower 
group (Var. 25 and Var. 30) can bring in certain information into a model 
that impacts the overall solution and is unique relative to the other model 
variables (low multicollinearity).

With this series of regressions, a final model is eventually produced. But 
how are the results communicated to business end users? The approach 
used here results in the development of a solution that is parametric. Why 
is it important to understand the difference between parametric and non-
parametric? It is important to understand this distinction because para-
metric implies that each variable has a weight or coefficient assigned to it 
that is determined based on its impact with the modeled behavior as well 
as on its interaction with the other model variables (multicollinearity). 
In nonparametric solutions, there are no assigned weights or coefficients 
to each model variable. The variables themselves create the solution and 
are not influenced at all by multicollinearity; this suggests that there is 
no need for weights or coefficients to be assigned to variables. In effect, 
these nonparametric solutions represent a series of business rules. A good 
example of such a solution is CHAID, where the solution represents those 
optimal segments that have been determined by a series of business rules.

Meanwhile, the parametric solution is comprised of an equation with 
weights such as:

RESPONSE = .008 + .0015 * Income -.01 * Age.

Age and income are parameters, but the solution is parametric due to 
weights or coefficients assigned to each parameter (+.0015 to income and 
-.01 to age). The actual weight or coefficient is determined based on both 
the impact of the variable with the objective function, such as response, 
its interaction with other variables (multicollinearity), and the magnitude 
or scale of the variable. For example, age and income will have two widely 
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different coefficient values. In a response model, age, varying between 0 
and 100, will have a much larger coefficient than income, which might 
range from 0 to millions of dollars. Yet, the coefficient will also increase or 
decrease in absolute terms based on its impact on response where increase 
in absolute value implies a stronger significance for response and the 
reverse holding true for a decrease in absolute value. In addition, strong 
multicollinearity with other variables will also reduce the parameter or 
coefficient of a given variable.

After the equation is produced, what is presented to business users or 
management? The equation itself might be of interest to more technical or 
advanced data mining users. But to other people in the organization who 
have a vested interest in the model, communication of the results must be 
more focused on business. This business-oriented communication must 
focus on two areas:

Description of the solution●●

Impact on the business●●

The table shown in figure 12.10 represents a model with six variables 
or parameters and lists each variable in order of priority or significance 
with the model. This can be seen in the column “Contribution to Overall 
Equation” where the first variable (Behavior Score) accounts for 35% of the 
model’s overall power, and the sixth variable (Are Female) accounts for 5% 
of the model’s power. The column called “Impact on Response” describes 
the relationship or trend of a given variable with response. For instance, 
the most important variable (Behavior Score), as attested by its 35% con-
tribution to the overall model equation’s power, indicates that persons 
with higher behavior scores are more likely to respond. Conversely, the 

Model  
Variable

Impact on  
Response

Contribution to  
Overall Equation

Behavior Score Positive 35%
Average Spend Positive 25%
Have an RRSP Product Negative 15%
# of Financial Inst. Products Positive 10%
Avg. % of Credit Limit Used Positive 10%
Are Female Negative 5%

Figure 12.10 Example of Final Model Variable Report
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third strongest variable (15% contribution to overall equation) indicates 
that persons with an RRSP product are less likely to respond.

With this kind of information, the general characteristics of the solu-
tion can be described in business terms. For instance, the information in 
the table in figure 12.10 would indicate that responders have the following 
characteristics:

Higher behavior scores●●

Are higher spenders●●

Not likely to have an RRSP●●

Do have a variety of financial products●●

Are heavy credit revolvers●●

Are not female●●

Now, the same kind of approach is also used in other strategies. The 
key to success in using the variety of statistical techniques now commer-
cially available is the ability to extract the relevant information that will 
yield meaningful business insights. In regression modeling, it is important 
to know the key characteristics of the model and their relationship to the 
objective function. Clustering solutions yield insights allowing business 
users to understand the key drivers or characteristics of a given cluster seg-
ment, and factor analysis provides a means to summarize or reduce data 
into a smaller more manageable set of variables for analysis.

Data mining is about extracting trends and meaningful business trends 
that can be acted on in some business initiative. Statistics allow data min-
ers to apply science to the data to further reduce the degree of subjectivity 
in an analysis, but subjectivity will nevertheless always play a role in the 
overall solution. In fact, in most cases this subjectivity plays a significant 
role because it is based on the domain or business knowledge and expertise 
of the various key stakeholders in the given organization. In many cases, 
the science confirms hypotheses gained from domain knowledge.
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Gains Charts

Many different solutions are produced in data mining. As 
 previously discussed, solutions can be both of the statistical and the non-
statistical variety. How is the impact of a given solution assessed? In particu-
lar, how is this impact assessed in business terms that are understandable to 
the business executives? The answer is through validation by what is often 
referred to as a gains table, an example of which is provided in figure 13.1.

Gains tables work in a very simple manner. If a solution is being pro-
duced regarding a given set of observations (this could be customer records, 
for example), the solution is then applied to this set of observations. The 
set of observations can then be ranked by the solution into groups, which 
are most often either deciles (10% intervals) or half deciles (5% inter-
vals). The top group or interval would represent the group identified as 
being the highest priority in terms of the solution, and the lowest group 
or interval would represent the group with the lowest priority. Based on 
these intervals, the observed or actual reported metric is determined and 
optimized in a data mining project. For instance, in the response model 
in figure 13.1, the cumulative average response rate for each interval (10% 
deciles, for example) would be reported. The next column would report 
the percentage of all responders within the entire sample that is being cap-
tured in the interval. Other columns included are the cumulative response 
rate index, which essentially comprises the lift or the ratio of each inter-
val’s cumulative response rate relative to the average response rate for the 
entire sample. In addition to these columns, the return on investment 
(ROI) could also be included if cost per promotion effort and revenue per 
sale are available. The last column refers to the dollar opportunity cost, 
and it represents the dollars saved as a result of the data mining solution. 
Let’s take a look at how this is calculated in the first row (0–10%). By 
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determining the number of responses that were achieved with modeling 
in this first row (700 = .035 x 20000), we then want to determine the 
incremental marketing dollars that would have been spent to achieve this 
same response quantity but now without modeling. A schematic of how 
this would be calculated assuming a promotion cost of $1.00 per effort is 
shown in figure 13.2.

Note that the amount of $46,667 is reached by simply dividing the 
overall response rate of the population (1.5%) into the number of responses 
that are captured by the model in the top 10% (700/.015) and then mul-
tiplying by $1.00.

In evaluating a model or solution through this gains table, analysts pri-
marily look at how well the given solution rank-orders the desired objec-
tive. In the case of a response model, response rates should optimally be 
rank-ordered very well from the top decile (0–10%) to the bottom decile 
(90%–100%). Another way to review the gains table is to plot the interval 
response rate of each decile with deciles on the x-axis and interval response 
rate on the y-axis, as is shown in figure 13.3.

# of responders Promotion Costs

With Modelling 700 $20,000
Without Modelling 700 $46,667
Modelling Benefits $26,667

Figure 13.2 Calculating the Modeling Benefits at 0–10% of the Gains Chart

% of  
Validation 
Sample

Validation  
Names

Cumulative 
Response  

Rate

Cumulative 
% of Total 
Responders

Response 
Rate Lift

Interval 
ROI

Modelling 
Benefits

0–10% 20,000 3.50% 23% 233 145% $26,667
10–20% 40,000 3.00% 40% 200 75% $40,000
20–30% 60,000 2.75% 55% 183 58% $50,000
30–40% 80,000 2.50% 67% 167 22% $53,333
40–50% 100,000 2.25% 75% 150 -13% $50,000
. .
. .
. .
90–100% 200,000 1.50% 100% 100 -58% $0

Figure 13.1 Gains Chart Example
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This is often referred to as a Lorenz curve, which represents a line that 
is plotted based on the midpoint of each histogram or bar in the table and 
the steeper the line, the better the solution. A flat line would indicate that 
data mining has been completely ineffective.

Another common way in which data miners evaluate solutions is to 
plot the cumulative percentage of the desired solution on the y-axis versus 
the ranked intervals on the x-axis with 1 being the top rank and 10 being 
the lower rank. Using the response model example, figure 13.4 shows that 
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Figure 13.3 Lorenz Curve by Plotting Interval Response Rate versus Model Decile
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Figure 13.4 Gains Chart: Plotting the Cumulative % of Responders versus Model 
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good solutions have a nice parabola whereas an upward straight line rep-
resents a completely ineffective solution.

To put a value on a given solution, data miners will often use this gains 
chart to measure the space between the straight line and the parabola and 
refer to this value as a measure of data mining effectiveness.

When evaluating models, many institutions consider the degree of 
accuracy between the observed metric and the predicted metric. In the 
case of response rate models, some statisticians will look at the difference 
between the predicted and the actual response rate as the primary focus. 
Although a minimal difference between predicted and observed usually 
results in a good model, this is not the primary criterion. Rank-ordering 
of the observed behavior, which in this case is response rate, is the key 
performance criterion. Often enough, various statistical techniques will 
be employed in a given solution. For example, both linear and logistic 
regression may be used in a particular solution. For binary outcomes such 
as response, theorists will argue that logistic regression should be used. 
Yet, if rank-ordering the behavior is the most desired solution, then using 
linear regression or logistic regression is equally valid. However, if the 
predicted outcomes of the binary solution are required as part of a more 
comprehensive model, then it is necessary to use logistic regression.

If rank-ordering is the desired outcome, even less robust techniques, 
such as CHAID, may deliver an acceptable solution. The actual output 
from CHAID represents a group of customers where each group can be 
ranked based on the observed behavior. This is less robust than tech-
niques such as linear regression or logistic regression where the output is 
an individual score for each customer record. However, when comparing 
these techniques, in some cases even the less robust ones, such as CHAID, 
perform equally well in achieving the desired objective of rank-ordered 
behavior.

Statistical measures can be used as key indicators or metrics when com-
paring the performance of different statistical techniques in the develop-
ment of a desired solution. These statistical diagnostics can be extremely 
important for statisticians and mathematicians, but the metrics can seem 
arcane to business executives. Business managers and executives need 
metrics and measures that evaluate different options in a very pragmatic 
manner. As seen previously with gains charts, metrics such as cost per 
acquisition, cost per order, cost per retained customer, and ultimately ROI 
represent just some of the critical key indicators for business executives 
and managers. All these metrics are simple spreadsheet calculations once 
the gains/decile charts are produced.
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The challenge in communicating meaningful business results to busi-
ness stakeholders is using historical information where the desired behav-
ior can be validated. In the ideal scenario, a live historical campaign can 
be used as both our development and validation sample for building the 
model. In other words, a previous campaign or business initiative was con-
ducted, and from that we can identify the responders and nonresponders 
of that campaign. Ideally, this campaign or effort was conducted with a 
random sample, which means the promotion was sent randomly to cus-
tomers rather than based on specific list criteria. A random validation 
sample is critical to any modeling exercise. If the given sample is random, 
the results from the validation can be applied to the whole population. 
Conversely, if the validation sample contains only people under 30, for 
example, then any results and model learning from this sample can only 
be applied to this segment of the population.

Evaluating Solutions

When comparing different techniques, approaches, or models, the key 
approach is to apply the same validation sample for each and then com-
pare the results. If a given approach, technique, or model is superior for a 
given solution, then the trend line or Lorenz curve will be steeper.

In the example shown in figure 13.5, the steepest line or slope is model 
3, which indicates that this solution best rank-orders the observations. As 
rank-ordering is our primary measure of success, model 3 clearly is the 
optimal solution.

As the world of data mining continues to grow, consistent methodolo-
gies for evaluating new data mining techniques become more and more 
important. Leading-edge practitioners and academics will continue to push 
the envelope in identifying solutions, software, and approaches that will 
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Figure 13.5 Using Lorenz curves to determine the Optimum Solution
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further enhance business solutions. However, business executives involved 
in data mining must have a robust way of evaluating new techniques. For 
example, companies are often inundated with new technologies and soft-
ware that purport to provide superior solutions. These datasets are com-
monly referred to as R&D datasets. Models and solutions have already 
been developed off these datasets and been applied to validation samples 
in order to establish a performance expectation level. New technology or 
software is then applied to these datasets in order to determine if and how 
much incremental value is provided by this new technology.

The same approach is also taken in the evaluation of new data sources. 
In this case, the analytical file is recreated with the new appended data. 
Once again, solutions with and without the new data can be compared in 
terms of incremental performance. This incremental improvement in per-
formance as seen by the increased steepness or slope of the Lorenz curve 
can then be weighed against the cost of the new data in terms of whether 
or not acquisition of this data is economically justifiable.

The use of different approaches, techniques, and new data sources to 
arrive at an optimum data mining solution should be based on a standard 
evaluation yardstick. The use of a gains chart or decile chart is certainly a 
very good example of a yardstick for such a standard evaluation. With this 
kind of standard evaluation, data miners can derive the necessary insights 
that will allow for the successful evolution of the data mining industry.
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Using RFM as One 
Targeting Option

Not all data mining solutions require tools with statistical 
analysis. Although we have focused much of our discussion on building 
predictive models, doing something simpler can in many cases be equally 
appropriate. A good example of this is the RFM index (recency, frequency, 
and monetary value); this index represents one nonstatistical method of 
targeting customers for a given business initiative. Here, the analyst can 
use three key pieces of information:

Recency since last purchase●●

Number of purchases in the past year (frequency)●●

Average value of purchase (monetary value)●●

Let’s take a look at an example in figure 14.1.
In this example, separate indices are calculated for recency, frequency, 

and average value of purchase. These three indices are calculated by divid-
ing the average value of the entire database into the specific value for a 
given customer. With an index of 1 being average, values above 1 represent 
the above average performers, and the opposite is true for values below 1. 
You will note that the calculation is reversed for recency because here low 
values are good. The index calculations are as follows:

Recency: 6/3 = 2●●

Frequency: 4/3 = 1.33●●

Average value of purchase (monetary): 150/100 = 1.5●●
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The actual RFM index for Customer A would then be (2 + 1.33 + 
1.5)/3 = 1.61,where we assume that each behavior (recency, frequency, and 
monetary behavior) are weighted equally.

Another approach is to sort customers based on each behavior (recency, 
frequency, and monetary value) into 5 quintiles, as shown in the example 
in figure 14.2.

In this example, 5 represents the best performing behavior while 1 
represents the worst performing behavior. In this approach, we just sim-
ply sum up the values, and the higher the number, the better the overall 
behavior. In the example in figure 14.2, Customer A is the best customer 
with an RFM score of 15, and Customer F is the worst with an RFM 
score of 3. Once again, we assume each behavioral metric to be weighted 
equally. With this approach, Customer B and Customer C are both shown 
as good performers but with identical scores of 12, and Customer D and 
Customer E are performing less well but again with identical scores of 5. 
There will be many customers with ties in this approach as different com-
binations of behavior values can lead to the same score.

With RFM, decile reports can be created that rank order or sort cus-
tomers into groups with decile 1 the best RFM group and decile 10 the 
worst RFM group.

Recency Frequency Monetary RFM

Customer A 5 5 5 15
Customer B 4 5 3 12
Customer C 5 4 3 12
Customer D 1 2 2 5
Customer E 2 1 2 5
Customer F 1 1 1 3

Figure 14.2 Example of RFM Index Using 5 × % Matrix

Recency-# of months 
since last purchase

Number of purchases 
within last year

Average value  
of purchase

Customer A 3 4 150
Customer Database 6 3 100
Index 2 1.33 1.5

Figure 14.1 Example of Indexes for Recency, Frequency, and Monetary Value
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In the example (figure14.3), customers can then be selected for a variety 
of different business initiatives.

The use of RFM is not complex and very pragmatic and allows the 
selection of records based on prioritizing particular historical behavior. 
Yet, RFM is limited by the fact that it is considered reactive: decisions 
are based on what has happened in the past. This is not necessarily bad 
because the past can be an indicator of what is yet to come. But in today’s 
world, the need to be proactive or preemptive is great as businesses want to 
make decisions based on what is likely to happen in the future. Analytics, 
using RFM variables along with other variables that are predictive by relat-
ing past behaviors to some future behavior allow organizations to be more 
proactive in their decision making. RFM will always remain a “quick and 
dirty” targeting tool, but the use of predictive analytics and predictive 
models will be the preferred option if solution optimization is the goal.

% of Customers Avg. RFM Index of interval # of Customers

0–10% 3 10000
10%-20% 2.5 10000
20%-30% 2 10000
30%-40% 1.75 10000
 . . . .
90%-100% 0.3 10000

Figure 14.3 Example of RFM being used as Targetting Tool to Select Customers
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The Use of Multivariate 
Analysis Techniques

The most commonly used techniques in predictive modeling are 
linear and logistic regression. The statistics in linear regression predict 
outcomes with a continuous range of values; logistic regression predicts 
outcomes that are categorical in nature. The most commonly used logistic 
routines are used to predict yes/no behaviors, such as response, attrition, 
or credit default. The outcome derived can also be a set of rules such as 
CHAID rather than a score, which is the predicted outcome of either 
logistic or linear regression.

Both logistic and linear regressions have existed for decades. However, 
only in the past 10 to 15 years have these techniques become common 
business practices in marketing as organizations strive to improve their 
overall targeting efforts. These techniques, as stated earlier, have been 
widely used for years by companies in their efforts to target customers 
who are creditworthy.

As with all statistical techniques, the underlying objective is to maxi-
mize explained variation and minimize unexplained variation. For exam-
ple, in this equation to predict response:

Response = .48
+ .3 × female
+ .15 × number in household
- .00004 × income
+ .07 × number of years education

For now, we can set aside the academic discussion that this equation is lin-
ear and attempts to predict a probability function. Academic purists will 
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argue that this equation should be transformed to a logistic function if we 
want to predict response. But as we have discussed in previous chapters, 
the main priority in developing business solutions is to optimize the solu-
tion’s ability to rank-order or to differentiate records based on the targeted 
behavior. In most cases, an accurate estimate of the solution is a distant 
second priority. However, for now we can assume that this linear function 
is a good approximation of response.

In the equation above, there are four variables that indicate the 
following:

Females are more likely to respond●●

Persons living in larger households are more likely to respond●●

Persons with higher income are less likely to respond●●

Persons with higher levels of education are more likely to respond●●

In building an equation that maximizes variation, the variation of val-
ues among each of these variables best approximates how the response rate 
values vary. This logic is very similar to what was discussed regarding cor-
relation analysis. A visual plot of this data that captures the relationship 
between age and spending is provided in figure 15.1.

Naturally, the line in the graph represents the predicted outcome from 
our equation. The points (x) represent the observed outcome. In building 
solutions, the goal is to minimize the distance between the observed points 
and the line (predicted outcome that is depicted for one point by the letter). 
At the same time, the results reveal that there is some trend in the connec-
tion between age and spending. The trend or line represents a plot of the 

dx
dy

e

e

eX

X

X

X

X

X X X
XX

X

X
X

XXX

XXX

X

X

X

X

0 25 50 75 Age

X

XX

Spend

$2500

$2000

$1500

Figure 15.1 Depiction of Best Fit Line in Regression
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explained variation. In this example, if spending is our targeted behavior, 
we observe that age and spending are trending upward; this indicates that 
age (i.e., older people spend more) is a good predictor of spending if spend-
ing is our targeted behavior. This so-called trend in essence represents the 
explained variation, which in statistical terms is often referred to as the 
R2. Perfectly explained variation or a perfect equation will yield an R2 of 
1; this implies that the variation in observed response is 100% explained 
by the equation. In this scenario, every observed point x would be on the 
straight line. However, in reality and in particular in the business world, 
this is never the case. In fact, the level of unexplained variation is always 
very high and represents a real limitation to the creation of robust solu-
tions. It is highly common to see R2 of most equations never exceeding.05. 
For most data miners, this represents a real challenge since this high level 
of residual variation results in practices that call on both art and science.

Some of the newer techniques, such as neural nets and perhaps genetic 
algorithms, attempt to explain this true random variation, but this varia-
tion should be left unexplained. This situation is common among some of 
the newer techniques and is often referred to as “overfitting.”

With overfitting, these gains charts results are even further enhanced. 
Once these performance expectations are laid out for the marketing team, 
objectives and forecasts become quite aggressive and unrealistic, and in 
most cases they yield inferior results compared to what was expected. The 
use of less robust tools, such as CHAID or regression analysis, in these 
cases would have delivered solutions that are more easily managed when 
applied in various business initiatives.

Obviously, this does not mean that these more advanced techniques 
should never be employed; rather, these techniques along with other 
approaches should always be considered options. In fact, from a statisti-
cal perspective, these techniques are very powerful, and they have been 
employed in applications such as fraud detection, particularly in image 
recognition and handwriting recognition. The key to using these tech-
niques in business and marketing applications is to have sound validation 
or holdout samples. The crucial difference in marketing and in trying to 
predict consumer behavior is that a large portion of the variation in the 
data is truly random or unexplained. This means that any attempt to 
explain this “random” variation through the use of more advanced tech-
niques will yield disappointing results. The necessity to use validation 
samples can never be overemphasized in the data mining world, especially 
when large random variation is the norm rather than the exception.
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As seen in the section dealing with the creation of the analytical file, 
the very last stage of the process is the separation of this file into a devel-
opment and validation sample. Solutions should always be constructed 
on the development sample. The solutions’ performance should always 
be measured against the validation or holdout sample; that is, we simply 
apply the solution to this group of records.

Although it has been argued that is the proper procedure when build-
ing solutions, in practice this is not always necessary, especially if sample 
size is a mitigating constraint. The lack of data in building a model would 
suggest that the development and validation samples should be combined 
in order to have enough information to develop a proper model. Although 
there is some risk in developing models without a validation sample, this 
risk is mitigated with the less robust techniques, such as CHAID and 
regression analysis. From an experienced standpoint, minimal difference 
is observed in results when the solution is applied to a validation or devel-
opment sample, particularly if the proper discipline has been exercised in 
model development. If the model and its variables are statistically sound, 
then it is expected that the results will be so as well. These simpler tech-
niques are only producing results from that portion of the total varia-
tion that is explainable, and in most cases that portion represents a very 
small part of the total error. Hence, simpler techniques, such as CHAID 
and regression, are sufficient for developing solutions to explain this small 
portion of the total variation. However, this explainable error must be 
duplicated when validating results that are similar to what occurred in 
development. With the more robust techniques, some of the model’s pre-
dictive capability is based on being able to explain variation that is truly 
random or unexplained. This attempt to “explain the unexplained” is not 
replicable in a validation sample, and drastically different results between 
development and validation are expected if a more robust and complex 
model were not properly trained. In my experience, when models have 
been properly trained with these more robust techniques, the results are 
indeed similar to those produced by CHAID and regression.

In the world of marketing, situations will rarely arise that allow a large 
portion of the variation (i.e., customer behavior) to be explained. In other 
words, techniques like neural nets and machine learning seldom beat the 
more traditional regression techniques in the world of marketing. But the 
small portion that can be explained results in significant increases in per-
formance. Because these solutions are applied to hundreds of thousands 
of customers, these simple models can achieve tremendous lift in a given 
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customer behavior and ultimately add hundreds of thousands of dollars in 
revenue to a given campaign.

Understanding that this small explainable error is the norm in database 
marketing can help explain why linear or logistic regression can be used 
to predict binary outcomes. From a statistician’s perspective, this is heresy. 
From a data miner’s perspective, it is simply a matter of what works and 
what doesn’t.

Binary outcomes, such as defection, credit loss, or response rate, are 
essentially yes/no outcomes. Did a person respond? Did a person go into 
default? Did a person cancel?

In the world of database marketing, rudimentary use of statistics will 
often suffice and be preferable to the more complex approach. As dis-
cussed throughout this book, the real key to building stronger solutions is 
a data environment that offers much data that is reliable and provides the 
flexibility to manipulate this data into more meaningful fields.

Because of the binary nature of the outcomes, these models should be 
producing a probability function. In other words, the outcome should pro-
duce results that are between 0 and 1. Academic purists will argue that using 
linear regression to estimate binary outcomes is incorrect since the predicted 
outcomes from a linear regression routine will have values between negative 
infinity to positive infinity. From the practitioner’s perspective, however, 
what matters is that the solution provides significant performance lift when 
compared to other alternatives. As previously mentioned, performance lift 
is the practitioner’s primary focus. It would be nice to have a solution that 
is also accurate in predicting actual response rates (i.e., where the differ-
ence between the predicted response rate and the actual response rate is 
minimal), but this is not mandatory. Marketers and analysts desire solutions 
that can best differentiate or rank-order groups in their differences from the 
average. The example in figure 15.2 illustrates this focus.

In this example, Scenario 2 produces a model that more accurately pre-
dicts response. However, which scenario would database marketers select 
as a solution? Despite its obvious inability to accurately predict response, 
Scenario 2 still yields a much higher lift and would be the preferred choice 
of marketers. The ability to produce a solution that offers significant lift in 
performance is the preferred objective over one that provides more accu-
rate estimates of response rate.

If lift is the primary consideration, then there is no need to have a 
mathematical routine, such as logistic regression, that delivers probability 
estimates. Once again, given the small amount of variation that can be 
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explained, linear regression in most cases will yield solutions that are often 
very similar to logistic regression when considered from the perspective of 
lift.

Why should logistic regression be considered at all in a business set-
ting? The practical response is that often models are built as part of an 
overall solution, such as campaign optimization or profitability. In these 
cases, the predicted outcomes represent probability estimates that may be 
used as one metric in building the overall solution. Here’s an example.

Profitability = P (Response) × P (Approval) × Spend × (1-P (Cancel))

In this example, profitability is determined by a person’s likelihood to 
both respond and be approved for this offer, and the equation then deter-
mines the applicant’s level of spending for a given period of time as well as 
likelihood of being a customer at the time of the offer.

Converting models into probability functions is not very difficult. 
Once users have identified the key variables in the final linear regres-
sion, they simply input the same variables into a logistic function read-
ily available in many software packages. In fact, in building logistic 
or probability models, this may be the preferred approach, especially 
if CPU (central processing unit) and time is an issue. It is far quicker 
to determine the relevant variables and statistical variables from lin-
ear regression. The selection and identification of these variables yields 
identical results either with linear or logistic regression. Given this 
finding and the higher CPU requirements of logistic regression, it is 
preferable to use linear regression for variable discovery of the model 
exercise. Then, once the model variables are finalized, they are trans-
formed into a logistic probability function as the last step in model 
development. In situations where solutions are built that require the 

Scenario 1 Scenario 1 Scenario 2 Scenario2

Predicted  
Response Rate

Actual  
Response Rate

Predicted 
Response Rate

Actual  
Response Rate

Top 10%  
of Model

6% 10% 4% 4.50%

Random 
Control Cell

3% 5% 3% 3.50%

Figure 15.2 Comparing Predicted Estimates vs. Observed Estimates
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integration of several models, the combination of linear regression with 
logistic regression provides analysts with the appropriate tools to yield 
the best solution with quick turnaround time. This then allows ana-
lysts to turn their focus to the specifics of the solution an organization 
requires.

The Impact of Multicollinearity

Statistics play an extremely valuable role in optimizing the decision-mak-
ing process. Understanding what statistics can do in relation to a business 
objective is critical to this process. This is certainly the case when market-
ers are asked to create a target group or list of customers and at the same 
time identify the key characteristics defining that group.

For instance, when a list of customers is generated, the objective is to 
obtain the best group or list of customers. Regression analysis routines 
perform very well in achieving this objective. The use of these routines 
helps to identify the characteristics that will best predict a given out-
come. One real advantage of these techniques is that they also take into 
account multicollinearity. What is multicollinearity? A good practical 
example is the notion that education usually leads to higher income. In 
an analytical exercise such as response or attrition, the high multicol-
linearity of both age and income would end up causing both variables 
to exhibit the same trend on response or attrition. In another example, 
we might find that gender and tenure (length of time as a customer) 
have no relationship with each other. In conducting any analysis on 
response or attrition, we cannot assume a priori that the two variables 
(gender and tenure) would have the same relationship on response or 
attrition.

In mathematical terms, multicollinearity represents the level or amount 
of interaction between the independent variables in a given model equa-
tion. This means that the weights or coefficients of the final variables 
reflect this interaction between multiple variables and at the same time are 
statistically significant in the overall equation. Through regression anal-
ysis techniques, many variables will be eliminated because of multicol-
linearity with the final model variables, but they may still be statistically 
significant in a univariate fashion as seen in correlation analysis routines. 
This type of process is critical for optimizing the predicted outcome. The 
key outcome in this case is a score that is the key measure used to generate 
lists or groups of customers.
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When attempting to identify the key characteristics that define a given 
group, using the characteristics or variables from a regression routine may 
be less than optimal. For example, figure 15.3 presents a case where the 
goal is to optimize response rates. Both variables are statistically signifi-
cant for response rate in a univariate fashion (i.e., each variable without 
the impact of multicollinearity as compared to response rate).

The regression equation here, however, only includes income.

Response = 0.50 + 0.00001*income

Here, the equation has retained only one of the two statistically signifi-
cant variables (income). The high multicollinearity between income and 
education has caused education to be eliminated. However, in identifying 
key customer triggers or behaviors for response, marketers would want to 
know that both education and income are key customer characteristics in 
the target group.

Years of Education Income

Correlation Coefficient 0.11 0.12
Confidence Interval 99.0% 99.5%

Figure 15.3 Example of Correlation Results of Education and Income vs. Response
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Tracking and 
Measuring

Data mining is much more than just technology. It is a 
 step-by-step process resulting in the development and application of 
a solution. Yet, at the same time, this process should always yield new 
insights and learning that can be utilized for future campaigns. Besides the 
development and application of solutions, the data mining process should 
encompass an ongoing learning environment that provides the means for 
continuous business improvement. It is this stage of tracking and mea-
surement of results that provides learning and insights for future busi-
ness initiatives. In fact, leading-edge organizations devote much of their 
resources and time to this area. Why? Being able to measure and evaluate 
results as part of an ongoing process provides the insights required for 
continuous business improvement. However, it is equally important that 
these results are effectively communicated so that the information and 
insights are disseminated to a wide audience. The empowerment of more 
people through increased access to these results simply means that more 
minds can be focused on building solutions rather than having to rely on 
only a select few.

Consider how measurement and evaluation fit into the overall data 
mining process. The first stage (identification of the business problem/
issue) deals with the collection and gathering of information that will 
enable data miners to identify key issues and challenges. By measuring 
and evaluating results from recent business initiatives and campaigns, data 
miners can gather the most up-to-date information to formulate these 
key issues and challenges that continue to arise throughout this ongoing 
learning process.
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Measuring ROI: Getting Started  
with the Data

Understanding what is to be measured with a business initiative can be the 
most significant hurdle to effective ROI measurement. Situations where 
measurement reports are produced but do not produce the required results 
often occur in marketing. Resolving or mitigating these situations requires 
an approach that addresses the needs of all the stakeholders involved in 
this process.

Once these measurement objectives and stakeholders’ needs have been 
identified, the next issue is to decide how measurement and tracking will 
be done within the current data environment. This question requires us to 
look at the data and to determine if the measurement objectives identified 
can be met within the existing data environment.

For example, how is the appropriate testing matrix set up for a given 
business initiative or marketing campaign? What kind of learning do 
marketers want to obtain and how do they evaluate the performance of a 
given initiative or campaign? For instance, if a targeting tool is used in a 
campaign, results must be obtained regarding its performance. However, 
it is the amount and complexity of the required learning that will dic-
tate the design of the measurement and tracking system. For example, 
the simplest kind of tracking is merely determining the performance of a 
particular initiative. The initiative could be an event, a campaign, a type 
of offer, a type of communication, a targeting tool, etc. In this case, the 
tracking requirements are quite simple in the sense that two cell codes/
groups are created. The first cell code or group is the control cell where 
there is no occurrence of the initiative, and the second group or test cell is 
the one impacted by the initiative. By comparing the performance of the 
two cell codes, we can then surmise the impact of the particular initiative 
being tested. This is rather easy if the marketer is primarily interested in 
only one piece of learning from a campaign. Yet, in practice, marketers 
are always trying to obtain as much learning as possible. In setting up a 
measurement matrix, complexity is not the issue here; the real issue is cost. 
For each given initiative, test cells must be set up. Suppose that a marketer 
wants to evaluate four different offers along with a control offer. In this 
case, five cells would have to be created.

Now suppose that marketers wanted to test four different offers along 
with four different communication pieces. More important, suppose 
they wanted to test the relationship between offer and communication. 
Consequently, they would need to create 16 separate cells (4 offers x 4 
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communication types ); offer type 1 would be the control offer and com-
munication piece A the control communication piece. Figure 16.1, shows 
a schematic of this tracking matrix with live promotion quantities.

In any tracking scenario, there is always one cell the marketing team 
has to select as its winning cell. Marketers will place many of the names 
here since this is the cell that is expected to generate the largest ROI. In 
the example here, the winning cell is D4 while the other 15 cells essentially 
represent the investment costs of promoting to 75,000 names or to 5,000 
names per cell. This can be considered a significant investment since 27% 
(75,000/275,000) of the promotion quantity is devoted to learning. At a 
price of $1.00 per piece, this can translate to an investment of $75,000 
devoted to learning.

Suppose marketers wanted to introduce other factors into the mix, 
such as region (4 groups) and targeting (4 groups); the tracking matrix in 
the previous example would then grow to 256 (4 offers x 4 communica-
tions x 4 regions x 4 target groups) cell matrix. Obviously, this becomes 
unwieldy.

This is where the use of statistics such as conjoint analysis or analysis 
of variance (ANOVA) can be used to reduce the number of test cells to a 
more manageable number. These techniques are useful in providing a sci-
entific approach to the interaction between factors. If we assume that con-
joint analysis/ANOVA demonstrates that there is no interaction between 
targeting and region and the other factors, then, the matrix shown in 
figure 16.2, could be produced.

Through statistical analysis, the number of cells has been reduced from 
256 to 24. This is another illustration of the role of statistics in database 
marketing programs. Yet, in this scenario, the objective of statistics is not 
the creation of targeting tools but rather the determination of the cell/
groups that need to be tested in a given marketing campaign.

Offer Type

Communication Piece

A (Control) B C D

1 (Control) 5,000 5,000 5,000 5,000
2 5,000 5,000 5,000 5,000
3 5,000 5,000 5,000 5,000
4 5,000 5,000 5,000 200,000

Figure 16.1 Example of Marketing Matrix for Measurement
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Digital marketing allows marketing executives to explore all kinds of 
different test scenarios because the cost to create different page views and 
different types of e-mail messages is negligible. Although it is now easy 
and cheap to create these complex measurement scenarios, the limiting 
factor is still the human capacity to derive meaningful learning from the 
multitude of tests that could be designed for a particular marketing initia-
tive. Using techniques of the ANOVA type and factorial design to reduce 
factors for testing accelerates marketing analysis to a new level where anal-
yses reveal more meaningful insights in a more timely manner.

Another issue that often arises when designing a testing matrix is the 
question of what sample size to allot to each cell. There are a variety of 
factors that impact sample size. Examples of these factors that influence 
sample size are the overall performance rate, error range, and confidence 
level. The actual formula can be written as follows:

(Confidence level) × (Confidence Level) × (Performance Rate) × (1–Performance Rate)

Error Range × Error Rate

Offer Type

Communication Piece

A (Control) B C D

1 (Control) X X X X
2 X X X X
3 X X X X
4 X X X X

Region

Maritimes X
PQ X
Ontario X
Rest of Canada X

Targeting

Segment 1 X
Segment 2 X
Segment 3 X
Segment 4 X

Figure 16.2  Example of Marketing Matrix for Measurement (More Complex)
Obs. Each region cell and targeting cell get control communication and control offer
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Here are some examples to obtain clearer insight into how this formula 
works. For example, if we assume a response rate of 1% (performance rate) 
and a confidence level of 95%, which translates to a statistical z-score of 
1.96, and that the results are statistically significant, and if given initia-
tives are 0.2% (error range) different from the mean, then the minimum 
required sample size is simply:

1.96 × 1.96 × (.01) × (.99) 
= 9508

.002 × .002

If the allowable range of error is increased to 0.4%, then intuitively one 
would expect the minimum required sample size to decrease. In fact, it does 
decrease to 2,377. Increases in the confidence level will always increase the 
sample size. For instance, if we increase the confidence level from 95% 
to 99% or the z-score from 1.96 to 2.58, the sample size increases from 
9,508 to 16,475. Meanwhile, a performance rate of 50% always yields the 
largest sample size since any other combination of performance rate and 
its complement (1-performance rate) will always yield a smaller number in 
the numerator.

This formula can be plugged into any spreadsheet application. It has 
tremendous utility for marketers because it provides a range of required 
sample sizes based on the differing assumptions of performance rate, range 
of error, and confidence level.

Let’s suppose marketers want to be more granular in their evaluation 
of results by determining the optimization of a given business objective. 
This scenario is especially applicable to targeting tools that are used 
in a marketing campaign. With a control or random cell set aside and 
then used in comparison to the targeted group, marketers can quickly 
ascertain if the model is effective by checking whether the results are 
superior to those of the control group. But is this procedure optimal? 
Is the targeting performing as observed when the tool was built? This 
is where a comparison between that status when the model was built 
and its current application must be created. By checking the perfor-
mance results of the model when it was initially developed, marketers 
then have a benchmark for comparing subsequent results of targeting 
applications.

For instance, suppose a response model is built whereby customers are 
ranked into 10 deciles with decile 1 being the highest scored and decile 
10 being the worst scored. The observed response rate from the validation 
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sample for model development is then reported for each decile and plotted as 
a line or curve. This line or curve is often referred to as a Lorenz curve. The 
objective of any model or targeting is to maximize the slope of the Lorenz 
curve. A flat line represents a complete failure while a vertical line represents 
perfection.

Once this model is applied to a current campaign, the exercise can 
be conducted and a Lorenz curve can be created for the current cam-
paign. This Lorenz curve is then compared to the Lorenz curve that was 
observed during model development. If the slopes of the two curves are 
identical, then the model is performing optimally. If the slope of the 
campaign is less than the slope for model development, then the model 
is not performing optimally. The key business decision in this type of 
situation, though, is to determine whether or not a company can live 
with this suboptimal performance or must invest in the development of 
a new model.

The following examples will serve to illustrate this concept. Figure 16.3 
shows an example of two Lorenz curves; the first one reports the results 
during model development (validation), and the second curve reports the 
results after the model was applied in a campaign (campaign).

Even though the overall campaign’s response rate is performing much 
worse than what was observed during model development, the targeting 
tool is performing effectively because its ability to rank-order response rate 
has remained more or less unchanged between development of the model 
(validation) and its current application (campaign). Since the slope of the 
two lines is identical, it can be concluded that the model’s current per-
formance is optimal. In this particular case, it was critical to evaluate the 
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Figure 16.3 Example of Model Evaluation in a given Campaign
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model’s performance in a granular manner since the first inclination of 
the business team might be to blame the model for the campaign’s poor 
performance.

Figure 16.4 shows another example of reviewing a model’s perfor-
mance during its current application. Observe that the overall cam-
paign is performing much better than what was observed during model 
development. In this particular case, the first inclination might be to 
attribute some of the campaign’s success to the model when in fact the 
model did not contribute to the campaign’s success. Despite the appar-
ent overall success of the campaign, the model was a failure due to the 
fact that there is no rank-ordering of response rate by decile as demon-
strated by the campaign’s f lat Lorenz curve. The slope of the campaign’s 
Lorenz curve in this case is almost nonexistent. The business decision 
in this case would be rather simple in that a new model definitely must 
be developed.

These are just some examples of what one might consider in design-
ing a measurement and tracking system. The key to creating any mea-
surement and tracking system from a tactical standpoint is to establish 
priorities and objectives and plan accordingly. Yet, this planning can be 
irrelevant if practitioners do not properly understand how to use the data 
in the existing information environment and, more important, how to use 
it in a cost-effective manner.

Another way to measure performance of a model is through what 
is commonly referred to as the lift curve; an example is shown in 
figure 16.5.
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Figure 16.4 Example of Model Not Performing
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Figure 16.5 Premium versus Homeowners Loss Model Comparison of Cumulative % 
of Losses

In the example in figure 16.5 the objective of the predictive analytics 
model is to effectively target homeowner losses, and the analyst is track-
ing the impact of the (BFG model) as compared to the status quo (current 
pricing). The current way of pricing does an adequate job of identify-
ing losses when compared to doing nothing, which is represented by the 
straight line. Yet, the predictive model (BFG) does significantly better, 
as depicted by the area under the curve between the BFG model and the 
current pricing technique.
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Implementation and 
Tracking

Once the solution is complete, the next step is to implement 
it as part of a business initiative. In some cases, these initiatives could 
be unrelated to marketing. For example, the development of credit-risk 
models could be applied in the operations area; the output of these models 
consists of the risk segments that are associated with these customers.

In applying solutions, the most important consideration is to ensure 
that the solution is being applied correctly. Initially, this requires that 
data quality checks will be conducted on several records to ensure that 
the solution has integrity on the records. This is particularly important 
if a third party is implementing the solution. Both the solution developer 
(data miner) and third party would implement the model separately using 
their own tools. The solution output (model variable means, model scores, 
etc.) should line up 100% between the data miner and third party.

Another consideration is to ensure that the information environment 
has not changed substantially between the time when the solution was 
developed and the time when it is implemented. This can be done by 
creating frequency distributions of key elements in the solution. A model 
could be examined by comparing the score distribution ranges between 
time of development and time of implementation, as shown in the exam-
ple in figure 17.1.

In this example, the score ranges have changed quite drastically between 
the time of development and the most recent application. Forging ahead 
with this solution without understanding these score discrepancies invites 
failure. Investigation and analysis needs to be conducted on the data-
base to understand why these score discrepancies exist. One method is to 
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 compare the frequency distribution results of the model variables between 
the time of model development and that of the current implementation.

Once the data miner is comfortable that the solution is being correctly 
applied within the current business initiative, he or she needs to create a 
testing and tracking environment in order to evaluate the impact of this 
solution on a business initiative.

As we observed in the preceding chapter, the intention in designing a 
marketing matrix is to maximize results while also maximizing learning 
that can be used to make better decisions in future business initiatives. In 
this case, key pieces of learning would involve testing how well the model 
performs and determining the effectiveness of various communication 
pieces or offers. As stated in the preceding chapter, one cell of the spread-
sheet will represent the winning cell, representing those names where the 
model is being fully utilized to deliver its impact, as well as being pro-
moted with the expected winning offer and the expected winning com-
munication piece. Implementation is a detailed process. It is important to 
devote time and effort to ensuring that the solution is correct and makes 
sense in today’s information environment. This time commitment is also 
necessary to set up the proper testing and tracking conditions for evaluat-
ing performance.

% of List Minimum Score (development) Minimum Score (application)

0–10% 0.08 0.04
10–20% 0.07 0.03
20–30% 0.06 0.02
30–40% 0.05 0.01
40–50% 0.04 0.004
etc.

Figure 17.1 Example of Validating Implementation Results
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Value-Based 
Segmentation and  
the Use of CHAID

The process of measuring and evaluating results can also be 
used to develop an overall segmentation strategy. The most commonly 
used approach in developing a segmentation strategy is based on value. 
The key and ultimately the largest challenge in this type of exercise is the 
identification of metrics and measures that comprise value. Once these 
measures and metrics are identified, a value result is built for each cus-
tomer record. The results of this exercise are presented in the decile report 
shown in figure 18.1.

In this decile report, customers are ranked in descending order by value 
and placed into ten deciles. It is at this point that a judgment must be 
made to decide on the value segment breaks; this judgment is based on 
the customers’ percentage contribution to overall value. In this report, 
the top 20% (high-value group) contributes 43% of the total value of the 
entire customer base. The medium-value group (20%–60%) contributes 
43% of the total value of the customer base, and the bottom 60%–100% 
(low-value group) contributes only 14% of the total value of the customer 
base. In this example, the customer base has been stratified into three 
value segments. The value segments could also be stratified into 5 to 10 
groups. The degree of stratification will depend on the number of cus-
tomer records and the richness of data. For instance, a customer base of 
50,000 records needs only three value segments, but a customer database 
of 1 million records could use 5 to 8 customer value segments. Whether 
to establish 5 or 8 segments for 1 million records will depend on the rich-
ness of data concerning demographics and transactions. The richness of 
data will determine whether meaningful profiles can be developed for 
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each value segment. In other words, do these profiles have some distinct 
or unique characteristics when compared to each other? The number of 
value segments should be based on the number of meaningful profiles that 
can be produced.

The other dimension to utilize when creating segments is one based on 
behavior. Besides looking at the customer’s worth or value to the company, 
it is also important to look at a customer’s recent behavioral trends that 
could reflect a change in that customer’s behavior. This type of perspec-
tive allows marketers to design a program that is based on the customer’s 
worth to the company and that also deals with the trigger points of this 
customer’s changed behavior. Determining the behavior segments is an 
analytical exercise unto itself. The first task in this exercise is to determine 
an appropriate period in which to define behavior. This period typically 
reflects the purchase cycle of the average customer. In other words, does 
the average customer typically purchase in one month, two months, three 
months, etc.? Once this is determined, the analyst then needs to define 
the behavior change within this purchase cycle for growers, decliners, and 
stables. Behavior change needs to be calculated in terms of how purchases 
have changed between one period (pre) and a subsequent period (post). 
If the purchase period represents a time interval of six months, then one 
example of a pre/post period would be January to June 2013 as the pre-
period and July to December 2013 as the post-period.

Once these pre- and post-periods are determined, then analysis is done 
to look at how percentage purchase change distributes across the entire 

% of Customers  
Ranked by Value

Value 
Segment

Average  
Value

% of Value in  
Interval

0–10% High 2400 24%
10%-20% High 1900 19%
20%-30% Medium 1300 13%
30%-40% Medium 1100 11%
40%-50% Medium 1000 10%
50%-60% Medium 900 9%
60%-70% Low 600 6%
70%-80% Low 400 4%
80%-90% Low 300 3%
90%-100% Low 100 1%

Figure 18.1 Value Segmentation Decile Report
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customer database. Customers exhibiting high positive increases in pur-
chase change are assigned as growers while high negative decreases in 
purchase change are assigned as decliners with the rest assigned as stable 
as long as they had some purchase activity in that period. The actual 
cutoff point in determining these behavior thresholds (growers, stables, 
and decliners) is somewhat arbitrary as it represents a collaborative effort 
between the marketer and data miner whereby both parties would have 
looked at the distribution in order to arrive at these cutoffs. The other seg-
ments (defectors, inactives, and reactivators) are more straightforward as 
they are defined upfront without any analysis.

Defectors: Customers with activity in a pre-period and without ●●

activity in a post-period
Reactivators: Customers without activity in a pre-period and with ●●

activity in a post-period
Inactive: Customers without activity in a pre-period and without ●●

activity in a post-period

Once all these behavior segments are defined, a matrix can be produced 
that integrates both customer value and behavior as seen in figure 18.2. 
This matrix allows marketing decision makers to select names based on 
both value and behavior (value-behavior segmentation).

A second form of segmentation results from the exercises or projects 
that relate to building predictive models. Often enough, it may make 
sense not to model the entire universe for a given marketing program. As 
noted in previous chapters, certain variables are overwhelmingly power-
ful. Results would indicate that segments should be identified up front 
with models being built for those segments. Correlation analysis and a 
quick stepwise regression on key variables would reveal that one variable is 
clearly overwhelming when compared to other variables.

In our example in figure 18.3, correlation and stepwise results reveal 
that tenure is clearly overwhelming in its impact on the objective func-
tion—in this case, response.

The results in the example in figure 18.3 indicate that the tenure corre-
lation coefficient as well as its percentage contribution to an overall equa-
tion is drastically superior to other variables that are being considered 
as potential model variables. CHAID (Chi-square Automatic Interaction 
Detector) would then be used to determine the actual ranges of ten-
ure. These tenure ranges would then be used as segments, and models 



Variable Correlation Coefficient Confidence Interval % contribution to Model

Tenure 0.5 99% 90%
Total Spend 0.2 99% 5%
Income -0.19 99% 3%
Credit Score 0.18 99% 2%

Figure 18.3 Using Correlation and Stepwise to Determine Variables for Segmentation

Value Decline Defector Grower Inactive Reactivation Stable

High

Medium

Low

Figure 18.2 Value-Behaviour Based Segmentation Matrix
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would then be developed for each segment, as shown in the example in 
figure 18.4.

Here the use of CHAID to define tenure as a key segmentation variable 
is further supported by both correlation and regression analysis and pro-
vides another perspective on segmentation. Unlike cluster analysis, where 
segments are defined homogenously and in an unsupervised learning 
fashion, this type of segmentation adopts a supervised learning approach 
with response rate essentially supervising the creation of these segments.

We have discussed the use of decision-tree tools throughout this book; 
they warrant much discussion because they offer great benefits for data 
mining. First of all, let’s understand what decision trees are all about.

Most of these tree-like tools employ either CHAID (Chi-Square 
Automatic Interaction Detector) analysis or CART (Classification and 
Regression Tree) analysis. Both tools again employ the fundamental con-
cept underlying all of statistics; that is, they try to uncover characteristics 
that vary significantly from a given average. The main difference between 
the two tools is that the desired behavior or objective function behind 
CHAID is a binary type function (0 or 1), such as response, while for 
CART analysis, the objective function is continuous, such as spending or 
income.

Decision trees are tools where the actual output resembles a tree-like 
diagram. Figure 18.5 shows an example from a financial institution 
regarding an RRSP mailing.

In this example, the top node or branch represents the entire sample 
or population being analyzed. In decision-tree tools, the analysis provides 
two main deliverables. First, it indicates the key characteristics or vari-
ables that are statistically significant in relation to the desired behavior or 
response as observed in this particular example. The statistically signifi-
cant variables are represented by the branches. The second main deliver-
able is that the analysis shows the optimum breaks or nodes within each 

Segment 1 Segment 2 Segment 3

Response Rate 2.5% 8% 4%
# of Names 50,000 300,000 500,000
Tenure <1 1–3 yrs 3 yrs+
Model 1 2 3

Figure 18.4 Example of CHAID used to Define Key Customer Segments
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variable or branch. Note that the branches and nodes in the example here 
are determined through chi-square routines.

In our example in figure 18.5, the objective is to optimize response to an 
RRSP mailing; that is, the desired or targeted behavior is binary (response). 
The first branch represents holdings and is the most statistically significant 
characteristic against response. The nodes of this first branch of holdings 
are >10K holdings, between 5K and 10K holdings, and holdings <= 5K; 
these are all determined based on the CHAID routine. Once again, the 
algorithm or statistical routine determines these breaks or nodes for the 
user. The CHAID analysis is an iterative routine and then continues to 
look for the next significant variable within each node. In our example 
in figure 18.5, the node containing holdings >10K reveals that the next 
most significant node is tenure with the following breaks or nodes: less 
than or equal to 5 years tenure and over 5 years tenure. Meanwhile, the 
node containing holdings < = 5k reveals that the next significant node is 
relationships with breaks of 1 relationship and more than 1 relationship. 
Meanwhile, the holdings node with 5k to10k contains no subsequent node 
as there is no other variable that is statistically significant from a chi-square 
perspective at this particular branch of the analysis. The analysis continues 
its iteration where only one more branch is identified. In this case, the node 
representing relationships >1 has a subsequent branch related to whether 
or not the individual has a mortgage. The decision tree is complete at this 
point based on the statistical thresholds set by the user.

These kinds of routines allow the user tremendous flexibility in terms 
of whether the tree is going to be an exhaustive one with many nodes and 
branches or a simple one with few branches and nodes. Through the use 
of quasi “confidence intervals,” such as Bonferroni adjustments as seen in 

Overall File
RespRate = 3.5%

Holdings <= $5,000
4.2%

$5,000 < Holdings <= $10,000
3.0% 

Holdings > $10,000
6.0% 

Tenure > 5
8.0%

Tenure <= 5
5.0%

Relationships > 1
5.0%

Mortgage = Y
5.2%

Relationships = 1
3.8%

Mortgage = N
3.2%

Figure 18.5 Example of CHAID as Targeting Tool
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the SPSS (Statistical Package for Social Sciences) CHAID tool and sample 
size minimum volumes, users can adjust the tree based on their own pref-
erences. Using a restrictive minimum sample size or increasing the cutoff 
threshold of the Bonferroni adjustment results in fewer variables that are 
likely to be significant. This creates a simpler tree with fewer branches and 
nodes. A more exhaustive type of tree would be produced by relaxing any 
of these assumptions regarding sample size or the statistical threshold.

Both routines (CHAID and CART) can be used as targeting routines 
much like the more traditional multiple regression and logistic regres-
sion routines. As targeted routines, the actual end nodes or segments are 
rank-ordered from top to bottom based on how these end nodes or seg-
ments perform in relation to the desired behavior, which in our example is 
response. In our example, we have six segments or end nodes. A gains table 
or decile table can be produced using these six segments where the records 
are ranked by the segments’ response rate performance. In our example in 
figure 18.5, the segments or end nodes would be ranked as follows:

Rank 1: Holdings > $ 10K and > 5 years tenure●●

Rank 2: Holdings <=5K and with relationships > 1 and who have a ●●

mortgage
Rank 3: Holdings > $ 10K and <= 5 years tenure●●

Rank 4: <=5K and with relationships =1●●

Rank 5: Holdings <=5K and with relationships > 1 and who do not ●●

have a mortgage
Rank 6: Holdings between 5K and 10K●●

In our example here, the use of 6 ranks to create 10 decile groups will 
cause many records to have the same output result. This loss of granular-
ity in differentiating records based on response rate performance leads to 
decisions that are less than optimal in terms of achieving the desired busi-
ness objective. The more traditional regression techniques do not encoun-
ter this phenomenon because their output are scores where much fewer 
records are likely to have the same score. One option for businesses is to 
obtain more granular results from this decision tree by relaxing the statis-
tical thresholds and thus obtaining more nodes and ranks. The negative 
implication of this approach is that these increased end nodes are less sta-
tistically reliable. Users must weigh the loss of statistical reliability against 
increased granularity. As discussed throughout this book, business knowl-
edge provides the additional insights to help users make a more informed 
and balanced decision
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Black Box Analytics

Organizations are now aware of the significant contribution 
that predictive analytics brings to the bottom line. Solutions that were 
once viewed with skepticism and doubts are now embraced by many orga-
nizations. Yet, from a practitioner’s perspective, some solutions are easier 
to understand than others. The challenge for the practitioner is to com-
municate with the business end user in such a way that the end user knows 
how to use and apply the solution. What does this mean? From the busi-
ness end user’s standpoint, this means two things:

1. The ability to use the solution in order to attain its intended business 
benefits

2. Understanding the business inputs

Regarding the first point, the use of decile reports and gains charts has 
been discussed in earlier chapters in this book; these reports and charts 
provide the necessary information for making decisions based on these 
solutions. The ability to rank order records with a given solution yields 
tremendous flexibility in understanding the profit implications of certain 
business scenarios. As businesses increasingly adopt predictive analyt-
ics, decile reports and gains charts are being recognized as the critical 
solution outputs in providing the necessary information for key business 
decisions.

Regarding the second point above, understanding the business inputs 
can be a challenge because here the analyst attempts to “get under the 
hood” of a solution and demonstrate what the key business inputs to the 
model are. Yet, as predictive analytics have evolved, so have the tech-
niques. Highly advanced mathematical techniques using approaches 
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related to artificial intelligence, which include the ability to detect non-
linear patterns, present real challenges when analysts try to explain the 
key components of a model. What do we mean by this? Suppose there is 
a distribution where a variable, such as tenure, has a trimodal distribu-
tion (3 mode points within the distribution) with response. How can one 
meaningfully explain the trend to business users other than telling them 
to simply rely on the output as presented in the overall equation? Yet, 
in many of these advanced techniques, there are a number of variables 
that exhibit this high degree of nonlinear complexity. With some of these 
advanced techniques and software, equations are not even the solution 
output. Instead, the practitioner is presented with output in the form of 
business rules. This scenario is further complicated by the fact that many 
of these nonlinear variables may have interactions with each other in such 
a way that the interaction between multiple nonlinear variables represents 
an input to the solution. These types of complex inputs pose real diffi-
culties to practitioners trying to educate end users on what the model or 
solution is comprised of. The practitioner’s typical explanation is that the 
solution is a “black box.”

Yet, aside from the communication challenge of black-box solutions, 
the second challenge is credibility. Will the business community really 
trust that the equations and variables in black-box solutions are simply 
superior in explaining variation than in the more traditional linear and 
log-linear techniques? Mathematically, it may be possible to explain how 
a given input best explains the variation. But can this be explained in 
a business sense? For example, if there is a linear relationship between 
tenure and response, it is far easier to explain that higher tenured people 
are more likely to respond, which explains why tenure has a positive coef-
ficient in a given model equation. Conversely, assuming a linear relation-
ship between income and response, users may conclude that people with 
higher income are less likely to respond, and this explains the negative 
coefficient of income in the overall model equation.

However, explaining the impact of tenure on response becomes more 
difficult if the trend is a curvilinear one with multiple modes within the 
distribution. Tenure in this case would be captured in some kind of com-
plex polynomial function that is very difficult to explain in business terms. 
This situation can even be more complicated if the solution is derived from 
machine learning because in that case the resulting business rules are not 
concerned with trying to explain an overall trend of tenure with response. 
Instead, the tenure relationship is captured by attempting to optimize its 
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relationship with response along particular points of a distribution where 
the plotted points of tenure versus response will exhibit many nonlinear 
relationships.

With these types of black-box solutions, user-driven parameters pro-
vide the necessary flexibility allowing the practitioner to deliver a variety 
of solutions. The practitioner can alter the parameters in such a way as to 
deliver an almost “perfect” solution since these high-end mathematical 
solutions will attempt to explain all the variations, even those that are 
truly random. Of course, this is the fundamental problem with black-box 
solutions and hence the dire need for validation.

The key in assessing the superiority of one solution over another is 
validation and the resulting gains charts that show how well one solution 
predicts behavior compared to another solution. Regarding the need for 
a robust validation environment practitioners and academics are in com-
plete agreement.

Yet, the inability to explain key business inputs can present a barrier to 
broader acceptance of these tools throughout the organization. Businesses 
need to have a deeper understanding of the inputs because of the mea-
surement process used to evaluate the performance of a given solution. 
This process cannot occur effectively if there is a gap in understanding of 
what went into the solution. This is not a problem if the solution works 
perfectly. But what happens when solutions do not work? Under such con-
ditions, in-depth examination is required to understand what worked and 
what did not work, and this certainly includes a deeper understanding of 
the key business inputs. This comprehension gap affecting the ability to 
effectively measure black-box solutions is why most organizations opt for 
solutions of the simpler linear or logistic type. In this type of environment, 
the notion of less is more is very applicable since these solutions that are 
not of the black box kind are more easily understood and, more impor-
tant, can be analyzed in a very detailed manner even when these solutions 
fail to produce the expected results.

Nevertheless, black-box solutions should not be entirely excluded from 
the analyst’s toolkit. Practitioners focus on quantitative results and there-
fore will always consider the results of various black-box options in the vali-
dation exercise. They will want to compare the results of these solutions to 
those more traditional techniques. If validation reveals that the traditional 
techniques are yielding basically the same results as black-box solutions, 
then analysts will usually opt for the more traditional techniques because 
they are easier to explain and use. This scenario is typically the result in 
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most predictive analytics exercises that ultimately lead to more traditional 
techniques being employed. However, if black-box analytics are deliver-
ing superior results, analysts need to understand the dollar amounts that 
might be compromised if the more traditional techniques are used. In that 
case, it is best to conduct testing of both approaches in a live marketing 
campaign. Even better, back testing could be employed if there are rel-
evant historical marketing campaigns or past business initiatives in which 
to test both approaches. The point is not to preclude different approaches 
but rather to exercise prudence when adopting black-box solutions that are 
not easy to understand.
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Digital Analytics: 
A Data Miner’s 
Perspective

The world of marketing has undergone a fundamental shift in 
the past 15 years with the advent of digital marketing and social media as 
new forums for interacting with customers. Digital technology now allows 
marketers to communicate in many different ways. Consumers are no lon-
ger merely reacting to communications; digital technology has enhanced 
their ability to be proactive regarding their desires and expectations for 
communications they receive. Consumers now have much more control of 
the marketing landscape. Companies that ignore this new paradigm do so 
at their own risk. E-mail messages, social media communication, mobile 
texting, GPS alerts, and blogging just represent a few of the many differ-
ent facets of communication that did not yet exist in the 1990s. Moreover, 
consumers can choose to interact with a company’s website.

All these different facets of communication are one-to-one communi-
cation, and for many direct marketers this is familiar territory. The ability 
to use information and to act on that information has always been the 
overarching goal of direct marketers. On the basis of this goal, direct mar-
keters have identified three pillars or principles that are the keys to success 
in direct marketing and also in digital marketing. These three principles 
are:

List (what is the target audience of my communication?)●●

Offer (what is the product or service that will fulfill a need for ●●

consumers?)
Message (what should be the content of my communication to ●●

consumers?)
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Of the three principles, the most important is the list or target audi-
ence. In fact, analytics and data mining efforts are primarily focused on 
this area as seen in the growth of predictive modeling and advanced forms 
of segmentation, such as clustering. However, we will first talk about these 
concepts regarding e-mail.

Analytics in the World of E-mail

Capturing information concerning e-mail is similar to the process for 
direct mail, but it is much more automated for e-mail. Marketers can 
track who received the e-mail, when it was sent, and the type of e-mail, for 
example, in an exercise of grouping e-mails into cell code categories. On 
the response side, response activity can be measured based on who opened 
up the e-mail (open rate) and who responded to a call to action, such as 
a URL embedded in the e-mail. Responses to this call to action would 
represent the click-through rate. In addition to the increased automation 
of data capture for e-mail, the other advantage of digital marketing is 
that information is instantaneous because, in theory, all e-mail recipients 
receive the e-mail simultaneously once it is sent. Because information on 
the Internet can be accessed instantaneously, tasks can be conducted in 
real time. From an analytics perspective, this includes real-time reporting 
and real-time analysis. Once the analytical or reporting objectives have 
been defined, there is no longer any bottleneck or time lag; no more wait-
ing for the data to analyze.

Given the real-time nature of information on the web and its impor-
tance to businesses for more effective decision making, pioneers of web 
development and marketing provide tools for tracking online customer 
behavior. The early adopters or pioneers developed reports that allowed 
companies to track such key online metrics as open rates, click-through 
rates, bounce-back rates, and conversion rates. From an e-mail standpoint, 
success is determined immediately when an organization can maximize 
open rates, click-through rates, and conversion rates while minimizing 
bounce-back rates. Conversion rates, however, may not always be accu-
rate, particularly if customers choose to buy through a different channel.

Although the above-mentioned metrics do provide an overall glimpse 
of whether a campaign is successful, the ability to conduct deeper analyt-
ics is somewhat limited. Direct marketers are always interested in custom-
ers’ online behavior prior to the campaign, such as the recency of the last 
e-mail sent, frequency of e-mails, and type of e-mails. More important, 
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they are interested in how customers’ prior online e-mail behavior will 
impact online behavior during the current campaign. Yet, for many orga-
nizations this kind of information must be captured in some kind of 
marketing database; this is again familiar territory to experienced direct 
marketers but not necessarily to specialists in the online world. For many 
organizations, marketing databases are definitely not the norm. Yet, such 
databases provide rich historical information that will yield valuable learn-
ing concerning the online trends and behaviors of customers and their 
impact on future e-mail behavior.

Analyzing Web Browsing Activity

Next, it is also important to consider the reactive side of online marketing, 
such as individuals browsing a company’s website. Browsing a company’s 
website is very similar to viewing a TV or billboard ad except that this 
browsing behavior provides readily available information to a company. 
The first issue is how to gather this information effectively. This implies 
that customers should be effectively tagged as unique when they arrive at 
a web site.

In the early days of the web, cookies or tags were created based on the 
IP (Internet protocol) address of the computer. This cookie or tag repre-
sented the unique identifier of a given customer. This system had flaws 
or complications that limited the ability to identify real unique custom-
ers. For example, multiple computers could have the same IP address, 
unique customers could also be using multiple computers with different 
IP addresses, and IP addresses were dynamic, which means that these 
addresses were changing at certain time intervals determined by the 
Internet service provider. As a result, a person using the same computer at 
different times could be considered as two unique users.

Today, most companies gathering information at the customer level 
utilize a user authentication system that asks for name and address and 
perhaps some other demographic information. Customers also have to 
enter a password at the first point of contact. Subsequent visits to the site 
will simply ask for this password, which then maps this visit to the correct 
unique customer. This information can then be overlaid on the customer 
database to determine if this visitor represents an existing customer or 
prospect. Marketers need to provide some incentive in order to get cus-
tomers to identify themselves here. In many cases, loyalty or warranty 
programs are offered as one means of incentivizing customers to identify 

  



D a t a  M i n i n g  f o r  M a n a g e r s158

themselves. With a better ability to recognize unique visitors to a given 
site, the next issue is to understand this information and specifically the 
source information. The source information of visitors to a website is con-
tained in log files that contain the following information:

User ID●●

Time of login●●

Click/page request●●

Status code, that is, the outcome of the request●●

Size of the object referred to the user●●

Referrer (where the user came from)●●

User agent browser●●

The status code and user agent are probably the least important pieces 
of useful information in web analytics. For people with much experience 
working with data in the offline world, log files resemble transaction or 
billing files that are seen in traditional database legacy systems. RFM 
(Recency, Frequency, Monetary Value) variables as well as transaction 
type variables that are created in typical transaction files can be created 
from log files and can be represented as:

Recency of last login●●

Number of logins in a certain time period.●●

Types of page views●●

Page view behavior over periods of time.●●

Again, the limitation for many current web analytics providers is the 
inability to provide a longitudinal or historical view of the online cus-
tomer’s behavior. Obviously, a web analytics package bought off the shelf 
can be very good at evaluating behavior in terms of clicks on web pages 
and number of clicks over a certain time period. But such software cannot 
look at the online customer’s behavior prior to the actual campaign. As in 
the e-mail example, a marketing database or data mart is the required tool 
that can provide this capability. With a marketing database and informa-
tion about the history of the online customer, marketers can identify page 
view trends, the volume of log activity, and the recency of log-in activ-
ity and observe how this will impact future online behavior. Marketers 
are accustomed to marketing databases providing this historical view of 
the customer. This is clearly the analytical challenge for marketers who 
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conduct much of their marketing activities online and on the web. Yet, 
direct marketing experience and expertise continues to provide the neces-
sary thought leadership for optimizing data use.

Log file data provides rich information concerning page view behavior 
as well as recency and frequency of visits to a given site. Additional pieces 
of information provided by web data that are unique to this environment 
include the length of time a visitor spends on a given site. With all this 
rich information, models can be built to predict the propensity of any 
click behavior, including a page view, an order, a response to a survey, and 
a link to another site. Since time of engagement on the web is captured on 
the web, pre-visit and post-visit windows can be created in the analytical 
file when building predictive models. The post-visit window, as previously 
discussed, would contain the behavior to be predicted or the objective 
function, such as a page view, clicking on an URL, etc. Meanwhile, the 
pre-visit window would capture all web behavior prior to the post-visit 
window. With the magnitude of data available, the challenge is to identify 
or create meaningful variables from this very rich information. As in the 
offline world, defining the relevant universe for modeling is a critical pre-
liminary step before building any model. Preliminary characteristics that 
filter out visitors would be used to identify customers clearly not relevant 
for the modeling exercise because they are very weak performers in terms 
of the desired modeling behavior. Since online models can be scored in 
real time, these types of visitors would simply have no score, which means 
that they represent the worst names. Model scores can be translated to 
ranks and can thus indicate to the end user the relative degree of model 
performance compared to the average model performance.

Given the speed of access to digital information, expectations on 
insights from the data increase. The need for quicker insights and tools 
requires more robustness in terms of standardizing the analytical environ-
ment. With a standardized data environment, analysts can spend more 
time creating tools and conducting analysis that allow organizations to 
enhance their ability to glean business intelligence from the data. The 
data environment under these conditions yields the capacity for develop-
ing at least a hundred or so models in a given year simply because there 
is a standardized analytical file. All potential inputs to any model would 
be identical for every exercise. The only difference under each modeling 
scenario would be that the objective function or desired modeled behavior 
would change. The largest constraint here would be human resources for 
building these tools and measuring and tracking them. The use of social 
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media and text mining is only going to augment this need for qualified 
people.

The ability to build individual-level models extends beyond situations 
where a person has personally identified himself or herself. For example, 
the general browsing activity of a user visiting a website can be used to 
identify certain trends or behaviors related to that specific user. Of course, 
in this scenario, the analytical record of interest is the IP address of the 
computer rather than the customer. Many leading-edge Internet compa-
nies, such as Amazon, Yahoo, and Google use this information and call 
this “behavioral advertising.” For example, based on your clickstream 
behavior, these companies will place more appropriate ads that better fit 
your behavior profile. This allows these organizations to become more 
efficient with their ad placement. Organizations that can deliver superior 
behavior advertising solutions provide a competitive advantage to busi-
nesses seeking to place ads on the Internet. The more efficient a company 
is in utilizing behavioral advertising models, the lower should be its ad 
cost per revenue dollar.

After reviewing the different forms of interaction in the digital world, 
the next issue to discuss, as seen in the offline world, is whether or not the 
information is available at the individual level. Digital collection of data 
has provided us with an intensive data environment with individual-level 
data more readily available. Advanced mathematical tools that were used 
infrequently by business are now becoming commonplace business prac-
tices because of the availability of digital data.

Marketing Attribution

In traditional direct marketing, the ability to directly relate a purchase 
to a marketing activity is very straightforward. If a publisher is trying to 
acquire new subscriptions through direct mail, responses can be attrib-
uted directly to the marketing promotion either through a business reply 
card or a specific 1–800 phone number. In digital marketing, this pro-
cess is somewhat more complex. An e-mail campaign inviting a person 
to purchase an item at a store does not present an exact linear association 
between that purchase and the e-mail; after all, the individual might have 
made the purchase without the e-mail. This is also sometimes seen in 
direct marketing when the direct mail piece directs the individual to a 
store in order make the purchase. Yet, historically, traditional direct mar-
keting campaigns have always attempted to tie sales dollars directly to the 
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promotion to the individual. In digital marketing this has changed since 
e-mail campaigns and social media campaigns may be primarily about 
awareness; that is, the “ask” is to drive purchase behavior in another chan-
nel, such as “going to a store.” Yet, digital marketing can operate more 
directly with specific URLs or 800-numbers in the body of the e-mail 
leading to a purchase of a given product.

Thanks to the web, marketers now can use multimedia campaigns 
with digital marketing just one part of the overall campaign. The digital 
component may be integrated with a direct mail piece, TV campaign, 
and perhaps an outbound telemarketing campaign. This kind of scenario 
represents more of the norm rather than the exception in today’s market-
ing environment. The aim of the multimedia approach is to create more 
awareness and engagement with the consumer that would then lead to a 
purchase.

In digital marketing, A/B testing can be set up where the A group 
receives the e-mail and traditional media while the B group receives just 
the traditional media. Both the A group and B group have the same cus-
tomer characteristics. In this case, the ROI impact can be tied directly to 
the e-mail campaign. While dollars cannot be directly attributed to the 
individual level, the aggregate dollars of each group can be evaluated. The 
assumption can then be made that any positive incremental or negative 
incremental dollars in the group receiving the e-mail are due to the cam-
paign. The cost of e-mail campaigns provides the other component that 
allows marketers to calculate ROI.

The major challenge in web analytics today is to determine precisely 
whether a click led to an actual sale. If a click leads to a URL that is a call 
to action, such as the purchase of a product, then there is a direct rela-
tionship. But in most cases, as we have seen above, consumers have other 
options to purchase a given product beyond just clicking on a specific 
URL. For example, consumers may decide to travel to a store to make the 
purchase. Yet, the purchase at the store may have been initially driven by 
some other motivation other than the visit to that web site.

Big Data

The discussions and debate surrounding big data will pose new challenges 
to the data mining community. In the big data vernacular, the three Vs 
(volume, variety, and velocity) present the key challenges in processing 
and analyzing data. For direct marketers, large volumes have always been 
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the typical environment when attempting to develop and implement suc-
cessful marketing programs. However, the notions of variety and veloc-
ity of data present new challenges for the experienced direct marketer. 
Regarding variety, data now arrives in unstructured formats whereas most 
experienced practitioners are well-versed in the traditional database mar-
keting formats of rows and columns. Yet, before I discuss the newer facets 
of big data, a discussion of database marketing technology is warranted 
because this expertise will be applicable to big data. Typically, data arrives 
in the fashion shown in figure 20.1.

In this example, we have a customer table and a transaction table. The 
structured format is determined by the fact that the records (three for the 
customer table and three for the transaction table) are presented in rows. 
Meanwhile, the characteristics of the record or variables are presented in 
columns. Typically, there would be a way to link these two tables, and in 
fact the customer number on the transaction table here (not shown here for 
the sake of simplicity) would be the match key in linking these two tables.

Online postings are unstructured in the sense that there are no defined 
fields or variables. Instead, we have blocks of data that are our raw sources 
of data to be analyzed. What makes this challenge even more complex 
is the fact that the data in its unstructured form will also come in dif-
ferent file formats (hence variety as one of the three Vs in big data). The 
varying formats of data now available require new tools particularly in 
ETL (extract, transform, and load) tools. In many cases, social media 
vendors provide APIs to help read the data in these constantly changing 

Structured Data

Customer Nº Household Size Postal Code Income

1 3 L1A3V1 125000
2 2 M5S2G1 30000
3 1 H4B2E5 40000

Transaction Nº Date Amount Product Type

1 JUL 15–2009 100 A
2 OCT 1–2009 75 A
3 SEP15–2009 200 C

Figure 20.1 Example of Structured Data
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file formats. The use of these APIs together with database querying and 
extraction tools, such as NoSQL, Mongo, Python, etc., allows analysts to 
extract meaningful information. Another layer of complexity is added by 
the third V of big data, namely, velocity, which refers to the fact that much 
of this data is constantly streaming, or constantly “coming at us.” From 
another perspective, this velocity of data simply accelerates the volume of 
data to be processed.

As new ETL tools are required to handle data in ever-changing unstruc-
tured file formats, so new tools are required to handle the data process-
ing requirements and deal with both the volume and velocity of data. 
Traditional sequential data processing routines are no longer adequate. 
Techniques involving parallel distributed file processing and MapReduce 
tools have made organizations such as Apache and its Hadoop technol-
ogy common names in business today. Without getting into the technical 
details of what all this really involves, we can say that the purpose of this 
technology is to process data at significantly higher speeds than is the case 
with traditional techniques of sequential file data processing.

Integrating these new data processing technologies and the ETL tools 
allows data miners to operate in the world of big data. However, as has 
been stated throughout this book, what matters is not data for data’s sake 
but rather data to help solve business challenges. Adopting a “so what” 
attitude to data helps analysts to understand what data is really required 
for a given business problem. Is every problem a big data challenge? Of 
course not, and the real answer is that every problem may potentially rep-
resent a data challenge, whether involving small data or big data. In other 
words, what data do we need to solve the business problem at hand?



C h a p t e r  2 1

Organizational 
Considerations:  
People and  
Software

The world today is experiencing tremendous change in  virtually 
every facet of society: political structures as evidenced by the fall of com-
munism and dictatorships, sports with their new collective bargain-
ing agreements, businesses with their obsessions to become flatter and 
leaner all with the intention of reducing head count, and technology in 
its all-encompassing goal of making us more effective with our use of 
information. However, nowhere is this more clearly demonstrated than in 
technology and data mining, both of which embrace the use of the best 
and most relevant technologies to solve a business problem.

Some areas that have changed over the years and will continue to 
change in the future include:

Organizational change●●

People●●

Software●●

With data and information becoming more and more important as a 
corporate asset, traditional approaches to corporate structure are becom-
ing less relevant. Technology and increased knowledge empowerment is 
flattening the organization and ultimately reducing the number of layers 
between the CEO and employees.

These changes are not unique to corporate structure but are also critical 
in creating new roles and responsibilities. Knowledge and intelligence and 
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their use for better decision making is the purpose of data and information, 
and therefore there is a growing need for chief knowledge or data officers. 
This role is not necessarily an IT role as IT roles typically embrace a deep 
understanding of technology and systems for the purpose of access to data 
and information. Using data to derive meaningful knowledge and insights 
requires different skills. Thinking about data and information in this fash-
ion is vastly different from thinking about how data is best disseminated to 
users. Knowledge or data officers need to work closely with the CIO (chief 
information officer), but both roles are equally important if information is 
the key competitive asset of a given organization. In fact, another potential 
outcome may be that perhaps the CIO’s role evolves over time, and much 
greater emphasis is placed on data mining and analytics. But for now, let’s 
talk about the role of the chief knowledge officer or chief data officer.

But what are the requirements for chief knowledge officers or chief data 
officers? For example, in a more centralized approach, all analytical areas 
report directly to the chief data officer. Thus, in a credit card company, 
all marketing analysts and credit risk or fraud analysts would report to 
this person. Although the analytical objectives of each area (marketing 
and credit) would be very different, the one common theme is that both 
functional areas use data to derive insights for better decision making. 
One of the primary roles of the CDO (chief data officer) is to synergize 
the analytical activities of both areas. This means that analysis should be 
focused on optimizing marketing behavior while also reducing credit card 
and fraud risk. The performance objectives of each functional area would 
be prioritized based on performance within the area, but a significant 
portion of the performance evaluation would also be based on how the 
other areas are performing. Through this cross-fertilization of goals and 
objectives between functional areas, the chief knowledge or data officer 
can better integrate the activities and tasks between areas so that they are 
aligned with the overall corporate goals.

Data Mining in Marketing

Historically speaking, no data mining departments existed. As direct 
marketing evolved into a more common marketing discipline, marketing 
service departments were created to help execute direct mail programs. 
Specifically, this involved a number of activities. The first activity was to 
generate names for a given campaign by working with list broker special-
ists who would recommend specific lists based on the desired campaign 
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objective. The second activity involved data hygiene and cleansing in 
order to ensure that the names and addresses were correct and that there 
were no duplicate names in the promotable file. The third and last activ-
ity was generating the campaign list file and its accompanying test cells. 
Along with targeting the best names for a campaign, the test cells were 
used to derive specific learning that had been identified up-front as one of 
the campaign objectives.

From an analytical perspective, minimal activities were conducted 
in the direct marketing area. Yet, as direct marketing began to grow in 
prominence, the analytical component continued to evolve and grow due 
to increased demand for better information and insights. Ultimately, this 
called for stronger mathematical skills and a certain level of statistical 
knowledge. With the analytical component delivering and demonstrating 
significant tangible benefits to the bottom line, both the volume and com-
plexity of work increased. This growing demand ultimately resulted in the 
creation of either data mining or CRM analytical departments. Typically, 
in many organizations today, the analytical areas report separately to the 
functional areas. Examples of this are the marketing analysis and credit 
risk analysis areas that operate separately. As stated earlier, some organiza-
tions are centralizing the analytics or data mining function. The intention 
of this centralization is to give organizations a more holistic view of cus-
tomers and ultimately their profitability. This consolidation of data analy-
sis activities will continue to grow as more and more organizations want 
to create customer-level profitability. However, most organizations still 
adopt a more decentralized approach toward analytics and data mining 
with separate analytical or data mining units in their functional areas.

With its tremendous volume of data, the Internet will also reinforce this 
trend of data analytics consolidation. The key will be to merge online and 
offline data and, more important, to determine how to use this merged 
information for better decision making. The world of big data and digital 
analytics will simply augment the need for a more centralized perspective 
on analytics and for a chief data officer (CDO). Even without this central-
ization, the new big data paradigm will enhance the significance of data 
mining and its role in organizations.

Outsourcing in the Industry Today

The issue of outsourcing as opposed to insourcing various company tasks 
continues to be a sensitive topic. The academic, business, and government 
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communities have all contributed many different perspectives on this 
topic. With increasing technology and globalization, it is simply easier to 
outsource functions now that were impossible to delegate 10 or 20 years 
ago. For example, many large organizations outsource their telemarketing 
functions. Increasing globalization now allows organizations to identify 
not only where tasks can be achieved most inexpensively but also where 
the revenues from these tasks can be maximized. Regarding telemarket-
ing activities, many organizations have determined that it is cheaper to 
conduct these activities in countries with lower labor costs. The cost of 
training is also reduced as the level of education in these countries con-
tinues to improve. Meanwhile, technology has allowed communication 
to be almost seamless in the sense that one does not know whether a 
phone call originates in Toronto or New Delhi. These kinds of condi-
tions allow organizations to maximize their profit by selling to the North 
American market but incurring services or costs that generate this revenue 
via another low-cost country.

Another example of this is the technology sector itself. Traditionally, 
technology solutions have always cost money. The cost of a programmer 
without experience typically ranges from a minimum of $35.00 per hour 
(including benefits) and perhaps goes to well over $100 depending on the 
breadth and depth of experience. Low-cost countries in Asia purport to 
offer these skills at well under the going North American rate. For many 
companies, certain technology solutions are farmed out to these low-cost 
providers. However, what is interesting here is that not all solutions are 
farmed out. Technology solutions that require heavy intellectual capital 
are conducted in North America, but the more mundane solutions are 
developed overseas. An example is the design of a new system to meet 
the needs of business users in a given organization. This design would be 
done in the North American market, but the coding of screens and visual 
interfaces might be done overseas.

Evolution of Outsourced Data Mining Analytics

The data mining industry is certainly not immune to the debate con-
cerning outsourced activities. As with many other services, the need for 
data mining developed in certain organizations that found it a critical 
component of their business. Even 15 or 20 years ago, only a handful of 
companies attempted to do this kind of work. These few organizations 
invested heavily in technology and resources that were required at that 
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time to engage in data mining activities. Many people working for these 
organizations realized the tremendous business value of data mining and 
saw that technology was the limiting barrier at that particular time. This 
situation changed in the 1990s when technology barriers were eliminated, 
which allowed many more organizations to conduct data mining activities 
as part of their core service deliverables.

As organizations are more empowered in data mining, they need to 
determine whether activities should be outsourced in full, in part, or not 
at all. The solution will depend on the type of organization and, more 
important, on the key stakeholders and decision makers.

Core versus Non-Core Activities

At an organizational level, company activities and tasks are segmented into 
core and non-core competencies. For companies considering data mining 
a non-core activity, the solution is simple. In almost all cases, much of the 
work will be outsourced but managed internally. Some of the more mun-
dane data mining activities, such as basic reports, may be done in-house 
depending on the data and analytical skills of the company’s personnel.

Meanwhile, companies deeming data mining a core competency will 
be more reluctant to outsource mundane and the more advanced activi-
ties. These core competencies are often considered to be strategic in nature 
and therefore a critical competitive advantage of the company. For the 
most part, this would include banks and telecommunications companies. 
In determining whether data mining is a core business activity, the follow-
ing questions should be asked:

Does data mining provide critical intelligence and business advan-●●

tage in the selling of communication devices and services for tele-
communications companies and financial products/services for the 
banks?
Can data mining provide strategic insights that are key competitive ●●

advantages both for banks and the telecommunications sector?

For these above-mentioned types of organizations, the answer is yes. 
However, whether or not data mining is a core competency that must be 
retained in-house is still up for discussion. In determining the answer, it is 
important to understand whether or not data mining solutions are trans-
ferable between organizations.
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Do Core Data Mining Activities Need to  
be Solely Done In-House?

For larger institutions, such as banks and telecommunications companies, 
the strategic importance of data mining and its identification as a core 
activity will be obvious. However, data mining’s many deliverables are 
often tactical in nature. For instance, developing models to target names 
is a tactical solution to a specific business need. Certainly, models are criti-
cal components in providing services and products to an organization’s 
customers. But does this work always need to be done in-house? In other 
words, does the company lose an advantage by outsourcing this function 
to another company? Certainly, the outsourced company will have infor-
mation pertaining to customer characteristics that are most pertinent for 
a given customer behavioral model. But this information is unique and 
specific to that organization, and this learning is not easily transferable to 
other organizations. This is the crux of the issue. If the learning from a 
data mining exercise is nontransferable, then it does not matter whether 
solutions are developed in-house or not.

Solutions themselves are not really transferable between organiza-
tions. In regard to data miners’ knowledge, should this remain in-house 
or outsourced? One view is that companies best utilize the knowledge 
base of data mining for their own specific business needs. This suggests 
that the goal of keeping the knowledge base in-house as opposed to 
using external resources is not the real issue. The important consid-
erations here are where to obtain the best value and services and how 
to do so inexpensively. From an organizational standpoint, executives 
should ask the following questions when deciding to outsource data 
mining:

1. Can I meet all the demands for this work in-house and at lower 
cost?

2. Do I have the required expertise to do this work optimally?
3. Does a different point of view and perspective yield insights that can 

further optimize business decisions?
4. Does a complementation of in-house resources and outside expertise 

deliver incremental value?

The discussion so far has dealt with outsourcing purely from a busi-
ness rationale. However, more subtle and hidden reasons can impact the 
decision to outsource. These reasons are often more psychological and can 
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be attributed to people’s reactions to security. All of us desire to be secure 
in whatever environment we are in. Certainly, job security is one specific 
example of this. Here is an example of how this psychology might work. 
Let’s suppose a person, John Smith, runs a marketing services department 
of 10 people. John is told that outsourcing must be considered because 
there is more demand for services, but these services must be completed 
with fewer people in-house. His first reaction is the realization that the 
value of the department to the organization has been diminished due to 
these outsourcing considerations. Moreover, he is expected to do the work 
with fewer people. But rather than viewing this issue strictly in terms of 
headcount, he could see it from a budgeting perspective. In other words, 
the significance of his department relates directly to the budget that is 
allocated to his area and not necessarily to headcount. However, he must 
determine how to influence the dollars allocated to his budget; that is, he 
must do two things:

Demonstrate the benefits of data mining activities and their impact ●●

in the organization
Ensure that the senior people in the organization clearly understand ●●

these benefits

Merely increasing the headcount in the department will not accom-
plish this. Yet, if John is focused on maximizing the benefits of data min-
ing in the organization, then he will try to find the best resources both 
in-house and externally to achieve the objective. If John can demonstrate 
benefits to the organization that result in $15,000,000 being allocated to 
his area, it does not matter whether he can achieve these benefits with 
15 people or 1 person. The priority is to get it all done in the given time 
frame and to obtain the best solution using both in-house and external 
staff. The adoption of company policies that exclude outsourcing as an 
option can be very limiting. Even with highly talented in-house staff, 
external suppliers, given their broad range of industry experience, can 
bring a point of view that can yield unique insights for a given business 
problem.

An important component in addressing job security is not to build 
up an empire in terms of headcount but rather to build up the required 
budget for this area. Budget increases are essential to job security. But the 
key to maintaining budget amounts or even to obtain budget increases is 
to continually achieve the benefits of data mining, and this is best accom-
plished through a combination of both in-house and external resources.
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Another growing trend in the area of outsourced analytics is conduct-
ing advanced analytics offshore. As discussed previously in the telemarket-
ing example, offshore firms now conduct analytics that were traditionally 
the sole responsibility of the onshore firm. These activities tend to be 
more technical in nature and require heavy programming together with 
the application of advanced mathematical techniques. Meanwhile, the 
onshore company has the depth and breadth of data mining experience 
across a wide range of industry verticals and can thus manage the process 
more efficiently by not conducting all the requisite data mining tasks. In 
practice, however, there have been mixed results regarding the efficiency 
of this process in terms of streamlining costs for a given data mining proj-
ect. The question organizations must answer is whether it makes sense to 
hire junior data mining analysts who initially would execute much of the 
same activities as the offshore organizations. In-house training and men-
toring of these junior analysts might be considered an investment as the 
knowledge and experience of these junior analysts would be superior to 
what might be obtained by offshore analysts working with onshore com-
panies. Onshore organizations must never stop investing in new analysts 
from their own shores as the potential payback is great. The deeper prob-
lems to be solved through data mining can only be resolved by individu-
als steeped in academic training as well as practical experience obtained 
though mentoring and job training. At the same time, offshore companies 
must be considered viable options if the technical tasks follow clear and 
straightforward processes.

People Factor

The people factor has always represented the greatest challenge in build-
ing a data mining practice. Since the data mining discipline is relatively 
new, finding knowledgeable practitioners has been difficult. In the past, 
organizations relied on finding individuals from other organizations with 
an extensive direct marketing discipline. Formal educational training in 
this area was nonexistent.

However, this has changed as educational institutions, such as 
Dalhousie, and Queen’s University, now offer business degrees that focus 
on data mining. One common component in these educational programs 
is how data mining is deployed in marketing. Community colleges also 
offer specific courses in data mining, and business associations, such as 

  



173O r g a n i z a t i o n a l  C o n s i d e r a t i o n s

the Canadian Marketing Association and Predictive Analytics World, 
have two-day seminars and courses devoted solely to data mining and 
predictive analytics.

Despite these educational developments, formal education in data min-
ing is still in its infancy. Where people are concerned, though, changes 
will occur through education, specifically at the university level. Besides 
Dalhousie, Queen’s University now offers a master’s degree in business 
analytics. With the community colleges also embracing this discipline, it 
is only a matter of time before more universities become more engaged in 
education in this sector.

Changes will happen in the universities themselves as the computer 
science departments evolve into specialized disciplines, such as data min-
ing or perhaps into a more all-encompassing area called knowledge man-
agement. With or without these changes, though, data mining will still 
become a core component in any information management discipline. 
This increased level of training should equip young individuals for junior-
level positions in data mining. Organizations can then provide the much 
needed practical training to complement this academic training and cre-
ate more knowledgeable employees.

Software Changes

The software component of data mining represents the one area of data 
mining that has seen the most change. This will continue in the foresee-
able future. Why has the software world changed so dramatically? With 
cheap and easy access to data through technology, there has been a huge 
demand to empower more people to do data analysis. Historically, this 
capability was limited to highly technical people with strong programming 
skills. In particular, those with SAS (Statistical Analysis System) program-
ming skills were treated as company’s data mining gurus. These skills are 
still highly valued in companies, but there has been a shift to empower 
other individuals. First, regular business analysts have been empowered 
to do nonstatistical data analysis. Second, organizations empower more 
mathematically oriented individuals in conducting statistical analyses; 
however, these people’s capabilities are limited because they do not have 
strong programming skills. In these two examples, new software can help 
facilitate data mining by eliminating the need for someone to write pro-
gramming code. Instead, graphical user interface (GUI) provides allows 
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analysts to conduct a data mining exercise. The analysts still must have a 
deep understanding of the data mining process, but they can conduct this 
exercise without writing any programming code.

Another significant improvement in data mining software is the 
development of tools that conduct real-time analysis. In other words, 
analyses can be conducted any time with the most up-to-date, accurate 
information. This can have tremendous relevance for online marketing 
where information is constantly being exchanged. Having tools that can 
access data and conduct analysis at any time represents a very significant 
improvement when compared to the past practice of having to wait for the 
next mainframe database update or wait six to eight weeks before having 
enough data to analyze a direct mail campaign.

Many of these new tools now have high-powered mathematical com-
ponents to help target specific prospects and/or customers. Although 
it is exciting for data miners to have access to these new high-powered 
tools, these are just tools and no substitute for skills, knowledge, and 
experience.

Software vendors and high-powered mathematicians might say that 
their new tool is the next breakthrough in mathematics; however, data 
miners must be “grounded” in evaluating these tools. Proper validation 
exercises are critical for effective evaluation of these tools.

Perhaps the most exciting developments in data mining are coming 
from text mining. The learning and work conducted in this area include 
techniques that focus on processes to convert unstructured data, such 
as text, into actionable structured data. This is done through a process 
involving data parsing/cleansing, and conversion of the data into action-
able numeric data, and classification of this numeric data into categories 
using certain clustering techniques. Consider the opportunity here. Data 
miners can now use any form of data, written comments, and other text 
data on customers to uncover certain customer patterns that might be 
relevant for a given customer behavior. An example of this is the ability to 
examine data from e-mails between customers and a retail company. With 
customers’ e-mail data text mining analysis may indicate that texts should 
be classified into three categories, such as complaints, request for catalog 
information, or request for specific product information. This data could 
then be used to determine whether any of these three categories have an 
impact on retention. The ability to identify and discover patterns in this 
type of text data is gaining more and more prominence, especially in big 
data.
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As the data mining industry grows, products are being developed 
that empower more business users in this discipline. These tools allow 
high-end business users (statisticians, programmers, mathematicians) 
and low-end business users (business analysts) to conduct data mining 
tasks more efficiently. High-end users can use sophisticated statistical 
analyses very quickly. They can try a number of different mathematical 
approaches and observe results. The software allows analysts to spend 
more time in analytical thought, which will allow analysts to use their 
interpretative skills in evaluating results from a number of different 
approaches. For example, five different techniques might be utilized: 
logistic regression, CHAID, neural nets, genetic algorithms, and linear 
regression.

At the same time, let’s suppose a data environment is to be created that 
does the following:

Create index variables on all continuous variables●●

Create change variables on all variables that have both a time and ●●

value component
Create categorical variables using CHAID●●

Create categorical variables using factor analysis●●

Create categorical variables using cluster analysis●●

The software tackles these challenges by first providing all the math-
ematical techniques needed. Analysts then must interpret these results 
and assess what the impact is for the business. In addition to conducting 
high-end mathematical routines, analysts should also be able to create 
new derived variables; as discussed previously, this is an extremely impor-
tant data mining skill. At the same time, software is only a tool, and the 
identification and creation of derived variables relies on the insight and 
knowledge of data mining practitioners.

From a more general or philosophical perspective, the guiding mis-
sion behind data mining software is automation—not automating data 
mining itself but rather automating tasks that require minimal critical 
thought. Instead, software advances now allow analysts to devote more 
critical thought to the problem and to consider different approaches 
and techniques that might help solve the problem. The mundane task 
of creating programs to generate the necessary information for critical 
thinking is now automated. An example of this is the development 
and evaluation of models. Once the analytical file is created, multiple 
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models can be very quickly created without requiring programmer 
resources. Using a GUI, the analyst can select the appropriate tech-
nique and can develop a model on the f ly. Gains charts or decile tables 
are automatically produced to evaluate the results of the new model. 
This automated development of models allows analysts to look at many 
different options. Analysts now spend more time considering different 
modeling options rather than in writing programming code. They still 
must understand in detail the components or variables of the model 
because data miners are responsible for knowing the details of any black 
box solution. Model results of any business initiative must also be vali-
dated. How does this occur effectively in an automated modeling envi-
ronment where hundreds of variables are created? Automated routines 
now look at the KS (Kolmogorov-Smirnoff ) statistic or the volume of 
that area of the curve between the f lat line and the parabola (lift curve) 
that has been discussed previously. An example we saw previously is in 
figure13.4.

Ranked Intervals

If the change between the KS statistic (area under the curve between 
the parabola and the straight line) in model development and its current 
application fails to reach a certain threshold as determined from model 
development, then programming routines can be written to tell users that 
the model has significantly eroded. Organizations such as SAS offer spe-
cific tools in this area, such as the SAS Model Manager to help identify 
when these triggers occur.

Evaluating Software

The first and primary considerations are the actual software solution’s 
results. Are better results produced with other software options or with 
existing software? As we saw above, looking at the KS statistics of dif-
ferent software solutions is one option for evaluating a software pack-
age. Another option is to compare how a given solution rank-orders the 
results, and this is another way of viewing the KS diagnostic. If the pri-
mary data mining objective is to differentiate results, then comparison 
of results across different software solutions might yield the graph shown 
in figure 21.1.
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In our above example, software vendor 3 would be the optimal choice 
because it provides the best rank-ordering results from the top decile 
(decile 1) to the lowest decile (decile 10).

Another factor in evaluating software is its ability to create derived vari-
ables. High-end users are programmers who can manipulate source data 
from a number of files and then create new variables. Being able to create 
derived variables with minimal programming saves programming time 
but also empowers other users who may not have a programming back-
ground. In this case they would use the appropriate interface and modules 
as pointers to do the following:

Identify source files and fields that will be used in the exercise●●

Link appropriate files and use appropriate match keys in linking ●●

these files
Run mathematical and statistical routines to summarize and manip-●●

ulate data into other variables

Even though software may facilitate the above-mentioned functions, 
most advanced practitioners currently still rely on their programming and 
technical skills for these tasks. Yet, as data mining continues to evolve, 
these less programming-intense tools will be utilized more fully by the 
data mining community.

In addition to being able to derive new variables, the software should 
also have flexibility in terms of including a variety of statistical  solutions. 

Deciles
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Figure 21.1 Evaluating Different Software Solutions Using Lorenz curves
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Both linear and nonlinear solutions should be examined with such 
 techniques as:

RFM●●

Linear regression●●

Logistic regression●●

Neural nets●●

Genetic algorithms●●

CHAID/CART●●

Scalability as a Consideration

Scalability is an important consideration since expanding organizations 
will presumably have expanding data requirements. This is important for 
big data. Questions should be asked as to whether the software has spe-
cific limitations regarding the amount of data that can be included in any 
application. Users should also be aware that certain mathematical routines 
are much more sensitive to increased volumes of data.

Portability of Output as a Consideration

Often enough, the output of certain applications must be input into other 
applications, such as Excel, Word, or PowerPoint. How easy is it to output 
data to more user-friendly business applications? In the early days of data 
mining, this task was quite onerous and often required much cutting and 
pasting as well as typing of raw output from a statistical application into a 
more user-friendly application. In today’s environment, raw output can be 
sent directly to an Excel file. This has resulted in significant time savings, 
and data miners can now spend more time on analysis rather than having 
to massage raw output for presentation purposes. Besides the portability 
of output to other applications, the inputs into the application must also 
be considered. For example, how compatible is the software for receiving 
data from a variety of different formats, such as comma-delimited, tab-
delimited, SPSS datasets, SAS datasets, etc.?

Reports and Diagnostics as  
a Consideration

The ability to produce the right reports and statistical diagnostics is impor-
tant in producing the optimal solution. This is best achieved by software 
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applications that have flexible reporting capabilities that are easily gener-
ated by end users. In addition to these reports, there must also be a func-
tionality that creates standard reports with minimal user intervention.

The use of statistics in any applications should provide sufficient diag-
nostics to allow users to mathematically compare different solutions. For 
example, the use of R2 in linear regression or concordant/discordant pair 
ratios in logistic regression represents specific metrics for comparing differ-
ent statistical solutions. Yet, the most important reports in these software 
applications yield information on the business impact of a given solution. 
In building models or targeted solutions, this means generating gains tables 
or decile tables, which have been previously discussed at great length.

Gains charts, as seen previously, demonstrate how well the response 
model applied to a given campaign differentiates segments (deciles) of cus-
tomers based on response rate. At the same time, revenue numbers and 
cost numbers can be used to convert the response rate performance into 
an ROI metric. The ROI numbers can then be used to select customers 
that would be most profitable in a given campaign.

Looking at Software from the Business 
Analyst’s Perspective

Recent developments in software now allow analysts to conduct their own 
analysis. These analyses do not require the intervention of high-end users 
such as statisticians or data miners. Instead, analysts can obtain top-line 
results of a previous campaign or business initiative. Generating results 
for various campaigns or conducting various ad hoc analyses does not 
require sophisticated analysis. Instead, users create cross-tab reports that 
yield the necessary information and insights on a particular business prob-
lem. Users do not need to write programming code to generate reports but 
simply use the GUI (graphical user interface) to generate the appropriate 
reports. However, users must understand the mechanics of the data, such 
as what information is to be measured in terms of performance and how 
they want to view these performance measures. Examples of this might 
be a report on income (performance measure) and creating views of this 
report based on gender and region.

This kind of empowerment means purchasing software, namely, busi-
ness intelligence or BI software. The technology behind this software is 
based on creating data cubes. These cubes in theory represent prebuilt 
queries of the data, and the design of these cubes addresses all possible 
queries of the data.
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In assessing this type of software, the primary consideration should be 
ease of use. In other words, how quickly can analysts learn to use the soft-
ware? Ease of use can translate into more users having access to data. This 
enhanced empowerment of end users means that more analysts are deal-
ing directly with the data rather than having to go through a programmer 
to generate reports. Ultimately, this will lead to better decisions due to 
quicker turnaround of results and information.

In addition to ease of use, the other key consideration is the range of 
variables that can be used in designing reports. Obviously, a more extensive 
range of variables will provide enhanced flexibility in generating reports.

In choosing specific software, considerations will vary in importance 
according to an organization’s needs. For instance, an organization begin-
ning with analytics may look at simple tools, such as BI software, that tackle 
only a limited number of variables but offer ease of use. Organizations 
more advanced in analytics may place less emphasis on ease of use and 
more on the variety of statistical tools available in the software. As with 
any purchase decision, cost will always be an important factor. Its weight, 
though, in the overall purchase decision will depend on the importance of 
other considerations in the decision-making process.

Choosing software for an organization is not an easy process but 
requires a deep understanding of the organization’s analytical needs. With 
an understanding of these needs, analysts can give the appropriate priority 
to the key considerations as they select the software that addresses their 
organization’s specific analytical needs.



C h a p t e r  2 2

Social Media  
Analytics

Putting a different spin on Shakespeare’s famous phrase in 
Hamlet “To be or not to be” captures the question of analysis and what it 
means in the social media sphere. Because of the nature of the medium, 
privacy implications, consumer sensitivities, and perceptions become more 
complicated. What do I mean by this? Traditionally, privacy concerns 
were focused on the fact that a consumer has had some interaction with an 
organization. The information concerning this interaction is captured and 
can be used for marketing purposes. The laws around PIPEDA (Personal 
Information Protection concerning Electronic Documentation Access) 
are quite clear about how marketers can use information regarding the 
transfer of information between the consumer and a given organization.

But the world of social media raises the debate to a whole new level. 
Consumers are now interacting and engaging with a variety of individuals 
and organizations in their community. For example, I may be a valued 
CIBC customer who has responded to an ad on Facebook regarding some 
RRSP promotion. This information pertaining to my response would cer-
tainly be captured by Facebook. Now, Facebook would have all the other 
data pertaining to my interactions in my social network. For instance, 
my plans for Christmas, which I would certainly discuss in my forum 
of friends, might be of extreme value to a CIBC marketer in promot-
ing certain products to me at that time of year. Remember, I am a cus-
tomer of CIBC, and the company is merely attempting to serve me in the 
best manner possible. Yet, the information the company may be using 
in determining the right marketing approach to me may be generated 
from information pertaining to my Facebook interactions. Currently, this 
information is subject to controls in the sense that Facebook owns the data 
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and would probably look unfavorably on handing over personal informa-
tion regarding its clientele to a major bank. More important, it is highly 
unlikely that a bank or other leading ethically oriented business orga-
nizations would violate customers’ trust by using information customers 
expect to be restricted to their social network. However, the laws are not 
necessarily clear and certainly do not stipulate how organizations should 
use information in social media.

Within the Twitter space, the privacy issues can even become more 
complicated, as the data is freely accessible to anyone including organiza-
tions. In the current environment, organizations potentially have access to 
the data of all their customers who interact on Twitter. The key, of course, 
would be to get customers to engage in some type of company-initiated 
promotion. Presumably, if a current customer of an organization responds 
to a company promotion, the customer would in effect reveal his or her 
customer identity within the organization. At the same time, the custom-
er’s log-on identification could also be attached to his or her record, and 
this in effect allows the organization to gather that individual’s behavior on 
Twitter. Clearly, this kind of data environment and lack of any real polic-
ing when it comes to privacy protection opens up the door to all kinds of 
abuses. There are no clear-cut answers in this area, but practitioners need to 
be aware of these issues because the data is available for their use.

If these privacy concerns can be addressed, the ability of organizations 
to gain information about the social media behaviors of their customers 
can simply lead to more effective marketing. As with all data, the most 
significant benefits arise from the analysis of all behavior of individuals as 
well as from acting on the resulting learning on an individual level.

From a targeting standpoint, additional variables can be created and 
included in any predictive model. In addition to the targeting benefit, 
social media provides unique insights on how best to communicate with 
customers of a given organization. For example, one key objective of ana-
lyzing any social network is to identify the influencers and distinguish 
them from the followers by analyzing the network activity of each record. 
Activities such as the number of contacts or friends within individuals’ 
network, the number of times they reach out directly to their friends as 
well as the number of times that friends reach out to them along with 
other types of activities can all be used to identify influencers and follow-
ers. For example, through network analysis the contacts that an individual 
has made in a given period of time can be analyzed, and by examining the 
breadth and depth of the individual’s network, the company can identify 
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whether that individual is an influencer or a follower. Breadth refers to the 
number of contacts in the person’s network, and depth refers to the level of 
engagement each person has with his or her contacts. Various metrics and 
indices can be calculated that allow the analyst to create an “influencer 
score.” A component of this type of analytics exercise would be to deter-
mine the threshold from these metrics/indices that separates influencers 
from followers.

Once we have separated customers into influencers and followers based 
on their social media behaviors, we could formulate marketing commu-
nication strategies that lead to different types of messages to those two 
groups. Using the same approach in creating RFM in the more traditional 
CRM programs, marketers can define similar key social media behaviors. 
For example, habits related to average length of time for a given session, 
most common time of day when logged on, and how often individuals 
log on in a given period of time can all be used to derive insights regard-
ing consumer purchase behavior. These pseudo-RFM behaviors can be 
examined for both influencers and followers. These behaviors can then 
be further analyzed by exploring the different user groups the individuals 
belong to.

Another challenge in social media analytics is the issue of marketing 
attribution, the determination of how much ROI from a given market-
ing campaign can be attributed to social media. There may be no right 
answer to this challenge. Unless the social media campaign includes a 
direct method whereby a given person logs onto a certain web page and 
registers for a given product or service, it is very difficult to determine the 
dollar amount of a sale that can be attributed to social media. Yet, even 
when using this functionality, one could argue that nonregistrants partici-
pating in a Facebook contest might be contributing to ROI by purchasing 
at a store, through TV, or through direct mail as a result of just opening 
up the Facebook contest page. The same challenges of attributing ROI to 
an advertising channel exist throughout the mass advertising industry; 
however, one key advantage of social media is that the denominator in 
determining the number of people who clicked on a fan page or contest is 
known. Because in most cases we cannot directly attribute a social media 
sale to a specific individual, analysts can only provide general information 
on whether a campaign created additional engagement and whether or not 
this additional engagement translated into additional dollars.

On the engagement side, metrics, such as the number of people logging 
onto a fan page or contest and how long they stay on the site, can represent 
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some kind of engagement proxy, and these metrics can be compared with 
those of other social media campaigns to determine the level of success. 
By the same token, anecdotal analysis of social media campaigns over 
time can determine the overall impact on incremental sales. Classification 
of campaign periods into high, medium, and low social media market-
ing allows executives to see the general impact of social media marketing 
on sales. However, one cannot directly trace the ROI to a specific social 
media campaign. All that can be concluded is that the campaign gener-
ated X % improvement in engagement relative to other campaigns. The 
leap of faith for executives is that X % improvement in engagement trans-
lates to incremental dollars, but the precise number is unknown.

Assuming that privacy concerns are addressed, the more granular types 
of analysis, such as capturing social media behavior at the individual level, 
will always be the preferred option of marketers. Of course, this does not 
mean that meaningful analysis cannot be done unless we are able to over-
come privacy restrictions.

All the records in a social media network can be analyzed without know-
ing the name and address associated with a specific record. For example, 
as outlined above, influencers and followers can be identified even with-
out knowing the identity of the individual record. The social network-
ing and online habits of influencers and followers can be examined, and 
records can be separated into the different user groups in the medium. 
The difference here is that targeted marketing to individual online users 
cannot occur. Yet, specific communication strategies can be developed 
from insights drawn based on the behavior of different user groups, such 
as influencers and followers. Rather than deliver one message for all users, 
specific targeted messages can be created for a specific social media site 
and potentially for different social media user groups.

As social media marketing develops, the analytical possibilities will 
expand, but privacy concerns must be addressed. In addition to better 
understanding of how social marketing fits into a given organization’s 
marketing strategy, marketers must gain a better grasp of analytics and 
how it fits into a given social marketing strategy.
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Credit Cards and Risk

Fair Isaac

The birth of credit cards in the late 1940s and 50s led to the demand for 
techniques and processes to reduce overall credit losses.

The bulk of this responsibility rested on the credit operation and col-
lections area of these organizations. Business rules were the norm; that is, 
if a person’s credit reached a certain level, various procedures were intro-
duced to reduce the likelihood of the debtor going into default. Examples 
of these procedures could range from a phone call indicating the organiza-
tion’s concern with a client’s current credit risk status to actually shutting 
down the account until payment was received. These procedures were 
successful in reducing overall credit losses. However, given the amount 
of these losses on the credit companies’ books (in many cases it was esti-
mated to be in the tens of millions dollars), senior company executives were 
always considering other techniques and approaches to reduce these losses 
even at a marginal level. An improvement of 1% on a book of $50 mil-
lion losses translates to $500K in annual direct savings. With the ability 
to reduce losses at this scale in perspective, companies began to consider 
other options or ideas that would reduce their overall risk exposure.

One business tool under consideration was the use of statistical tech-
niques (namely, multiple regressions) as way of targeting high-risk cus-
tomers. During World War II, statistics were first used to predict certain 
enemy behaviors and tactics based on prior history. The success of these 
measures led business executives to consider statistics as a potential busi-
ness tool.

The need for these types of tools led to the formation of a company called 
Fair Isaac Corporation. Using mathematical techniques, such as multiple 
regression, the company created a scoring system that created risk scores 

 

 

 

 



D a t a  M i n i n g  f o r  M a n a g e r s186

based on an individual’s prior credit behavior. In this system, individuals 
who applied for a credit card were told that their credit history would be 
used in determining whether or not they would be approved for a credit 
card. At the same time, individuals were told that if they were approved, 
their ongoing credit information would be assessed periodically.

For new applicants, the process of determining approval involved com-
paring an individual’s score against a selected cutoff range. Individuals 
who scored above the cutoff were accepted for the card, but those who 
scored below that were declined.

On an ongoing basis, credit card customer-related information was sent 
to Fair Isaac where updated scores based on an individual’s current credit 
history were attached to the customer’s credit card record. These scores 
were not meant to replace the current credit business rules and procedures 
for high-risk customers but rather to augment them. With the scores, the 
credit card companies had additional information that ultimately increased 
their decision-making capabilities. These developed skills led to a refine-
ment of the current credit business rules and procedures concerning the 
treatment of high-risk customers. Like any sound organization, credit card 
companies compared these new rules and procedures to the status quo to 
determine the overall net impact on the business. After the evaluation, the 
new rules were implemented, and they proved successful as Fair Isaac is 
still in business today and is regarded as the preeminent expert company 
when it comes to modeling credit risk. In fact, the power of their capabili-
ties is best exemplified by the longevity of their models. In many cases, 
the models and their scores have been in use for 5 years without any major 
updates. In some cases, the longevity has gone as long as 10 years.

The success of Fair Isaac with these techniques led other organizations 
to become more proficient in this area themselves. Recognizing the huge 
value of loss prevention even in a marginal amount, organizations hired 
their own statisticians and mathematicians so that some mathematical 
expertise could be devoted to their business. Organizations now pro-
duce their own tools in conjunction with Fair Isaac’s solutions to further 
enhance the decision-making capabilities of their credit operations.

In Canada, comparable organizations, such as Equifax and TransUnion, 
offer credit bureau services as well as mathematical services based on 
scores. The Equifax Beacon score is a commonly accepted credit risk score 
used by companies to assess a customer’s creditworthiness. In addition 
to the scoring of customer records, these companies have collected credit 
data regarding customers and have created huge customer databases. This 
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lucrative activity allows these organizations to conduct what is called a 
credit report on individual customers. Given that the customer has con-
sented to this, any financial institution offering a loan product can obtain 
a credit report on a potential applicant. This credit report is essentially a 
copy of the customer’s record detailing the person’s current credit history. 
Using key information and fields from the customer’s record, companies 
can use a combination of credit score and credit history information to 
make their credit approval decisions. An example of this might be that 
credit card applicants must have a credit score above 650 and have only 
once in the past 12 months gone 60 days without making a payment.

In fact, the success of using credit scores in assessing the likelihood of 
credit default has crossed into the area of B2B (business-to-business mar-
keting). Companies such as Dun and Bradstreet have offered such services 
for years. Paydex scores (a measure of the company’s likelihood of going 
into payment default) is used as a key metric by most organizations when 
they decide whether or not to extend credit to other organizations. In 
addition to the Paydex score, Dun and Bradstreet also collect a vast array 
of information on payment history, which is transformed into indexes by 
industry sector. In addition to payment history, which is collected and 
reported at an industry level, information pertaining to the demographics 
of a company is also available, such as company size, tenure, sales, indus-
try sector, etc. Organizations can use this information in their business 
decision-making processes and to potentially develop models that target 
response as opposed to risk.

Credit Risk and Marketing Behavior

Although the pioneering techniques of data mining were developed in 
the credit industry, the extension of these techniques to the marketing 
realm of the business world has also resulted in marketers using credit 
risk information as key component in their own decision-making pro-
cesses. Credit risk behavior has been shown to be a powerful predictor 
of consumer behavior. From a marketing standpoint, this makes sense in 
that a particular individual’s credit patterns will influence that person’s 
decision to purchase a particular product or service. The best example 
of this behavior is the credit card industry. In building models to predict 
response or the likelihood of someone filling out a credit card applica-
tion, it was discovered that the most responsive prospects were individuals 
who were also more likely to seek more credit. These credit seekers were 
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indeed high-risk credit customers. This information was confirmed when 
the initial response models performed very well in getting prospects to 
fill out credit card applications. However, average approval rates (which 
involved checking the credit report of these prospects and then deciding 
to reject or approve them) decreased dramatically with the introduction of 
these models. The next step was to build models that optimized both the 
likelihood of customers filling out an application as well as the likelihood 
that they would be approved.

Aside from the credit card example, there have been other cases of 
strong relationships between marketing and credit risk. In the auto and 
property insurance industry, the likelihood to purchase policies is posi-
tively affected by good credit behavior. From the perspective of claims 
risk, higher credit -risk is associated with increased likelihood of having 
a claim. Meanwhile, the retention behavior of insurance customers gen-
erally seems to indicate that customers with higher credit risk are more 
likely to defect.

Trigger-Based Behavior and Fraud Risk

In the world of data mining, one of the new terms often mentioned as 
a key concept for marketers is that of trigger-based marketing. Trigger-
based marketing is the identification of key marketing behavior such as 
purchase behavior that is out of pattern. For instance, a customer typically 
spends $100 per month, but in the past three months, this person has been 
spending $500 per month. Clearly, the customer’s behavior has changed. 
This type of information is invaluable to marketers because developing 
products and services in relation to this change will always be a marketing 
priority. Examples of trigger-based marketing can be found throughout 
history. More specifically, life-stage marketing is a form of trigger-based 
marketing.

Specific services and products are required depending on the various 
stages of life and situations of consumers. Since most companies have 
hundreds of thousands of customers, the challenge is individually iden-
tifying the particular life stage and situation of each customer. The use 
of a marketing database can facilitate this process, but it will be less than 
perfect. For example, key information, such as age, gender, number of 
household occupants, education, income, occupation, etc., may or may 
not be contained in a database. Even if these fields are contained in a data-
base, it is highly likely that many of these fields will have missing values. 
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Determining the precise life stage of a particular consumer will depend on 
the data. Given the data environment, broader assumptions regarding a 
consumer’s life stage can be inferred by marketers. For example, marketers 
may look at a group of people over 60 years of age and specifically consider 
the group’s spending patterns with regard to a company’s services and 
products. They may find that the customers in this group have decreased 
their spending by over 50% in the past two years but are maintaining this 
lower level of spending. The significance of this finding is that there has 
been a major decline in spending, but this decline represented a one-time 
effect rather than a continuous decline in purchase behavior, which ulti-
mately leads to outright defection. Marketers may infer that the people 
in this group aged over 60 who decrease their spending but maintain it 
at this new lower level are retirees. Although this might not be the exact 
situation for the entire group of customers, marketers could design a com-
munication strategy that recommends specific retirement products and 
services without directly identifying the consumer as a retiree.

Another example might be a customer who is married and who ulti-
mately increases spending. Further analysis of the spending pattern may 
indicate that much of the new spending is attributed to products related 
to kids and infants. Once again, this type of knowledge can be used to 
develop specific strategies related to this change in life stage.

Although the development and execution of trigger-based marketing 
programs is a relatively new phenomenon, the notion of identifying and 
determining segments and groups most impacted by trigger-based mar-
keting is not new. For example, fraud models have been around since the 
inception of credit cards. Businesses recognized the tremendous benefit 
of detecting fraud and ultimately preventing it. The ability to do this was 
based on being able to detect irregular spending habits; and to then cre-
ate a flag on the account at the point of sale. This means that when the 
card is used, a flag notifies the merchant at the point of sale that further 
investigation is warranted before accepting the sale. Further investigation 
might include a call to the credit card company to review the situation. 
But an important aspect of creating this fraud flag is the ability to detect 
the trigger or out-of-pattern spending. This trigger will vary from com-
pany to company; yet, in principle, the goal is to identify actions that dif-
fer significantly from the norm. The use of simple variance analysis might 
be one approach for examining behaviors at different numbers of standard 
deviations from the norm. Validation of this approach would be assessing 
how many frauds are identified with the current set of rules. By employing 
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some sensitivity analysis, the percentage of all actual frauds captured can 
be identified using different sets of triggers (number of standard deviations 
from the norm). Meanwhile the fraud rate is the number of actual frauds 
divided by the number of observations in the sample that are outside the 
threshold of the number of standard deviations. An example is provided 
in figure 23.1, and here a good cutoff rule for identifying an appropri-
ate trigger might be 1 standard deviation. Below one standard deviation, 
marginal improvement occurs (increase of only 10% of all frauds); yet, a 
decrease in the fraud rate of 25% is observed.

In addition to using variance analysis, which might be the quick and 
easy approach, analysts could use the more robust predictive model-
ing approach. This approach identifies records that represent fraud, as 
opposed to those that do not, in a particular time period and then iden-
tifies the particular demographics and behaviors of those records prior 
to this period (pre-period). Constructing the information in this man-
ner allows analysts to identify those key behaviors and demographics that 
predict the likelihood of fraud occurring in some defined period. The 
determination of these periods (pre-fraud and post-fraud) is critical to 
the success of these models. For instance, the post-fraud period probably 
represents the hour when the fraud was reported by the customer to the 
company. The pre-fraud period in this case would be very short, perhaps 
consisting of the past month of spending prior to the fraud being reported. 
For events that are not fraud, the pre-period would be the current month 
of activity. From an intuitive standpoint, it is known that the critical fraud 
behavior occurs just hours prior to its detection. The question thus is why 
the benchmark isn’t several hours prior to the event. The problem is that 
credit card spending by nature can be very volatile due to the various 
merchants and establishments that accept the card. There needs to be an 
established time horizon that can smooth out this volatility. Therefore, 

# of standard deviations 
from norm

% of all actual frauds captured  
in sample Fraud Rate

0.5 90% 45%
1 80% 70%
2 50% 75%
3 25% 100%

Figure 23.1 Example of Fraud Capture at Different Standard Deviations from the 
Norm
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the behavior in question needs to be benchmarked for a time window that 
is a reasonable representation of that person’s purchase behavior. In other 
words, is it rational to expect customers to use their card once per month? 
Or do they use their card more or less often?

Typically, good customers can be expected to use their card every 
month and accordingly based on that learning, one month can be used 
as the spending benchmark for fraud detection. The actual threshold for 
determining whether or not a record is fraudulent would be based on a 
score that yields a fraudulent rate that is unacceptable to the organization. 
In the example in figure 23.2, this threshold might be all records in the 
top 20% as representing those that would be considered fraudulent.

Once again, as with any approach, the solution and any resultant deci-
sion making can be validated based on how the method performs.

% of Customers Ranked by 
Fraud Model Score

Minimum Fraud Score  
in Interval

Average Fraud  
Rate

0–10% 0.051 4.40%
10–20% 0.045 4%
20–30% 0.042 2.90%
30–40% 0.038 2.70%
 . . . 
90–100% 0.0045 0.50%

Figure 23.2 Decile Chart of Fraud Model
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Data Mining in Retail

History of the Retailer

When considering consumers and their behavior at the most basic level, 
typically the transaction between seller and buyer comes to mind first. 
Being able to sell what a consumer wants is at the core consumer market-
ing. In earlier times, buyers and sellers converged at a public venue in 
open forums. Transactions then involved bartering, and buyers and sellers 
exchanged roles during the transaction. Eventually, goods and services 
came to be exchanged with some form of common currency rather than 
through bartering. Currency as the primary exchange instrument for buy-
ing and selling made more formal structures possible, such as stores.

An early type of store was the mom-and-pop store; these stores served 
a local community with a limited population and selection of goods. 
Current equivalents of the mom-and-pop stores are convenience stores 
such as Becker’s and 7/11. In these stores, sellers often know their cus-
tomers personally. The song lyric “Where everybody knows your name,” 
associated with the TV program Cheers, represents the retail philosophy of 
these stores. In these mom-and-pop stores, we can see the CRM philoso-
phy at work: one-on-one marketing prevails.

With the population shift toward urban and suburban areas, the mom-
and-pop stores have developed into the larger retail organizations we are 
all familiar with. In this environment, one-on-one marketing or selling 
is no longer viable. Instead, mass marketing now promotes products and 
services to an ever-expanding population. However, this mass marketing 
approach, despite its continued popularity in retailing, does have its limi-
tations. Retailers are facing increasing competitive pressures such as price, 
consumer access to information, loyalty programs, and, perhaps even 
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more important, less patience of consumers to hear the retailer’s message 
given all the other demands on consumers’ time.

Retailing Today

How have retailers adapted to this new paradigm? Realizing that data 
and its analysis are key to better understanding customers and ultimately 
better serving them, retailers adopted processes and procedures to achieve 
their objectives. Retailers face unique challenges when compared to banks 
or insurance companies. Banking and insurance transactions are gathered 
electronically and at the level of the individual customer. The data or 
information is typically captured with an account ID that can then be 
generalized to the customer level. For example, a client’s deposit, with-
drawal, borrowing, investment, and credit card behavior can all be viewed 
in a holistic manner to derive meaningful marketing intelligence about 
that person’s overall banking behavior. Similarly, marketers in insurance 
companies can analyze policyholder’s demographic information together 
with prior claim and premium information to derive meaningful market-
ing intelligence concerning a particular group of policyholders. The abil-
ity to do this, though, is contingent on capturing all behavior in a policy 
number, a number functioning much like the account ID in banks.

Retail Challenges

For retailers, though, marketing is often not that simple, even with loy-
alty programs. For example, suppose retailer XYZ has a loyalty program 
including 200,000 customers. Customer transactions regarding the loy-
alty program are captured through a card the consumer presents at the 
point of purchase. Suppose a member goes to a store and uses the loyalty 
card to purchase a pair of tennis shoes at $100 because the salesperson 
prompted the customer to use the card by asking for it. And suppose that 
a week later, the same customer goes to a different store and decides to use 
his or her AMEX card and spend $200 on a jacket. Let’s say the customer 
forgot to use the loyalty card because the salesperson did not remind 
him or her to use it or ask for it. The AMEX transaction, card number, 
amount, and date would be captured because this information has to be 
transmitted back to American Express for billing purposes. But how can 
retailer XYZ use this Amex information at the level of individual custom-
ers? The answer is that the retailer can’t do that; only information from 
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the transactions that can be attributed to the loyalty card can be used at 
an individual level.

How Can Nonindividual Data Be  
Used for Retailing?

But what about the Amex transactions or other transactions not involving 
loyalty cards? Is this information still useful? The answer is yes, but the infor-
mation must be viewed from a different perspective. In the Amex case, the 
member’s Amex behavior can be grouped with other Amex transactions at the 
store level. Store statistics such as the percentage of all transactions involving 
Amex cards or the percentage of the total amount due to Amex can easily be 
created and can be produced based on  a certain time period. This approach 
can also be used for other types of payment vehicles, such as MasterCard, 
Visa, and even cash. For cash, there may be no electronic recording of the 
transaction as they involve the exchange of currency. Despite this information 
not being recorded, businesses can still approximate the level of cash transac-
tions through default because for each store the total number and amount of 
all transactions and those of credit card transactions are known. The number 
of total cash transactions for a given store in this case is simply the difference 
between the total transactions and the total noncash transactions.

With this information available at the store level, stores that generate 
high value are also identifiable. To calculate this number, analysts would 
not focus on the size of the store as the main criterion of value. Obviously, 
a metric that calculates the average sale value per square foot would be a 
better representation of a store’s value. Having identified stores that are of 
high value, analysts can then determine whether payment type is a key 
determinant of a store’s high value.

Using Stats Can data, analysts can define trading areas around these 
high-value stores, and Stats Can demographic characteristics that pertain 
to these areas can be combined with other data. With analytics marketers 
can then identify the key demographic characteristics that differentiate a 
high-value store from a regular store. This information could be used in 
a number of ways:

Targeting of prospects who live in these high-value trading areas or ●●

areas that look like high-value trading areas
Opening of new stores in trading areas that look like high-value ●●

store trading areas
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Potential store closings based on the fact that they are located in ●●

low-value trading areas
In-store programs based on the key demographic characteristics of ●●

customers who live in the trading area of a high-value store

Despite the information being available at an aggregate level only, mar-
keters can use this information to help develop store programs and strate-
gies and acquisition programs to attract new customers.

How Can Loyalty Card Information  
Be Used?

As previously stated, information accumulated in a loyalty program can 
be used at the individual level with more robust techniques, such as pre-
dictive modeling, used for this group of customers. Cross-selling and 
upselling programs as well as retention programs can all be based on cus-
tomized predictive models to identify key customer segments for a given 
customer loyalty program.

For these types of analytics an important consideration is whether loy-
alty card behavior represents the customer’s total purchase behavior and 
whether the difference between total transaction behavior and total loy-
alty card transaction behavior contributes to significantly different find-
ings as compared to those based only on loyalty card behavior. Market 
research can help better understand the impact of this gap. Yet, data 
miners are very consistent in expressing the caveat that what consumers 
say in a market research survey is often very different from what they 
will do, the behavior that is captured in a database. Given this dilemma, 
the challenge is to apply these data mining techniques to loyalty card 
customer behavior while keeping this limitation in mind. Rather than 
spending a lot of time developing strategies to offset this gap, marketers 
have realized that they are better off dealing with what is known. In this 
case, marketers should focus on the loyalty behavior of a given customer. 
In other words, even though a client may in fact be the best customer 
of retailer XYZ, if that individual is a low-value loyalty card customer, 
loyalty marketing program and other promotions should be geared to 
that individual as a low-value customer in that context. The customer’s 
overall high-value behavior is simply irrelevant because it cannot be used 
in a CRM program.
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Using Information to Develop  
Product Strategies

Retailing is focused on product movement. Retailers’ primary objectives 
are quickly turning over inventory and establishing appropriate inventory 
control procedures. Data mining can help achieve these objectives and 
give retailers insights to use in developing product strategies for a given 
store. What kind of information is available to the data miner and how is it 
used? Information at an individual level represents the optimum scenario 
for data mining and analytics since the use of statistics is better lever-
aged through this increased granularity of information. At the store level, 
information is gathered at an individual level, but the store record itself is 
at the transaction level rather than the customer level. In this exercise, the 
transaction becomes the focus of the analysis as retailers strive to better 
understand what occurs in the transaction event. Retailers will want to 
know what type of products is bought in a given transaction. More impor-
tant, are there certain types of products that appear to be bought together? 
And do these product relationships differ by type of store?

Observations by staff members combined with store report statistics 
yield valuable information on what products are sold and, more impor-
tant, on changes in products sold in a given time period. However, what 
if the store is selling hundreds of products, and hundreds of thousands 
of transactions are occurring every month? Can this information still be 
considered reliable? The answer is yes, but data mining helps to supple-
ment this knowledge by uncovering patterns that might not be observed 
through anecdotal observations or standard store reports. Through rigor-
ous analysis, data mining can identify unique product patterns in a given 
transaction. For instance, if product A is purchased, what might be the 
next most likely product purchased in the same transaction event? Using 
product affinity and basket analysis, retailers can develop product bun-
dling strategies for a given store. These strategies might be simple, such as 
placing products with high affinity in close proximity to each other and 
offering in-store promotions collectively marketing a particular bundle of 
products. Or at the point of sale the cashier could point out another prod-
uct to customers based on what they are already purchasing.

An important aspect of data mining success is treating information as 
a valuable corporate asset. This is certainly no less important for the retail 
sector. But this success can only be realized if retailers understand that 
information is not only an asset but also a critical competitive advantage. 
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With this mind-set, retailers can truly differentiate their products and 
services in the competitive marketplace.

Campaign Management System

This book has certainly emphasized the importance of data as the founda-
tion of success. But in many cases challenges exist in the way data is orga-
nized in an organization. In many cases, this applies to how customers 
are being promoted and also to how they interact with the organization. 
The development of campaign management systems provides solutions to 
improve the organization of promotion and consumer response informa-
tion. In a particular case example, the client achieved relative proficiency 
in using predictive modeling techniques to better market its insurance 
products. The company, a retail organization, marketed a variety of insur-
ance products sold by various suppliers but marketed based on the retail-
er’s credit card customer database. This rich credit card customer database 
became very competitive property as each supplier wanted to market its 
products to the best names as determined by a predictive model. If no rules 
were in place, each supplier would ultimately be promoting to the same 
names to obtain the best results. Within a very short time, list fatigue as 
well as increasing customer complaints followed by attrition would be the 
ultimate consequences. In preventing this situation, the company insti-
tuted a set of arbitrary rules so that each supplier would be allowed to 
promote to a given name only once in any 12 months. However, was this 
restriction reasonable? Without any analysis, this question would remain 
unanswered. The retailer understood that to answer this question, a cam-
paign management database would have to be developed. In other words, 
the organization had to record information at the customer level pertain-
ing to frequency of promotion, timing of promotion, and type of promo-
tion. In addition, the company had to keep track of the outcome of the 
promotion effort (i.e., did the customer respond or what was the nonre-
sponse outcome, if any?). The challenge then was to build this campaign 
management database that would help to determine the right number of 
promotions, the timing of promotions, type of promotion, and the actual 
promotion/campaign outcome that optimized campaign performance.

The first priority was to conduct a preliminary needs analysis to obtain 
detailed knowledge on the current data environment. Having built models 
in the past, analysts knew that solid knowledge regarding the data envi-
ronment was important. However, it was still important to understand 
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how data was transferred between the retailer and its insurance partners. 
This meant that when a campaign occurred, the following had to be 
understood:

1. What are the steps or activities required to create lists after scoring 
the names with the various insurance models?

2. What data processing activities occurred with campaign feedback?
How are respondents tracked and how are they fed back into the ●●

retailer’s database to determine purchase activity?
Is nonresponder activity captured and how is it recorded? This is ●●

particularly relevant for telemarketing programs where the tele-
marketer will record the nonresponder outcomes, such as wrong 
number, call again, do not call again, etc.

3. Is the campaign activity captured historically?

In points 1 and 2, the detailed investigation allowed the company to 
produce a project plan and data flow chart. More important, the plan 
outlined how data would flow into and out of the campaign management 
database. However, in point 3, analysts observed that no prior campaign 
activity was captured. Essentially, this database had to be created in order 
to capture this information. First, this required the identification of the 
appropriate information to be captured within the database. Second, how 
the information should be organized in the database had to be outlined. 
The major information components required to be captured in this data-
base were as follows:

Model behavior●●

Promotion behavior●●

Disposition behavior●●

With this information, analysts could determine how customer behav-
ior was impacted by the following:

Changing model behavior●●

Recency, frequency, and type of promotion●●

Changing customer disposition activity●●

Because speed of processing was not an issue, the organization’s struc-
ture was very basic in that simple database tables were created to store this 
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information. Yet, although the design was simple, the value to the client 
was designing a process that allowed the retailer to achieve the business 
objective of being able to make better decisions based on a customer’s prior 
campaign history. The results after nine months of this launch are shown 
in figure 24.1.

This chart in figure 24.1 indicates how the institution of this system 
improved overall results. Using the key metric of average premium per 
customer, a new metric can be created to determine how many months it 
would take for a marketing program to break even given this program’s 
costs. Obviously, a program that generates few responders and a low pre-
mium would require a longer time period before the program would pay for 
itself. In this chart, the time to pay back is approximately 50 months prior 
to any modeling technology being employed. Once modeling was intro-
duced, this time was dramatically reduced to approximately 12 months. 
Deployment of modeling yielded the largest benefit simply because no 
analytics had been done prior to this activity. Future analytics work will 
yield benefits, but these won’t be as significant since the reference point 
is now modeled activity as opposed to random activity. Introduction of 
the campaign management system did reduce the time to payback from 
12 months to approximately 8 months. As the retailer uses this system 
overtime, more intelligence will be gained that will provide further insight 
in how to best reduce this metric.

Campaign
# of  

Leads
# of  

Sales
Total  
Cost

Cost/ 
Sale

Avg. Prem/ 
Cust./
Month

# of 
Months 
to B/E

 1 20,000 285 $32,000 $112 $2.10 53 Pre Modeling
 2 20,000 303 $32,000 $106 $2.34 45
 3 40,000 1,134 $64,000 $56 $4.17 14 Modeling 

Only 4 30,000 1,029 $50,000 $49 $4.40 11
 5 30,000 1,084 $54,750 $51 $4.06 12
 6 15,000 806 $30,446 $38 $3.89 10  

Modeling 
& Contact 

Management

 7 15,000 757 $28,442 $38 $4.79 8
 8 15,000 727 $26,678 $37 $4.72 8
 9 15,000 690 $28,064 $41 $4.10 10
10 15,000 725 $27,225 $38 $5.07 7

Figure 24.1 Table Depicting Payback in Months After Adopting Certain Data Mining 
Techniques
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Business-to-Business 
Example

This case differs from the other example discussed in the 
 previous chapter in that the direct customer is a small or medium-sized 
business rather than an individual. Once again, the company in question, 
a courier company, wanted to refocus its marketing efforts and essentially 
initiate a CRM program. As discussed previously in this book, manage-
ment wanted to identify the company’s best customers and profile them to 
better understand them. Yet, in creating or establishing metrics to identify 
the best customers, only purchase behavior was considered to keep things 
simple. However, this seemingly simple metric was not so easy to deter-
mine. Purchase behavior was often very sporadic and infrequent. The first 
challenge, then, was to determine the appropriate time frame for a small 
to medium-sized company in purchasing this company’s courier services. 
In other words, do active customers make regular purchases in intervals of 
1 month, 3 months, 6 months, etc.? Once this timeframe was determined, 
the company could then use the purchase metric as a proxy for value, 
albeit a simplistic measure.

A further component to the analytical exercise—in addition to segment-
ing customers based on value so as to identify the best customers—was 
segmenting customers based on recent behavior. Were customers increas-
ing or decreasing their purchase patterns or were they perhaps defecting? 
For segmentation based on both value and behavior we adopted the VBS 
approach or Value/Behavior Segmentation. The first challenge, though, 
was to determine the appropriate time window for purchase behaviors. 
The approach here was to consider purchase patterns within different 
time frames and see if these patterns were stable or volatile. These time 
windows were then split equally into before and after periods to capture 
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changing behavior in the periods before and after the time window exam-
ined. For example, with a one-month purchase window, analysts would 
look at purchase activity in one month and compare it to activity in the 
following month. Similarly, with a three-month window, analysts would 
examine activity within a three-month period and then compare this to 
the activity to the subsequent three-month period. Several options were 
considered in defining the purchase window. Several purchase window 
options were examined:

1 month
2 months,
3 months

Then customers were categorized into the following five groups based 
on these purchase patterns:

Growers, that is, customers who were in the top 10% of purchase ●●

change behavior based on purchase amount and volume in the 
before and after time periods
Decliners, that is, customers in the bottom 10% of purchase change ●●

behavior based on purchase amount and volume in the before and 
after time periods
Stable, that is, customers not in the first two groups but with activity ●●

in both the before and after time periods
Reactivations, that is, customers with no activity in the before period ●●

but activity in the after period
Defectors, that is, customers with activity in the before period but ●●

no activity in the after period

The table in figure 25.1 table was produced to present our results to the 
business people.

This report looks at the three different options (1 month as the purchase 
window, 2 months as the purchase window, or 3 months as the purchase 
window) over a 12-month period and demonstrates how the time windows 
were evaluated. This report only takes into account 10 records for the sake 
of simplicity; in actuality, hundreds of records were assessed. Although 
this illustration visually identified the appropriate purchase time window, 
statistics were also employed to determine when the segment definition 
becomes constant (i.e., variance analysis) as the time period is increased.



Month 1 Month 2 Month 3 Month 4 Month 5 Month 6 Option 1  
1 month

Option 2 
2 months

Option 3 
3 months

Record1 $100 $0 $0 $200 $0 $0 inactive defector grower
Record2 $300 $0 $200 $150 $0 $75 reactivator decliner decliner
Record3 $500 $400 $300 $0 $0 $0 inactive defector defector
Record4 $0 $200 $0 $0 $50 $0 defector reactivator decliner
Record5 $0 $0 $0 $50 $75 $100 stable grower reactivator
Record6 $700 $600 $500 $400 $300 $200 stable decliner decliner
Record7 $0 $0 $400 $0 $300 $0 defector decliner stable
Record8 $0 $600 $0 $400 $0 $500 reactivator stable stable
Record9 $0 $0 $200 $0 $0 $400 reactivator grower stable
Record10 $450 $300 $250 $150 $100 $0 defector decliner decliner

Figure 25.1 Examining Different Pre and Post Purchase Window Options to Determine Appropriate Purchase Window
* Determined that 3 months was the optimum purchase window
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In this report, the 1-month option demonstrates the appropriate seg-
ment for the given customer (small to medium-sized business). Extending 
the purchase window to 2 months, the segment definitions change quite 
a bit for the same customer and continue to change when the 3-month 
purchase window option is used. With the 4-month and 5-month options 
(not shown here) for the same records, the segment definitions become 
more stable and consistent with what the 3-month option showed. The 
implication here is that the appropriate window is 3 months as the seg-
ment definitions do not change when longer purchase periods are con-
sidered. Accordingly, all the behavioral segments were determined using 
3 months as the normal purchase window for this company’s customers.

The value segmentation was the next part of this exercise. The cou-
rier’s business-to-business customers were segmented based on purchase 
volume in the past 12 months. The chart provided in figure 25.2 shows 
the rank order of these active business-to-business customers based on 
annual purchase revenue. As the chart shows, the top 20% of customers 
make up the high-value segment and account for average annual sales of 
$770, making up 68% of that courier company’s total sales. In contrast, 
the low-value segment comprises most of the customer base (55%) and has 
average annual sales of $25, contributing only 7% of that courier com-
pany’s total sales.

After identification of the value and behavioral segments, the dollar 
opportunity for each segment was calculated by multiplying the migration 
rate by the dollar value of that segment. Using the business knowledge 

Average Annual  
Sales

% of all sales captured  
by segment

High Value (Top 20%) $770 68%
Medium Value (20%-45%) $230 25%
Low Value (45%-100%) $25 7%

Figure 25.2 Value Segmentation for B to B

Segment $ value Migration Rate $ opportunity

High Value Grower $800 1% 8
Medium Value Grower $350 10% 35

Figure 25.3 Example of $ Opportunity for 2 Segments in B to B
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of the courier company, we were able to infer a migration rate for each 
segment, and this allowed us to estimate the dollar opportunity for each 
value/behavioral segment, as is shown in the example of two segments in 
figure 25.3.

Based on these two segments, medium-value growers represented a bet-
ter marketing opportunity than high-value growers. This approach, once 
adopted for all segments, allowed us to rank order all value behavior seg-
ments based on this dollar opportunity, and this yielded insight on how 
best to allocate the marketing budget.
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Financial Institution 
Case Study

Background

A financial institution used business rules to target regular credit card 
customers to become gold card customers. Specifically, the company 
used tenure and region of the country as the key segmentation criterion 
in selecting names. Results of using these criteria as list selection rules 
revealed that the targeted names barely outperformed the random lists. 
More important, the cost per new gold card acquired was continuing to 
increase from campaign to campaign. This was a problem because the 
company’s objective was to significantly increase the number of gold card 
customers.

Given these facts, the organization required a solution that would opti-
mize the number of gold cards and do so in a cost-effective manner. The 
financial institution identified the need for a tool, such as a predictive 
model, since that would have the following advantages over the existing 
list selection criteria:

It could be applied to names beyond the boundaries of the list selec-●●

tion criteria, such as tenure and region of country
It could consider variables and other characteristics beyond tenure ●●

and region of country that could achieve the objective of optimizing 
the response rate

The challenge was to develop a predictive model that optimized the 
response rate.
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Data Challenge

Ideally, the best environment in developing a predictive model would be a 
random sample that has been promoted to in a previous campaign. In this 
particular situation, a campaign that occurred several months earlier had 
a random sample of 40,000 names. But this random sample was restricted 
to a group of customers who were already somewhat engaged with the 
company because they were already using the card on a monthly level. 
In this case study, this random sample was mailed to a group of names 
of people who had spent over $1,200 a year or an average of $100.00 
per month. The response information from this campaign was captured 
with the response vehicle (application) containing the account number 
of the regular card. With the account number, this information could be 
matched back to the mail file in order to identify responders and non-
responders. Both nonresponders and responders were then matched to 
the following files by account number in order to append the following 
information:

Name and address file containing basic biographical information, ●●

such as age, income, household size, etc.
Credit history containing information about spending and delin-●●

quency over a given period of time
Banking file containing the customer relationships, such as loans, ●●

deposit/checking accounts, RRSPs (Registered Retirement Savings 
Program), etc.

As previously discussed, when building predictive models, the analyti-
cal file should be crafted into a pre/post window. If the campaign was 
dropped in July, the only information after July that is relevant for model-
building is whether or not the prospects responded. All other information, 
which is being considered as potential model variables, must be viewed 
prior to July.

There were no challenges in matching or linking files together since 
the matching logic used an account identification number. Yet, the real 
challenge was the richness of data and creating all the potential model 
variables. There was no data mart or marketing warehouse at the time 
of the model-building exercise. All information was contained in legacy 
systems, and this implied that the data was contained in raw transac-
tion and billing systems. The task of organizing and summarizing the 
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data into meaningful information was very onerous and the most time-
consuming portion of this project due to the volume of data as well as 
the number of variables (300+) that were created in this process. In addi-
tion, Statistics Canada data of over 100 variables was appended to these 
records by postal code. At the end of this process, the analytical file had 
40,000 records with the dependent variable being response, and over 400 
variables would be analyzed as potential predictor variables of the model. 
Using the modeling methodology discussed previously in this book (chap-
ter 12), a solution was obtained that contained the following profile of a 
gold card responder:

Higher behavior score●●

Less likely to have an RRSP●●

Likes to travel●●

Does not live in Quebec●●

In addition to the targeting capability, the profile variables provided 
insight on various communication approaches (less likely to have RRSP 
and like to travel).

Using a cutoff of 40% as the cutoff or 200000  names, the model 
yielded a benefit of $96 million, which represented the opportunity cost 
of promoting to additional names without modeling to achieve the same 
level of responders as was achieved with modeling.

Figure 26.1 was set up to test the model’s effectiveness and also to 
test different communication pieces. Clearly, most of the names being 
selected are in the top two quintiles along with the test communica-
tion because the expectation is that these cells will deliver the best 
performance.

% of File (Ranked Model Score) # of Names Mailed Test Cell Control Cell

0–20% 100,000 1–95,000 1–5,000
20–40% 100,000 2–95,000 2–5,000
40–60% 100,000 3–5,000 3–5,000
60–80% 100,000 4–5,000 4–5,000
80–100% 100,000 5–5,000 5–5,000

Figure 26.1 Marketing Matrix after Implementation of Model
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The actual results of this campaign made themselves felt quite early in 
the campaign due to increased traffic in the operations department where 
staff had to process an increasing number of applications. The final results 
of this campaign were as show in figure 26.2.

Campaign Test Results Actual Response Rate

Modelled Control Names (@ 40% cut-off) 1.87%
Random Control Names (Combine all 5 cells) 1.10%
Actual $ Benefits of Model due to Saved 
Mailing Costs (@ $0.80 per mail piece)

$112,000

Figure 26.2 Actual Test Results
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Using Marketing 
Analytics in the 
Travel/Entertainment 
Industry

The growing importance of analytics and data mining has led 
to the development of solutions in industry sectors such as travel and 
entertainment. Let’s look at sports as one example of entertainment. Here, 
a flagship team like the Toronto Maple Leafs or New York Yankees does 
not need to be very effective to achieve its goal of putting more fans in sta-
dium seats in a cost-effective manner. The reality for these organizations 
is that the product they offer is highly price inelastic—that is, the price 
charged for the product can easily be increased or decreased with minimal 
impact on overall ticket demand. The use of analytics and data mining in 
this context is meaningless.

However, for most sports organizations, putting more fans into seats in 
a cost-effective manner is a primary objective. Historically, sports market-
ers have attempted to increase attendance and grow ticket revenue by sim-
ply allocating more marketing dollars to mass advertising. But this has not 
always achieved the objective of increasing ticket sales in a cost-effective 
manner. Sports marketers need to understand that all fans are not cre-
ated equal, an insight reminiscent of the standard CRM slogan that “not 
all customers are created equal.” The capability to take customer differ-
ences into account is based on data and depends on whether information 
is being captured and stored somewhere. Unless someone at the receiv-
ing end of a ticket purchase transaction is capturing information about 
the ticket buyer, the activity or event becomes unavailable for any future 
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analytics. It is important to understand this because a significant portion 
of a team’s ticket revenues could come from unrecorded events, such as 
when tickets are purchased with cash at an arena or ball park. This limita-
tion of data capture at the individual level obviously represents a barrier to 
many sports organizations that are considering the use of analytics as part 
of their marketing efforts. To pursue analytics in a more meaningful way, 
sports organizations must think of alternative ways of capturing custom-
ers’ transaction behavior for future analytical purposes.

Digital technology is making it easier to capture purchase behavior 
because the payment process is now facilitated through the option of 
online purchases. With creativity, marketers can expand information cap-
ture beyond the ticket purchase to include concessions and merchandise. 
Through increased ability to capture data at the individual level, market-
ers can develop better programs to encourage incremental spend in ticket 
transactions and other transactions not involving tickets. This growing 
trend of online purchases has increased marketers’ ability to capture data 
about individuals and, more important, to use this data and information 
as a way to differentiate between customers.

After sports, let’s look at the hotel sector, which is another significant 
part of the travel/entertainment industry. Historically speaking, the needs 
of a hotel customer were quite narrow with customer mobility being a key 
limiting barrier. In the past, the population was arguably more homo-
geneous with many similar needs. In today’s more complex world, cus-
tomer needs are much more heterogeneous. What makes this challenge 
even more daunting is the fact that our constantly busy society leaves less 
time to explore these varying customer needs. Yet, even with this reduced 
time, consumer expectations are not diminishing but are in fact growing 
as technology has provided organizations and businesses with the basic 
capability of doing more with less.

In the travel industry, customers have always considered their time at a 
hotel as an experience rather than as just a visit. Activities such as fine din-
ing, nightly entertainment, spas, and corporate seminars/meetings nur-
ture this concept of “customer experience.” It is easy to see that this range 
of activities is going to have varying levels of appeal to a given clientele. 
Obviously, the role of data mining and analytics can be quite significant 
in helping marketers to better understand these clients’ different needs.

The first task might be to conduct a basic customer value exercise so as 
to identify the best customers. However, as with many analytical exercises, 
seasonality must be considered, and it is arguably even more significant 
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for the hotel industry than for others. For many projects, marketers make 
the assumption that the rank ordering of customers is unaffected by sea-
sonality. In other words, customers may spend more at different times of 
the year, but their spending relative to each other remains unchanged. 
Most analysts would agree that for the travel industry the issue of season-
ality potentially has a significant impact on travel behavior. For example, 
one person may spend $1,000 annually as a casual traveler over the course 
of a year and is thus considered an average customer. Another person may 
spend $1,000 annually but spend the entire amount on a tennis package 
for one week in August. Should this second customer be in the same cat-
egory as the first person because the annual spend ($1,000) was the same? 
Obviously, the answer is no. These two travelers are very different types 
of customers. Seasonality is also significant when conducting any analyt-
ics exercise particularly if consideration is given to the many hotels that 
will offer tennis and golf packages in the summer and ski packages in the 
winter. In addition to seasonality, various other services may appeal to dif-
ferent groups of customers and thus affect travel behavior. Fine dining and 
theater may appeal to one group of customers while spas and perhaps valet 
services appeal to another group. With varying interests among the travel 
clientele, a segmentation exercise categorizing the customers into clusters 
would be useful in identifying different customer segments’ needs and 
interests. Travel industry experts surely understand that there are distinct 
customer segments. Based on the data being captured on these customers, 
businesses can then apply some science to identify distinct segments in 
their customer base. Specific marketing programs and initiatives can then 
be designed for each of these segments.
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Data Mining for 
Customer Loyalty:  
A Perspective

The definition of customer loyalty has long been debated in the 
marketing community. At issue is not so much the semantic definition of 
customer loyalty—most marketers would agree that loyalty is shown by 
a strong affinity or attachment to a given company’s products or services. 
The differences arise when marketers attempt to measure or evaluate cus-
tomer loyalty.

The implications here are that marketers must first define metrics and 
measures of customer loyalty. Once metrics are defined, it must then be 
determined whether the data is readily available in the current informa-
tion environment for the creation of these measures.

Is RFM an Accurate Measure of  
Customer Loyalty?

The most common approach taken to measure customer loyalty is to look 
at prior purchase behavior. One very common, quick, and pragmatic way 
of doing this is through the development of an RFM measure where:

R = recency of last purchase
F = frequency of purchase within a given period of time
M = monetary value of purchase(s)
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By combining these measures, RFM indexes or scores can then be pro-
duced to generate a relative measure of loyalty for each customer. The 
higher the score, the greater the relative loyalty of the customer.

Many loyalty experts and pundits will debate this idea as being overly 
simplistic and not really capable of capturing the true essence of customer 
loyalty. They argue that there are groups of customers with high RFM 
scores who are not really loyal and will randomly switch companies or 
brands when provided with a better offer. Their so-called loyalty is not 
really due to any attachment or affinity to the company or brand; rather, 
they consider switching to another organization for the same products and 
services simply involves too much effort and/or risk. This weak affinity 
bond may be broken quickly when this type of customer is presented with 
an easy, risk-free offer.

Does it matter that some customers scoring high on the RFM index 
are not really that loyal? Does loyalty really matter if these customers are 
(in most cases) the most profitable customers? Usually, the value these 
customers deliver to the organization will result in the creation of “Best 
Customer” marketing programs that target this group regardless of the 
relative strength of these customers’ loyalty.

Using Marketing Programs to Boost Customer 
Loyalty in the Short Term

Whether a group scores high on the RFM index or has high value (or both), 
the next challenge is to acquire basic information about the effects of mar-
keting activities boosting customers’ attachment/affinity to an organiza-
tion’s products/services so that customer loyalty/value can be increased. 
One way of evaluating the effects of these programs is to look at customer 
behavior that is truly incremental when compared to past performance.

Changes in customer behavior can be defined in three ways:

Lift●●

Shift●●

Retention●●

Lift refers to increased usage of a product or service; shift refers to the 
acquisition of new customers for a product or service; retention means that 
a customer’s current activity level with a given product or service is main-
tained. In each case, behavior is evaluated to determine whether it is truly 
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incremental as a result of a specific marketing activity. The key in identify-
ing these behaviors (lift, shift, and retention) as incremental is the creation 
of an appropriate strategy for testing marketing programs. Specific groups 
of customers are segmented randomly into test cells and control cells; test 
cells represent the group being exposed to the marketing activity, and 
control cells consist of the group not exposed to the marketing activity. 
After the execution of the marketing activity, differences in performance 
between the two groups can be compared, and this ultimately determines 
whether an incremental effect was created by the marketing stimulus.

The use of RFM allows analysts to identify groups that may have a bet-
ter ROI potential. The use of marketing activities with highly profitable 
groups allows for a proactive impact on the behavior of specific groups of 
customers. Successful marketing program testing allows analysts to defin-
itively determine the incremental changes in customer behavior resulting 
from marketing programs.

Defining Customer Loyalty over  
the Long Term

Whereas previous purchase behavior may be an adequate measure of cus-
tomer loyalty in the short term, there are other behavioral indices not 
involving purchase that must be considered when creating measures of 
long-term loyalty. Three customer behaviors that might be considered key 
information in identifying long-term loyalty include:

Overall marketing response●●

Customer inquiries●●

Customer complaints●●

Overall marketing response refers to a customer’s total number of 
responses to all the marketing campaigns of a given company. A custom-
er’s ongoing willingness to respond to campaigns over time could cer-
tainly be construed as measure of that customer’s level of engagement 
with the company. These responses could be related to purchase and also 
to other activities.

Customer inquiries generally are positive interactions as they reflect 
the customer’s desire to obtain more information from the company. In 
this activity there is an implied sense of trust between the customer and 
the company. This trust factor can grow only as long as the outcome of 

  



D a t a  M i n i n g  f o r  M a n a g e r s218

each inquiry is positive in the mind of the customer. Conversely, customer 
complaints are negative interactions between a customer and a company. 
Erosion of trust between the customer and company may occur with each 
complaint.

Database marketers want to identify these traits or characteristics from 
the information recorded in the database. Marketing response can be cap-
tured when an organization has a campaign management system in place 
for its marketing campaigns. With such a system, campaign information 
and responses to those campaigns of individual customers can be cap-
tured, and this allows marketers to identify the overall marketing response 
history for each customer. Another rich source of customer inquiry infor-
mation is a company’s website. By examining web logs, it is possible to 
identify the page views of customers. The page views in most cases rep-
resent basic inquiries for information. More page views of a company’s 
website by customers mean that customers are generating more inquiries 
about the company’s products and services, and arguably this indicates 
that they have a heightened interest in the company. Meanwhile in the 
telemarketing world, both outbound and inbound calls deal with custom-
ers who often inquire about other products and services beyond just the 
expression of complaints.

How is this information organized into meaningful loyalty measures? 
Internet page views and marketing response history (campaign manage-
ment system) are well organized as the data is located in structured data 
fields. The analyst can simply go to the appropriate field whether it is 
a page request field on the web log file or the marketing response flag 
related to some specific campaign. In both cases, this information can be 
summarized from each of these fields to obtain specific views of customer 
activity or engagement. However, in the case of a telephone conversation, 
the information of interest is in the dialogue between the sales or customer 
service rep and the customer; that is, the information is present in an 
unstructured format. Unstructured data means that it is not possible to 
point to one specific field in the analysis; instead, the entire text of the dia-
logue must be reviewed to extract meaningful information. The concept 
of extracting meaningful information from unstructured data has become 
a primary focus of data mining research today and is commonly referred 
to as text mining. This will be discussed in the next chapter. Through 
this discipline, conversations, comments, and any other type of text can 
now be mined to extract meaningful information. In the case of extract-
ing meaningful measures of customer loyalty, text mining can be used 
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to identify customer complaints or customer interest levels based on the 
conversations or comments between a customer and a sales or customer 
service representative.

The use of campaign management systems, the Internet, and text min-
ing provide new ways of creating customer loyalty measures beyond basic, 
short-term purchase behavior. Taking a longer term perspective on the 
development of customer loyalty measurement ensures that broader cus-
tomer engagement and attachment behaviors are incorporated into these 
measures. Marketers can then be equipped with tools they can use in 
executing initiatives that increase customer engagement and drive long-
term customer profitability.
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Text Mining: The New 
Data Mining Frontier

Data miners and analysts are used to dealing with data in 
structured fields, such as rows and columns. Data, such as age, income, 
purchase spending, and purchase dates, are typically found in specific 
columns or fields. Advances in data mining technology now allow anal-
ysis of unstructured text data. In other words, information pertaining 
to language and communication can now be analyzed. This emerg-
ing discipline is commonly referred to as text mining or text analytics. 
One question that may immediately come to mind is how this dif-
fers from search engine technology. In search engine technology, users 
list key words or phrases that are then analyzed to produce a list of 
articles, themes, or topics supposedly related to the key words. Text 
mining also analyzes text, but users do not enter specific key words or 
phrases; rather, users do not know what they are looking for. A body of 
text or unstructured data, called a corpus, is presented to the analyst. 
With text mining tools the analyst then identifies patterns or themes 
in this corpus. For example, XYZ company may want to use some mar-
ket research analysis of its customer base to better understand why the 
number of complaints has increased. Text mining could be employed 
here to extract all the customer e-mails of the past several months. 
By analyzing all these emails, the analyst may uncover themes and/
or discussion patterns that could help identify specific reasons for the 
increasing customer complaints.

Another good example is product development. Market research is 
often used to help in this area. For example, text mining technology can 
help analyze call logs of inbound telephone calls of customers to identify 
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call patterns related to specific service needs. This information could then 
be used along with market research to help develop more appropriate 
products and services.

Traditional Data Mining

Most experienced data mining and analytics practitioners have valuable 
expertise in mining data in the more traditional manner where data occurs 
within a structured format. A structured format means that the actual 
records themselves represent rows while the information that is used for 
data mining resides in columns.

Records represent the level of detail on how information is being cap-
tured. For example, records can be at the customer level, transaction level, 
and promotion level, or at any level where information is being captured. 
Meanwhile, columns can be thought of as variables that depict a certain 
piece of information pertaining to that record; examples of structured 
data formats are shown in figure 29.1.

In the example in figure 29.1, there is a customer file and a transaction 
file. In the customer file, individual customers are represented in the rows, 
and customer number, household size, postal code, and income represent 
the variables and are shown in columns. In the transaction file, individual 
transactions are represented in the rows, and transaction number, date, 
amount, and product type represent the variables columns. This structured 

Customer Table

Customer No. Household Postal Code Income

1 3 L1A3V1 $125,000
2 2 M5S2G1 $30,000
3 1 H4B2E5 $40,000

Transaction Table

Transaction Nº Date Amount Product Type

1 July 15/2009 $100.00 A
2 Oct 1/2009 $75.00 A
3 Sept 15/2009 $200.00 C

Figure 29.1 Example of Structured Data (Customer Table and Transaction Table)
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approach provides great flexibility when it comes to data manipulation or 
the ability to derive new information from source information. For data 
miners, this is a critical capability, and in this book we have discussed at 
length how most of the information in a data mining project is derived.

Examples of Text Mining

As we have discussed, in text mining users do not know initially what 
they are looking for, but text mining is a way to find patterns or trends in 
the unstructured content. In addition to marketing applications, which 
will be discussed later, text mining has many other business applications. 
Document categorization represents one significant application; here, 
historically much manual intervention was required to group documents 
into meaningful categories, and much of this work is now automated. 
However, human intervention is still needed to check the accuracy of the 
“automated process.”

Text mining is similar to the standard discipline of data mining as a 
process of knowledge discovery. In both cases, users do not know what 
they are looking for and mountains of data are analyzed to provide 
insights. Unstructured data is textual data such as e-mail messages, phone 
conversations, open-ended responses to surveys, and conversations in vari-
ous social media applications. This is an important consideration given 
the channels that marketers can now utilize in reaching out to customers. 
A very simple example of what an unstructured format might look like is 
shown in figure 29.2.

Customer Nº E-mail

1 I really like the RRSP product and will continue to invest every 
year. However, level of service is sub-standard and I will be looking 
at other companies. But it will be difficult since I have many 
products with this institution.

2 I wish this company would be more proactive in offering me 
products and services that truly meet my needs. The customer 
service people are great and are simply doing their job. But the 
company is clearly not thinking of my real needs.

3 The level of service is outstanding and I am extremely interested in 
hearing about all your products and services. Could you send me 
more information on them?

Figure 29.2 Example of E-mail Unstructured Data
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In this example, three customers have each sent one e-mail message 
to the company. The data mining approach here would be to analyze 
the information listed under the column heading “E-mail.” Here, ana-
lysts would be left with the task of trying to derive information from the 
e-mail column. How can they do this? They can create binary or yes/no 
variables based on some condition, create change variables, or mathemati-
cally derived variables, such as mean, standard deviation, median, etc. For 
example, in the structured world, based on the postal code field of where a 
person lives, a yes/no variable is easily created based on whether or not the 
person lives in Quebec. In the unstructured world, the challenge is how 
to derive new variables from a series of sentences. But the critical point 
to remember is that there is information in this text that can and should 
be used. The process of using this information by creating variables from 
unstructured data is not necessarily more complex than creating variables 
from structured data. It is just different as this discipline requires a dif-
ferent approach as well as different tools for the creation of meaningful 
information and insights. But what does this really mean?

The Text Mining Process

The first step in mining unstructured text data is to perform some cleanup or 
data hygiene. This means to eliminate text that really provides no information. 
Examples of this include punctuation marks, such as period, comma, etc., and 
prepositions, such as “the,” “of,” etc., and pronouns, such as “she,” “he,” etc. 
The example in figure 29.2 could be reduced and parsed with data hygiene 
techniques to what is shown in figure 29.3. That is, only the key information 
was extracted that is needed to develop some meaningful information.

Customer Nº E-mail

1 Really like RRSP product continue invest every year level service 
substandard looking other companies difficult have many 
products institution

2 Wish company proactive offering products services meet needs 
customer service people are great are doing job company clearly 
not thinking real needs

3 Level service is outstanding extremely interested hearing products 
services send information

Figure 29.3 Example of E-mail Text That Has Been Filtered for Data Hygiene
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The next step is to perform a frequency distribution on all the keywords 
that remain after the data hygiene process. In this step the first glimpse of 
meaningful information is obtained in terms of how often certain words 
occur. After a simple frequency distribution, the data would look as shown 
in figure 29.4.

From the information, we can conclude that popular keywords being 
discussed are: product, services, company, needs, and level. However, this 
is still too early to give any meaningful concrete insight, and the tricky 
stage of the process has yet to be performed.

This third stage of the process is to find relationships between words 
and phrases that seem most prominent in the text. The linking of words 
and creation of common phrases represents the real selling feature for most 
companies selling text mining software. This is particularly true for text 
mining vendors selling to the government; they may be analyzing phone 
conversations in order to detect criminal activity. Two of the more com-
mon techniques that could be employed are correlation analysis (keyword 
analysis) and cluster or k-means analysis. Correlation analysis is used to 
find groups of words that appear together most frequently. Meanwhile, 
k-means or cluster analysis attempts to find phrases or groups of words 
that appear as common themes. At the same time, the clustering is used in 
an attempt to identify groups of themes that differ from each other. This 
is somewhat analogous to the traditional use of clustering, which aims to 

Words Frequency

Products 3
Service 3
Company 2
Level 2
Needs 2
Services 2
RRSP 1
Am 1
Are 1
Clearly 1
Companies 1
Etc.

Figure 29.4 Example of Frequency 
Distribution on Keywords in e-mail
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create customer segments where customers within a segment have similar 
behaviors and demographics and each customer differs from the others. In 
the three record cases in the example, some emerging themes might be:

1. Wide range of products and services
2. Need for information
3. Service levels

Sentiment Analysis

But even as the three common themes emerging from these records are 
identified, how customers feel or the sentiment they are trying to convey is 
not displayed among the three themes. The ability to represent the senti-
ment or emotion of the statement, often referred to as sentiment analysis, 
is an area of extensive research in text mining. In fact, such statements 
could be:

1. I am really going to like this company now that they have cut ser-
vices as it takes me longer to get through to a live agent

2. I am really going to like this company now they have invested in 
new customer service software and hired another 1,000 agents

The first statement is sarcastic and expresses a negative sentiment while 
the second appears to be quite positive given the company’s investment in 
resources related to services. Detecting the specific sentiment in each of 
these statements is fairly easy for the human brain based on understand-
ing of language and tone. However, it is not easy to design software that 
can detect the tonality of these sentiments. In fact, two statements both 
stating “I really like your company,” may express very different sentiments 
based on the tone in which they are uttered. Text mining tools cannot pick 
up differences regarding tonality, but an offshoot of text mining called 
speech analytics analyzes unstructured voice data and might have this 
capability. Analyzing sentiment in voice data is also extensively explored 
by speech analytics vendors.

The Marketing Interest

Marketers are interested in using text mining information because it 
represents another level of customer engagement that can be analyzed 
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for marketing purposes. Despite the unstructured format, meaningful 
insights and intelligence can be gained from classifying customers based 
on theme categories evident in their individual discussions. In addition to 
theme classification, more advanced use of these tools can allow marketers 
to classify and segment customers based on sentiment (negative, positive, 
neutral).

Going Forward

Text mining and its application in some of the newer marketing channels, 
such as social media, is in its infancy. No one can really lay claim to being 
an expert in this area yet since any experience is going to be minimal at 
this point in time.

As with any new discipline, practitioners must to some extent rely on 
historical experience, and in this case, this means on their ability to deal 
with analytical challenges. Data miners and analysts in many cases have 
many years of experience in analytics related to structured data. Well-
honed skills have been developed so that the measurement of ROI, for 
example, has become a core analytical imperative alongside the ability to 
better understand what impacts ROI. For many data analysts, these skills 
have helped to create an approach and process that will be useful in any 
analytical exercise. By leveraging this experience and expertise in the area 
of text mining, marketers can more fully exploit these new disciplines for 
the development of better marketing solutions that involve both struc-
tured and unstructured data.
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Analytics and Data 
Mining for Insurance 
Claim Risk

The primary advantage of using analytics and data mining for 
P&C insurance is the ability to more effectively create a rating structure or 
to price premiums for a given policy. The challenge is how to build the best 
tools in this area, particularly how to develop multivariate analysis (MVA) 
tools. In other areas, such as marketing and credit card risk, the use of 
predictive analytics and associated multivariate analysis (MVA) tools has 
become commonplace. Why does this pose a challenge in the P&C indus-
try; after all, actuaries usually have a strong background in mathematics? 
The answer lies not only in the mathematics being employed but in the 
lack of knowledge on how to use data in the right way to take full advan-
tage of the techniques available. In order to fully leverage the results of 
any MVA tool, hundreds of thousands of individual policy records with 
several hundred variables per policy record must be created, and this is 
the core skill set of the data miner. The discipline of data mining is rela-
tively new, and the training of actuaries is not fully developed in this 
area. Nevertheless, the academic training actuaries receive in mathematics 
and statistics can definitely be applied to data mining. However, the most 
important component of data mining, and arguably the one that is very 
resource-intensive, is the data environment. Unless the right data environ-
ment for this kind of analysis is created, the use of MVA techniques is not 
going to deliver superior results over the older pricing methods.

Most leading-edge organizations realize that to compensate for the 
lack of data-mining knowledge among actuaries data mining practitio-
ners and actuaries must collaborate closely. Data mining practitioners will 
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never have the knowledge and expertise actuaries have regarding insur-
ance risk. This is particularly important if insurance rates need to be filed 
in accordance with government regulations. The actuaries’ knowledge of 
mathematics and the insurance sector provides the credibility on which to 
establish a rating structure that is acceptable for a given market. However, 
the use of MVA tools, which are the traditional domain of data mining 
practitioners, allows organizations to further improve their rating struc-
tures. Knowledge of MVA techniques is not new to actuaries, but the 
creation of the necessary data environment is not part of their expertise. 
By combining actuaries’ expertise with that of data mining practitioners, 
companies can produce MVA solutions that more fully leverage this data 
environment. These solutions can then be modified based on actuaries’ 
knowledge of what is acceptable in a given market. In a sense, the final 
pricing or rating solution requires a team-based approach between data 
miners and actuaries. This means that data mining practitioners must 
better understand the filing mechanisms of actuaries, and actuaries must 
gain a better appreciation of the data environment and how critical it is to 
delivering an optimal MVA solution.
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Future Thoughts: The 
Big Data Discussion 
and the Key Roles  
in Analytics

Big data. Hype and more hype. But what is the reality here? 
Is big data the real deal as many experts would have us believe? For sea-
soned data mining practitioners, big data has always been the norm rather 
than the exception. Building predictive models in the late eighties at 
American Express exposed practitioners to a million cardholder records 
with hundreds of millions of transaction records. The challenge, then, 
was to translate this raw source information into a meaningful analytical 
file that could be used as inputs for developing predictive models. At that 
time, marketing databases and data warehouses were new to practitioners. 
The use of crude tools, such as legacy mainframe systems, required a cer-
tain level of technical knowledge concerning the use of JCL (job control 
language) and the storage of data. Accessing data and data output on tape 
or disk required technical knowledge to optimize the use of data mining 
in this big data environment.

For instance, in creating analytical files, it was not unusual to have 
files with hundreds of variables. However, the analytical file was created 
through intense programming by practitioners. As with any program-
ming routine, these programs had to be tested rigorously to ensure that 
the programming objectives of the analytical file are being achieved. To 
do this effectively, testing and quick feedback of the results represents 
the desired outcome. However, with a million records and hundreds of 
millions of transaction records, the data would be stored on tape, and the 
actual programming routine would be submitted as a batch job with the 
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results being relayed the next day, not in seconds. For the most effective 
test of the programming routines used in the creation of the analytical 
file, practitioners would extract a small random portion of the raw data 
and store it on disk. By storing that data on a disk, practitioners could test 
their programs on the sample data and determine whether programming 
changes had to be made. With this approach, the analytical file could be 
created in a more timely manner even with the crude tools available back 
then. This approach to using random data would also have been employed 
in stage 3 of the data mining process, namely, the stage involving the use 
of statistics in the development of the model.

As the American Express example shows, the ingenuity with which 
practitioners dealt with information in a big data environment was key 
to building effective data mining tools in a timely manner. As the PC 
environment evolved and marketing databases and data warehouses were 
introduced, the improved technical infrastructure of big data significantly 
advanced the development of data mining as a discipline. Yet, despite tech-
nical improvements, data volumes have continued to explode due to the 
growing significance of CRM and the development of the Internet. The 
world of social media has further accelerated this explosive data growth. 
Are larger data volumes the real challenge for practitioners? The answer 
would be a resounding no. What are the challenges for practitioners in 
this big data world?

First, let’s consider what the pundits say about big data and the three 
Vs, which are volume, variety, and velocity. As discussed, the volume 
component is definitely not a new phenomenon for practitioners. Yet, the 
other two Vs represent challenges for the practitioner. What do I mean 
here? Variety represents information and data that is arriving in differ-
ent formats. This scenario is best exemplified in the unstructured and 
semistructured data that is the norm in the social media context. Blogs, 
videos, posts, text messages, e-mails, log files from web visits—these all 
are nonstructured data. Most practitioners are very comfortable in the 
big data volume environment as long as the data is structured. However, 
what happens when the data is unstructured? New tools, technologies, 
and skills are required in order to best optimize this information for data 
mining purposes.

The old approaches of extracting and mining information in structured 
rows and columns no longer apply. Tools that can extract pods of infor-
mation rather than rows and columns and programming techniques that 
extract the critical information now allow analysts to work effectively in 
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this new paradigm. Platforms such as Hadoop MapReduce allow organi-
zations to process data more effectively through what is called distributed 
file processing. Then, tools, such as NoSQL, Python, Pig, Java, and many 
others provide the programming languages that allow meaningful infor-
mation to be extracted. The critical task for data miners is to determine 
the best option to extract data and convert it to a variable or variables that 
will be meaningful for a given business objective.

The emphasis on big data and big data analytics has focused the data 
mining discussion on the importance of the data itself rather than on the 
mathematics. Once again, this scenario goes back to the basic four-step 
process of data mining; that is, the process begins with determining the 
data mining challenge or problem and then in a next step constructing the 
appropriate analytical file—and doing this in the big data environment. 
Most experienced practitioners welcome the discussion surrounding big 
data because it has increased awareness of data mining and, more impor-
tant, of the process of creating the right data environment. New terms, 
such as data science, now testify to the importance of data in the data 
mining process. Data science means that practitioners undertake a rigor-
ous and methodological approach in dealing with data. From a practitio-
ner’s standpoint, is any of this really new? Data as a discipline has always 
been the core foundation of developing in data mining.

The discussions around big data have also led to supposed new roles 
in the world of big data. It is amusing to see long-standing roles or func-
tions being repositioned in the frenetic world of big data analytics. For 
long-time practitioners, a certain cynicism arises from role repositioning. 
Regression analysts of the early eighties became modeling analysts of the 
late eighties and then turned into the more commonly accepted term of 
data miners. Even disciplines such as direct marketing analytics are now 
encompassed under the general term big data analytics.

Let’s take a closer look at the roles of data scientists and value archi-
tects (business users) who are involved in any data analytics project. 
Back in the eighties, these roles existed in many leading direct marketing 
companies. Direct marketing companies had key individual or modeling 
analysts, called data scientists by today, who were building direct mail 
response models. Yet, such models could only be used with the involve-
ment of marketers, commonly called value architects today. This required 
a marriage of the two disciplines in the sense that data scientists had to 
have some knowledge of marketing, and the value architect had to have 
some knowledge of modeling. Yet, this so-called crossover knowledge 
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would be irrelevant without deep domain knowledge being paramount 
for each role.

To better understand these two roles, it is useful to see what this means 
in direct marketing because that is where the history of building data 
mining solutions began. In the early days of analytics, the discipline was 
almost exclusively used in a tactical manner. Overall marketing strategy 
was determined by the key leaders in the marketing area. Specific tactics, 
such as marketing campaigns, were then designed and created to execute 
on this strategy. To ensure that these campaigns were as profitable as pos-
sible, analytics were conducted in order to optimize efficiencies, and these 
were measured in such performance indicators as reduced cost per order 
or reduced cost per customer saved.

In this very tactical exercise, these two roles (data scientist and value 
architect) are distinct yet complementary in achieving their objectives. 
The marketers usually have already developed the campaign or initiative 
and its accompanying budget. Optimizing budgets was the primary driver 
of analytics in the early days. That is, the analytics might provide insights 
into developing basic business rules that would reduce costs. For example, 
in acquiring new customers, the identification of key lists or particular 
Stats Can demographic segments was essential. At this level, marketers 
were simply trying to understand the key characteristics differentiating 
new customers from the general population. Over time the cost reduc-
tion from this learning would erode, which means that a more advanced 
analytical approach beyond basic business rules was needed. Marketers 
wanted to develop a model, and so they met with data scientists. The 
value architects or marketers would explain the objective of the campaign, 
and usually they would define the required modeling tool. Listening care-
fully to the marketers’ campaign objectives, the modeling analysts would 
then think about the data to assess, for example, what data sources they 
had for building an acquisition or retention model. To develop a model, 
data scientists also must consider whether they can create the necessary 
information environment that will deliver meaningful inputs for a model 
and whether they have the data to create the objective function or target 
variable. More important, they must assess whether they have the software 
that allows them to create both the information and the analytical envi-
ronment and leverage the various statistical routines.

In today’s big data context, analytics is a much more collaborative pro-
cess, and marketing and business strategies are much more data-driven. It is 
common for organizations to commence their foray into analytics with data 
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discovery. Data discovery is a process to define a data strategy that addresses 
an organization’s business needs. The collaborative approach to data discov-
ery helps determine the necessary tactics for the execution of the strategy.

As the importance of big data has grown so has that of data scien-
tists and value architects. With social media and text data being read-
ily accessible, the ability to understand context and the business insights 
that might be meaningful will remain the purview of value architects. 
Meanwhile, the ability to manipulate and derive meaningful informa-
tion, which is necessary for these insights, is the responsibility of data 
scientists. These roles will continue to grow in importance as big data 
and analytics become more entrenched in a company’s corporate culture. 
This will result in more collaboration and a more symbiotic relationship 
between value architects and data scientists. Without this close collabora-
tion between these professionals, companies will be at a disadvantage in 
this new age of information and big data.

Companies can gather data in ever increasing amounts, but how can 
they make sense of it all? The data is often disconnected, and as raw mate-
rial or source information, this data is often meaningless unless it is con-
verted into meaningful information.

Even structured raw data must be transformed into meaningful infor-
mation. For example, postal code information by itself is useless for data 
mining purposes. However, grouping postal codes into categories, such 
as regions, suddenly transforms this data into more meaningful variables 
for analysis. The classic example of raw structured data converted into 
meaningful information is transaction data. Here, data miners or data sci-
entists create and derive different kinds of transaction behavior variables. 
Raw transaction data can be summarized in countless permutations from 
basically three fields:

Amount●●

Date●●

Type●●

In addition to nearly infinite summarization options, data scientists or 
data miners can also capture change. For example, with the date field, 
analysts can identify how behavior is changing over time and also link this 
change to the type of transaction.

That is, the ability to link data is essential. For example, information 
on online behavior, purchase/transaction information, campaign history, 
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demographic behavior all needs to be linked in order to gain a more holis-
tic view of that individual or customer. Here, technical skills are required 
for determining the relationship between files and tables and the way to 
link the tables. Often, analysts must construct the fields to link these 
tables, a task that requires technical expertise.

Transforming raw data into meaningful variables is complex and hard 
work. What are the key ingredients to achieve success? Going back again 
to our four-step data mining process, the first step is to identify the busi-
ness problem. Then analysts must work their magic with the data. The 
essence of this magic derives from two areas:

Domain knowledge of the business and of what is required for busi-●●

ness to be successful
Mapping the current data/information environment into meaning-●●

ful variables derived on the basis of the above-mentioned problem 
or challenge

So far this discussion has been about what is important from the per-
spective of data scientists. Value architects or key business stakeholders 
have equally important perspectives. For example, data scientists focus 
primarily on the information environment, but value architects focus on 
the business domain. Their perspectives must overlap to some extent; one 
might argue that the most successful solutions arise where this overlap is 
pronounced while the specific core functional strengths of each area are 
maintained.

The growing importance of data as a key corporate asset make data sci-
entists and value architects ever more important to organizations. People 
beginning a career in the field of data mining may eventually end up in 
the executive suite of organizations. It is my hope that this book enhances 
your journey into data mining and provides a reference point on key 
considerations.
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