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FOREWORD 

It has been an honor to edit DEVELOPMENTS IN MARKETING SCIENCE, VOLUME IX, the 
PROCEEDINGS of the 1986 Annual Conference of the Academy of Marketing Science held in Anaheim. 

This volume contains 121 papers on contemporary marketing topics authored or coauthored by 188 
individuals. The quality and variety of papers included in the 1986 PROCEEDINGS make it unique in the 
history of the Academy of Marketing Science. Of these 121 papers, 97 papers were accepted for 
competitive sessions and 24 for research in progress. The competitive session as well as research in 
progress session papers were reviewed in the usual double-blind refereeing process by two or more 
individuals qualified in the given area. Based on the evaluation and recommendations of the reviewers, 
papers accepted for presentation at the conference have been grouped into relevant marketing areas. 
For the 1986 Annual Conference, the overall acceptance rate for competitive session papers was about 
50%. This reflects significant rigor in paper evaluation. 

The format of the special sessions ranges from panel discussion to formal presentations to empirical 
demonstrations. They encompass a wide variety of topics from around the world. In general, the special 
sessions, competitive sessions and research in progress sessions complement each other; collectively 
they result in a balanced conference offering something of interest to virtually everyone in attendance. 

Publishing of the PROCEEDINGS depended directly or indirectly on the help and cooperation of many 
individuals. The program chairman, the track chairman, the reviewers, the authors, the typists, and 
others were faced with serious time/resource constraints and numerous guidelines. They were most 
cooperative in following the guidelines. 

Several people at Georgia Tech were helpful. Dean, Gerald J. Day and Assistant Dean, Andrew J. 
Cooper, Ill of the College of Management provided encouragement and a lot of necessary administrative 
support. Scott Gabeline and Christopher Kavalec in the graduate program provided excellent assistance. 
Other institutions also extended their support. In particular the University of Miami, University of 
Tennessee, and Rollins College provided valuable administrative assistance. 

On behalf of the officers and fellows of the Academy of Marketing Science, I wish to thank all these 
organizations and individuals for their generous support and contributions. Without their efforts and 
assistance, the PROCEEDINGS would not have been possible. 

In preparing this publication, I have exercised a great deal of care to minimize errors and omissions. 
My sincere apologies to those who are affected by any mistakes which may still remain. 

April 30, 1986 Naresh K. Malhotra, Ph.D. 
Georgia Institute of Technology 
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PREFACE 

The Revised Articles of Association of the Academy, approved by the Board of Governors in the Spring 
of 1984 and by the general membership in the Fall of that year, defines the mission of the Academy as 
follows: 

1. Provide leadership in exploring the normative boundaries of marketing, while simultaneously 
seeking new ways of bringing theory and practice into practicable conjunction. 

2. Further the science of marketing throughout the world by promoting the conduct of research and the 
dissemination of research results. 

3. Provide a forum for the study and improvement of marketing as an economic, ethical, and social and 
political force and process. 

4. Furnish, as appropriate and available, material and other resources for the solution of marketing 
problems which confront particular firms and industries, on the one hand, and society at large on the 
other. 

5. Provide publishing media and facilities for Fellows of the Academy and reviewer assistance on 
Fellows' scholarly articles. 

6. Sponsor one or more annual conferences to enable the Fellows of the Academy to present research 
results; to learn by listening to other presentations and through interaction with other Fellows and 
guests; to avail themselves of the placement process; to conduct discussions with book editors; and 
to exchange other relevant information. 

7. Assist Fellows in the better utilization of their professional marketing talents through redirection, 
reassignment and relocation. 

8. Provide educator Fellows with insights and such resources as may be available to aid them in the 
development of improved teaching methods, materials, devices, and directions. 

9. Seek means for establishing student scholarships and professional university chairs in the field of 
marketing. 

1 0. Offer Fellow of the Academy status to business and institutional executives and organizations. 

11. Modify the Academy's purpose and direction as the influence of time and appropriate constructive 
forces may dictate. 

The Academy was founded in 1971, held its first national Annual Conference in 1977 (in Akron, Ohio), 
and has grown and prospered ever since. The relevancy of the Academy's mission and activities to our 
chosen target market of the marketing professoriate has been a key factor in attracting the discipline's 
best and brightest from all over the world. 

With foreign members and subscribing institutions in excess of 150, the Academy's international thrust 
and recognition is significant. In order to further our exposure to our colleagues overseas, the Executive 
Council recently decided that the Academy should hold a biennial "off-shore" Conference. This 
Conference has been held in Nova Scotia in 1983 and in Scotland in 1985. The site for 1987 will be 
announced soon. 

The Journal of the Academy of Marketing Science, edited by Irene Lange, continues to make major 
strides in its development. A DEST Automatic Document Reader has been acquired to allow the 
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automatic reading of manuscripts into the photo-typesetter and attendant word-processor. This should 
further speed up manuscript processing and reduce costs and errors. Effective with Vol. 14, No. 1, JAMS 
will be published quarterly in an 8% x 11 format with a new cover design. 

These Conference Proceedings, the Academy Monograph Series, the annual Membership Directory, 
and the (now) quarterly Newsletter comprise the rest of the Academy's publications. All of these are 
vehicles for the dissemination of the ever-increasing knowledge base in the discipline of Marketing and 
provide a stimulating forum for the Fellows (members) of the Academy for the exchange of new ideas 
and the rethinking of old ones. 

On behalf of the Officers and Board of Governors of the Academy, I want to sincerely thank Roger L. 
Jenkins, the Vice President for Programs, under whose overall aegis this Conference was developed. 
Especial thanks for all the long hours and hard work of actually "doing" the Conference go to Julian 
Vinze, the 1986 Conference Program Chair. In the same breath, equally appreciative thanks for long 
hours and hard work go to Naresh Malhotra, the Editor of these Proceedings. Irene Lange and her staff 
have done a superb job in overseeing all the local arrangements here in Anaheim. 

Finally, congratulations to all the authors whose papers survived the tough screening process and 
appear in these Proceedings. Therein is the very heart and soul of this Conference. All of the track 
chairpeople, session chairs, panel members and discussants also rate a special salute for their important 
contributions to the success of this Conference. The Academy is particularly appreciative of all the 
financial and moral support given to the Conference (and the Academy) by Cal State-Fullerton and our 
other conference cosponsors. 

We hope you have an enjoyable and professionally rewarding meeting, and will participate again next 
year in Miami Beach, Florida, at the Sheraton Bal Harbour Hotel, May 27-30, 1987. 

April 30, 1986 
Anaheim, California 
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CONSUMER VALUES ON THE TEXAS-MEXICO BORDER 

Gary E. Popp and Willard B. Platzer, Pan American University 

Abstract 

This paper addresses the importance of basic 
cultural values in Anglo-Americans, Mexican 
citizens, and residents of the United States-Mexico 
border. The findings indicate that different 
cultural backgrounds affect values, but that border 
residents express values which differ from both the 
United States and Mexican cultures. Implications 
for consumer behavior and marketing strategy are 
discussed. 

Introduction 

Research on the Hispanic cultural influence on 
Consumer Behavior has become increasingly 
important given its size and rate of growth. 
Universal marketing practices have not always been 
helpful over a variety of economic, cultural and 
political environments. As a result, a new 
emphasis on identifying pertinent practices 
specific to national setting has appeared (Negandi 
and Roney, 1977). More recent, Adler (1983), in a 
review of twenty-four major management journals, 
stressed the necessity of additional cross
cultural studies to keep pace with multinational 
corporate reality. 

There are a few contemporary studies which suggest a 
correlation between human values and consumer 
behavior (Vinson & Munson, 1976; Henry, 1976; 
Vinson, Scott & Lamont, 1977; Omura, 1980). 
However, there has been a paucity of research which 
is specifically devoted to human values and 
resulting consumer behavior. The importance of 
human value systems in determining differences in 
subcultures is also sparse (Munson & Mcintyre, 
1979). 

Few cross-cultural behavioral topics have 
generated more interest than human values, beliefs, 
and attitudes, and their effects on the 
motivational process and on resulting behavior. 
References to human behavior were made by 
philosophers such as Aristotle and Kant as they 
discussed aesthetics, and Plato,· Hobbes, and 
Rousseau concerning government and citizen 
responsibility. Values were contemplated by 
societal leaders from Alexander the Great to 
Winston Churchill when reviewing strategies for 
motivating and leading citizens and subordinates. 

In the last twenty-five years a substantial, but at 
times inconsistent,·body of value literature has 
been explored in psychology, sociology, consumer 
behavior and organization behavior that support the 
notion that values do indeed affect subsequent 
behavior. Clawson and Vinson (1978) have provided 
a rich historical perspective and review of 
research of human values by marketers. They 
conclude that there has possible been more 
utilization of value concepts in marketing practice 
than in academic research. 
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Guth & Tagiuri (1965) found that values influence 
corporate strategy decisions. Others suggest that 
differing value systems can result in human 
relations conflict (McMurray, 1963; Flores and 
Catalanello, 1983), difficulty in manager
subordinate relations (Munson and Posner, 1980) and 
Indices of Managerial Success (England and Lee, 
1974; Haire, 1966). In recent years international 
management researchers have increased their 
interests in cross-cultural effects on value 
orientation (Hudson and Ruiz, 1983; Catalanello and 
Flores, 1984; Badr, et al, 1981). Considerable 
evidence is found in the literature that supports 
the proposition that personal value systems have an 
effective impact on actual decision making (Hughes, 
et al, 1976; Sikula, 1971; Tagiuri, 1965; Senger, 
1970; Manley, 1972; England, 1973; Farris, 1973; 
among others). This reported relationship between 
personal value structures and decision making is 
certainly an important factor in the resurgence of 
interest in cross-cultural research. 

The Nature of Values 

Value definitions, which at times differ in only 
minor aspects, are generally consistent in their 
global meanings. Athas and Cofey (1968) define 
values as "ideas about what is desirable." Guth 
and Tagiuri (1965) also suggest values are 
desirable end states. Kluckholn et al (1962), 
likewise defines values as "a conception, explicit 
or implicit ••• of the desirable which influences the 
selection from among available modes, means, and 
ends of action.• Conner & Becker (1975) state that 
"values may be thought of as global beliefs about a 
desirable and behavioral process." England (1967) 
contends that "the personal value system is viewed 
as a relatively permanent perceptual framework 
which shapes and influences the general nature of an 
individual•s behavior." Perhaps the most widely 
adopted concept of values is that developed by 
Rokeach (1973) who states: 

To say that a person has a value is to say 
that he has an enduring prescriptive or 
belief that a specific mode of behavior or 
end-state of existence is preferred to an 
opposite mode of behavior or end-state. 
This belief transcends attitudes toward 
objects and toward objects and situations, 
idealogy, presentations of self to others, 
and attempts to influence others. 

Present Study and Methodology 

To examine possible cross-cultural effects on 
values structures, two national groups of MBA 
students and two groups of undergraduate senior 
students residing along the Texas-Mexico border 
were included in this study. Most of the t4BA 
respondents were practicing executives or 
professionals who attended classes part-time in the 
evenings. American and Mexican nationals 
comprised the two samples selected. The null 



hypothesis to be tested was that the value 
orientations of the sample groups were not 
significantly different from each other. 

The author chose the Allport instrument to measure 
value orientations. The primary reason Allport 
was utilized in this study was because the authors 
had comparable data from other national groups. 

The relative prominence of six major values: 
theoretical, economical, aesthetic, social, 
political, and religious were measured utilizing 
the Stu~y of Values: A Scale for Measuring the 
Dominan rnteresTln Personality, developed by 
Allport, Vernon andl indzey (1960). This self
report instrument was administered to 46 Anglo
American MBA students, and 125 (46 Anglo-American 
MBA students and 79 Mexican-American) undergrad
uate students. The graduate group attended a major 
graduate school of business located in a large 
metropolitan city while the undergraduates were 
seniors in a medium sized university 1 oca ted on the 
border. Calculated scores indicate the relative 
preference of the individual respondent in each of 
the six value areas, and usually indicate a clear 
basis for rank-ordering the preference. The 
results were also compared to a group of 31 Mexican 
MBA students enrolled in the National University in 
Mexico City (Hudson and Ruiz, 1983). 

Limitations 

All port, Vernon and L indzey regard Sprang eros work 
as "defending the view that the personalities of men 
are best known through a study of their values or 
evaluative attitudes." They note that: In 
selecting his six types, Spranger may be said to 
hold a somewhat flattering view of human nature. 
He does not allow for formless or valueless 
personalities, nor for those who follow an 
expedient or hedonistic philosophy of life. The 
neglect of sheerly sensuous values is a special 
weakness in his typology. His attempt to reduce 
hedonistic choices partly to economic and partly to 
aesthetic values seems unconvincing. If the 
present sea 1 e appears to the user to take a somewhat 
exalted view of the organization of personality
neglecting both the "baser" values and values that 
are not permitted to reach the level of conscious 
choice - the 1 imitations must be regarded as 
inherent in Spranger•s original formulation. 

The comparison of MBA students and senior 
undergraduate students may be suspect if the 
measured values are acquired as a result of graduate 
instruction or the additional maturity associated 
with graduate students. The authors recognize 
this limitation, but subscribe to the belief that 
the basic values which are measured by the chosen 
instrument are acquired at an earlier age and 
therefore the groups are likely to be comparable. 

Allport, Vernon and Lindzey•s description of 
Spranger•s six value types are found in Exhibit 1. 

EXHIBIT 1 

1. The Theoretical. The dominant interest of the 
theoref1 ca I man 1 s the discovery of truth. In the 
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pursuit of this goal he characteristically takes a 
"cognitive" attitude, one that looks for identities 
and differences; one that divests itself of 
judgments regarding the beauty or utility of 
objects, and seeks only to observe and to reason. 
Since the interests of the theoretical man are 
empirical, critical, and rational, he is 
necessarily an intellectualist, frequently a 
scientist or philosopher. His chief aim in life is 
to order and systematize his knowledge. 

2. The Economic. The economic man is character
istfC<iTly 1nterested in what is useful. Based 
originally upon the satisfaction of'1l<Xffly needs 
(self-preservation), the interest in utilities 
develops to embrace the practical affairs of the 
business world - the production, marketing, and 
consumption of goods, the elaboration of credit, 
and the accumulation of tangible wealth. This type 
is thoroughly "practical" and conforms well to the 
prevailing stereotype of the average American 
businessman. 

The economic attitude frequently comes into 
conflict with other values. The economic man wants 
education to be practical, and regards unapplied 
knowledge as waste. Great facts of engineering and 
application result from the demands economic men 
make upon science. The value of utility likewise 
conflict with the aesthetic value, except when art 
serves commercial ends. In his personal life the 
economic man is likely to confuse luxury with 
beauty. In his relations with people he is more 
1 ikely to be interested in surpassing them in wealth 
than in dominating them (political attitude). In 
some cases the economic may may be said to make his 
religion the workshop of t~ammon. In other 
instances, however, he may have regard for the 
traditional God, but inclines to consider Him as the 
giver of good gifts, of wealth, prosperity, and 
other tangible blessings. 

3. The Aesthetic. The aesthetic man sees his 
highest value in form and harmony. Each single 
experience is judg~rom the standpoint of race, 
symmetry, or fitness. He regards life as a 
procession of events; each single impression is 
enjoyed for its own sake. He need not be a creative 
artist, nor need to be effete; he is aesthetic if he 
but finds his chief interest in the artistic 
episodes of life. 

The aesthetic attitude is, in a sense, 
diametrically opposed to the theoretical; the 
former is concerned with the diversity, and the 
latter with the identities of experience. The aes
thetic man either chooses, with Keats, to consider 
truth as · equiva 1 ent to beauty, or agrees with 
Mencken, that "to make a thing charming is a mill ion 
times more important than to come to make it true." 
In the economic sphere the aesthete sees the process 
of manufacturing, advertising, and trade as a 
wholesale destruction of the values most important 
to him. In social affairs he may be said to be 
interested in persons but not in the welfare of 
persons; he tends toward individualism and self
sufficiency. Aesthetic people often like the 
beautiful insignia of pomp and power but oppose 
political activity when it makes for the repression 



of individuality. In the field of religion they 
are likely to confuse beauty with purer religious 
experience. 

4. The Social. The highest value for this type is 
loveOT people. In the Study of Values it is the 
allflruistic or philanthrop1c aspec~ve that is 
measured. The social man prizes other persons as 
ends, and is therefore himself kind, sympathetic, 
and unselfish. He is likely to find the 
theoretical, economic, and aesthetic attitudes 
cold and inhuman. In contrast to the political 
type, the social man regards love as itself the only 
suitable form of human relationship. Spranger 
adds that in its purest form the social interest is 
selfless and tends to approach very closely to the 
religious attitude. 

5. The Political. The political man is 
interested primarily in poweh. His activities are 
not necessarily with1n t e narrow field of 
politics; but whatever his vocation, he betrays 
himself as a Machtemensch. Leaders in any field 
generally have high power value. Since 
competition and struggle play a large part in all 
1 i fe, many phi 1 osophers have seen power as the most 
universal and most fundamental of motives. There 
are, however, certain personalities in whom the 
desire for a direct expression of this motive is 
uppermost, who w1sh above all else for personal 
power, influence, and renown. 

6. The Religious. The highest value of the 
rel ig;Qus man may be called unity. He is mystical, 
and seeks to comprehend the cosmos as a whole, to 
relate himself to its embracing totality. 
Spranger defines the religious man as one "whose 
mental structure is permanently directed to the 
creation of the highest and absolutely satisfying 
value experience." Some men of this type are 
"inTilanent mystics," that is, they find their 
religious experience in the affirmation of 1 ife and 
in active participation therein. A Faust with his 
zest and enthusiasm sees something divine in every 
event. The "transcendental mystic," on the other 
hand, seeks to unite himself with a higher reality 
by withdrawing from life; he is the ascetic, and 
like the holy men of India, finds the experience of 
unity through self-denial and mediation. It many 
individuals the negation and affirmation of life 
alternate to yield the greatest satisfaction. 

Results 

The results of the study is indicated in Table One. 
This table indicates the mean ranking of each value 
set for the two national groups. To determine the 
relationship between the two sets of rankings, 
Spearman•s rank correlation coefficient rho was 
calculated. This analysis supports the position 
that the two sets of rankings are significantly 
different and come from two distinct populations. 

A visual examination of Table One indicates that all 
six values were ranked differently by the Anglo
American sample when compared to the Mexican group. 
For the U.S group the top ranking value was economic 
with the political variable ranking second. For 
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the Mexican group the economic ranking was fourth 
while the political ranking was fifth. The two 
most important value sets for the Mexican sample 
were aesthetic and social, respectively. The only 
shared value ranking for both groups was religion, 
which was viewed as the least important, ranking 
sixth. For the Mexican group, the most important 
values were 1 isted as the aesthetic and social 
dimensions, respectively. Lastly, the theore
tical consideration was ranked third by the 
Mexicans and fourth by the Americans. 

TABLE 1 

Anglo 
American Mexican MBA 
[n=46] [n=31] 

Values Score Rank Score Rank 

Economic 45.9 1 37 4 
Political 43.3 2 36 5 
Aesthetic 43.2 3 47 1 
Theoretical 41.4 4 41 3 
Social 35.7 5 43 2 
Religious 30.5 6 36 6 

Spearman•s rho= 0.0857, p < .90 (one tail) 

TABLE 2 

Border Border 
Anglo-Am. Mex.-Am. 
[n=46] [n=79] 

Values Score Rank Score Rank 

Economic 45.9 1 45.9 1 
Political 42.7 2 41.3 2 
Aesthetic 39.0 4 35.5 6 
Theoretical 39.3 3 40.4 3 
Social 34.5 6 38.9 4 
Religious 38.6 5 38.1 5 

Spearman•s rho = 0.7714, p < .05 (one tail) 

Table Two indicates the mean ranking for the two 
border groups. Spearman•s rank correlation 
coefficient was calculated to determine the 
relationship. The value of the coefficient 
supports the position that the two groups are from 
the same population. 

Visually examining Tab le Two indicates that the two 
groups differed only on the ranking of the aesthetic 
and social values. 

The Anglo-American group ranked aesthetic values 
fourth and social values sixth with the Mexican
American group ranking them just the reverse. 

The authors plan to do more intensive analysis on 
the data in order to get a better measure of the 
similarities and differences between the groups. 

Discussion 

Possible implications from this study are very 
interesting and potentially very valuable to the 



marketer. From a consumer behavior perspective, 
cultural differences in personal value orientation 
may account to some extent for nation and/or region 
specific purchase behaviors and product 
preferences. Marketers who are courting the 
Hispanic market, for example, may wish to alter 
their strategy in the border regions. It appears 
that the basic values which are held by the border 
residents differ in importance when compared with 
the values held by consumers (either Anglo or 
Mexican) who reside in the interior of the country. 

Further research should help clarify the 
differences in values which are due to culture and 
subcultural influences from differences due to 
regional variations within a dominant culture. 
The use of a more detailed instrument, such as the 
Rokeach scale, may aid in pinpointing differences 
which would allow marketers to employ more 
effective strategy. 

Obviously, care should be exercised in applying 
these results. Future replications should 
increase the low sample sizes. Admittedly, no 
claim is made that the two samples utilized are 
representative of all students in the sample 
groups. Difficulties are also encountered when 
using student samples. The present study adds to 
the growing body of 1 iterature suggesting 
additional explanations of differences based on 
cross-cultural factors. More cross-culture re
search of values is needed with various 
demographic, professional, and personal values on 
students, employees, managers, and consumers to 
determine similarities and differences cultural 
attributes in various settings. The authors are 
currently in the process of gathering data in 
various countries that reflect a wide variety of 
organizational ranks, cultures, languages, and 
political, educational, and business systems. 
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DUAL CAREER HOUSEHOLDS AND CONSUMER SOCIALIZATION 

Lucy L. Henke, University of Lowell 

~STRACT 

This exploratory study examined differences in 
consumer socialization by household income type. 
Personal interviews were conducted with 81 child
ren from fifty single-income, one and one-half 
income, and two-income households. Discriminant 
analysis revealed a significant function which 
distinguished among the three household types on 
the basis of children's 1) consumer skill beha
viors, 2) consumer nonskill behaviors, and 3) re
lated media use and psychographic data. Children 
from dual career households demonstrate higher 
levels of brand differentiation, rely more on 
trusted stores in making purchase decisions and 
have higher educational goals. 

Recent studies of the family consumer decision 
making process have focused on the increasingly 
common phenomenon of the working wife in attempts 
to determine the effects of wife's employment 
status on purchase influence structure, family ex
penditure patterns, household management style, 
and consumption of various time-saving products 
and services [2,3,4,5,6,8]. The concept of the 
working wife as working mother, however, has not 
played a central role in the conceptualization of 
such studies; thus the effect of wife employment 
on children's consumer socialization has been 
studied only as a peripheral issue, viewed large
ly in terms of household production and the shar
ing and execution of household chores. The pre
sent study is an exploratory study of the effects 
of second spouse employment status on consumer 
socialization. 

Previous research suggests that the wife's employ
ment status will have an effect on consumer so
cialization. Ward, Wackman and Wartella [7], for 
example, propose that children's consumer learn
ing is related to parental behavior in at least 
two ways: children observe parents' consumer
related behaviors and parents determine the ex
tent and nature of the child's direct consumer 
experiences. Both of these variables --parent's 
consumer experiences and children's direct exper
ience -- have been shown to be related to wife 
employment status. Nickols and Fox [3], for ex
ample, found that employed wives differ in house
hold management and product consumption because 
they purchase meals and other goods and services 
away from home and use child care services signi
ficantly more often than unemployed wives. In 
another study, Reilly [4] found that a wife's 
employment status was related to purchase and 
ownership of time-saving durables. Given the 
unique consumption characteristics of working -
wife households, children's observations of par
ent's consumer behavior, children's experiences 
with products, and, therefore, children's consu
mer learning will differ with mother's employment 
status. 

Previous research provides little evidence to 
suggest which consumer learning variables will be 
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affected, in what way, by mother's employment 
status. Development of brand differentiation 
among children was found to be one of the vari
ables affected by a more varied consumption envir
onment [1]; but other variables related to consu
mer decision~aking might be expected to vary as 
well. The consumer-learning variables included 
in the present study were chosen to represent 
three distinct categories: 1) consumer skill be
haviors and 2) consumer nonskill behaviors (as 
identified by Ward, et. al) [.7]; and 3) related 
media, psychographic, and other classification 
variables. 

Previous research helps to clarify the way in 
which mother's employment should be defined. Past 
studies of the effects of second spouse employment 
have resulted in conflicting findings, which may 
be explained in part by the failure to distinguish 
between part-time jobs and full-time careers. 
Many studies which use a dichotomous measure of 
employment report no relationship between second 
spouse employment and consumer-related variables 
[8]; while researchers who adopt more sophistica
ted measures often find those relationships to be 
significant [2,4]. The present study, therefore, 
distinguishes between part-time and full-time em
ployment. 

Specifically, the purpose of the present study is 
twofold: 

1. To assess consumer skill behaviors, consumer 
nonskill behaviors, and related media, psycho
graphic, and other classification characteris
tics of children from single-income, one and 
one-half income, and dual income households. 

2. To differentiate between children in single 
income households, children in one and one
half income households, and children in dual 
income households on the basis of three cate
gories of consumer-learning related variables. 

Based on current theoretical perspective and pre
vious research, the following general hypothesis 
was generated: 

H: A statistically significant function can be 
derived which will discriminate among child
ren from three types of households: single 
income, one and one-half income and dual 
income households. 

METHOD 

Personal interviews were conducted with children 
from fifty families, yielding a convenience sam
ple of 81 children between the ages of seven and 
fifteen. Parents of each child were also inter
viewed, to develop a measure of independence of 
children's brand and store preferences. Question
naires included roughly 75 questions designed to 
assess consumer skills in decision-making; 



consumer nonskill behaviors and preferences; and 
media use and plans for educational achievement. 
In addition, demographic data, including number 
and status of wage earners, were collected for 
each household. 

Consumer Skill Variables 

Children rated seven factors for their importance 
in helping to decide what to buy, on a five point 
scale, with 1 being "not at all important" and 5 
being "very important." 

Consumer Nonskill Variables 

Parents' responses were used to identify child
ren's independent brand and store preferences. 
Children were asked to name their favorite brands 
and retail stores for the purchase of each of 31 
different product categories. The product cate
gories included personal items, such as soaps and 
shampoos, fast food meals, and consumer durables, 
among others. Responses which differed from the 
child's parents' responses were identified as in
dependent brand or store preferences and were 
coded as "1". Responses were summed across the 
31 measures to create an independent preference 
index for brands as well as for stores. 

Media Use 

Respondents rated frequency of readership of news
papers and magazines, as well as frequency of 
viewing network news and other television pro
grams, using a five point scale, with 1 being 
"never (read/watch)" and 5 being "(read/watch) 
every day it's available." 

RESULTS 

The results of the study are reported in two 
parts: 

1. Overall results of aggregate responses, and 

2. Discriminant analysis of a set of classifi
cation variables to differentiate among 
children from single, one and one-half, and 
dual income households. 

Consumer Skill Variables: Influence Factors 

Among the most important factors in a child's 
decision making was "a store you can trust." 
Other considerations deemed important included 
having a well-known brand, having the lowest 
price, and purchasing from a knowledgeable sales
person. Means are reported in Tab le 1. 

Consumer Nonskill Variables: Brand and Store 
Preference 

Of the 31 product categories tested, children in 
the sample identified an average of 12.43 brand 
preferences different from their parents. In 
addition, children's favorite retail outlets dif
fered from their parents' stated favorites an 
average of 7.98 times, per child. 
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TABLE I 

Importance of Influence Factors 
in Consumer Decision Making 

From a store you can trust 

Having a well-known brand 

Lowest Price 

A knowledgeable salesperson 

Information in ads or commercials 

Being able to charge it 

Being able to have it delivered 

Group Means* 
3.80 

3.53 

3.43 

3.41 

2.71 

2.12 

1.73 

*On a scale of 1 to 5, with 1 being "not at all 
important" consideration in helping you decide 
what to buy. 

Related Media and Psychographic Variables 

Newspapers and television programs were given 
highest ratings for frequency of use, averaging 
3.80 and 3.70 on the five point scale. Network 
news viewing, at 3.51, and magazine readership, 
at 3.31, followed. Means are reported in Tab le 2. 

TABLE II 

Media Use 

Daily newspaper readership 

Television program viewing 

Network news viewing 

Magazine readership 

Group Means* 

3.80 

3.70 

3.51 

3.31 

*On a scale of 1 to 5, with 1 being "never read/ 
watch" and 5 being "read/watch every day it's 
available." 

Children were asked to indicate the highest level 
of education they intended to achieve. Intention 
to graduate from high school was coded as a "1", 
college, a "2"; and to do post graduate work, a 
"3". Mean score for the total sample was 1.74. 

Household Income Classification: Discriminant 
Analysis 

Depending on parent's employment status, children 
were categorized as members of single income 
households, one and one-half income households 
or dual income households. Results showed that 
45% fell into the single income category; 41% 
the one and one-half income; and 13% the dual 
income. Membership in one of the three house
hold income categories became the focus for an 
analysis of which product decision making 



variables, media variables, or achievement vari
ables would best predict group membership. 

A stepwise discriminant analysis was conducted 
using the consumer skill variables of ratings of 
influence factors in consumer decision making; 
consumer nonskill variables of brand and store 
preference; media use variables, and plans for 
education. Seven of the variables were included 
in the solution. For inclusion in the solution, 
a variable had to produce a change in the selec
tion criterion (via Wilks' lambda) that was sig
nificant at the .05 level. 

The results of the canonical discriminant analy
sis produced one function which was statistical
ly significant beyond the .001 level, thus con
firming the general hypothesis. The function is 
composed of seven predictor variables, each con
tributing to the function's discriminant ability 
(R2=.399). 

Standardized canonical discriminant coefficients 
are presented in Tabl e 3. They are listed in 
order of their relative contribution to the over
all solution. By interpreting the sign and mag
nitude of the coefficients and examining individ
ual group means, one can assess both the relative 
contribution of the variable and its direction
ality. 

TABLE III 

Standardized Canonical Discriminant Function 

Coefficients: Three Household Income Groups 

Variable Coefficient 

Availability of delivery .889 

Independent store preferences -.781 

From a trusted store .689 

Plans for educational achievement -.475 

Network news viewing -.462 

Independent brand preference . 304 

Contributing the most to the discriminant func
tion was the rating of the importance of being 
able to have delivery of the purchased item 
(.899), favored by children from one and one
half income households. The next variable mak
ing the greatest contribution to the function 
was the independent store preference index 
(-0.781), highest among children from one income 
households. 

The third most significant contributing variable 
was the importance of buying from a store you 
can trust (.689); children from dual income 
households rated a trusted store more important 
than children from one and one-half income 
households, who rated it higher than those from 
one income households. 
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Plan for educational achievement was the fourth 
contributing variable (-0.475), highest for dual 
income household children (mean score 2.5). 
Network news viewing (-0.462) and independent 
brand preferences (.304) made the final contri
butions to the function, each highest among dual 
income household children. 

When the resulting discriminant function was 
applied to the data set to test its classification 
power, the overall figure for correct classifica
tion was 76%. 

The discriminant analysis thus revealed a series 
of classification variables which helped to dif
ferentiate among the children from three house
hold income categories. 

DISCUSSION 

The results of the study suggest that differences 
in consumer socialization are related to the 
number of household wage earners. Specifically, 
children from households with two full-time wage 
earners: 1) rely more on trusted stores in mak
ing consumer decisions; 2) have greater brand 
differentiation and brand preference levels, 
3) view network news with greater frequency, and 
4) have higher educational goals. 

In addition, the study findings distinguish be
tween part-time and full-time wage earners. 
Children from households with one full-time and 
one part-time wage earner differ from others in 
that: 1) availability of delivery is a more 
important consideration in making consumer deci
sions, and 2) differentiation between retail 
outlets is low. 

The first implication of this study is that one 
must distinguish between types of employment in 
constructing any wage earner typology. Working 
wives, working mothers, or working spouses should 
be further defined and more clearly operation
alized to enhance the utility of the variable as 
a predictor of consumer socialization. 

The second major implication is that advertisers 
and those who market goods and services to child
ren might be well-advised to consider the wage 
earner typology of the household. Number of 
household wage earners predicts the ways in 
which differences in information acquisition, 
consumer decision-making, and achievement orien
tation will combine to form three distinct con
sumer market segments. Marketing campaigns 
must recognize the distinction and employ fo
cused and qualitatively different approaches in 
appealing to the three separate types of consu
mers. 

Finally, while not conclusive in these data, the 
study results imply the emergence of a new 
class of consumers -- brand-wise children from 
dual-income households who are more affluent, 
more sophisticated, and more cosmopolitan in 
orientation. Evidence for this argument can be 
found in the higher brand differentiation levels, 
heavier appetite for national news, and higher 



personal goals among children of dual-income 
households. Perhaps given greater latitude in 
purchase decisions, they develop brand prefer
ences and a purchase decision-making style of 
their own. A new breed of young consumer may 
provide interesting challenges for marketers, 
challenges which become increasingly important 
as the number of dual-income households grows. 
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THE CONCEPT OF CONVENIENCE IN MARKETING: A DEFINITION AND 
SUGGESTED APPROACH IN THE STUDY OF HOUSEHOLD TIME-SAVINGS 

Carol J. Kaufman, Rutgers University 

Abstract 

The concept of convenience forms an integral part 
of the study of the changing household. This 
paper suggests that clear definition is needed 
from the perspective of the consumer, rather than 
that of the researcher or the product manufacturer. 
Product use in a time-saving situation is often 
inferred based on the simple purchase of a 
convenience-related good, rather than actual 
report by the consumer. A systems perspective is 
adopted to relate the notion of convenience to 
input-output tradeoffs within the household 
productive process. Suggestions are given for 
extending these notions for future research. 

Introduction 

Over the last several years, marketers have 
recognized the increasing importance of studying 
the household as a decision-making unit (Roberts 
and Wortzel 1984). While members may act 
together or individually in their purchasing 
behaviors, a multiperson context provides a 
realistic setting for analysis and research. 

Sweeping changes in the fabric of United States 
society, however, have affected household 
composition and behavior. For example, growth 
in divorce rates, increased female labor force 
participation, and acceptance of egalitarian 
norms have altered traditional methods of house
hold organization. As a result, research has 
attempted to identify whether households have 
also modified their use of goods and services. 
Studies have investigated household responses 
such as the use of time-saving durables (Nickols 
and Fox 1983; Strober and Weinberg 1977, 1980; 
Weinberg and Winer 1983), convenience products 
(Reilly 1982; Schaninger and Allen 1981), and 
services (Bellante and Foster 1984). The finding~ 
in general, have been mixed, with expected 
differences, such as those between working and 
nonworking wives' behaviors, receiving little or 
weak support (Strober and Weinberg 1980). 

This paper suggests that one problem may be the 
terminology adopted in some household research. 
Definitions may originate from common use in 
society, such as "convenience food," or from 
designation by a product manufacturer, such as 
"time-saving." Difficulties may result when 
terms such as these are used to describe inven
tories of consumer products, in ownership or 
frequency of usage research. Unless the respon
dent is explicitly asked why certain items are 
being used, it cannot be reliably inferred 
whether the household motivation is time-savings, 
or some other reason, such as taste preference, 
compatibility with skill levels, or availability 
of alternatives. 

For instance, a packaged cake mix may be consider
ed to be a convenience food. It is more quickly 
prepared than a cake recipe, which requires the 
collection of certain ingredients and, quite 
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possibly, a more elaborate method of preparation. 
Some consumers, however, may not purchase it for 
this reason; they may simply prefer the product 
based on taste. Others, possessing limited culin
ary skills, may use a mix when they want to bake 
a home-produced cake, as opposed to purchasing a 
ready-made product at a bakery. Finally, a 
packaged cake mix may be used as an ingredient of 
a complicated recipe, adding little to the 
preparer's time savings. 

This rather intuitive example suggests that 
"convenience" products may not always be used to 
save time. As a result, research which simply 
counts the number of purchases or frequency of 
use may not be accurately measuring a strategy 
to reduce time pressure. Instead, several 
consumer usage situations may be unintentionally 
combined, which may yield confusing or counter
intuitive findings. 

The purpose of this paper is to outline an approach 
for the study of household time-savings which 
explicitly includes the usage situation of the 
household. First, the household is conceptuali·zed 
as a productive system to provide the setting for 
the discussion of time use. Next, existing 
research is considered and evaluated to suggest 
a definition for convenience usage in consumer 
research. Finally, specific recommendations for 
further investigation will offered. 

The Household Productive System 

Several writers have proposed that the household 
may be modeled from a systems perspective (Beutler 
and Owen 1980; Dixon and Blois 1983; Grashof and 
Dixon 1980). Households may be organized around 
four related processes, labor force participation, 
purchasing, household production, and consumption 
(Dixon and Blois 1983). Within each process, 
behaviors are selected to attain household objec
tives. The behaviors convert inputs to desired 
outputs, and are called production functions. 
The inputs of human and material resources are 
chosen by establishing a "division of labor, 
mutual commitments, and the discharge of responsi
bilities, internal communications, and the 
functional relationships with the environment 
(Alderson 1957, p. 175)." The attributes of the 
outputs, their "characteristics," contribute to 
the satisfaction gained by the household tancaster 
1974). 

The household may interact with the environment to 
meet its needs. Two processes, labor force 
participation and purchasing, occur in the market
place, and require some exchanges with other pro
ductive units. A household utilizes inputs 
obtained from employment and converts the raw 
materials acquired into semi-finished and finished 
goods, which are then consumed. Thus, the outputs 
of one process become the inputs of the next, also 
adding additional inputs from household stocks as 
necessary. Market goods and home-produced goods 
are balanced to meet future needs within the time 



constraints and abilities of husband and wife 
(Beutler and OWen 1980). 

Outputs are chosen to achieve satisfaction, and 
inputs, in turn, are chosen to obtain those 
desired outputs. The inputs include time and 
market goods (Becker 1965), home-produced goods 
(Gronau 1977), and skills and financial resources 
(Grashof and Dixon 1980). The inputs, however, 
are interrelated, in tha~ they may be substituted 
for each other within the production functions 
chosen. For instance, if a working wife places 
a higher value on her time in employment than on 
her time spent in housework, she is more likely 
to use products which are less time-consuming 
but more expensive (Becker 1965). Thus, "spending 
more time on career-oriented activities results 
in less time available for both home-oriented 
activities and leisure activities," and inputs 
must be adjusted as a result (Arndt, Gronmo, 
and Hawes 1981, p. 9). 

A Definition of Convenience within 
the Systems Framework 

The previous observations may provide a conceptual 
starting-point for defining the concept of con
venience. In response to a specific need, the 
household may select time, market goods, home
produced goods, skills, and financial resources 
from available stocks as inputs to purchase, 
production, or consumption behaviors. The 
occasion may arise, however, when the household 
desires to reduce an input. As a result, other 
inputs may be increased to compensate for the 
change. 

Several components may be part of the consumer's 
decision process: the type of convenience or 
input reduction desired, the tradeoff strategy 
to accomplish the household goal, and the pro
duction function to be used. The decision is 
made within the limitations of the available 
stock of inputs. F igure 1 gives a simple illus
tration. 

FIGURE 1 

CHOSEN INPUTS 

STOCK 
time PROD.UCTION 

OF H market goods H FUNCTION i'l_ OUTPU'lj 

INPUTf 
home-produced goods 

skills 

financial resources 

Examples of input tradeoffs are addressed more 
specifically in a frequently-cited study of time 
pressure on working and nonworking wives by 
Strober and Weinberg (1980): In their research 
context, the goal of the working wife is the 
reduction of time pressures. Five possible 
strategies are suggested which incorporate the 
tradeoffs of other household inputs. For in
stance, capital equipment or the labor of others 
may be substituted for the effort of the wife. 
Alternately, the quality or quantity of household 
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production may be reduced. 
may reduce volunteer time, 
time, or sleep. 

Moreover, the wife 
community work, leisure 

A more general treatment, however, may describe 
a convenience goal as one aimed as reducing one or 
more household inputs through the increase of other 
inputs from household resources or market opportun
ities. Different types of convenience may be 
desired by the household members, such as time 
convenience or skills convenience. Tab le 1 illus
trates the input tradeoffs from the perspective of 
a food-related decision. 

For example, a household may establish a goal of 
consuming a nutritious main meal each day. The 
goal is chosen and meal standards are set in terms 
of the existing stock of available inputs. Specif
ic situations, such as employment demands, may 
induce the household to want to reduce food pur
chase time as a desired type of convenience. Some 
of the possible tradeoffs include purchasing ready
made meals from a fast food outlet or ordering 
groceries by telephone for delivery. Additionally, 
the other household members may assist with the 
purchasing, or purchasing trips may be reduced by 
increasing the quantities bought per trip. The 
strategies are evaluated and chosen in terms of 
household member preferences, 

TABLE 1 
CONVENIENCE GOALS IN A SYSTEM OF HOUSEHOLD INPUTS 

Desired Convenience 
(input reduction) 

purchase time 

purchase goods 

purch. e;K.pendi ture 

purchase skill11 

production time 

production goods 

prod. expenditure 

production skills 

consumption time 

consumption good's 

conse expenditure 

consumption skills 

Possible Strategy 
(input tradeotfs) 

choice of retailer 
(fast food outlet) 

non-store retailing 
(telephone ordering) 

substitute labor of 
others 

purchase larger 
q,uantitie.s 

home production 
(home gardening) 

home production 
(hOI!U!! gardening) 

purchasing service& 
(food orders) 

processed goods 
(frozen foods) 

substitute labor of 
others 

market goods 
(restaurant meals) 

home production 
(ho.,.. gardening) 

processed foods 
appliance use 

schedule of meals 

change of production 
functions 

home consumption 

training services 

Means 
(increased inputs) 

market goods 
financial inputs 

purchasing skill& 

shared effort or 
labor of others 

market goods 
financial inputs 

tim .. 
skills 

time 
skills 

financial ip.putl!l 

financial inputs 
purchased goods 

shared effort or 
labor of others 

expenditure 
use of services 

time 
home-produced goods 
skills 

market goods 

shared effort 

skills 

time 
home production 

financial input 



Similarly, the use of processed foods is one 
possible strategy when the convenience desired 
is the reduction of meal production time. Pro
cessed foods may also be used as a possible 
alternative for reducing necessary production 
skills. A research focus on the purchase or 
usage frequency of convenience-related foods, 
however, without identifying whether some aspect 
of convenience is desired tends to infer the 
decision process from the limited information. 
The reason for selecting those goods must also 
be verified. 

The study of convenience-oriented household 
strategies requires that the researcher first 
describe the decision process of the household 
in terms of the input-output relationships which 
exist. For example, respondents may be asked 
to report acceptable input tradeoffs when 
convenience is desired. Next, the type of con
venience goal can be identified and related to 
household characteristics. Finally, the actual 
tradeoffs which are chosen must be accounted for. 

Some earlier studies adopt a more restrictive 
approach than the framework described in the 
present study and consider only one type of 
convenience decision, such as time-savings. \olith
in those investigations, the issue of convenience 
goods usage within a convenience goal surfaces. 
This will be considered next. 

An Implicit Assumption: Does "Convenience" Product 
Purchase Imply a Convenience Motive? 

Recent interest in the changing household has 
prompted several investigations into the purchase 
and frequency of use of convenience-related 
products. The studies appear to associate certain 
types of products with time-savings, however, 
although the motivation for purchase or use is 
not clearly reported by the responding households. 
The food consumption area has been studied in 
great depth, and will be used here as an example 
of ongoing research in time pressure response. 

Because of their time spent in employment, working 
wives are expected to adapt their methods of house
hold production, using products such as "TV" 
dinners, frozen entrees, and frozen pizza with 
greater frequency than nonworking wives (Strober 
and Weinberg 1980). However, this relationship 
is only found to hold in the low income groups 
of their sample. A similar result is expected 
and demonstrated between the use of prepared 
foods and increased income, wife's employment, 
and the number of children in the household 
(Redman 1980). In this latter study, however, 
Redman defines prepared foods as cake mixes, 
canned goods, and frozen foods. 

A later work expands on this view by considering 
occupational status of the wife as a time-related 
factor (Schaninger and Allen 1981). The food 
categories are broadened to include the notion of 
preparation alternatives within a given food type, 
such as fresh, frozen, or instant versions of the 
same food. Some significant relationships are 
found. For example, low-status working wives more 
frequently used foods such as canned pasta in 
their households than high-status working wives. 
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Finally, Reilly (1982) links the concept of role 
overload to the working wife's use of convenience 
foods. In a causal model which treats time-saving 
durables as alternatives to convenience foods, 
some weak support is found. Convenience consump
tion in this study was assessed in terms of the 
frequency of use of prepared foods, such as "TV" 
dinners. 

In each of these studies, it appears that an under
lying assumption has been made. That is, that the 
purchase or use of "convenience" goods, as defined 
by the researcher, implies that a convenience moti
vation formed the basis for the consumer decision. 
In other words, the use of the product is being 
associated with the need to save time. No data 
is given to support this contention, however, as 
the studies do not appear to explicitly ask whether . 
the foods are a response to time pressure. 

Schaninger and Allen (1981) report that low
occupational-status working wife "families consumed 
more of such convenience foods and beverages as 
instant breakfast, teabags, Tang, bottled juice, 
frozen pizza, TV dinners, and canned ravioli and 
spaghetti (p. 192). 11 Their argument may strengthen
ed if given in the context of desire to save time. 
Even though the nature of some products, such as 
TV dinners, may suggest time savings, other pro
ducts may have quite different alternative purpose& 
For example, instant breakfasts may also be used 
as a dietary supplement, whereas teabags may be 
argued to be a time-intensive alternative to 
instant tea mixes. 

Additionally, the identity of the user may also 
help to explain whether skill tradeoffs form an 
additional factor in the product use decision. 
Roberts and Wortzel (1980) argue that this informa
tion is useful in understanding food preparation 
behavior. They caution that husbands who prepare 
dinner may use different preparation methods and 
different items than women, based on their own 
skills, experience, and preferences. Consistent 
with their view, husbands may also identify 
different items as providing time convenience to 
the meal preparation process. 

The studies cited suggest that a relationship 
exists between the types of food which households 
purchase and the time constraints which those 
households experience. While the proposition is 
intuitively logical, the connection does not appear 
to have been empirically demonstrated. The reason 
for purchase of the convenience goods is not ex
plicitly addressed, and possible covariates such 
as brand preferences or nutritional needs are not 
measured. 

A Systematic Approach to the Study of 
Household Time Convenience 

The present discussion has argued that existing 
research in household time savings or convenience 
product use has been limited by the tendency to 
consider some, but not all, of the household's 
available input alternatives to time. Additionally, 
the use of researcher- or producer-defined 
concepts of convenience may also impute consumer 
motives which are not explicitly reported. 

A broader approach is recommended, framed in 



systems theory, which considers the relationships 
among ongoing household processes as well as the 
tradeoffs among household inputs. Consumers them
selves may instead be asked to identify products 
used particularly for.time-saving purposes and 
their frequency of use in this context. In other 
words, the research focus begins with the house
hold's definition of time convenience. 

An expanded research format may adopt the following 
steps, after selecting the type of convenience 
to investigate and the sample of households to be 
studied. For purposes of discussion, the study of 
time convenience related to food preparation will 
be assumed. 

1. First, the respondents may be asked to indicate 
their need for time convenience, using an 
instrument such as Reilly's index of role 
overl·oad. 

2. Next, they may be asked to describe a meal or 
meals which they prepare when they are under 
time pressure. Open-ended responses may be 
given, or a list of predetermined meals may be 
provided. The identity of the preparer may be 
recorded. 

3. Respondents may list or check off the ingredi
ents used, also giving the frequency of use of 
each ingredient or main dish. 

4. Measures may also be taken on the time spent 
on each meal alternative, the cost of the 
ingredients, and the method or appliances 
used for preparation. 

5. The household may be asked to indicate the 
situations in which a time-saving meal is 
needed. 

6. Finally, classification information, such as 
income, occupational or social statuses, edu
cation, number of children, and work involve
ment may also be included. 

With a slightly different local flow of question
ing, the household members may define the need 
for time convenience as they experience it. 
Additionally, since measures are gathered on the 
additional inputs of time, financial expenditure, 
and skills, the household may be analyzed as a 
productive system from the perspective of tradeoff 
behaviors. Several possible hypotheses may be 
tested, such as 

Hypothesis 1: The use of convenience foods is 
directly related to the need for time convenience 
as reported by households. 

Hypothesis 2: The types of foods designated as 
"convenience" foods depends on the households' 
stock of other available inputs. That is, factors 
such as available time-saving appliances, are 
expected to act as covariates. 

Hypothesis 3: Foods typically labeled as conveni
ence foods by researchers or industry may also be 
used for other reasons, not related to time 
savings. 
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Summary and Implications 

This paper has investigated some of the conceptual 
bases for the use of the notion of convenience 
in the household literature. Caution is advised 
in interpreting studies which do not assess 
whether a convenience situation accompanies the 
purchase of a convenience-related good. Recommen
dations are given to offer further explanation 
of the use of time-saving strategies in the house
hold context. The addition of a consumer-verified 
time-saving usage may add to the prediction of 
behaviors oriented toward reducing the time 
pressures of household change. First, it may 
enable a researcher to separate out the confounding 
influence of convenience products when they are 
used for reasons other than convenience. Secondly, 
other household inputs, such as appliances or 
income, may be associated with particular types of 
convenience goods. Finally, the usage situations 
also may be found to affect the type of convenience 
food selected. 
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CONSUMER RESEARCH IN RETROSPECT: AN ANALYSIS OF 
THE AMERICAN SILVER MARKET, 1750-1800 

Terrence H. Witkowski, California State University, Long Beach 

Abstract 

Both aggressive marketing practices and lively con
sumer markets have had a long history. Early lux
ury markets are particularly worthy of investiga
tion because they set a general pattern for broader 
markets in later years. This paper analyzes the 
American silver market between 1750 and 1800. Af
ter first defining silver as a product class and 
briefly showing how it was marketed, the paper de
scribes the market in terms of relevant geographic 
and demographic characteristics. The paper then 
segments the market with appropriate end uses and 
product benefits. The concluding section summar
izes the findings and offers questions for further 
research. 

Introduction 

After many years of indifference, the marketing 
community has recently been showing some interest 
in the evolution of its discipline (Savitt 1980, 
Hollander and Savitt 1983, Hollander and Nevett 
1985, Belk and Pollay 1985). Michigan State Uni
versity hosted conferences on marketing history in 
1983 and 1985 and plans for a third one in 1987. 
An international conference on Historical Perspec
tives in Consumer Research was held in Singapore 
in July, 1985. Most of the presenters at these 
meetings have been marketing scholars. 

Two historical issues in marketing seem to be par
ticularly noteworthy because they challenge conven
tional assumptions. First, marketing activities 
designed to stimulate demand were not invented in 
twentieth century America. These practices can be 
traced back over 200 years. In his excellent arti
cle debunking the "production era" concept, Fuller
ton (1985) provides ample evidence of demand stimu
lation in Britain, Germany, and the United States 
as early as the mid-nineteenth century. A major 
study by McKendrick, Brewer, and Plumb (1982) shows 
how English entrepreneurs frequently used "modern" 
marketing tactics, such as product differentiation, 
loss leader pricing and sales promotion, in the 
latter part of the eighteenth century. 

Second, researchers are uncovering evidence of ac
tive early markets, characterized by widespread de
mand and conspicuous consumption. According to 
McKendrick and his colleagues, a substantial pro
portion of the population of late eighteenth cen
tury England desired and purchased a wide assort
ment of discretionary items, from Wedgwood pottery 
to children's books. Although not nearly as afflu
ent as one of today's industrialized nations, En
gland still had become the world's first consumer 
society. 

Since economic development in the American colonies 
and early republic lagged behind that of England, 
it seems reasonable to assume that most of our con
sumer markets were also less developed. The term 
"consumer society" should not be applied to colo
nial and federal America. Nevertheless, there were 
a few relatively brisk markets for luxuries such as 
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silver, china, and fine furniture. By investigating 
markets of this caliber, marketing historians should 
be able to identify buyer attitudes and behavior 
that set a pattern for the much broader consumer 
markets of later years. 

This paper analyzes the American silver market in 
the second half of the eighteenth century. The 
first section provides a historical overview by de
fining silver as a product class and showing how it 
was marketed. The next section profiles the consum
er market in terms of its probable size, geographic 
distribution, and demographic characteristics. Sub
sequent sections use contextual or product specific 
variables to segment the market. Section three dis
tinguishes between church, official, presentation 
and domestic or home uses, while section four de
scribes silver's economic, aesthetic, and social 
status benefits. Finally, the concluding section 
summarizes the paper and suggests questions for fur
ther research. 

With buyer aggregates and their motives as the focus 
of inquiry, this approach differs greatly from pre
vious historical research in the area. For in~ 
stance, business and economic historians, with some 
notable exceptions, have favored research on produc
tion and physical distribution (Savitt 1980). Tra
ditional decorative arts scholars, responding to the 
needs of collectors and curators, have usually stud
ied the products themselves and by whom, in what 
style, and how they were made (e.g., Hood 1971, Kol
ter 1979). Their emphasis has been upon individual 
artifacts and makers rather than upon the market, 
its components, and consumer attitudes. 

The Product Class and Marketing Practices 

The Product Class 

Eighteenth century silversmiths fashioned their met
al into an impressive product class containing hun
dreds of different product forms. Spoons, forks, 
knives, and many other small utensils were among the 
more common and affordable objects. Surviving let
ter books and inventories indicate that silver shoe 
and garment buckles were especially popular (Fales 
1974). Mugs and tankards, tea caddies, sauce boats, 
jugs, creamers, and boxes of all kinds comprised the 
middle of the line. Beautiful tea, coffee and choc
olate pots, ornate trays and salvers, and magnifi
cent ceremonial urns were the most expensive items. 
There were silver accessories for the bedroom, for 
the person, and for a multitude of uses~ Gentle
men's swords were hilted in silver and many fine 
flintlock pistols were furnished with silver mount
ings. Even children's toys were made of silver. 

Buyers obtained most of their silver from two 
sources: the output of American craftsmen and En
glish imports. Imported items could be purchased 
when visiting the mother country, from agents in 
London, or from local smiths who resold silver they 
purchased abroad. This trade reached its peak in 
1760 and 1761 when 56,400 ounces of wrought silver 
were imported from England (Fales 1970, pp. 145-



146). How this figure compares to total American 
production is unknown, but it was less than three 
percent of English manufacture (Wills 1969, p. 6). 
Whether produced in America or England, the great 
majority of makers adhered to the sterling stan
dard, 92.5 percent silver and 7.5 percent copper 
(Fales 1970). Imports of fused-plated objects made 
in Sheffield were negligible until after the Revo
lutionary War (Davis 1976, p. 217). 

Product branding, in the form of assay and maker's 
marks, was a reasonably straightforward matter dur
ing this era. English silver typically included 
four marks signifying the sterling standard, the 
town and year of manufacture, and the maker's ini
tials (Wyler 1937). Since there were no assay of
fices on this side of the Atlantic, American silver 
was usually stamped with just the maker's initials 
or surname. However, creative smiths sometimes 
added sundry symbols of their own device, a prac
tice perhaps intended to impart a sense of quali
ty (Fales 1970). What else these rudimentary brand 
names may have meant to the eighteenth century buy
er has been forgotten, although one might speculate 
that the marks of famous smiths, such as Boston's 
Paul Revere or Philadelphia's Joseph Richardson, 
may have impressed some people. At the very least, 
these marks did enable owners to identify their 
silver in case of theft. 

Marketing Practices 

The prices set by eighteenth century silversmiths 
depended upon the going rate for bullion, the value 
of their labor, and the cost of additional services 
such as engraving. For example, in 1797 Paul Re
vere sold an outstanding silver tray, weighing over 
41 ounces, to the prosperous Salem merchant, Elias 
Hasket Derby. Revere charged him 14 pounds, 13 
shillings and 19 pence for the silver, 12 pounds 
and 6 shillings for the making, and 15 shillings 
for the engraving (Fairbanks et. al. 1975, p. 191). 
Labor costs increased relative-toltotal cost when a 
piece was very elaborate or when it was small and 
of little weight. Still, the cost of silver gener
ally exceeded the cost of labor (Fales 1970, 1974). 

Silversmiths differed in their promotional activi
ties. Richardson apparently did little advertis
ing, while Myer Myers, a famous New York silver
smith, advertised regularly in the New York Gazette 
and the New York Weekly Mercury in 1754 and there
after (Rosenbaum 1954). Other forms of advertising 
included store signs and trade cards, the latter 
becoming increasingly common and more stridently 
promotional by the end of the century (Fales 1970; 
McKendrick, Brewer and Plumb 1982). Publicity, in 
the form of important commissions, and personal 
selling were probably the most effective tactics 
in the silversmith's promotional mix. Both Revere 
and Richardson were extremely active in community 
affairs and one suspects that they had more in mind 
than just doint their civic duty. 

Many silversmiths operated a retail store adjacent 
to their workshop where items made or purchased for 
resale were sold on speculation. The busiest 
stores stocked quite a variety of merchandise. An 
inventory of the shop of Nathaniel and Joseph Rich
ardson Jr., compiled when they terminated their 
partnership in 1790, includes 46 different categor
ies of wrought silve~, 17 of silver plate, and 22 
~additional items such as weights, scales, and 
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gold jewelry (Fales 1974, pp. 261-263). Their sil
ver alone weighed over 754 ounces. Little is known 
about the layout of the retail store, but contempor
ary English and French engravings suggest that floor 
space was limited and that merchandise was kept 
safely within locked display cases (Fales 1970, p. 
198; Ward and Ward 1979, p. 18). As retailers, sil
versmiths offered additional services such as secure 
storage space for client valuables and credit. 
Credit was especially important since specie was in 
short supply on both sides of the Atlantic (Randel 
1973; McKendrick, Brewer and Plumb 1982). 

Market Characteristics 

Market Size 

At the start of the Revolutionary War approximately 
2.5 million people lived in the thirteen American 
colonies (U.S. Bureau of the Census 1976). Perhaps 
twenty percent were African slaves or poor black 
freemen. About two million were white, but nearly 
half were indentured servants who worked in bondage 
to pay for the cost of Atlantic passage or for 
crimes committed in England (Randel 1973). Among 
the remaining free whites were many paupers and 
debtors, poor widows and their children, unskilled 
or unemployed men, and backcountry subsistence farm
ers. Only a handful of these people, if any, could 
afford to buy silver. 

Prosperous land owners, wealthy merchants, rising 
professionals, and ambitious tradesmen comprised the 
core of the American silver market. The size of 
this market has been estimated by Hood (1971) who 
states: "Early inventories indicate that only the 
top 5 per cent of society owned silver in any quan
tity" (p. 12). Taking rapid population growth into 
account, Hood's figure implies a market ranging from 
about 60,000 in 1750, to 125,000 in 1775, to nearly 
270,000 in 1800. Because of the war and subsequent 
economic disruptions, the market virtually collapsed 
between 1775 and 1790 (Hood 1971, pp. 160-162). 

Geographic Distribution 

Decorative arts scholars typically argue that the 
silver market was largely urban. As Hood (1971) 
contends: "The demand for fine silversmiths and 
their wares existed primarily in urban societies" 
(p. 11). It is true that the vast majority of iden
tified silversmiths plied their trade in the cities, 
places where free whites could find great opportuni
ties for amassing wealth. However, population data 
clearly indicate that many buyers lived in small 
towns and rural areas. 

In 1775 the five largest colonial cities were Phil
adelphia (40,000), New York (25,000), Boston 
(16,000), Charleston (12,000), and Newport, Rhode 
Island (11,000) (Bridenbaugh 1955, p. 216). Togeth
er they accounted for about four percent of the en
tire population. Even the top twenty cities amount
ed to only seven percent of the population (Randel 
1973). Black slaves made up a substantial propor
tion of urban inhabitants: 14 percent of New York, 
20 percent of Newport, and SO percent of Charleston 
(Bridenbaugh 1955, p. 286). Considering the addi
tional large numbers of indentured servants and poor 
whites (Nash 1983), the remaining free urban whites, 
able to afford silver, probably represented but two 
percent of the entire colonial population, less than 



half the potential size of the overall market. 

The silver market seems to have varied by region. 
The South, for example, may have been a better mar
ket than either New England or the middle colonies. 
In 1774 the average free white colonist owned 4.0 
pounds sterling worth of portable consumer dur~ 
ables, less apparel (U.S. Bureau of the Census 
1976, p. 1175). This number ranged from 2.7 in the 
middle colonies, to 3.4 in New England, to 5.6 in 
the South. Assuming a consistent percentage of 
portable wealth allocated to silver, free white 
southerners owned more silver than other colonists. 
Unfortunately, the data do not reveal the percent
age of wealth invested in silver. 

Southerners also preferred imported English silver 
silver to that made in America, at least until the 
outbreak of the war (Avery 1968, Davis 1976). With 
the exception of Charleston, relatively few silver
smiths worked in the South. Slave labor and a rur
al plantation economy limited craft development. 
Planters found it convenient to request their Lon
don agent or merchant house to purchase silver 
against future shipments of tobacco, rice, or indi
go. Indeed, they may have " ••• scorned Colonial 
silver as too crude and provincial for their scale 
of living (Avery 1968, pp. 199-200). This preju
dice apparently had diminished by the 1790s (Avery 
1968). 

Demographic Characteristics 

Using the jargon of modern consumer research, the 
American silver market was definitely "upscale." 
Rich citizens, major buyers of domestic silver, 
were the best market segment for most silversmiths. 
Research in this area often attributes original 
ownership of important ·artifacts to the leaders of 
society, such as the aforementioned Elias Hasket 
Derby, merchant of Salem. These individuals de
rived their income and wealth from land ownership, 
mercantile activities, and, with luck, good mar
riages (George Washington) and inheritances (John 
Hancock). Although not well-educated by today's 
standards, they did have access to preparatory 
schools and nine American colleges (Randel 1973). 

There was also a growing middle-class market seg
ment. In her research, Fales (1970) discovered: 

Not only the very wealthy wanted silver ob
jects. The butcher, the baker, and candle
stick maker were all among the customers of 
Joseph Richardson. The mid-eighteenth-cen
tury houses of tradesmen had become much 
finer (p. 146). 

Even in rural areas, where conditions were 
more primitive and more like the days of 
first settlement, where previously only a 
few families had had silver spoons or pos
sibly a tankard, a cann, or a porringer, 
there were now plated- sets, at least, and 
small silver cups in many of the farmhouses 
(p. 150). 

Barter was a common form of payment until the 1790s 
and documents do show that tradesmen exchanged 
their labor for a few small articles (Fales 1974). 
Clearly, this segment had less purchasing power 
than the rich, but is was probably an important 
one, especially for second-tier smiths in the·smal-
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ler cities and towns. 

Two other demographic characteristics are worth not
ing. First, according to the bills of sale repro
duced in Avery (1968) and Fales (1970, 1974), the 
vast majority of purchasers were men. Second, these 
men were likely to be married and supporting a num
ber of surviving children. Early marriage was en
couraged during this era and women were often con
tinuously with child, six to eight pregnancies being 
typical (Scholten 1983). 

End Use Segmentation 

Broad product classes evolve because they serve a 
multitude of uses. Early silver was no exception: 
its market can be segmented by church, official, 
presentation or gift, and domestic or home uses 
(Fales 1970). By analyzing these uses, there
searcher can begin to understand the buyer motives 
that caused the vigorous demand for silver in eigh
teenth century America. 

The Church Market 

Catholic, Anglican and Reformed churches, as well as 
Jewish Synagogues, acquired a wide variety of silver 
objects for purposes of ceremony and display. 
"Church plate" included chalices, communion cups, 
crosses, and many other specialized items. Myer 
Myers, himself a Jew, not only sold ribbonim (Torah 
scroll finials) to synagogues in New York, Philadel
phia, and Newport, but also made alms basins for the 
First Presbyterian Church of New York (Rosenbaum 
1954, p. 34). Protestant churches imported a fair 
amount of their silver, while ". • • most of the 
silver used in Catholic churches was of foreign man
ufacture" (Fales 1970, p. 158). Churches received 
their silver from members of the congregation, ei
ther as gifts or through bequests established for 
this purpose. For example, Thomas Hancock of Bos
ton, John's wealthy uncle and benefactor, left 100 
pounds sterling to the Brattle Street Church (Fair
banks et. al. 1975, p. 32). The purity and perfec
tion o~silver had strong symbolic meaning for the 
major religious faiths (Ward and Ward 1979, p. 36). 
The great pride that church members took in these 
objects conferred prestige.upon the donor. Given 
the number of surviving pieces with church associ
ations, this must have been a reasonably large mar
ket segment. 

The Official Market 

Since the American colonies and early republic did 
not have the permanent hierarchies of England and 
the continent, the official market was fairly small. 
According to Fales (1970), "official silver can be 
designated as that made for official use by a gov
ernment or organization, and that which is emblemat
ic of office or membership" (p. 159). Silver repre
sentative of this segment includes official seals, 
Masonic emblems, and Phi Beta Kappa medals. 

The Presentation Market 

Buyers often purchased silver as a gift, given to 
commemorate important events and to impart a sense 
of permanence and dignity. Infants sometimes re
ceived silver baptismal spoons, rattles, and teeth
ing toys. Newly married couples or couples celebra
ting an anniversary were given an assortment of sil-



ver objects, the size of the gifts dependent upon 
the affluence of friends and relatives. Families 
often presented gold and silver rings to important 
mourners at funerals. Admired college tutors, he
roic ship captains, and the winners of horse races 
and lotteries frequently received pieces of silver 
(Fales 1970). Various items such as medallions and 
gorgets were even presented to Indians (Fales 
1974). Americans throughout the colonies used sil
ver for gift-giving, a practice especially preva
lent among Dutch New Yorkers (Ward and Ward 1979, 
p. 35). The many surviving artifacts with such as
sociations suggest that this was a reasonably im
portant market segment. 

The Domestic Market 

Undoubtably, the domestic or home use market over
shadowed the church, official, and presentation 
markets combined. The earliest settlers brought 
domestic silver with them and silversmiths were al
ready at work in the colonies by the mid-seven
teenth century. Aside from the war years, this 
market expanded continuously throughout the eign:l.< 
teenth century. The custom of tea drinking seems 
to have spurred demand greatly. Starting as. an ex
clusive indulgence of the wealthy, tea consumption 
became increasingly widespread, fashionable, and, 
for the elite, virtually ceremonial (Fairbanks et. 
al. 1975, p. 97). By mid-century silversmiths were 
producing an impressive array of tea paraphernalia, 
from simple spoons and sugar tongs to expensive 
trays and teapots. Circa 1790, Joseph Richardson 
Jr. was selling complete tea services as large as 
nineteen pieces and costing over 100 pounds ster
ling (Fales 1970, p. 147). The introduction of 
other beverages, notably coffee and chocolate, also 
stimulated demand for new product forms in silver. 

Benefit Segmentation 

Markets can be segmented according to the different 
benefits that buyers seek from the product class. 
This section segments the American silver market in 
terms of economic, aesthetic, and social status 
benefits. These benefits reveal the basic under
pinnings of the demand for silver. 

Economic Benefits 

As an important means of storing wealth, silver 
provided several economic benefits. It was easily 
transportable and quite liquid. Compared to paper 
currency, it generally maintained its value, and, 
unlike coinage, it could be traced if stolen. 
James Mills, a tavern keeper, placed an ad in the 
New York Gazette in 1755 to notify the public of 
marks on silver taken from his hous (Fales 1970, p. 
263). Banks were uncommon in the eighteenth cen
tury and unknown in America before 1781; so alter~ 
native financial investments were limited. On the 
other hand, silver was a sterile investment that 
yielded no income stream. Therefore, additional 
perceived benefits must have contributed to the 
brisk demand. 

Aesthetic Benefits 

Silver was considered an important art form and the 
possession of beautiful pieces was an indicator of 
good taste and breeding. Although silver styles 
changed less rapidly than styles of clothing, the 

19 

design of silver did evolve between 1750 and 1800, 
passing through what moderns call the Queen Anne, 
rococo, and neo-classical periods. The American 
market appears to have been conscious of style. 
American smiths strived to keep abreast of current 
British trends, often making nearly identical copies 
of English imports (Hood 1971). Advertisements and 
trade cards frequently boasted "made in the newest 
fashion" or its equivalent (see, e.g., Fales 1970, 
p. 284). Families even had their old silver melted 
down and remade in the latest style. 

However, some evidence contradicts the impression of 
an aesthetically sophisticated market. When order
ing from abroad, for instance, some buyers merely 
mentioned the general form desired without specify
ing particular artistic attributes (Avery 1968, 
Davis 1976). Since repair work consumed much of the 
silversmith's time, silver may have been treated a 
little roughly and certainly not like a prized art 
object. Generally speaking, French and European 
tastes were unpopular amongst rich Americans until 
the very end of the century. EXposure c'ame indi
rectly ·through the work of silversmiths of Dutch 
and· French Huguenot ext.r.'action. 

;;·.} 

Social Status Benefits 

Silver was a telling status symbol that demonstrated 
financial success and social pretension as much as 
did fine furniture and clothing. Indeed, in a cen
tury when social status and class distinctions gov
erned everyday life, when families made detailed in
ventories of their material possessions, silver had 
a social significance far beyond that of later 
years (Hood 1971). Following a practice that can 
be traced to Roman times, silver was openly display
ed on cupboards and tea tables, expensive objects in 
their own right (Ward and Ward 1979). Compared to 
Europe, social mobility was still a distinct possi
bility in late eighteenth century America. One way 
of demonstrating upward mobility was through the 
purchase and conspicuous display of silver. 

Conclusion and Implications 

The American silver market was small, truly a class 
market, but it did have an important middle-class 
component. The market was distributed throughout 
the colonies and early republic, in rural as well as 
urban settings, with an apparently heavy concentra
tion of buyers in the South. Americans purchased 
silver for many different reasons. They used it in 
the home and in church ceremonies. They gave it as 
gifts and utilized it as an official symbol. How
ever, the fundamental sources of demand can be at
tributed to silver's economic, aesthetic, and, above 
all, social status benefits. Whatever the manifest 
uses and benefits of silver might have been, there 
was a strong undercurrent of purchase for the sake 
of invidious consumption, a social-psychological 
motive that would drive many ·luxury markets in the 
future. With his astute powers of observation, 
Thorstein Veblen might have written The Theory of 
the Leisure Class a century earlier, had he lived 
between 1750 and 1800. 

This analysis suggests many avenues for further re
search. First, the characteristics of. the silver 
market need to be more fully delineated. Research 
questions might include the following: What was 
the extent of total American production and consump-



tion between 1750 and 1800? What was the propor
tion of portable physical wealth invested in sil
ver? What demographic segments (merchants or land
owners, Dutch or Anglo-Americans) invested most 
heavily? Second, the social-psychological motives 
that created demand need to be more fully document
ed. Did eighteenth century buyers truly appreciate 
the e~onomic and aesthetic benefits of silver? Was 
silver really perceived to be a va~d measure of 
social status? Finally, market-oriented research, 
should address other categories of late eight~th 
century luxuries. Such consumer research in retro
spect can impart a descriptive an~ theoretical 
richness to tae discipline. 
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FOOD RETAILERS' PERCEPTIONS OF SUPERMARKET UPC SCANNER CHECKOUT SYSTEMS 

Daulatram B. Lund, Iowa State University 

Abstract 

This paper report·s preliminary findings about 
food retailers' perceptions of·a wide range of 
characteristics about the Universal Product Code 
scanner checkout system. Food retailers 
comprised of two sampling frames, namely, 
installers and non-installers of the scanner 
checkout systems. Food retailers from 
thirty-six states re·sponded to the mail survey. 
Their perceptions are anlayzed and compared. 

Introduction 

The evolutionary changes in the food retail 
enterprises, leading to the present day 
electronic retailing have ~ot always been 
unpredictable (McNair and May 1978). However, 
the introduet:ion of the Universal Product Code 
(UPC) scanner cbeckout system in supermarkets in 
1974 was particularly significant. It marked 
the successful cuJJmination of two major •everits: 
(1) the acceptBnce of the now familiar UPC 
symbol as the common labeling code by the 
grocery ind~stry, and (2) the invention of the 
UPC readable electronic scanner checkout s y stern. 
Briefly, the UPC scanner checkout innovation was 
expected to offer the retail grocery industry a 
means to offset its spiralling operating costs 
via improvement in front-end productivity 
(Danzansky 1975), and increases in productivity 
of marketing decisions via utilization of UPC 
scanner generated sales intelligence data (Hutt 
1979). Also, food retailers anticipated 
increase sales through enhanced consumer 
satisfaction in the entire range of general 
services such as quicker checkouts, detailed and 
descriptive sales receipt, lower misrings, among 
other benefits (Adamy 1975; Shaw 1977). 

The focus of published studies by marketing 
researchers has been on supermarket shopper·s' 
reaction to the scanner checkouts, and on the 
item price removal co·ntroversy. McGinnis and 
Garde-ner (1976), Mason (1979), Robinson and 
Langrehr (1980), and~ommer, Berkowitz, and 
Walton (1980) are some of the early 
investigators who• assessed consumer rea·ctions to 
the innovation. Overall, these studie·s reported 
consumer satisfaction with the scanner che·ckouts. 
Hutt, Harrell, and Allen (1976), and Harris and 
Mills (1980) concentrated on item removal 
controversy and its societal implications. 
Their findings, while not conclusive, indicated 
the need for retention of price markings in the 
UPC scanner checkout systems to prevent 
debilitating consumers' abilities concerning 
price awareness, price determination, and price 
consciousness. 

In addition to the above references from the 
academia, popular trade journals such as 
P~ogressive Grocer, Chain Store Age, among 
others, have and continue to provide updates on 
this technological innovation in the supermarket 
in every issue. While the focus of academe and 
trade publications has been on consumer reaction 
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to scanner checkouts, little attention 
has focused on retail food managements' reaction 
to this innovation. Just as questions· about the 
advantages and disadvantages of the scanners for 
the consumers have been considered, the 
questions need to be asked of grocery retail 
managements.· Therefore, the present 
investigation was undertaken. 

The purpose of the present paper is (1) to 
provide a par·simoriious description of the food 
retailers' perceptions of the potential costs, 
benefits, and problems surrounding the UPC 
s·canner checkout system; and (2) to determine 
the extent of 'differences in perceptions of the 
system characteristics between food retailers 
who have installed the system and those 
retailers who have· not installed the system in 
their supermarkets. It must be noted that the 
findings reported in this p•aper are only 
preliminary, explo~atory, and primarilY 
descriptive in nature. Future papers will 
present both the conceptual development and 
hypotheses within an innovation 
adoption-diffusion framework. 

Research Methodology 

Data Base 

The data bas·e for the investigation comprised of 
all food retailers in the United States. Two 
sampling frames were involved: (1) food 
retailers who had installed the UPC scanner 
checkout system as of June 1980, and (2) food 
retailers who had riot installed the system. The 
first sampling frame comprised 215 food 
retailing firms. This list was compiled from 
updates published by the Food Marketing 
Institute. The second sampling frame of 
non-installers comprised 240 food retailing 
firms randomly selected from a list generated 
from the 1980 Chain Store Guide. 

To identify management personnel closely 
associated wit'h the UPC scanner checkout system, 
and to seek.the firm's cooperation in the study, 
all firms within both sampling frames were 
mailed participation forms. Completed 
participation forms were received from 169 
(78.6%) firms in the first sampling frame, and 
148 (61 .7%) firms in the second sampling frame. 

The survey questionnaires were mailed directly 
to all management personnel identified in the 
participation forms. Survey were mailed to 310 
individuals within 169 firms in the first frame, 
and to 261 individuals within 148 firms in the 
second frame. Four weeks after the first 
mailing, one follow-up mailing was undertaken. 
A combination of methods was employed to reduce 
the likelihood of low response rate (Kanuk and 
Berenson 1975). Briefly, these included a 
strategically written cover letter, prepaid 
return envelope, assurance on anonymity, and a 



renewed offer for a complimentary copy of the 
summary of survey results for participation. A 
total of 150 (48.4%) questionnaries from 122 
(72.2%) firms were received in the first frame; 
and a total of 104 (39.9%) questionnaires from 
89 (60.1%) firms were received in the second 
sampling frame. The relatively high response 
rates in terms of participating firms, though 
unexpected, suggested the food retailers' 
interest in the UPC scanner checkouts. 

Research Instrument 

Structured mail questionnaires were employed in 
the study. Five-point Likert rating scales with 
possible response ranging from "strongly agree" 
to "strongly disagree" were utilized to scale 
items measuring various dimensions of the 
scanner checkout system. 

A pool of UPC scanner specific scale items were 
developed after an extensive review of published 
literature (Flint 1975; Hutt 1979; Phase I 
Report of McKinsey and Company 1971; Evaluation 
Manual for Electronic Checkout System by Arthur 
Andersen and Company 1971; Shaw 1977). From the 
pool of operational items, sixty items were 
selected for inclusion in the questionnaire. 

Analysis 

The frequency counts of the food retailers' 
responses are examined across all items. Next, 
responses of installers and non-installers are 
pooled and factor analyzed using varimax 
rotation. The extracted factors are labeled and 
alpha coefficient of reliability computed 
(Cronbach 1951 ). Using the labeled categories, 
the differences in perceptions of the UPC 
scanner checkout ·characteristics between the 
installers and non-installers is examined by 
t-tests. Finally, a two-group linear 
discriminant analysis is performed to examine if 
factored items discriminate installers and 
non-installers. 

Results and Discussion 

In this section the descriptive results of the 
preliminary analyses of the food retailers' 
perceptions are presented. The discussion is 
limited to general observations with emphasis on 
comparative differences in perceptions among the 
installers and non-installers of the innovation. 
General Characteristics of the Samples 

In the first sample food retailing firms from 36 
states responded, while in the second sample 
firms from 34 states responded to the survey. 
Differences in the type of ownership of the 
firms, and firm size (number of full-time 
employees and annual dollar sales) were 
statistically significant (p<.05) in the two 
samples. In general, larger firms have 
installed scanners while smaller firms tend not 
to opt for scanner checkouts. While differences 
between firm-characteristics in the two samples 
are significant, differences in 
respondent-characteristics in terms of age, 
education levels, position within the firm, 
number of years experience are not significant 
(p>.05). 
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Retailers Perceptions of UPC Scanner Checkouts 

From an examination of food retailers' responses 
to the sixty items concerning the UPC scanner 
checkout system, the following observations are 
made: 

* The majority of installers and non-installers 
perceive the costs associated with the scanning 
system to be high. Also, installers perceive 
the cost of financing to be higher than that 
perceived by non-installers. 

* Installers and non-installers both recognize 
the tangible and intangible benefits accruing 
from the system. However, installers differ 
from non-installers in their perceptions of 
benefits accruing from eliminating item price 
marking; efficiency of customer credit check; 
savings in inventory carrying costs; and the 
potential revenue generated from the sale of 
patronage checkout data. 

* A large majority of installers than 
non-installers perceive shoppers to be satisfied 
with the speed of checkout, checkout-register 
tape, and with the accuracy of the scanner 
system to weigh and price purchased items. 

* Retailers perceived the scanning system to be 
reliable, compatible, and the stored data to be 
useful for estimating overall profitability. 
However, the majority of food retailers perceive 
the system to have non-scan, information 
retrieval, and in-store symbol marking problems. 

* Installers and non-installers perceive some 
difficulty in hiring skilled technicians for 
operations, but do not foresee cutbacks in the 
total number of employees due to increases in 
labor productivity. 

* Installers and non-installers agree on the 
need to educate shoppers on scanner checkouts; 
disagree that item price removal makes shoppers 
less price conscious; and are equally split on 
the possibility of consumers being charged 
higher prices than shelf-marked prices. 

* The majority of installers and non- installers 
perceive the opportune time to install scanners 
is when opening a new store, and not when 
replacing outdated checkout equipment. Both 
groups perceive the system to be inflexible 
towards partial conversion of checkouts. 

* Both groups are neutral in their response for 
the desirability of financing by such 
alternatives as bank, hire-purchasing, pilot 
leasing, and internal funding. However, fewer 
installers than non-installers agree about 
willingness of financial institutions to readily 
loan them the capital requirements for the 
system. 

* Installers perceive published guides, scanner 
publications of the Supermarket Institute, and 
trade shows and conventions to be useful sources 
of information. Non-installers exhibited 
similar response trends on information sources. 

* Installers and non-installers perceive that by 



supporting management decision favoring scanner 
checkouts, neither the firm nor their personal 
position within the firm would be jeopardized. 

Factor Analysis, Reliability, t-Tests, and 
Discriminant Analysis 

Factor Analysis 

To summarize and reduce the dimensionality of 
the sixty-item responses into meaningful 
categories, factor analysis was undertaken. The 
resulting principal component factor analysis 
with varimax rotation yielded twenty-one factors 
with eigenvalues of greater than one. The 
extracted factors have been labeled while taking 
into consideration all factor loadings of 0.30 
or more. These factor results, reliability 
coefficients, and t-test results are summarized 
in Tabl e 1 . 

The extracted factors account for 65.78 percent 
of the total variation in the retailers' 
perceptions of the scanner checkout 
characteristics. It is interesting to note that 
scanner benefits and shopper satisfaction are 
major factors extracted. This is indicative of 
food retailers' desire to increase operational 
productivity while maintaining competitive edge 
through shopper satisfaction. These factors 
have often been cited as the major decision 
influencers towards adoption of this innovation 
(U.S. Senate Committee on Commerce 1975). 

Reliability 

The reliability coefficients for each 
identified category of multi-item scales is 
obtained by Cronback's alpha. As shown in Tabl e 
1 , the reliability coefficients range from 
several scales are below acceptable level, but 

TABLE 1 

SUMMARY OF RESULTS OF FACTOR ANALYSIS, RELIABILITY ALPHA, 
T-TESTS, AND DISCRIMINANT ANALYSIS 

Factor 
No. 

Factor 
label 

No. 
of 

items 

Variance 
Explained 
eigenvalue 
value % 

Reliability 
alpha 

1. Scanner checkout benefits 6 
2. Scanner information benefits 4 
3. Shopper satisfaction 7 
4. Management perceived risk 4 
5. Internal financing views 2 
6. System operational costs 4 
1. Scanner equipment costs 2 
8. Adoption decision influencers 3 
9. Competitive influences 2 

10. Skilled personnel requirement 2 
11. Additional management effort 3 
12. Feasibility of partial conv. 2 
13. Additional scanner benefits 3 
14. Addtln. adoption consideration 3 
15. Item price legislation 1 
16. Scanner purchase options 2 
17. Scanner operational costs 4 
18. Scanner adoption timing 2 
19. Order-installation timelag 1 
20. Labor productivity 2 
21 . Pricing ethics 1 

Total 60 

*p<.05 **p<.01 ***p<.001 

DISCRIMINANT ANALYSIS 

5.62 
3.24 
3.09 
2.29 
2.22 
2.03 
1.91 
1.80 
1. 77 
1.66 
1. 53 
1.49 
1.43 
1. 31 
1.28 
1.23 
1.19 
1.15 
1.11 
1.06 
1.05 

39.46 

(9.37) 
( 5. 41 ) 
( 5. 1 4) 
(3. 82) 
(3. 71) 
(3. 38) 
(3.18) 
(3. 00) 
(2.95) 
(2.77) 
(2.55) 
(2.48) 
(2.39) 
(2.19) 
( 2. 14) 
(2.04) 
( 1 • 98) 
( 1 . 91 ) 
( 1 • 85) 
( 1 • 77) 
( 1 • 75) 

(65.78) 

Number 
Percentage 

CLASSIFIED 
Installers Non-installers 

ACTUAL 

Installers 

Non- installers 

106 
87.6% 

26 
29.2% 

Percent correctly classified: 80.4% 

23 

15 
12.4% 

63 
79.8% 

0.6745 
0.6877 
0.6606 
0.6522 
0.7738 
0.5184 
0.6990 
0.4833 
0.3648 
0.3916 
0.3611 
0.5291 
0.3831 
0.4093 

0.4209 
0.4664 
0.4282 

0.1382 

t-value 

-2.67 ** 
1. 93 * 

-6.39 *** 
0.89 
1.22 

-1.70 
2.23 * 
1. 74 
2. 73 ** 
0.23 
0.31 
0.85 
1.90 

-3.57 *** 
-0.35 

1.38 
-1.22 
-1.84 
-1 .97 * 

0.15 
0.70 

121 
100% 

89 
100% 



in this initial analysis no corrective measures 
were undertaken. 

t-Tests: To determine statistical 
differences in perceptions among installers and 
non-installers, item responses within the 
factor-categories were summed and t-tests 
applied on each of the twenty-one-category mean 
scores of the two independent samples. A 
summary of t-test results is presented in Table 
1. Installers and non-installers differ 
significantly on seven of the twenty-one 
categories. Based on sample means, installers 
perceive scanner benefits, shopper satisfaction, 
additional adoption considerations, and 
order-installation timelag more favorably than 
non-installers. Likewise, non-installers 
perceive scanner generated information benefits, 
scanner equipment costs, and competitive 
influences more favorably than installers. 

Discriminant Analysis 

Finally, to determine if the twenty-one 
categories of UPC scanner checkout 
characteristics could discriminate installers 
and non-installers, two-group linear 
discriminant analysis was undertaken. Based on 
the classification criterion developed by 
utilizing within-group covariance matrices, the 
percentage of food retailers correctly 
classified into installers and non-installers is 
80.5 percent. These classification results are 
presented in Tab le 1. The results, however, 
must be viewed with caution since no effort was 
made to adjust for the upward bias resulting 
from classifying the same individuals used to 
calculate the discriminant function. 

Conclusions 

This initial analysis documents for the first 
time food retailers' perceptions of a wide range 
of UPC scanner checkout system characteristics. 
Food retailers comprised of two sampling frames, 
namely, installers and non-installers of scanner 
checkouts. A comparison of their perceptions 
reveals that they differ significantly on 
seventeen of sixty items considered in the study. 
A factor analysis of the items generated 
twenty-one factors. Installers and 
non-installers differ significantly on seven of 
twenty-one categories. A discriminant function 
based on the twenty-one factor-category 
correctly classified 80.5 percent of the 
retailers into the installer and non-installer 
groups. 

Based on the results present in the preceding 
section, it may be tentatively concluded that 
installers perceiVe the scanner checkout system 
as favorably as projected in the popular press 
and trade journals. However, their favorable 
attitude towards the innovation may be 
attributed to their post-installation 
rationalization, and/or to their hands-on 
experience with the system which enables them to 
truly realize the intended benefits. 

Regarding the item price removal controversy, 
this study documents the food retailers point of 
view. While the majority of installers 
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perceived item price removal not to lessen 
shoppers' price consciousness, interestingly, 
installers were equally split in their 
perception of the possibility that shoppers 
could be charged prices higher than shelf-marked 
prices tn scanner equipped supermarkets. 
Therefore, consumer advocates who in the past 
have opposed item price removal citing the 
potential for supermarket "rip-offs" as one of 
the reasons, may find considerable support among 
food retailers themselves. Regarding another 
controversial issue concerning labor cut-backs, 
a majority of installers did not foresee any 
cut-backs in the number of employees because of 
increased operational productivity. 

This study also documents for the first time the 
attitudes of food retailers who have not 
installed UPC scanner checkouts in their 
supermarkets. Overall, non-installers exhibited 
a remarkable degree of familiarilty on almost 
all aspects of the innovation. A closer 
examination of their responses reveals that they 
tend to be cautious in ther evaluation of the 
innovation, and often take a neutral position on 
issues calling for actual experience with the 
system. 

Given the nature of competition in food 
retailing, it is foreseeable that greater number 
of non-installers will opt for scanner checkouts 
in the near future. Based on the present 
preliminary analysis it is tentatively 
recommended that marketers of scanner equipment: 

* Emphasize on scanner checkout benefits such as 
cost effectiveness, efficiency of customer 
credit check or check authorization, and 
potential for sales increases due to faster 
checkouts. 

* Emphasize on customer satisfaction with the 
speed of checkout, .checkout register tape 
receipt, and the accuracy with which scanners 
price and weigh purchased items. 

* Emphasize on the operational reliability of 
the system when ordered. 
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THE EFFECT OF MUSIC ON A1TENTION TO AUDIO ADS 

Carl Obermiller, University of Washington 
April Atwood, University of Washington 

Abstract 

The role of music in advertising is discussed and, based on 
a limited capacity model of attention, .it is hypothesiz~ that 
highly attractive music may contnbute to learmng of 
commercial message information in "noisy" enviro!lments 
but inhibit same in "quiet" environmen~s. An expenmen~ 
study provides support for the hypothesis. The use of ~usic 
in advertising is discussed broadly and research Issues 
raised. 

Introduction 

Since town criers and market hawkers used song to spruce 
up their sales pitches, music h~s been an important part of 
advertising. Casual observation, ~o'Yever, sugge~ts an 
upswing in the use of pop~lar I_llUSIC ill .rec~nt radi? and 
television advertising. The listenmg and VIew!llg pubh~ has 
been exposed to ads using such popul~ artists as . Lionel 
Ritchie and Michael Jackson, to ads usillg adaptatiOns of 
popular music, and to ads using popular songs unchanged. 
One can suppose several potential jus~fi~ations for ~e use 
of popular music in ads--music may ~d ill m~mory; It may 
provide information b~ means of .the rmages It sugge~ts; or 
it may merely entertain the audience, thereby helpillg to 
secure and maintain attention. 

There has been relatively little published research o~ the 
role of music in advertising. Perhaps the most prormnent 
work has been that ofGom (1982). Gom found evidence to 
support another justification ~or music ~ .ads: classical 
conditioning was his explanation for po~Itive preferences 
resulting from showing. the target product 1!1. the presence of 
liked music and negative effects from parrmg the product 
with disliked music. The artificial aspects of his research, 
however leave some interesting questions unanswered: 
Could m'usic have an effect in a more realistic advertising 
execution and a more realistic exposure situation, one in 
which the attention of the respondents was not focused on 
the ads? An interesting possibility is that music m~y work 
as an attention-attracting device, thereby moderatillg the 
effect of product claim information on audience response. 

Music and Attention 

What do we know about attention processes that is relevant 
to the use of music as an attention-getting device in 
advertising? We know that our information processing 
capacity is limited to processi~g only. a su_hs~t of the 
information being presented, and IS especially lirmted when 
the incoming streams of information are in the same sense 
modality (Broadbent, 1958; Glass, Holyoak and Santa, 
1979). 

Because of their processing limitations, receivers of 
incoming information must ~ecide t? which of ~~ incomil!g 
streams they will direct therr attention. The ability to shift 
the focus of processing activity is especially appa;ent ill 
audio information situations, where we can shift our 
attention from one source to another almost effortlessly. 
Thus, it is easy for listeners to shift and direct attention to 
those sources of audio information that are most useful and 
satisfying. 
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One would expect that music would act as attention-getting 
device, especially in a medium (such as radio) generally 
used for musical entertainment and diversion. In such a 
context, music might be used as "bait" to lure the attention 
of listeners away from competing environmental stimuli 
toward an ad. The question we pose is whether the music in 
a musical execution may capture too much of the listener's 
attention. In an environment rich with competing stimuli 
("noisy"), an ad would likely be ignored unless it had some 
aspect (such as music) that was very attention-getting, 
encouraging listeners to focus on the ad. In such a "noisy" 
environment, music that was low in attention-getting 
properties could not expect to generate much attention for 
the ad. By contrast, in a subdued, quiet listening 
environment, any music would be likely to generate 
attention; and music that was Ym attention-getting might 
be so attractive that there would be insufficient capacity left 
over to adequately process the information in the ad. Our 
research was designed to test the hypothesis that relatively 
attractive and unattractive musical selections differentially 
affect advertising effectiveness, depending on the amount of 
environmental distraction. When environmental distraction 
is low, we expect highly attractive music to adversely affect 
learning of message information; but when environmental 
distraction is high, we expect highly attractive music to be 
necessary for an ad to capture much attention at all. 

Method 

Design 

The experiment was a 2 (music attractiveness) X 2 
(environmental distraction), between-subjects factorial. The 
independent variables were operationalized as follows: 

Music attractiveness refers to the extent to which a song 
attracts attention. The features of music that contribute to 
its attention-attractiveness are likely confounded with or 
also contribute to other dimensions, particularly 
pleasantness. For this research, no attempt was made to 
dissect the construct; but loudness, rhythm, tempo, and 
familiarity are some features relevant to attention-attraction. 

Twenty selections of music were chosen that we felt were 
relatively high or low in attention-attraction. Pretesting by 
a representative subject sample resulted in six songs--three 
high and tlrree low in attention attraction. The high 
attention attracting songs were "A Little Help From My 
Friends" by The Beatles, "Cover Me" by Bruce Springsteen, 
and "California Girls" by The Beach Boys. The low 
attention attracting songs were "Greensleeves" by Ferrante 
and Teicher, "Arabesque" by Mannheim Steamroller, and 
"Candy" by The Manhattan Transfer. 

Environmental distraction refers to the extent to which there 
were competing focuses of attention in the setting in which 
the commercials were presented. This variable was 
manipulated in two ways. First, the environment was 
controlled. In the "quiet" environment, subjects sat at a bare 
table in a dimly lit room with closed blinds, listening to a 
tape-recorded audio program. In the "noisy" environment, 
subjects were surrounded by stimuli: the audio program, a 
video tape of a natlrre film w/o sound, magazines and 
picture books on the table, pretzels and soft drinks, open 



windows, and ample illumination. Second, the subjects 
were given different ·instructions to direct their attention. 
Subjects in the quiet environment were instructed to sit 
quietly and listen to the program. Subjects in the noisy 
environment were instructed to imagine they were in a 
typical living room environment and to feel free to attend to 
whatever stimuli they wanted, including the snacks and 
drinks. 

Procedure 

Subjects were run in groups of 3 to 5. A "blind" 
experimenter assembled each group and described the 
research as a psychology study. The subjects sat at a table; 
the experimenter started the audio program and, in the noisy 
environment, the video, and sat in the back of the room. A 
random ordering of conditions was used, subject to an effort 
to produce equal cell sizes. At the conclusion of the 
program, the subjects were asked to fill out the dependent 
measure questionnaires, debriefed, thanked, and dismissed. 

Stimuli 

Commercial messages: The ads were adapted from 
professionally developed television commercials for 
products unavailable in the area. Voice copy for each ad 
was adjusted to make 45 second spots that had three clear 
points. Three commercials were used; the advertised brands 
were N eo Citran cold remedy, Sauce "N" Savour baking 
sauce, and Black Magic chocolates. Each ad began with 
approximately eight seconds of music that faded into the 
copy, which was read by a professional disc jockey. Mter 
the copy, the ad concluded with the music brought up for a 
few seconds, then faded. 

Program: The ads were embedded in tape-recorded radio 
program discussing possible revolution in French New 
Caledonia. Three minutes of programming were followed 
by the first ad; then four minutes of programming and the 
second ad; then four more minutes of programming and the 
third ad, followed by several more minutes of 
programming. 

Subjects 

Subjects were seventy-two junior and senior students 
recruited from the business school at the University of 
Washington. Students were given class credit for 
participating in the research outside of class time. 

Dependent Measures 

The questionnaire included self-reports of focus of 
attention, program comprehension items, commercial 
learning measures (free recall, aided recall, and 
recognition), commercial evaluations, brand evaluations, 
and measures of brand purchase intentions. At the 
conclusion of the questionnaire, a recording of all six 
musical selections was played, and subjects rated each song 
on several scales. 

Results and Discussion 

Manipulation Checks 

The research question was based on ~nip~lation of t":o 
theoretical constructs environmental distracuon and mus1c 
attractiveness. Although both manipula~ons w.ere face 
valid, they were also checked. In the nmsy envrronme~t 
subjects' attention should be less focus~ on the audio 
program relative to .the quiet program. Subjects were asked 
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to check the thing to which they paid most attention from a 
list tllat included all the stimulus sources plus an "other'' 
category. In the quiet environment 27 of 34 subjects 
indicated the audio program as their focus of attention (five 
of the remaining seven indicated "sitting quietly"); whereas, 
in the noisy environment 32 of 38 subjects indicated 
something other than the audio program (magazines and 
video were attended most). 

Although the music selections had been pretested for 
attractiveness, a manipulation check was performed at the 
conclusion of the current experimental data collection. 
Each subject listened to all six melodies, randomly ordered, 
and rated each on 5-point scales. The data are presented in 

The ratings of the music were analyzed with a 
repeated measures analysis of variance, which showed an 
effect of attractiveness for all tl1ree scales with p <.001. 

Table 1 
Ratings of Music Selections 

Music Selections 

Low High 
Attractive Attractive 

5 

Attention- 1. 67 1. 29 .96 3.18 3. 58 3.19 
Getting* 

Liked* 2.60 1. 47 2. 31 3. 33 3. 44 3.19 

Familiar* 3. 36 . 82 .31 3. 67 3. 39 3. 75 

*For all measures, a 5-point scale was used with 1-low, 
and S•high. 

Effects on Learning 

The theoretical basis of this research involves the limited 
capacity of attention and the nature and effects of 
distractions from attention tasks. We have no direct 
measure of attention, however, nor is attention itself of 
much interest to consumer behaviorists. The learning of 
information that results from attention i£, however, of 
interest, and we presume that evidence of differential 
learning can be taken as evidence of differential attention. 

We included three types of learning measures: free recall, 
aided recall (given the product category), and recognition 
(given several choices). (Due to space limitations, data are 
presented for key dependent measures only). Responses to 
the three ads were summed to yield totallearning,scores for 
each type of measure. The brand name recall and 
recognition scores could, thus, range from 0 correct to 3 
correct. Since there were tl1ree claims made in each ad, 
copy claim recognition scores could range from 0 correct to 
9 correct. The means for the free recall of brand name are 
shown and illustrated in . 

Figure 1 

Free Recall of Brand Names 
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# of 

~uiet Environment 
(2.UUJ ~ 

(1.47) 
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Recalled 

Correctly 
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. 0 Noisy Environment 

LOW HIGH 

Music Attractiveness 

Table 1. 

Figure 1



The scores on the brand name free recall were analyzed 
with analysis of variance. The analysis indicated an 
interaction effect; F(1,68)=3.72, p=.06. As predicted, brand 
names were recalled better when commercials were 
introduced by attractive music in the noisy environment, but 
in the quiet environment, recall was better when ads were 
introduced by unattractive music. Pairwise t-tests indicated 
marginally significant simple main effects (all pairs, p 
<.12). (The patterns of results for aided recall of brand 
name and brand name recognition, were similar.) 

The recognition of com.mercial claims, a more demanding 
task, was measured by asking subjects to indicate which, 
from a list of five or six plausible claims, had been made for 
each brand. The total number of. correct recognition 
judgments was used as the dependent measure. The results 
are illustrated in Figure 2. 

# of 

Claims 

Re.co·gnized 

Correctly 

Figure 2 

Recognition of Conunercial Product Claims 

LOW HIGH 

Music Attractiveness 

~ys~s of variance revealed a statistically significant 
mteraction effect for commercial claim recognition; 
F(l,68)=8.40, p=.005. More attractive music was 
as~ociated. with higher cla_im recognition accuracy in the 
nmsy enVlfOilffient, but With lower accuracy in the qUiet 
environment T-tests indicated simple main effects of 
music attractiveness for each environmental distraction 
condition (p <.05). 

It is arguable ~t brand name and attribute claim memory 
are the most rmportant measures of co11lmercial learning. 
Since these key learning measures showed a common 
overall data pattern that approached or reached conventional 
levels of statistical significance, we feel comfortable in 
concluding that the results, in total, provide strong support 
for the hypothesized effects of music attractiveness, 
moderated by environmental distraction. 

Effects on Evaluation and Intention 

pte effe~tiveness of advertising ~s not limited to learning of 
~orn;tation. Favorable ~~uative reactions and purchase 
mtentions are also advertismg goals. To assess evaluative 
responses, subjects were asked to rate each brand on three 
5-point scales (bad-good, worthless-valuable, and like-don't 
lik~). S_ubjects were also given a "don't remember" option, 
which, if checked, resulted in no evaluation data for that 
brand for that subject. Purchase intentions were measured 
with a single item, a 5-point likely-unlikely to purchase if 
available scale. 

Thirty-two of the 72 subjects used the "don't remember" 
option for the brand evaluation measures. Seven of the 
subjects were in the quiet and 25 were in the noisy 
environment condition. Because of the large and 
unbalanced loss of data, statistical analysis of the 
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evaluations js not feasible. However, the purchase intention 
measure was completed by all the subjects, and, to the 
extent that evaluation and purchase intent are sequential 
phenomena, we can infer evaluations from the measure of 
purchase intention. 

Separate analyses of variance of the purchase intention 
measures were conducted for each product For only one 
product, Neo Citran cold medicine, there was a modest 
interaction effect, F(1,68)=3.15, p=.098, which is consistent 
with the hypothesized effects. Subjects were more willing 
to buy Neo Citran w.hen advertised with high attractive 
mJ1Sic in the noisy environment, but more willing to buy 
when advertised with low attractive music in the quiet 
environment Given that the pattern of effects mirrors the 
recall and recognition data, we conclude that these purchase 
intentions result from learned information. The effects of 
music on purchase intentions are, however, small, and none 
of the cells had a mean above the scale mid-point One 
cannot expect large effects on willingness to buy a new 
brand from a single exposure of an ad in an experimental 
setting. 

CONCLUSIONS 

On the basis of the converging pattern of results from this 
experiment, we conclude that music has effects on attention 
to advertising, but it also affects attention within ads. The 
same highly attractive song that is effective in capturing a 
share of attention from a distracting environment may be so 
powerful that, in a quieter environment, it attracts attention 
away from the message in its own ad. Advemsers may well 
need to think twice before trying to construct ads with 
highly attractive musical "hooks". To the extent that 
exposure situations are known, by means of vehicle context, 
timing, or segment characteristics, the appropriateness of 
barbed and barbless hooks may be anticipated. 

A considerable amount of research is yet to be done on the 
role of music in ads. Just as we have characterized Gom's 
work as simplistic because it ignored the interaction of 
music and information, our work has focused on that 
relationship to the exclusion of other effects of music, 
particularly the role of music in affective responding. 
Moreover, we have ignored the differing roles of music in 
ads with different goals. Not all advertising is designed to 
convey specific information (although brand name 
communication may be part of almost all advertising); and 
the distracting effects of music in image-based advertising 
may be of little importance. We have also ignored the 
information value of music itself. Popular songs are not 
merely distractors, they have meaning to people; and the 
effects of this meaning, its content and its relevance is 
another interes.ting aspect of music in ads. Finally, we have 
admitted to making no effort to determine what dimensions 
of music make it attractive of attention. Such research, 
while of undeniable interest to consumer behaviorists, may 
best be left to those of us with better training in musical 
theory or music psychology. 

In addition to pursuing the specific question of music's role 
in advertising, our research question lends itself to further 
investigation of the structure of ads. Do other attention 
hooks behave as music? Many advertisers are aware of the 
dangers of putting too much emphasis on the entertaining 
aspects of ads; do humor, novelty, shock, sex, and other 
hooks come in barbed and barb less varieties? The 
implications of current models of attention that we used for 
music seem to apply to these other components of 
advertising as well. 



In conclusion, remember that music hath charms to soothe 
the savage breast, but take care not to turn away the 
attentive ear with delightful tunes or charming melodyes. 
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THE PSYCHOPHYSICS OF PRICE: A CRITIQUE OF 
THE WEBER-FECHNER APPROACH IN 

CONSUMER BEHAVIOR 

J. Dennis White, Florida State University 
Judy A. Vilmain, University of Wisconsin 

The present paper reviews the application 
of Fechnerian psychophysics to the study of 
consumer perceptual response to price. Because 
Weber's Law and Fechner's Law apply only to 
sensory dimensions, and are predicated upon the 
concepts of sensory thresholds, they cannot be 
applied to the study of price perception, since 
price is a nonsensory dimension. An alternative 
approach to the study of the psychophysics of 
price is presented which depends upon direct 
consumer estimates of subjective magnitude. The 
implications of this approach for future 
research are discussed. 

INTRODUCTION 

An important area of research within the 
field of consumer behavior concerns the 
consumer's subjective response to price. One of 
the goals in this and other areas is the 
determination of the psychophysical 
transformations involved in perception--the 
determination of the processes by which external 
physical stimuli are translated into internal 
psychological responses. Research within 
psychology has traditionally sought to discover 
and validate simple, consistent mathematical 
laws that capture these relationships (see 
Carterette & Friedman 1974, for a review). A 
voluminous li~erature exists concerning the 
psychophysical relations for a variety of 
physical stimulus dimensions (e.g., Marks 
1974). Recently, the work has been extended to 
nm:isensory or social dimensions as well (Wegener 
1982a). 

Researchers within the area of price 
perception have recognized the potential of 
various psychophysical scaling principles and 
methods developed within the field of psychology 
for the study of subjective response to price. 
Unfortunately, applications of these principles 
and methods have sometimes been misguided. In 
particular, it appears to be widely accepted in 
the marketing literature that the perception of 
price changes obeys Weber's Law, and that 
Fechner's Law is an accurate representation of 
the psychophysical function relating objective 
price to subjective price (Britt 1975; Miller 
1962; Monroe 1971b, 1973; Monroe & Petroshius 
1981), and yet, close examination of the two 
formulations and the principles underlying them, 
reveal their inapplicability to the study of 
price perceptions. 

WEBER'S LAW 

In the mid 1800's, Ernst Weber discovered 
that although people can perceive small changes 
in a weak stimulus, they notice only large 
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changes in a strong stimulus. According to 
Weber's Law, the amount by which the intensity 
of a stimulus must be increased or decreased in 
order for a sensory change to be detected (i.e., 
the "just noticeable difference··) is a constant 
fraction of the original stimulus intensity 

(1) 

where $ represents the original stimulus 
intensity, and n$ represents the minimum amount 
of change in intensity required for detection. 
To illustrate, if a one lb. increase in the 
weight of an item originally weighing ten lbs is 
necessary for an individual to perceive that a 
change has occured (k=.lO), then five lbs. must 
be added to an item weighing fifty lbs. before 
the individual will notice the weight 
difference.· According to Weber's Law, the value 
of k should remain constant along any particular 
stimulus dimension, although different stimulus 
dimensions may yield different values of k. 

·Empirical evidence supporting Weber's Law 
ha~ been obtained for a number of sensory 
dimensions using an indirect, discriminability 
scaling procedure. Rather than ask the 
individual to directly comment on the magnitude 
of his or her sensation, the individual is 
presented with a variety of physical stimulus 
levels, and sensations are inferred through his 
or her responses to the physical stimuli. 

In a typical discriminability scaling task, 
the individual is presented with a constant 
standard stimulus ($) and a variable stimulus 
for comparison. The experimenter begins by 
presenting the comparison stimulus at a much 
lower, (or much higher) intensity level than the 
standard and then increase (or decrease) the 
intensity level of the comparison stimulus in 
small steps until it can no longer be 
distinguished from the standard. The final 
value of the comparison stimulus then defines 
the individual's "difference threshold" (see 
Luce & Galanter 1963, for an extensive 
treatment). (It should be noted that although 
Weber's Law is a useful approximation of 
discriminability along a sensory dimension, it 
has not been found to hold under all 
circumstances.) 

FECHNER'S LAW 

Gustav Fechner, a contemporary of Weber's, 
was interested in determining the exact 
relationship between any given increase in 
stimulus intensity and the corresponding 
increase in sens11-tion. Building upon Weber's 



Law, Fechner argued that the "just noticeable 
difference", or JND, could be used as a unit of 
measurement by which sensory magnitude could 
then be reliably assessed. Fechner assumed that 
each JND represents a minimal increment in 
sensation and that the JNDs are all equal in 
subjective magnitude. Fechner further assumed 
that since a JND corresponds to a minimal 
sensory change~ Weber's Law could be written in 
terms of mathematical differentials. Therefore, 
because of the assumed subjective equality of 
the JNDs, it follows that 

a1)! = k(a<f>/<1>) (2) 

where 1jJ represents the sensation magnitude, 
<j> represents the stimulus magnitude, and k is a 

constant of proportionality. Integration of eq. 
2 gives us the following: 

1jJ = k log <j> (3) 

where k is a constant of proportionality. The 
stimulus magnitude, <j> , is measured with the 
absolute threshold value as the unit of 
measurement. That is, the valueof <j>is a ratio 
of the intensity of the stimulus to the absolute 
threshold value. (The absolute threshold is 
defined as the smallest stimulus intensity at 
which an individual notices the presence of the 
stimulus 50% of the time.) Equation 3, known as 
Fechner's Law, states that the psychophysical 
function relating subjective price to objective 
price is a logarithmic function. 

It should be noted that Fechner's approach 
is not without controversy within the field of 
psychology. The validity of this entire 
approach rests upon Fechner's assumption that 
the JNDs are subjectively equal to each other. 
The major difficulty with Fechner's approach is 
that there is no way to determine whether the 
JNDs are in fact subjectively equal. As a 
result, this assumption operates as an unproved 
postulate or axiom; it depends upon our 
intuitive belief in the validity of Fechner's 
assumptions (Galanter 1962). 

APPLICATION TO THE PERCEPTION OF PRICE 

As stated above, it has been assumed by 
many researchers and theorists that the 
perception of price obeys Webers Law: i.e., it 
is assumed that as one moves forward along the 
price scale, increasingly larger changes in 
price are required for a consumer to perceive 
that a price change has occurred and that the 
amount of the price change necessary for 
detection will be a constant proportion of the 
original price. 

Recall from the above discussion that both 
Weber's Law and Fechner's Law rely heavily upon 
the concepts of the difference threshold and the 
absolute threshold. Herein lies the difficulty 
in applying these laws to the study of price 
perception. Price is an artifical, man-made 
scale having no basis in the physical world. It 
is not a sensory dimension, and because of this, 
the concept of a sensory threshold has no 
meaning when applied to the price scale. There 
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is no difference threshhold for the price 
dimension, that is, there is no difference in 
price so small that it cannot be perceived. 
Everyone can perceive the difference between 
$30.01 and $30.02. Nor is there an absolute 
threshold for the price dimension; i.e., there 
exists no price so small that it cannot be 
detected. Everyone can tell the difference 
between $0.00 and $0.01. Weber's Law, and 
consequently Fechner's derivation, have no 
meaning in the absence of a sensory threshold. 

This does not mean that consumers will 
overtly respond to (in the form of a change in 
purchase behavior), or even notice all price 
changes that they encounter in the marketplace 
-- it simply means that there are no price 
changes that the consumer is incapable of 
perceiving, and apparently this is where the 
confusion lies. Failure to notice a price 
change may be a function of either selective 
attention or the individual's memeory load. 
Failure to overtly respond to a noticed price 
change may occur because the change in price was 
not large enough to motivate the individual to 
modify his or her purchase behavior. Neither 
situation, however, can be accounted for by 
assuming that the change in price was below the 
indidviual's difference threshold for price; 
i.e., that the individual's perceptual system 
was insensitive to the price variation. 

Intuitively, it makes sense that for any 
given purchase, there exists an a~ceptable price 
range, and that if the actual price falls 
outside this range, the consumer will be 
motivated to alter his or her purchase behavior 
(see Monroe 1973; Monroe & Petroshius 1981; 
Monroe & Venkatesan 1969). There is empirical 
evidence to suggest that consumers do report and 
act upon a range of acceptable prices (Monroe 
1973, Gabor & Granger 1969). It also makes 
sense that the size 'of this price range 
increases as one moves forward along the price 
scale. It may even be the case that the ratio 
of this acceptable price range to the original 
or base price is constant all along the price 
scale; i.e., that 

APR = k (P) (4) 

where APR denotes the individual's acceptable 
price range, P denotes the original or base 
price, and k is a constant of proportionality. 
To the best of our knowledge, this relationship 
has never been empirically tested. Even if 
consumer response to price is, in some future 
experiment, found to obey eq. 4, this would not 
constitute validation of Weber's Law for the 
price dimension. Eq. 4 may look something like 
Weber's Law, but the two formulae are at best 
analogous. The distinction is not trivial -
researchers in the area of price perception have 
assumed a logarithmic psychophysical function 
relating objective price to subjective price 
based on their unfounded assumption that Weber's 
Law holds for the price dimension. But clearly, 
because diffences in absolute threshold have no 
meaning on the price dimension; Fechner's Law 
cannot be derived from eq. 4. It would be 
grossly inaccurate to say that the relationship 



Subjective price = k log (objective price) (5) 

follows from eq. 4. At the very least, it would 
be difficult to argue that "acceptable price 
ranges" are subjectively equal. (Recall that 
Fechner had to assume that JNDs are subjectively 
equal in order to derive his formula.) 

It must be noted that Weber's Law may hold 
for consumer response to stimulus dimensions 
other than price, as long as the stimlus 
dimensions are sensory dimensions yielding 
sensory thresholds. Britt (1975) has argued 
that Weber's Law can be profitably applied in 
areas such as product design, packaging, copy 
and layout, size of advertisements, frequency of 
presentation, etc. As noted above, however, 
Weber's Law has not been found to hold under all 
circumstances. 

The widespread acceptance of Weber's Law 
and Fechner's Law in price research is puzzling, 
given the lack of supporting empirical 
evidence. An extensive literature search 
produced no studies on price perception 
utilizing the scaling methods necessary to 
produce psychophysical scales that have been 
traditionally associated with thresholds. 
Monroe and Venkatesan (1969) and Monroe (1971a) 
report studies in which consumers consistently 
identify ranges of "acceptable" prices. The 
authors label the limits of this range as price 
thresholds. The lower price threshold, in 
particular, implies that there are some prices 
that are unacceptable because they are too low 
(Monroe and Petroshius 1981, p. 48). Monroe's 
definition refers to an entirely different 
phenomenon than absolute thresholds as used in 
the Fechner formulation. The latter refers to 
perceptual discriminability while Monroe's 
acceptable price range involves the consumer's 
"preference" for certain price levels. It is 
important to realize that the two concepts are 
distinct, and that Monroe's concept of 
acceptable price ranges has no bearing on the 
empirical validity of Weber's Law or Fechner's 
Law for the price dimension. 

There are several studies reported in the 
literature utilizing direct scaling methods 
(category scales) which have shown a logarithmic 
relationship between price and subjective value 
or product quality (Adams 1969; Cooper 1969; 
Fouilhe 1969). Cooper (1969), for example, 
conducted a series of studies in which he varied 
the prices for a variety of common household 
items, and had consumers rate the items in terms 
of the product's probable level of quality. The 
results appeared tp confirm the adequacy of a 
logarithmic relationship between price and 
perceived quality. There was, however, no 
relationship established between objective price 
and subjective price, as would be stipulated by 
a strict interpretation of the Fechner's Law; 
i.e., Cooper was investigating the relationship 
between objective price and subjective quality. 

Cooper's study illustrates the complexities 
involved in the study of subjective response to 
price. Marketers are ultimately interested in 
predicting the relationship between objective 
price and observable purchase behavior, but 

32 

there are a number of intervening variables that 
must be distinguished and examined, such as 
subjective judgments of cost, quality, value, 
and utility, as well as the consumer's verbal 
responses. All of these interrelationships are 
worthy of study, but unless we are careful and 
diligent in determining these intervening steps, 
we will encounter numerous obstacles in 
understanding consumer use of price 
information. Future research in this area 
should seek to identify the specific 
transformations taking place between these 
variables and provide some theoretical 
explanation of their interrelationships. 

Given the controversy surrounding 
Fechnerian psychophysics in general, and its 
inapplicability to the price dimension in 
particular, alternative approaches for 
investigating the various subjective responses 
to price need to be employed. One such 
approach, described below, is s. s. Stevens' 
(1975) method of magnitude estimation. 
Magnitude estimation is a simple, direct 
procedure for exploring psychophysical 
transformations, and it does not rely upon the 
concept of sensory thresholds as does Fechner's 
approach. As such, it should act as a viable 
alternative for research on price perception. 

MAGNITUDE ESTIMATION 

Magnitude estimation involves asking 
subjects to make a direct report on the 
magnitude of their sensations. This approach 
has been applied to a variety of sensory and 
social modalities (see Marks 1974, and Stevens 
1975, for reviews). In a typical magnitude 
estimation task, subjects are presented with a 
standard stimulus and a series of test 
stimuli. The standard stimulus is assigned an 
arbitrary number by the experimenter, and 
subjects are required to assign a number to each 
of the test stimuli that represents the 
sensation ratio between the test and standard 
stimulus. In other words, if the subject 
perceives the subjective magnitude of the test 
stimulus to be twice the magnitude of the 
standard, then the subject should assign a 
number twice the subjective magnitude of the 
standard stimulus. Stevens argues that the 
method of magnitude estimation leads to a ratio 
scale of subjective magnitude, and that this 
ratio scale is superior to both Fechner's JND 
scale and the category-rating scale (e.g., 
Cooper 1969) for several reasons (Stevens 1975). 

The Power Law 

Whereas Fechner proposed a logarithmic 
psychop~ysical law, Stevens proposes that the 
psychophysical law takes the following form 

(6) 

where ~ is the sensation magnitude, w is the 
stimulus magnitude in physical units, k is a 
constant that depends on, the units of 
measurement, and a is a parameter of the sensory 
continuum under investigation. Using the method 
of magnitude estimation, Stevens and his 
associates have found a large number of sensory 



continua for which the power function appears to 
be valid. 

Is such an estimation task valid and 
reliable? One method proposed to verify the 
exponents of the psychophysical power function 
is known as cross-modality matching. Cross
modality matching consists of adjusting stimuli 
on one sensory dimension so that the sensation 
magnitudes appear to match those on another 
sensory continuum. For example, the 
experimenter might present various levels of 
luminance of a light, and the subject's task 
would be to adjust the sound pressure of a tone 
so as to produce loudnesses that match the 
brightnesses. 

For instance, assuming that the power 
function governing the psychophysical behavior 
of subjective cost is 

~ 
'I' = k ~ c 

c c p 

and that governing loudness is 

(7) 

(8) 

cross-modality matching involves procedures 
which result in equal subjective values on the 
two continua. Thus, 'l'c '1'1 and 

~ ~ 
k ~ c=k ~ 1 

c p 1 1 

so, 

(9) 

(10) 

The predicted relation between price and 
loudness is a power function with an exponent 
equal to the ratio of the exponents of the two 
psychophysical functions. If, for instance, 
subjective cost grows as the two-thirds power of 
monetary price, the matching function between 
price and sound energy should be linear. 
Predictions such as these are rarely 
disconfirmed on either sensory dimensions (Marks 
1972) or with social modalities (Wegener 1982a). 

The Power Law and Economic Phenomena 

The appropriateness of a power function has 
not yet been determined for price, although it 
has been demonstrated for other economic 
continua. Galanter and associates (1974) have 
conducted a number of studies where they attempt 
to find some transformation of monetary wealth 
that represents the "psychological effect of the 
magnitude of the physical variable" (i.e., 
utility). Since the physical scale of wealth 
comes with a clearly marked numerical value, it 
is unreasonable to ask a subject to estimate 
whether $20 is worth twice as much as $10. 
Instead, Galanter asked subjects to assign 
numbers not to the amounts of money being scaled 
but rather to the relative happiness that 
additional monetary increments would provide 
(e.g., "If $10 will make you happy to a certain 
degree, how much would you have to receive to be 
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twice as happy?). The results support the 
hypothesis that utility is a power function of 
money. In particular, the exponent( ~ ) for the 
utility function was found to be .43. In 
additional studies, Galanter attempted to 
confirm the form and the exponent of the utility 
function through cross-modality matching. In 
one of these studies, subjects first scaled the 
loudness of a 400-Hx tone across varying levels 
of amplitude. The subjects were then given 
control over the amplitude of the tone and asked 
to adjust the loudness to correspond to the 
value of different monetary increments. Cross
modality matching produced estimates of the 
exponent equal to .45, clearly confirming the 
estimated exponent for the positive monetary 
increments. 

SUMMARY 

Despite its widespread acceptance in 
consumer behavior, there is no basis, 
theoretical or empirical, for the application of 
either Weber's or Fechner's Law in the study of 
the perception of price. Fortunately, there 
exist other psychophysical approaches that can 
be employed in research in this area, one of 
which is Stevens' method of magnitide 
estimation. Future work in this area should 
give special consideration to the following 
points: 

1. Careful methodological work must begin 
to establish consistent scaling and 
measurement methods that detail the 
necessary and sufficient conditions for 
psychophysical measurement with respect 
to price. 

2. 

3. 

Research is necessary to validate the 
existence of a power law relating 
objective price and subjective 
responses to that price. 

Finally, the complex relationships 
between objective price, subjective 
judgments of cost, quality, value, and 
utility, as well as the consumer's 
observable purchase behavior must be 
clarified theoretically, and validated 
empirically. 
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DETERMINANTS OF PRODUCT VALUE-EXPRESSIVENESS: ANOTHER LOOK AT 
CONSPICUOUSNESS, DIFFERENTIATION, AND COMMON USAGE 
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Abstract 

This paper reports a study that examined the 
effects of product conspicuousness, product differ
entiation, and product common usage on product 
value-expressiveness. As expected, the results 
showed that product conspicuousness and product 
differentiation are positively related to p.roduct 
value-expressiveness, and that product common usage 
is negatively related to product value-expressive
ness. 

Introduction 

That buying decisions are made not only on the 
basis of instrumental aspects of products but in 
recognizance of their meaning to self and others 
(value expressiveness) has been a central observa
tion in marketing and consumer behavior (Sirgy, 
1982; Solomon, 1983). Consensus about the impor
tance of value-expressive or "symbolic" aspects of 
products at the theoretical level however has not 
been paralleled by systematic efforts to empiri
cally delineate the sources and determinants of 
product value expressiveness. [A notable excep
tion is Belk (1981) see below]• Consumer beha
vior· research on the role ~f the self and valua
tional processes has increased recently (Sirgy, 
1985), but the value of such research for mar
keters depends upon complementary understanding 
of product value-expressiveness. Thus, self-image 
congruence models, for example, can be most 
successfully applied to products displaying a high 
degree of value-expressiveness, i.e., where con
sumers have a strong stereotypic image of the 
generalized users of these products (Sirgy, 1982, 
1983, 1985). Given that marketers use self-image 
congruence models for positioning purposes, mar
keters need to have a reliable and valid measure 
of product value-expressiveness. Measures of pro
duct value-expressiveness may help marketers 
identify those products that can be analyzed (for 
positioning purposes) using self-image congruence 
models. To develop such a measure, we need to know 
something about the product dimensions that are 
associated with product value-expressiveness. 

Sources and Determinants of 
Product Value-Expressiveness 

Value-expressive or symbolic attributes of products 
communicate meanings about the age, sex, social 
status, and lifestyle of users (Levy, 1959; 
Csikszentmihali and Rochberg-Halton, 1981). Many 
factors are thought to influence the formation and 
change of product value-expressiveness: product
related factors (Belk, 1981), individual difference 
factors (Belk, 1978; Belk, Mayer, and Bahn, 1981; 
Belk, Bahn, and Mayer, 1982; Hamid, 1969; Munson 
and Spivey, 1981; Sommers, 1964), and factors re
lated to utilitarian attributes (Varvoglis and 
Sirgy, 1984). 

35 

Belk (1981) argued that there are several factors 
that influence how product cues are used for 
impression formation of a generalized user of a 
product (personal image associated with the pro
duct). These are: (1) product current uniqueness, 
(2) variety of choices available, (3) the cost of 
the product, (4) length of time for which the con
sumer is committed to a choice, (5) amount of time 
and thought that go into the selection decision, 
(6) product visibility or noticeability, (7) pro
duct complexity, and (8) rate of stylistic change 
currently associated with the product. The greater 
the current product uniqueness [and the variety of 
choices of brands available, the cost of the pro
duct, the long-term commitment, the thoughtful 
selection, the social visibility or conspicuous
ness of the product, the complexity of the pro
duct, and the rate of stylistic changes associated 
with the product] the greater the likeliqood that 
product cues will be used to make inferences about 
the stereotypic image of the product user. The 
results of Belk's study provided some support only 
to the relationships between cost and thoughtful 
selection on the use of product cues to form 
judgments of the consumer's personality and social 
class. 

The present study focuses only on the effects of 
product-related factors on product value-expres
siveness. The reader who is interested in indi
vidual difference effects on product value
expressiveness may consult Belk (1978), Belk, 
Mayer, and Bahn (1981), Belk, Bahn, and Mayer 
(1982), Hamid (1969), and Munson and Spivey (1981). 

The lack of support for the effects of social 
conspicuousness (visibility), differentiation 
(variety of choices), and common usage (uniqueness 
or scarcity) on product value-expressiveness in 
Belk's (1981) study may have been due to several 
method problems, and not necessarily conceptual 
ones. Some of these method problems may include 
(1) the use of products rather than brands, and (2) 
the use of social class imputations as the only 
expression of product value-expressiveness. It 
may be that value-expressiveness may be related to 
differences among products as well as brands. By 
focusing on brands, we may be able to capture 
additional variance unaccounted for at the product 
level. A similar argument can be made in regard 
to the broadening of the measure of value
expressiveness to a larger class of symoblic attri
butes, and not necessarily limited to social class 
imputations. 

The present study will attempt to remedy these 
method problems in attempt to provide support for 
the hypothesized effects of conspicuousness, 
differentiation, and usage. The present study 
attempts to accomplish these objectives by using 
an experimental design, focusing on brands rather 
than products, and broadening the conceptual and 
operational definition of product value-expres
siveness (not restricted to social class impres
sions. 



Hypotheses and Conceptual Development 

Hypothesis 1: Product social conspicuousness is 
positively related to product 
value-expressiveness. 

Hypothesis 2: Product differentiation is posi
tively related to product value
expressiveness. 

Hypothesis 3: Product common usage is negatively 
related to product value-expres
sive. 

The rationale for hypothesis 1 involves the notion 
that products that are socially visible (i.e,, 
socially consumed) can be associated with those 
personal characteristics of their users more than 
products that are consumed inconspicuously. The 
social visibility of the product facilitates 
learning and helps establish consensual beliefs 
regarding the stereotypic image of the product 
user. Also, Belk (1981) argued that the visibil
ity or noticeability of a product may be used as 
a perceptual cue for impression formation. 
Furthermore, research in reference group influence 
in consumer behavior has produced evidence to 
suggest that the greater the product social 
visibility the greater the reference group influ
ence on consumer behavior (Bourne, 1957; Bearden 
and Etzel, 1982). 

Hypothesis 2 involves the concept of product 
differentiation. It can be argued that because 
a product is highly differentiated, observers can 
easily make the inference that the user of a 
highly differentiated product prefers or desires 
those differentiated attributes that are provided 
by a specific brand. The use of perceptual cues 
in categorizing or stereotyping the brand user is 
also explained by impression formation theory. 
Furthermore, Belk (1981) has hypothesized that 
variety of choices available may have an effect on 
product value-expressiveness as evidenced from 
research in the area of cosmetic products. He 
suggested that the reason that people attribute 
different stereotypic images to cosmetic users 
is because there is variety of choices among the 
many available brands. His argument can be used 
to lend support for the hypothesis relating pro
duct differentiation to product value-expressive
ness. 

Hypothesis 3 deals with product common usage. 
From attribution theory in social psychology we 
know that unique (uncommon) events are used by 
people to make causal attributions, i.e., the in
formation weight of unique characteristics is 
augmented, whereas common characteristics are 
discounted in perceptual inferences. Accordingly, 
product unique usage (i.e., product directed to 
select few) can be used by consumer observers, to 
make attributions about the personality (or per
sonal characteristics) of the product user. Also, 
Brock•s (1968) commodity theory supports the pro
duct uniqueness effect. The theory argues that 
scarcer goods are better able to convey messages 
concerning status or uniqueness of the consumer 
(Fromkin, Olson, Dipboye, and Barnaby 1971; 
Szybillo 1975; Worchel, Lee, and Adweole 1975). 
Furthermore, from research in reference group in
fluence in consumer behavior, we know that 
reference group influence is more evident for 
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luxury goods than necessity goods (Bourne, 1957; 
Bearden and Etzel, 1982). Luxury goods can be 
viewed as products that are less commonly used 
than necessity goods. Since product value-expres
siveness can be expressed through self-identifica
tion (reference group influence), then we can in
fer that luxury goods may be more symbolic than 
necessity goods. This argument may provide further 
theoretical justification to Hypothesis 3. 

Methodology 

Sample 

Fifty marketing students participated as subjects 
in this study (22 males and 30 females). Since 
this study is designed to test a set of theoreti
cal relationships, convenient sampling may be 
argued to be justifiable. 

Design and Products 

A 3-way repeated-measures ANOVA design was selected 
for thi.s study. The three independent variables 
were product conspicuousness, product differentia
tion, and product common usage. The dependent 
variable was product value-expressiveness (see 
Tab le 1). 

TABLE 1 

A THREE-WAY REPEAT MEASURES DESIGN 
WITH SELECTED PRODUCTS 

Experimental Condition 

Conspicuousness Usage Differentiation Selected Product 

high high high Pontiac (Sport Car) 

high low high Rolls Royce (Luxury Car) 

high high low Ford Escort (Economy Car) 

high low low Orthopedic (Wheel Chair) 

low high high TV Guide (Magazine) 

low low high Science Digest (Magazine) 

low high low Anacin (Aspirin) 

low low low Preparation H (Hemoroid 
Medicine) 

Eight products were selected based on the follow
ing criteria: (1) Each product had to, at face 
value, fit one of the eight design cells. (2) 
The products can be used by both male and female 
consumers. (3) College students have to be famil
iar with the products. 

Product Differentiation Measure 

Ten Likert-scale items (5-point scales) were 
designed to measure the product differentiation 
construct. Each subject was asked to agree or 
disagree with the following statements applied to 
each of the eight products: 

1. Brand X is not that different from the other 
brands. 

2. Brand X is highly differentiated from the 
other brands. 

3. It is hard to distinguish brand X from its 
competition. 



4. Brand X is not that different from the others, 
all brands of this type product are alike. 

5. There is a lot of options besides brand X, 
but there is hardly any difference among the 
brands. 

6. In buying a product like brand X, you have to 
shop around because there is a lot of differ
ences among brands. 

7. Brand X is very different from the competitor 
brands. 

8. Brand X is very similar to the competitor 
brands. 

9. Why shop around, buying brand X is as good as 
any other. 

10. I can hardly notice the difference between 
brand X and the other brands I know. 

The reader should note that the term "brand X" was 
replaced by the actual brand name of the particular 
product being measured. Items 2, 6, 7, are 
positively keyed (reflect high product differentia
tion) and items 1, 3, 4, 5, 8, 9, and 10 are nega
tively keyed (reflect low product differentiation). 
Alpha reliability coefficients varied between .732 
to .899 among the eight products. 

Because of the measure's adequate internal consis
tency values, summative composite scores were com
puted for each product to reflect an overall score 
of "product differentiation." 

Product Common Usage Measure 

Ten Likert-scale items (.5-point scales) were de
veloped to measure the product common-usage con
struct. Each subject was asked to agree or dis
agree with the following statements applied to 
each of the eight products: 

1. Brand X is very unique. 
2. Only a very select few use brand X. 
3. Almost everyone uses brand X. 
4. A select few buy brand X. 
5. Not a lot of people use brand X. 
6. Brand X is commonly used. 
7. There is a very small minority of people who 

use brand X. 
8. The majority of consumers buy brand X. 
9. Brand X is not for everyone, only a handful 

of people. 
10. Brand X is directed to a highly select market. 

Items 3, 6, and 8 are positively keyed (high pro
duct common usage) and items 1, 2, 4, 5, 7, 9, and 
10 are negatively keyed (low product common usage). 
Alpha reliability coefficients varied between .651 
to .945 among the eight products. As with the 
product differentiation scales, summative compo
site scores were computed for the eight products 
reflecting an overall "product common usage" score 
for each. product. 

Product Social Conspicuousness 

Ten Likert-scale items (5-point scales) were used 
to tap the product conspicuousness construct. 
Each subject was asked to agree/disagree with the 
following statements applied to each of the eight 
products: 

1. Brand X is very visible when using it. 
2. Brand X is very noticeable by others. 
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3. You can't avoid people not seeing you when 
you use brand X. 

4. People notice the user of brand X. 
5. Brand X is attention-getting. 
6. The user of brand X is an attention-seeker. 
7. The use of brand X is very private. 
8, The use of brand X is highly inconspicuous. 
9. People who use brand X show off. 

10. The use of brand X draws attention from 
others. 

Items 1, 2, 3, 4, 5, 6, 9, and 10 are positively 
keyed (high product conspicuousness) and items 7 
and 8 are negatively keyed (low product conspicu
ousness). Alpha reliability coefficients varied 
between .556 to .932 among the eight products. 
As with the product differentiation and product 
common usage measures, summative composite scores 
were computed for the eight products. 

Product Value-Expressiveness 

Each subject was asked to respond to the following 
question after each product presentation: 

. What kind of person do you think often uses brand 
X? 
Describe this type of person in your own words. 

After responding to this question, each subject 
was asked to agree/disagree with the following 10 
Likert-scale (5-point) items as applied to each of 
the eight products: 

1. I am not sure who often uses brand X. 
2. It is difficult for me to say what kind of 

person often uses brand X. 
3. Brand X has a distinct "image." 
4. Brand X has "personality." 
5. I don't see any "image" in brand X. 
6. It is foolish to think that there is a stereo

type of user of brand X. 
7. Brand X tells me something about its user. 
8. Brand X communicates certain symbols about 

the person who uses it. 
9. Brand X doesn't say much about its user. 

10. I can't describe the user of brand X. 

Items 3, 4, 7, and 8 are positively keyed (high 
product value-expressiveness) and items 1, 2, 5, 
6, 9 and 10 are negatively keyed (low product 
value-expressiveness). Alpha reliability co
efficients varied between .653 to .837 among the 
eight products. Additive composite scores were 
similarly derived. 

Manipulation Check 

Now we return to the question of "are the cate
gories represented by the brands assigned?" Or 
"are the treatment levels of the variables involv
ing conspicuousness, differentiation, and common 
usage effectively represented by the brands 
selected?" Having illustrated the reliabilities 
of the product differentiation, product common 
usage, and product conspicuousness measures, we 
now can use the composite scores of each of these 
variables and conduct t-tests as manipulation 
checks. The means are reported in Tab le 2. As 
shown in Tabl e 2, the product manipulations in
volving conspicuousness, common usage, and 
differentiation have been mostly successful. The 
results of all t-tests (one-tailed) comparing the 



high versus low conditions of each treatment vari
able were significant beyond the .01 level and in 
the expected direction. 

TABLE 2 

MANIPULATION CHECKS RESULTS 
(MEANS AND t-TEST ANALYSIS) 

Experimental ~ 

Conspicu-
ousness Usage 

high high 

high low 

high high 

high low 

low high 

low low 

low high 

low low 

Moan 
Conspicu- Mean 

Differ- ousness Usage 
entiation Score Score 

high 

high 

low 

low 

high 

high 

low 

low 

42.3 

41.3 

35.4 

39.9 

20.5 

15.0 

13.2 

13.7 

t•5.05 
(p<.Dl, 
df•49) 

40.1 

15.6 

39.3 

12.3 

43.3 

13.1 

45.1 

16.0 

t•7.04 
(p<.Ol, 
df•49) 

Mean Mean 
Differ- Value-

antiation Ekpras&-
Score Score 

36.3 

43.3 

13.2 

16.3 

40.6 

40.3 

10.1 

8.3 

t•7.13 
(p<.Ol, 
df•49) 

40.36 

37.62 

36.32 

24.92 

34.50 

28.88 

25.20 

20.32 

Note: t-tests reflect the difference between high 
and low categories of product social con
spicuousness (t=5.05, p<.Ol, df=49), pro
duct common usage (t=7.04, p<.Ol, df=49), 
and product differentiation (t=7.13, p<.Ol, 
df=49). 

Results and Discussion 

Using the 3-way repeated measures design, three 
significant main effects were expected pertaining 
to product conspicuousness, product common usage, 
and product differentiation in relation to pro
duct value-expressiveness. The results of the 
analysis-of-variance produced three significant 
main effects with no important interaction effects 
(see Tab le 2 and 3). 

TABLE 3 

RESULTS OF THE THREE-WAY WITHIN 
ANALYSIS OF VARIANCE 

Source df ss F-Value 

Differentiation (A) 1 1717.62 196.40* 
Usage (B) 1 3962.70 167.18* 
Conspicuousness (C) 1 5542.80 143.64* 
Subjects (S) 49 1229.52 

A X B 1 447.32 14.99* 
A X c 1 2.10 .07 
A X s 49 1925.50 
B X c 1 109.20 5.44 
B X s 49 1161.42 
C X S 49 1890.82 

A X B X c 1 617.52 21.69* 
A X B X s 49 1462.30 
B X C X S 49 982.92 
A X C X S 49 1395.10 
AxBxCxS 49 1515.02 

Total 399 29961.89 

Note: *p < • 01 

~ Variance 
Accounted for 

.26 

.13 

.18 

.01 
<.01 

<,01 

.02 
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These results provide direct support for hypothe
ses 1, 2, and 3 establishing the relationships 
between product conspicuousness, product differ
entiation, product common usage, and product 
value-expressiveness. More specifically, the re
sults show that product conspicuousness, product 
differentiation, and product usage do account for 
a significant portion of the variance in product 
value-expressiveness. The greater the brand is 
differentiated from its competition, the greater 
the tendency for consumers· to impute impressions 
to the typical user of that brand. The greater 
the social conspicuousness (or social visibility) 
of the brand (or the use of the brand), the greater 
the tendency for consumers to attribute personal
ity. characteristics to the typical use of that 
brand (i.e., the greater the value-expressiveness 
of that brand). The more "common" (or the less 
scarce) the brand is, the greater the value
expressiveness of that brand. 

Of course, although causal relationships have been 
postulated, this study as presently designed can
not address the causality issue. We can only 
postulate the direction of causality. Future 
studies may address the causality issue. 
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GENDER STEREOTYPING OF PRODUCTS: ARE PRODUCTS LIKE PEOPLE? 

Easwar S. Iyer, University of Massachusetts/Amherst 
Kathleen Debevec, University of Massachusetts/Amherst 

Abstract 

The literature on sex-role identification is re
viewed and the same framework is applied to classi
fy products/services into gender categories. Sub
jects tended to perceive products along a continuum 
of masculinity and feminity with few products being 
perceived and classified as androgynous and undif
ferentiated. The differences in the perception of 
male and female subjects is discussed. It is sug
gested that the product user, purchaser, and pro
moter characteristics may be important determinants 
of the gender of a product/service. 

Introduction 

Sex-role stereotypes have traditionally influenced 
standards of behavior and have been very pervasive 
in creating the notion that men and masculine 
characteristics are more highly valued than women 
and feminine characteristics (Powell and Butter
field 1979). Marketers have always been interested 
in such stereotyping since it provides a framework 
within which one could study consumer choice and 
consumption behaviors. Moreover, s'uch an under
standing would facilitate in creating communication 
strategies that are effective. 

There are significant changes that have taken plac~ 
and continue to evolve in product choice and con
sumption. For example, cigarettes were almost 
exclusively used by males and are now as frequently 
used by females. Hair sprays were once almost 
solely used by females but have been accepted and 
are quite widely used by males nowadays (Stuteville 
1971; Gentry and Doering 1977). However, it is 
important to realize that, while the actual gender 
of the consumer may be an important determinant of 
product consumption, it is their perceived sex-role 
that may be a mediating factor influencing their 
consumption behavior. In other words, what is of 
importance are the consumer's perceptions of atti
tudes, abilities, problems, and interest that are 
consistent with being a male or female (Sechrest 
1976). In the context of cigarette·smoking be
havior, Vitz and Johnson (1965) found that a per
son's masculinity or feminity was correlated with 
the masculine or feminine image of the cigarette 
smoked. Subsequent research appeared to confirm 
this conclusion. Fry (1971) concluded that femi
nine men were more likely to smoke cigarettes with 
a less masculine image and vice versa. 

In the context of persuasive communication, 
Debevec and Allen (1984) point out that the pri
mary interest has been to document the presence 
and nature of sex-role stereotyping (e.g., Courtney 
and Whipple 1983; 1980, 1976, 1974). The typical 
conclusion has been that the portrayal of women in 
advertising has been unflattering, at best. Bas
ically women.are portrayed as devoted mothers, car
ing wives, or competent housewives, although there 
is a slight trend away from such undimensional por
trayals (Scheibe 1979; Sharits and Lammer 1983). 
Unfortunately, the move away from the traditional 
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unidimensional portrayal only creates another para
llel stereotype. For example, if it is not a 
housewife who is in endless pursuit of dirt, then 
it is the chauffer-driven working women (Wall Street 
Journal, Oct. 28, 1982). Such a unidmensional 
representation is also true in the case of single 
men and the elderly (Arnoff 1974; Harris and 
Feinberg 1977; Northcolt 1975). 

Relatively few studies have been conducted that 
attempt to associate a gender image with a product. 
~NO recent studies did attempt this (Allison et al. 
1980; Golden et al. 1979). The purpose of these 
two studies was to asse·ss the congruency between 
sex-role self-concept and sex-typing of products. 
The researchers could not establish a strong and 
systematic relationship between these two con
structs but they were able to conclude that product 
perceptions indeed are related to the sex of the 
respondent rather than their sex-role orientation. 
The studies were somewhat limited by the fact that 
they did not include any durables or service items, 
only consumables. 

The purpose of this current study is to identify 
the gender image of a variety of products and see 
if that image varies with the sex of the respon
dent. The basic idea underlying our work is to 
apply the same framework for classifying products 
as that'used for classifying people. In the psycho
logy literature, masculinity and femininity are 
conceptualized as two separate dimensions that need 
to be measured separately (Bem 1974, 1972). One 
of the most widely used scales to classify people 

FIGURE 1 

IDENTIFICATION OF SEX-ROLE TYPOLOGY 

Masculinity 
Self-Score 

Above 
Mean 

Below 
Mean 

Femininity Self-Score 

Below Mean Above Mean 

MASCULINE ANDROGYNOUS 

UNDIFFERENTIATED FEMiiNINE 
(NEUTER) 

according to their sex-role is the Bem Sex-Role In
ventory (BSRI). This consists of twenty character
istics of the masculine sex-role type (e.g., self
reliant, ambitious), twenty characteristics not 
associated exclusively with either sex-role type 
(e.g., helpful, conscientious), and twenty charac
teristics of the feminine sex-role type (e.g., 
sympathetic, yielding). The characteristics are 
rated on a 7-point Likert-type scale. Each indivi
dual respondent receives a score for his/her mascu
linity and femininity. Usually the central ten
dency for the entire sample is estimated either in 
the form of the mean or the median (for an example, 



see Powell and Butterfield 1979). Each indivi
dual's score is compared to the estimated central 
tendency and the individual is classified into one 
of four possible sex-role categories (see F~gure 1~ 

An intuitively appealing question that arises is: 
Do products possess a gender just like people? 
The product life cycle theory is an example of at
tributing the people-like characteristics of birth, 
growth, maturity, and death to products. Is there 
a difference in the perception of a product's gen
der between male and female subjects? Is there a 
difference in the perceived gender of durables, 
consumables, and services? These questions can be 
viewed as working hypotheses. Since this is an 
exploratory study, it is somewhat descriptive in 
nature. 

Methodology 

The population chosen for our study was undergradu
ate college students. Besides being convenient, 
this offered us an opportunity to explore a·future 
population whose perceptions are being formed, 
rather than a population of elders, whose percep
tions have already been formed (Gentry~ Doering, 
and O'Brien 1978). In that sense, the results of 
our study might be useful for marketers in under
standing the perceptions of a future, less tradi
tional consumer. 

The product/service stimuli were chosen using the 
following two criteria: 

a) A fair representation for consumables, dur
ables, and service items, and 

b) Both males and females could potentially use 
them. 

The first criterion was established because previ
ous research had never made that distinction and 
it was possible that the gender associated with a 
product might be a function of such a distinction. 
The second criterion was established so as to make 
the stimuli potentially neutral rather than biased 
such as woul~ be the case with pantyhose and a 
beard clipper. Using these criteria, a set of 43 
products/services evolved, 16 were durables, 16 
were consumables, and 11 were services. 

In the questionnaire, the 43 products/services 
selected were arranged in alphabetical order. Sub
jects recorded their overall perception as to how 
masculine each product/service was on a 9-point 
scale (1 = not at all masculine, 3 = somewhat 
masculine, 5 = moderately masculine, 7 = quite 
masculine, and 9 =extremely masculine). Then, 
they recorded their perceptions of each product/ 
service's femininity on a similar scale. Approxi
mately one-half of the subjects responded to the 
masculinity scale first followed by the femininity 
scale, whereas the order was reversed for the other 
half of the sample. There were no order effects, 
and hence the final results reported in this paper 
are from the pooled sample. 

Results 

The sample was divided into two sub-groups based 
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on· the sex of the respondent. There were 35 males 
and 43 females in the sample. Within each sub
group an average perception of masculinity (PM) and 
femininity (PF) were computed for each product/ser
vice. In addition, the overall grand means for 
masculinity (GMM) and for femininity (GMF) were 
computed. Each product's/service's PM and PF scores 
were compared with the GMM and GMF scores. This 
was done with a purpose of identifying and associ
ating a gender to each product/service. The cri
teria used for this classification were as follows: 

a) MALE (M) 
b) FEMALE (F) 
c) UNDIFFERENTIATED (U) 
d) ANDROGYNOUS (A) 

if PM>GMM and PF<GMF 
if PM<GMM and PF>GMF 
if PM<GMM and PF<GMF 
if PM>GMM and PF>GMF 

The resultant classification in terms of the gender 
of a product/service is reported in Figures 2 and 3 
and Tables 1 and 2 . The GMM and GMF were 4.342 
and 4.092 for male subjects and 3.490 and 3.753 
for female subjects respectively. The map of the 
relative product positions (Figures 2 and 3) was 
drawn using the respective GMM and GMF scores as 
coordinates for the origin, since this was the very 
basis for classifying the products into the gender 
categories. 

The PM and PF scores are reported in Tabl e 3 only 
for those products which were classified differ
ently by male and female subjects. Two kinds of 
comparisons were tested. First, the differences 
between the PM and GMM and that between PF and 
GMF were tested in order to establish the stability 
of the classification itself. Second, the differ
ence between the PM scores for male and female 
subjects and the difference between the PF scores 
for male and female subjects were tested in order 
to establish the differences in product/service 
gender perception for the two sexes. These 
results are reported in Tab le 3 . 

Discussion 

The discussion is presented in three sections, each 
of which attempts to throw additional light on the 
working hypotheses presented earlier. 

1. Do products possess a gender image? 

There are some interesting observations one could 
make based on Tabl es 1 and 2. It appears that 
both males and females perceive products/services 
to be largely masculine or feminine only, since 
there are very few products/services that masculi
nity and femininity classified as undifferentiated 
or androgynous. This strongly suggests that there 
may be only one dimension and that the gender of a 
product may be bi-polar in nature. The maps in 
Figures 2 and 3 also indicate a possible bipolar 
representation for product/service gender. For 
both males and females, the products/services were 
alligned from the upper left quadrant (masculine) 
to the lower right quadrant (feminine). Further 
research using discriminant analysis may uphold 
this tentative conclusion. 

Overall, it would appear that products are per
ceived to have a gender image. From Figures 2 and 
3, it would appear that there are at least two 
categories of products (i.e., masculine and 



feminine). However, it is not clear if additional categories are required in describing a product's 
gender. 

DURABLES 

CONSUMABLES 

SERVICES 

DURABLES 

CONSUMABLES 

SERVICES 

TABLE 1 

PRODUCT/SERVICE GENDER AS PERCEIVED BY MALES* 

MASCULINE FEMININE UNDIFFERENTIATED ANDROGYNOUS 

Cameras (35 mm} Clothes dryer Air conditioners Tennis racket 
Car Food processor Electric iron 
Golf clubs Microwave oven Television 
Lawn mower Refigerator 
Stereo Toaster (U) 
Wrench set Washing machine 
Beer Bath soap Canned soup Coffee (F) 
Cigarettes Dishwashing liquid Toothpaste 
Potato chips (U) Frozen vegetables 
Scotch Facial tissue 
Sneakers Hair spray 
Wall paint Shampoo 

Wine 
Hotel (U) Day care Checking/savings Credit card (F) 
Haircut (F) Long distance account (F) 
IRA account phones Health maintenance 
Lawn care organizations 
Legal aid 
Retaurant (F) 
*Paranthet~cal notat~on represents the product/service gender as perceived 
by females. 

TABLE 2 

PRODUCT/SERVICE GENDER AS PERCEIVED BY FEMALES* 

MASCULINE FEMININE UNDIFFERENTIATED ANDROGYNOUS 

Cameras (35 mm) Clothes dryer Air conditioners Tennis racket 

Car Food processor Electric iron 
Golf clubs Microwave oven Television 
Lawn mower Refrigerator Toaster (F) 
Stereo Washing machine 
Wrench set 
Beer Bath so·ap Canned soup 
Cigarettes Coffee (A) Potato chips (M) 
Scotch Dishwashing liquid Tooth paste 
Sneakers Frozen vegetables 
Wall paint Facial tissue 

Hair spray 
Shampoo 
Wine 

IRA account Credit card (A) Hotel (M) 
Lawn care Checking/Savings Health maintenance 
Legal aid account (U) organization 

Day care 
Hair cut (M) 
Long distance 

phones 
Restaurant (M) 

*Paranthet~cal notat~on represents the product/serv~ce gender as perceived 
by males. 

2. Is there a difference in the perception of a 
product's gender between male and female 
subjects? 

ducts as-,fem:inine than male subjects. The gender 
of the perceiver does seem to influence the per
ception of a product's gender. However, we feel 
that a useful extension would be to study the role 
of product related characteristics, such as the 
gender of the likely user, purchaser, and promoter 
in the formation of a product's gender. 

Figures 2 and 3 also suggest that male subjects 
perceive more products as masculine than female 
subjects while female subjects perceive more pro-
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TABLE 3 

PRODUCT/SERVICE PM PF 
MALES FEMALES MALES FEMALES 
(n~35) (n~43) (n=35) (n=43) 

Checking/savings 4.286e 3.186e 3.829 3.953 
account b 

Coffee 4.429e 3.047a,e 4.229 4.256b 
Credit card 4.486e 3.349e 4.489f 4.16\ f 
Haircut 4.514e 3.395e 3.943d 5.233b' 
Hotel 4.743c,e 3.349e 3.229d 2.930b 
Potato chips 4.857c,e 3.140a,e 3.371 2.953 
Restaurant 4.429e 3.279e 4.029f 3.79lf 
Toaster 3.400c,e 2.419a,e 4.371 3.488 
a) S1gn1f1cantly d1fferent from GMM (3.490) at p<O.l or better 
b) Significantly different from GMF (3. 754) at p<O.l or better 
c) Significantly different from GMM (4.342) at p<O.l or better 
d) Significantly different from GMF (4.092) at p<O.l or better 
e) Significant difference between PM for males and females at 

p<0.05 or better 
f) Significant difference between J;'F for males and females at 

p<0.05 or better 
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KEY FOR FI GURES 2 AND 3 

1. Airconditioner 23. IRA account 
2. Bath soap 24. Lawnmower 
3. Beer 25. Long distance 
4. Cameras (35 mm) phone service 
5. Canned soup 26. Lawn care service 
6. Credit card 27. Legal service 
7. Car 28. Microwave oven 
8. Cigarettes 29. Potato chips 
19. Coffee 30. Restaurant 

10. Checking/Savings account 31. Refigerator 
ll. Clothes dryer 32. Stereo system 
12. Dishwashing liquid 33. Shampoo 
13. Day care services 34. Scotch 
14. Electric iron 35. Sneakers 
15. Frozen vegetables 36. Toothpaste 
16. Food processor 37. Television 
17. Facial tissue 38. Toaster 
18. Golf clubs 39. Tennis racket 
19. Hotel 40. Wine 
20. H.M.O. 41. Wrench set 
21. Hairspray 42. Wall paint 
22. Haircut 43. Washing machine 

A cursory analysis of the actual products/services 
in Tables 1 and 2 that were classified as masculine 
or feminine seems to suggest that certain product 
characteristics such as the gender of its likely 
user would be a discriminating variable. For 
example, wrench set, which was perceived as highly 
masculine by both sexes, is typically used by "the 
man of the house" whereas hairspray, which was 
perceived as highly feminine by both sexes, is 
typically used by "the woman of the house." Fur
ther research using variables such as the sex of 
the likely purchaser, user, or promoter of the 
product/service would help to understand the 
reasons why a gender image is associated with a 
product/service. 

3. Is there a difference in the perceived gender 
between consumables, durables, and services? 

This issue was raised with an implicit expectation 
that there would be some systematic pattern in the 
perception of a product/service's gender. For 
example, we might have expected durables to be per
ceived as masculine and consumables as feminine. 
This expectation is consistent with the notion of 
longevity and stability being masculine traits. 
However, such was not the case. From Tabl es 2 and 
3, it is clear that all the cells are adequately 
filled with products/services. 

In addition, there were eight products/services 
reported in Table 3 that were classified differ
ently by male and female subjects, but some of 
them were not stable classifications. None of the 
PM scores for males were significantly different 
from GMM, whereas the PM scores for females were 
significantly different from GMM in the case of 
coffee, potato chips, and toaster. The PF scores 
for males were significantly different from GMF in 
the case of the hotel and potato chips, while the 
PF scores for females were significantly different 
from GMF in the case of coffee, credit cards, hair
cuts, hotels, and potato chips. A more thorough 
examination of these differences would have to be 
conducted, in conjunction with some of the tenta
tive conclusions suggested earlier. This would 
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considerably aid in designing communications to 
promote products/services. 

Conclusion 

The findings reported in this study are preliminary 
since the study itself was exploratory in nature. 
Even though there were no formal hypotheses, some 
working questions were posed. In conclusion, it 
would seem that products do possess gender charac
teristics, just like people. It is, however, 
unclear as to how many categories are needed to de
fine a product's gender. The gender of the per
ceiver seems to have an influence in the formation 
of a product's gender. Equally interesting would 
be a study attempting to relate certain product 
related characteristics to that very process. 
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DIFFERENCES IN SUSCEPTIBILITY TO REFERENCE GROUP INFLUENCE ON BRAND DECISIONS: 
MIDDLE AGED AND ELDERLY GROUP PARTICIPANTS 

Alan J. Greco, The University of North Carolina at Charlotte 

Abstract 

The susceptibility to three types of reference 
group influence on the brand choice behavior of 94 
elderly and 88 middle aged group participants was 
investigated for six product categories. Data for 
this study were collected by self-administered 
questionnaires distributed at regular meetings of 
the organizations. Significant differences in 
susceptibility to reference group influence were 
obtained at the .05 level in 6 out of 18 relation
ships between the two age groups. The marketing 
implications of these findings are discussed. 

Introduction 

During the past two decades, a number of primary 
and secondary research studies have attempted to 
describe the size and economic importance of the 
elderly consumer market (Meadow et al 1980). This 
interest in the elderly consumer ·on the part of 
marketing academicians has recently been shared by 
a number of business organizations. For example, 
in 1969, the cosmetics firm, Elizabeth Arden, did 
not want their products to be connected with older 
women (Forbes 1969). More recently, however, the 
same firm has introduced product lines specifi
cally for older women (Allan 1981). Retailers, 
such as Sears, Roebuck and May Department Stores, 
have organized clubs designed to cater to the 
elderly consumer by offering periodic merchandise 
discounts and opportunities for socialization 
(Bivins 1984). 

Despite the increasing interest in elderly con
sumers and the implications of their growing num
bers and purchasing power (Lumpkin & Greenberg 
1982; Tangren 1981), relatively little is known 
about this market's sensitivity to marketing and 
social influences which impact upon its consump
tion behavior (Phillips & Sternthal 1977). Social 
influences as embodied in the reference group con
struct have been generally accepted by marketers 
as a partial explanation of consumer behavior. A 
better understanding of these social influences on 
the elderly consumer would facilitate the communi
cation of the want-satisfying benefits of goods 
and services to this important market segment. 
This study addresses itself toward the latter 
problem. 

Empirical· research on the impact of reference 
group influence on consumer behavior has tradi
tionally focused on students, housewives, and 
members of consumer panels (e.g., Bearden & Etzel 
1982; Park & Lessig 1977). Conspicuously absent 
from the marketing literature are studies directly 
concerning the elderly consumer's susceptibility 
to reference group influence. 

Clearly, additional work is needed in this area 
since fragmentary evidence suggests that the 
elderly are not isolated from others with respect 
to product- and brand-related information. 
Schiffman (1971), for example, noted that communi
cation networks existed in an apartment housing 
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project for the elderly. Klippel and Sweeney 
(1974) found formal and informal sources of infor
mation to be important to the elderly when making 
brand decisions for televisions and headache reme
dies. Michman, Hocking, and Harris (1979) reported 
that word-of-mouth and professional recommendations 
were important sources of information for elderly 
purchasers of cold remedies. They further specu
lated that since shopping is frequently done with 
others the opportunity for reference group influ
ence exists. Lumpkin and Greenberg (1982) found 
that.while elderly apparel shoppers were not as 
active information seekers as middle aged and 
younger shoppers, the elderly reported friends, 
spouse, and salespersons to be important sources 
of product information. 

The above studies provided indirect evidence of 
reference group influence on senior citizens' 
buyer behavior, but differed in terms of sample 
characteristics, method of analysis, and opera~ 
tionalization and measurement of various informa
tion sources. With the exception of Lumpkin and 
Greenberg's work, these investigations explored 
the importance of information sources of the el
derly without comparing them to other adults. 
All of these works confined their analyses to only 
one or two product categories. In addition, no 
direct attempt was made to incorporate the refer
ence group construct in these studies. To over
come the limitations of previous efforts, this 
research utilizes Park and Lessig's (1977, p. 105) 
reference group influence manifestation statements 
to explore for differences in the perceived impor
tance of reference group influence upon brand 
decisions for several product categories among 
elderly and middle aged members of pre-established 
groups. The primary focus of this investigation 
is on the elderly consumer, with the middle aged 
subjects included as a benchmark for comparison 
purposes. 

Background 

The Reference Group Concept 

Park and Lessig (1977, p. 102) defined a reference 
group to be " .. ,an actual or imaginary individual 
or group conceived of having significant relevance 
upon an individual's evaluations, aspirations, or 
behavior." Based on the works of Deutsch and 
Gerard (1955) and Kelman (1961), Park and Lessig 
identified three types of reference group influ
ence: 

1. Informational: An informational influence is 
accepted if it is perceived to be of value in 
making informed decisions about a product. 
Individuals are likely to accept the views of 
those·referents possessing credibility, such 
as persons with apparent expertise or signifi
cant others. The informational type of influ
ence imposes no norms on the individual. 

2. Utilitarian: If an individual's actions are 
expected to be visible or known to others, he 



or she may be expected to comply with the pre
ferences or expectations of significant others 
who are perceived as mediators of rewards or 
punishments. 

3. Value-Expressive: This type of influence is 
based on the individual's need for psychologi
cal association with a person or group. The 
individual may be expected to associate h~ 
self with positive referents and/or dissociate 
himself from negative referents. Additionally, 
a person may be influenced because of the per
son's liking of the group whether the group is 
real or imaginary. 

Information seeking, compliance with the prefer
ences of others, and the adoption of others' 
values involve either some verbal interaction and/ 
or observation of reference group members' behav
ior with respect to the decision under considera
tion (Bearden & Etzel 1982). 

Reference Groups and the Elderly 

Social gerontologists generally agree that as a 
person ages he or she progresses through life 
course stages (Atchley 1980). As persons move 
from middle into the later maturity stage -~ 
typically late 50's to 75 years of age -- they 
are normally freed from work or family responsi
bilities. However, this reduction in formal 
roles in society need not result in social isola
tion and a concomitant reduction in the role of 
reference group influence. 

Activity theorists suggest that except for bio
logical changes, older people are the same as 
middle aged with respect to psychological and 
social needs (Knapp 1977). Maddox (1963) pointed 
out that interaction is what sustains the social 
self throughout the life course. Furthermore, 
Shibutani (1961) maintained that although an 
individual's self-concept is relatively stable by 
adulthood, it is still reaffirmed by the responses 
of others. Consequently, there is a tendency for 
all individuals to seek associations with others 
and to maintain fairly level amounts of activity 
throughout the life course. Proponents of the 
activity model of aging believe that the amount of 
social participation and present lifestyle of the 
elderly are -- barring ill-health -- more influ
enced by past lifestyle and activity patterns 
than by retirement or aging (Palmore 1968). Thus, 
it would appear that if the elderly continue to be 
active in interpersonal interaction, then, like 
the middle aged, they will continue to be in a 
position to be influenced by reference groups. 

Research Objective 

The objective of this research is to determine if 
age differences in susceptibility to reference 
group influence exist between middle aged and 
elderly adults in a marketing context. If the 
elderly continue to be.socially active, then they 
will not be isolated. from potential reference 
group influence. Given that the members of both 
age groups are socially active, no differences in 
susceptibility to reference group influence are 
expected between the two groups. 

If there are differences in susceptibility to 
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reference group influence between age segments, 
different promotional appeals could be used to 
co~nicate with the different segments. Should 
there be no differences found in susceptibility to 
reference group influence between the members of 
the two age groups, this would suggest that differ
ential appeals in this context would be unnecess
ary. 

Methodology 

Sample 

Respondents for this study were drawn from two age 
groups -- 40-59 years and 60 years and over -- in 
a Standard Metropolitan Statistical Area in upstate 
New York. The elderly subjects were ambulatory 
members of a senior citizens organization, while 
the middle aged subjects were members of a Parent
Teacher association. The middle aged group con
sisted of 59 females and 29 males. Sixty-nine of 
the elderly subjects were female, while 25 were 
male. The age distribution in the middle aged 
sample included 70 respondents in the 40-49 years 
category and 18 respondents in the 50-59 years 
category, while the senior citizen sample was com
prised of 94 respondents in the.60-years and over 
age group. Thus, there is no evidence of the 
majority of the middle aged respondents clustering 
just below age 59. These samples were used since 
members of organizations tend. to be relatively 
homogeneous and socially active (Tangren 1981). 
Members of such pre-established groups presumably 
have had the opportunity.for verbal interaction 
with peers and for observation of others' behavior 
(Moschis 1976; Midgley 1983). Thus, the impact of 
reference group influence on brand decisions is 
examined among those segments of the two age groups 
that would most likely be susceptible to reference 
group influence. Although this research design 
necessarily limits the ability to generalize the 
results to the general population of middle aged 
and elderly adults, the approach is deemed appro
priate since age differences in perceived impor
tance of reference group influence were of inter
est. 

Self-administered questionnaires were distributed 
at the regular meetings of the two organizations. 
Individual help was available to respondents if 
needed. All members present at each meeting par
ticipated in the study resulting in 94 completed 
questionnaires from the senior cit.izen group, and 
88 responses from the middle aged subjects. 

Selected Products 

The six products included·in this study were 
chosen from twenty product categories investigated 
by Park and Lessig· (1977) and included color 
television, clothing, furniture, headache remedies, 
mag.azfues, and canned fruit. These product classes 
were selected-for several reasons. First, these 
products-represent two distinct price and involve
ment categories. Color television, clothing, and 
furniture are relatively high priced items that 
are often viewed as high involvement merchandise 
with-respect to information seeking, physical 
search, and comparison shopping, while headache 
remedies, mag-azines, and canned fruit represent 
low priced, low involvement items for which little 
systematic information gathering is conducted 



(Assael 1984, p. 93). Second, these products fit 
into each of three sets of products, identified by 
Lessig and Park (1978), which varied in terms of 
perceived importance of informational, utilitarian, 
and value-expressive reference group influence. 
Third, it was necessary to include products that 
members of both age groups would be likely to pur
chase. Prior research has indicated that these 
six items are relevant to both middle aged and 
older consumers (Allan 1981; Bartos 1980; Gelb 
1982; Martin 1976; and Social Research, Inc. 1966). 

Past research has suggested that reference groups 
can exert an influence on both product and brand 
decisions (Bearden & Etzel 1982). However, in the 
present study, brand decisions were of interest 
since respondents were asked to assume that they 
were in the market for these product categories 
and had to make a brand-choice decision. There
fore, in this investigation, the perceived impor
tance of reference group influence on selective, 
rather than primary, demand is examined. 

Reference Group Influence Measures 

The relevance of reference group influence on the 
brand selection process was assessed by analyzing 
the subjects' responses to fourteen reference 
group influence manifestation statements developed 
and validated by Park and Lessig (1977, p. 105). 
These statements were designed to reflect informa
tional, utilitarian, and value-expressive refer
ence group influences through five, four and five 
item subscales respectively. Respondents were 
asked to assume that they were to purchase a brand 
within each of the product categories. 

Three reference group influence scores were ob
tained for each of the six product categories 
under consideration, thus reflecting the relevance 
of the three types of reference group influence 
upon brand selection. The fourteen manifestation 
statements were operationalized by Park and 
Lessig's 4-point scale, ranging from 4 (highly 
relevant) to 1 (not relevant). The levels of 
measurement were assumed to be interval. Consis
tent with Park and Lessig's methodology, a respon
dent's degree of reference group influence was 
defined as the highest response given for a pro
duct by the individual on any of the statements 
comprising each of the three reference group influ
ence subscales. This scoring technique insures 
that more than one response at the highest level 
does not increase the relevance of, say, the infor
mational reference group influence. This situa
tion would merely indicate that there are several 
sources through which information can be obtained. 
The informational, utilitarian, and value
expressive scores for each of the six products 
were computed by averaging across respondents the 
highest relevance response which each respondent 
assigned to the specific product. 

The informational, utilitarian, and value
expressive reference group influence scores of 
the 88 middle aged respondents were compared to 
the corresponding scores of the 94 senior citi
zens by means of two-tail t-tests. A total of 18 
t-tests were conducted to reflect three reference 
group influence scores on each of the six product 
categories. 
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Results and Discussion 

As indicated in Tab le 1, significant differences at 
the 0.05 level were found in only 6 out of 18 
product-reference group influence combinations 
between middle aged and elderly adults. A separate 
examination of each type of reference group influ
ence reveals some interesting results. 

For informational reference group influence, where 
differences in susceptibility occurred, it was the 
senior citizens who were more susceptible to infor
mational group influence regarding brand or style 
of clothing and brand of canned fruit. For cloth
ing, the elderly may lack confidence in style or 
brand selection (Lumpkin & Greenberg 1982) and may 
infer the value of a product or brand from the 
reactions of others with whom they are shopping or 
from salesclerks (Martin 1976). While canned fruit 
is not normally associated with reference group 
influence (Park & Lessig 1977), concern over diet
ary matters may help explain the greater relevance 
of informational reference group influence to 
senior citizens. 

As with informational reference group influence, 
the elderly respondents were more susceptible to 
value-expressive reference group influence;where 
significant differences were observed between the 
two age groups. Specifically, value-expressive 
reference group influence was perceived to be more 
relevant to senior cit-izens regarding color tele
vision, headache remedy, and canned fruit deci
sions. One of the processes involved in value
expressive reference group influence is that an 
individual may adopt the recommendations of the 
group in order to associate oneself with positive 
referents. It may be that the elderly subjects 
felt that it would be nice to be like the persons 
in advertisements for headache remedies, for 
example, who experience relief after using the 
advertised brand. This process would illustrate 
identification with the spokesperson in the promo
tional message (Kelman 1961). Regarding canned 
fruit, the value-expressive reference group influ
ence does not require that the item in question be 
visible to others since the individual's accept
ance of this group's recommendation is irrelevant 
to the group. Thus, the elderly may feel that 
those who purchase or use a particular brand of 
canned fruit possess the characteristics they 
would like to have. Schreiber and Boyd (1980), in 
a study of 442 elderly subjects, found that 57 per
cent of the respondents found the elderly in tele
vision commercials to be "active and healthy" or 
"likeable." In addition, they found that the com
mercials chosen as best-liked and most useful were 
for food and health products. This evidence 
suggests that for the elderly, value-expressive 
reference group influence may indeed be relevant 
in making brand decisions for products such as 
headache remedies and canned fruit. With respect 
to brand of color television, a relatively complex 
product, the elderly may feel that those who pur
chase a particular brand which is known for its 
reliability or quality are respected by others for 
making a prudent brand decision. 

The difference in perceived relevance of utilitar
ian reference group influence indicated that the 
middle aged respondents were more subject to util
itarian influence for brand or style of furniture. 
These results may be partially explained by the 



TABLE 

COMPARISON OF MIDDLE AGED AND ELDERLY REFERENCE GROUP INFLUENCE SCORES 

Informational 

Product Middle Middle 
Category Aged Elderly t-Value Aged 

Color TV 3.67 3.45 -1.89 3.15 

Clothing 2.66 3.22 4.03* 2.68 

Furniture 3.15 2.98 -1.19 2.99 

Headache 
Remedy 3.03 3.02 -0.09 2.50 

Magazine 
Subscription 2.24 2.40 1.02 2.30 

Canned Fruit 2.40 2.86 2.88* 2.58 

*Significant at < .05 level 

desire among members of the middle aged to satisfy 
the expectations and preferences of several family 
members and is consistent with the normative 
social influence associated with the utilitarian 
type of reference group influence (Burnkrant & 
Cousineau 1975). 

Implications 

The evidence presented here suggests that at the 
period of this investigation, few differences 
exist between the middle aged and elderly group 
members with respect to perceived importance of 
reference group influence on brand decisions. The 
findings provide some evidence that socially ac
tive older persons are generally no less suscep
tible to reference group influence than are active 
middle aged adults, thus providing indirect 
support to the activity theory of aging. As indi
cated by the magnitude of the reference group 
influence scores, both age groups generally 
attached greater importance to the informational 
type of reference group influence, thus suggest
ing their interest in obtaining a good product 
(Burnkrant & Cousineau 1975). 

The results of this study illustrate the danger of 
automatically assuming that the elderly as a group 
are relatively insensitive to the influence of 
others in the brand selection process. Active 
segments within the elderly population may warrant 
special attention in the marketing strategy plan
ning process. It may be possible, for example, to 
develop communications strategies which simulta
neously appeal to both the middle aged and elderly 
who maintain relatively active lifestyles (Merr
ill & Weeks 1983). The relative importance of 
informational reference group influence suggests 
that marketers of relatively high priced durable 
goods direct consumers' attention to product 
quality and to symbols of product quality such as 
the Good Housekeeping seal of approval or favor-

Utilitarian Value-Expressive 

Middle 
Elderly t-Value Aged Elderly t-Value 
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2.92 -1.58 1.94 2.40 2 .87* 

2. 71 0.20 2. 72 2.58 -0.81 

2.56 -2.16* 2.38 2.47 0.56 

2.43 -0.45 1.58 2.00 2. 97* 

2.12 -1.08 1.87 1.98 0.76 

2.46 -0.73 1.53 2.27 4.99* 

able evaluation from Consumer Reports. Even for 
what are typically viewed as low involvement, low 
priced products, reference group influence (infor
mational and value-expressive) appears to be rele
vant to elderly consumers. One may speculate that 
products such as headache remedies and canned fruit 
are of a higher involvement nature to the elderly 
than to the middle aged because of health-related 
concerns (e.g., Schiffman 1971; Michman et al 1979) 
and the elderly's need to.make wise brand decisions 
because of real or perceived monetary constraints. 

The relatively high informational reference group 
influence scores for the elderly relative to the 
middle aged for clothing and canned fruit offer 
several implications to firms wishing to communi
cate their offerings to elderly consumers. For 
products such as clothing, fashion shows could be 
offered at senior citizen centers. This action 
would enable the participants to examine brands 
and styles of clothing as well as foster word-of
mouth communications among the consumers them
selves and with clothing representatives. For food 
products, brand manufacturers could sponsor in
struction on the nutritional and health-related 
aspects of diet .. These efforts could be supple
mented with improved in-store displays highlight
ing low calorie, low-salt brands. 

For those product categories where there are no 
significant differences in susceptibility to 
reference group influence between the elderly and 
the middle aged, no special marketing efforts 
would be needed to reach the elderly if the middle 
aged are also part of the organization's target 
market. 

Before the findings of this study can be acted 
upon, additional investigation is needed. Further 
research should be undertaken with a broader cross 
section of middle aged and elderly persons in 
different geographic areas using probability samp
ling procedures. Since this study's primary objec-



tive was to explore for age related differences in 
the perceived importance of reference group influ
ence among group participants, the managerial im
plications are necessarily tentative. Because the 
elderly may differ in the manner in which they 
cope with role changes in retirement, it may be 
worthwhile to examine relationships between 
adjustment patterns and susceptibility to refer
ence group influence (LaForge et al 1981). Elder
ly persons who exhibit disengaged adjustment 
patterns, for example, are likely to be less sus
ceptible to interpersonal reference group influ
ence and more subject to value-expressive influ
ences through television viewing. 
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THE BLACK CONSUMER MARKET: 
VALUES AS AN ALTERNATIVE SEGMENTATION STRATEGY 
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Clint B. Tankersley, Syracuse University 

Abstract 

Values, operationalized by using the "striving 
index," are shown to be a viable base for seg
menting the black consumer market. Demographic, 
psychographic, and marketing behavior variables 
are examined to determine differences between 
strivers and non-strivers. These differences are 
then explored to suggest marketing strategies. 

Introduction 

The importance of black consumers to American bus
inessmen canno.t be denied. Television/Radio Age 
(1985), based on census projections, estimated that 
during 1985 the black population would reach 29 
million persons with a total income of $175 
billion. This makes for a market that is larger 
than that of many foreign countries. However, the 
following statement (D. Parke Gibson 1969, p. 9) 
still holds true: 

The fact that Negroes have billions of 
dollars to spend and that they can be 
influenced to buy a wide range of pro
ducts and services through positive 
programs that recognize them as con
sumers, identify with them to buy, is 
a fact that is gaining increased 
interest and action from American 
businessmen. Yet there Still exists 
a lack of information and understanding 
of this market. 

One manifestation of this lack of understanding 
has been the general treatment of this diverse 
market as if it were homogeneous; i.e., there has 
been a frequent use of the terms "blacks" and "low 
income" as synonymous (Block 1972 and Hills, et al 
1973). However, some marketers are now beginning 
to recognize the importance of segmenting the 
black market (Barry and Harvey 1974, Portis 1966, 
Zikmund 1977, Bauer, et al 1965). 

Even when the need for segmentation has been ac
knowledged, a further question exists, and that 
question deals with what base should be used for 
segmentation. All of the bases that are routinely 
used for segmenting any market (demographics, 
geography, benefits, usage, and psychographies) 
are also available for this market. In this study 
the authors have used values, or more specifically 
the striving index, as a segmentation base. The 
justification for this particular base comes from 
the earlier work carried out by Bauer and Cunning
ham (1970). Their work showed that there was a 
difference in the distribution of striving scores 
between black and white women, and also that there 
were greater differences in consumption behavior 
between black strivers and non-strivers than there 
were for white strivers and non-strivers. A fur
ther justification derives from the often cited 
hypothesis that the "black market" will disappear 
as blacks earn their way out of poverty. If that 
hypothesis is correct, then differences between 
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blacks and whites are assumed to be based on income. 
However, if it can be shown that there are differ
ences between segments of blacks based not on in
come, but rather based on values, a very different 
scenario results. The reason for this difference 
lies in the fact that changes in income are more 
likely in the short run than are changes in values, 
which tend to be resistant to change. 

The relationship between values and consumption 
behavior has been well established in the marketing 
literature. For example, Vinson and Munson (1976), 
utilizing a sample comprised of college students 
and their parents, showed that these groups not 
only differed in terms of their value structures, 
but also seemed to represent distinct market seg
ments for the consumer products involved. A study 
by Henry (1976) used cultural values, along with 
other variables, to predict ownership of generic 
automobile categories. Vinson, Scott, and Lamont 
(1977) demonstrated how group differences in global 
values and domain-specific values were reflected in 
differences in preferred automobile attributes and 
consumer products. Fjeld, Schutz, and Sommer (1984) 
related environmental values to the importance of 
the year-round availability of selected produce 
items. Further, much of the impact that social 
class has on consumption behavior is transmitted 
through the intervening variable of values. How
ever, values can be operationalized by many dif
ferent constructs (for example, see Rokeach 1968 
and Vinson, et al 1977); in this paper the authors 
have chosen the "striving index" as the method of 
operationalizing values (Bauer and Cunningham 
1977). This particular manifestation of values was 
chosen because it had been used on black subjects 
and differences· in consumption behavior were found 
to be related to striving. 

While this work was of great import when it was 
carried out, the question of interest to marketers 
today is whether the findings of Bauer and Cunning
ham are still relevant for explaining differences 
in consumption patterns. 

This paper then serves two purposes--first, the 
updating of Bauer and Cunningham's work and second, 
the offering of an alternative method of market 
segmentation among blacks. 

Methodology 

A sample of 528 blacks in a northern medium-sized 
city was administered the research instrument. 
Forty-two percent of the respondents were male and 
57 percent were female. The sample was relatively 
young: 31 percent were under 30 years old, and 
another 33 percent were between the ages of 30 and 
39. Twenty-four percent of the respondents had 
less than a high school degree, 24 percent had a 
high school degree, 29 percent had either graduated 
from college or had at least some college educa
tion, and another 21 percent had at least some 
post-graduate work. The median family income was 
$17,973. 



The research instrument included the four ques
tions that make up the striver's index. They are 
(Bauer and Cunningham, p. 36): 

1. Some people say that a child should 
be "easy going" and accept things 
as they come along. Others say 
that a child should overcome things 
that get in the way. What should a 
person like you teach a child? 
(Striving answer: Try to overcome 
all obstacles.) 

2. It really doesn't make any sense 
to save for the future; it's better 
to spend your money today and enjoy 
it. 
(Striving answer: Disagree 
strongly.) 

3. People differ on how much they like 
to plan things out. Would you say 
that you ••• 
(Striving answer: Plan ahead all 
of the time.) 

4. To improve the condition of life 
in this city, some say that people 
must get together to help them
selves. What do you think? 
(Striving answer: Help themselves 
--as opposed to relying on the 
government.) 

Three of the four questions had five-point scales 
for responses and one question had a four-point 
scale. The midpoint (3) on the five-point scales 
was essentially a neither agree nor disagree posi
tion in reference to the question. A score of 15 
was chosen as the cut-off score for strivers 
because this was the minimum score obtained by a 
person who at least moderately agreed with the 
striver answers. In other words, a person who at 
least scored four (4) on the five-point s.cales and 
three (3) on the four-point scale would obtain a 
score of 15 which would classify that person as a 
striver. A high scorer (15-19) was designated as 
a striver, while a low scorer (4-14) was designated 
as a non-striver. The resulting distribution con
sisted of 310 non-strivers (61 percent) and 200 
strivers (30 percent). 

All respondents answered questions on magazines 
and newspapers read, department stores shopped, 
food stores frequented, drugstores shopped, dis
count stores patronized, and retail outlets where 
such products as shampoo, clothes, shoes, hair 
dryers, washing machines, and televisions are 
bought. 

In addition, respondents answered 34 psychographic 
questions and five demographic questions. The 
psychographic questions included the areas of 
leisure activities, community involvement, family 
involvement and orientation, credit attitude and 
use, self-confidence, shopping habits, and effec
tiveness of advertising media. The demographic 
variables included were age, sex, family income, 
education, and subjective social class. 

Each of the marketing behavior variables was exam
ined to determine whether there were significant 
differences between the groups. The statistical 
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test used was Spearman's rank correlation. 
tailed test, 

A one-

H0 : No association 

HA+: Positive association 

was used. 

Additionally, chi-square analysis and discriminant 
analysis were performed to determine if there were 
relationships between the scores obtained on the 
striver's index and the psychographic and demo
graphic variables. 

Analysis and Discussion 

The findings of the Spearman's rank correlation 
analyses show that there are no statistically sig
nificant differences between strivers and non
strivers in terms of magazines and newspapers read, 
department stores shopped, food stores frequented, 
drugstores shopped, and retail outlets where sham
poo is bought. There are significant differences 
in terms of discount stores patronized and retail 
outlets where clothes, shoes, hair dryers, and 
washing machines are bought. The retail outlets 
where televisions are purchased are especially 
interesting because the direction of association is 
negative. These results are summarized in Table 1. 

TABLE 1 
SHOPPING BEHAVIOR AND STRIVER'S INDEX SUMMARY 

Difference in 
Shopping Between Spearman Rank 
Strivers and Correlation 

ShoE:l~ing Behavior Variable Nonstrivers Coefficient (r) 

Discount Stores Yes .435 

Stores where Clothing is 
Purchased Yes .524 

Stores where Shoes are 
Purchased Yes -.043 

Stores where Televisions are 
Purchased Yes -.236 

Stores where Hair Dryers are 
Purchased Yes .634 

Stores where Washing Machines 
are Purchased Yes .027 

Department Stores Shopped No • 764 

Food Stores Shopped No .855 

Drugstores Shopped No .886 

Stores where Shampoo is 
Purchased No .881 

An examination of the differences between strivers 
and non-strivers in discount stores shopped shows 
that both groups ranked K-Mart first and Cook's (a 
local store similar to K-Mart and located in the 
suburbs) second. However, after this point, the 
preference of the two groups diverge. 

The stores where respondents bought clothes show 
the pattern tha~ is evidenced above; that is, the 
top ranked three stores are the same for both 
groups--these stores are Deys and Sibley (the lar
gest two local department stores) and J. C. Penney. 
After this point, the store rankings begin to 



diverge. 

The largest differences in ranks in the entire 
study appeared in stores where shoes were bought. 
Strivers ranked the two local department stores 
highest, followed by three relatively expensive 
specialty stores, then Florsheim, Baker's, Sears, 
and J. C. Penney (tied ranks), a local discount 
shoe outlet, and Thorn MeAn's last. Non-strivers 
ranked Baker's first, followed by the two local 
department stores, then a tie between Thorn MeAn's 
and the discount shoe outlet, another tie between 
Sears and Florsheim, followed by J. C. Penney and 
the three relatively expensive specialty stores. 

The stores where televisions were bought evidenced 
the second largest differences in rank. Sears was 
ranked highest for both groups. There was diver
gence in ranks after this point with strivers 
ranking hard-goods discounters next, while non
strivers went to stores that had higher prices but 
had a "cheaper image," and perhaps more liberal 
credit policies. A similar pattern was seen in 
stores where washing machines were bought. 

For hair dryers, non-strivers ranked K-Mart first, 
followed by Sears. The two stores tied for the 
first place ranking among strivers. The largest 
difference in ranks were for a hard-goods dis
counter (that requires that customers read cata
logs, decode prices, and write orders) and a dis
count drugstore. Strivers frequented the hard
goodsdiscounter relatively more and non-strivers 
frequented the discount drugstore more. 

Chi-square analysis on the credit and savings 
behavior of strivers and non-strivers was also 
performed. In the area of credit behavior, 
whether one had a finance company loan or loans 
from friends and relatives was independent of 
wheth~r a respondent was a striver or non-striver. 
However, the possession of bank credit cards, 
store credit cards, gasoline credit cards, and 
bank loans was not independent of whether one was 
a striver or non-striver; strivers had more than 
expected of each of these·forms of credit. In the 
area of savings behavior, striving was not assoc
iated with whether one had a weekly insurance 
policy or not. However, there was association 
between striving and whether one had monthly pay
ment insurance policies, bank savings accounts, 
and stocks, bonds, and mutual funds; again, 
strivers had more of these forms of savings than 
expected. These results are shown in Tab le 2. 

Finally, chi-square analysis and discriminant 
analysis were performed to examine the relation
ship between the 34 psychographic variables and 
the five demographic variables, and the striver's 
index. The chi-square analysis was utilized to 
look at each variable singly and determine whether 
it was associated with striving. These results 
showed that four demographic variables and 12 
psychographic variables were indeed associated 
with striving (see Tabl e 3). 

Direct discriminant analysis was then performed to 
examine how well psychographic and demographic 
variables could predict whether an individual was 
a striver or a non-striver. The 16 variables that 
were found not to be independent of striving in 
the chi-square analysis were included in this 
analysis. Because the percentage of cases cor-
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rectly classified will always be optimistic when 
the same cases are used to both calculate discrim
inant coefficients and to classify the cases, a 
random number generator was used to select approx
imately 40 percent of the sample cases to be used 
in generating the discriminant coefficents while 
the other 60 percent were used in the classifica
tion process. 

TABLE 2 
CREDIT AND SAVINGS BEHAVIOR AND STRIVERS INDEX 

CHI-SQUARE ANALYSIS SUMMARY 

~ 

Bank Credit Cards 

Store Credit Cards 

Gasoline Credit Cards 

Bank Loans 
(other than mortgage) 

Finance Company Loans 

Loans from Friends 
Slid Relatives 

Insurance Policies 
(Wsekly Payments) 

Insurance Policies 
(Monthly Payments) 

Bank Savings Accounts 

Stocks • Bonds, 
lllltual Funds 

.. " < .• 05 

** a < .01 

and 

Strivers Nonstrivers 

! ! 
53.3 31.6 

65.8 40.0 

30.7 21.0 

39.7 27.4 

10.1 8.4 

5:5 4.5 

7.0 3.9 

54.3 36.8 

78.9 57.1 

36.2 14.2 

Note: Degrees of freedom • 1 for all variables, 

Chi-Sguare 

23,66** 

32.34** 

6.1 * 

8.37** 

.41 

.27 

2.50 

15.09** 

25 .53** 

33.30** 

The canonical discriminant function derived from the 
analysis was studied to determine the most impor
tant variables leading to the ability to discrim
inate between strivers and non-strivers. The 
ranking of the most important variables was sex, 
Psych 6 ("I have all the credit I need"), Psych 22 
("I usually buy the brands I see advertised on 
television"), Psych 15 ("Community groups take up 
too much time"), education, family income, and sub
jective social class. Sixty-nine percent of the 
cases included in the analysis were classified 
correctly. 

Conclusions and Implications 

The results of this study have shown that there 
are indeed still differences in marketing behavior, 
as well as psychographies and demographics, between 
black strivers and non-strivers (see Figure 1). 
While there were no statistically significant dif
ferences between the groups in terms of magazines 
and newspapers read, department stores shopped, 
food stores frequented, drugstores shopped, and 
retail outlets where shampoo is bought, there were 
significant differences in terms of discount stores 
patronized and retail outlets where clothes, shoes, 
hair dryers, and washing machines were bought. 
This pattern suggests that while both groups pa
tronize the same stores, the specific products that 



they purchase in each type of retail outlet are 
different. 

TABLE 3 
STATISTICALLY SIGNIFICANT PSYCHOGRAPHIC 

AND DEMOGRAPHIC VARIABLES 

Agree with Statement 
Psychographic Variables Strivers Nonstrivers 

111 have all the credit 
I need. 11 

"I usually buy the 
cheapest brand of a 
product that I need. 11 

"Community groups take up 
too much time and rarely 
have any effect on 
problems." 

11 0ur family travels quite 
a lot." 

11 1 buy many things on 
credit or with a charge 
card." 

"I feel more comfortable 
shopping in discount 
stores than in depart
ment stores. 11 

"I usually buy the brands 
that I see advertised 
on television. 11 

"I feel more comfortable 
shopping in small stores 
in my neighborhood than 
in large department 

% 

64.7 

33.1 

21.1 

55.6 

25.9 

37.3 

16.2 

stores." 16.4 

"'The more expensive brands 
are almost always better 
than the cheaper brands. 11 21. 9 

"I seldom fear my actions 
will cause others to have 
a low opinion of me." 65.5 

"Advertising seldom per
suades people to buy 
things they shouldn 1 t 
buy." 26.7 

11 1 get most of my informa
tion about new products 
from television. 11 28.0 

Demographic Variables 

Sex 

Subjective Social Class 

Education 

Family Income 

! 

40.5 

43.8 

35.0 

30.0 

16.6 

54.9 

27.8 

27 .o 

32.3 

50.6 

38.0 

50.7 

Note: Degrees of freedom • · 1 for all variables, 
except as noted. 

* " < .05 

** Cl < .01 

Chi-Square 

23.42** 

4.21* 

8.02* 

25 .58** 

4. 76* 

9 .87** 

6.14* 

5.56* 

4.39* 

8 .15** 

5.23* 

17.90** 

14.51** 

6.31* 

61.05** 
{df•5) 

45.04** 
{df-4) 

In addition to the differences mentioned above, 
differences were also found in the credit and 
savings behavior of strivers and non-strivers. 
Strivers were found to utilize bank credit cards, 
store credit cards, bank loans, and gasoline cred
it cards significantly more than non-strivers. In 
the area of savings behavior, strivers utilized 
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monthly payment insurance policies, bank savings 
accounts, and stocks, bonds, and mutual funds sig
nificantly more than non-strivers. 

FIGURE 1 
DEMOGRAPHIC AND PSYCHOGRAPHIC 

PROFILES OF SEGMENTS 

Demographically 

More likely to be male 

Middle- to upper-class 

Have at least some col
lege education 

Family income over 
$30,000 

Psychographically 

More likely to agree that: 

"I have all the credit I 
need. 11 

"I buy many things on 
credit or with a charge 
card. 11 

"I seldom fear that my 
actions will cause 
others to have a low 
opinion of me." 

"Our family tiavels a 
lot." 

Nonstrivers 

More likely to be female 

Lower-class 

High school graduation or 
less education 

Family income less than 
$30,000 

"Community groups take up too 
much time. and rarely have any 
effect on problems. 11 

"I usually buy the cheapest 
brand of a product that I 
need." 

11The more expensive brands 
are almost always better than 
the cheaper brands. 11 

11Advertising seldom persuades 
people to buy things they 
should not buy. 11 

11 I get most of my information 
about new products from tele
vision." 

"I feel more comfortable 
shopping in discount stores 
than department stores, 11 

11 1 feel more comfortable 
shopping in small stores in 
my neighborhood than in large 
department stores. 11 

111 usually buy the brands I 
see advertised on television. 11 

These differences in profiles and in marketing 
behavior have serious implications for marketing 
strategies (see Figure 2). For example, retailers 
that cater to non-strivers need to offer special 
credit policies that are not geared to credit cards. 
They should also use television as a source of in
formation and a tool of persuasion. The product 
should be positioned as similar to the "expensive" 
brand, but the actual price should be very compet
itive. The retailer should also be aware of the 
specific types of goods that strivers and non
strivers are likely to purchase in his establish
ment, since both groups will often frequent the 
same retailer, but for different products. 

The results of this study confirm that values are a 
viable and significant way of segmenting the black 
market. This is crucial to· marketers because it 
suggests that merely increasing the income level of 
blacks will not cause consumption behavior to 
change, at least in the short run. Values are a 
much more enduring characteristic than income level 
because they (values) are more resistant to change. 
While there is association between income and 



striving, there are strivers and non-strivers in 
all income classes. 

FIGURE 2 

Product Price Promotion Place 

Good market for 
financial ser
vices 

Uses lots of 
credit 

Television has 
less impact as 
source of pro
duct information 
and as persua
sive tool 

Use discounters 
for hard goods; use 
department stores 
and higher-priced 
specialty stores 
for fashion goods 

Strivers 

Poorer market 
for financial 
services; 
likely to buy 
"cheaper" 
version of 
products 

Needs special 
credit poli
cies 

Uses television 
for product infor
mation; more 
likely to buy 
brands advertised 
on television 

Does not use hard 
goods discounters; 
more likely to use 
inner-city '~argain' 
stores; uses depart 
ment stores and 
"cheaper" stores fo 
fashion goods, but 
not higher-priced 
specialty stores 

Nonstrivers 
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THE INFLUENCE OF THE SITUATIONAL CONTEXT ON PRODUCT USAGE 

Erhard K. Valentin, Weber State College 
Kent L. Granzin, University of Utah 

Abstract 

This study first proposed a model of the extended 
situational context to provide a device for 
integrating and extending previous findings from 
research into situational influences. Then, the 
four elements of the model were operationalized as 
follows, using food as the focal product: 
objective situation in terms of who eats the food; 
object in terms of the particular food item; 
subject in terms of the values held .by the serving 
homemaker; and the criterion of behavioral response 
in terms of product usage rate. A projective field 
experiment supported the model by finding 
significant prediction of food usage from the main 
effects representing the first three elements, and 
all first order interactions. 

Introduction 

In recent years, a continuing stream of research 
has investigated the influence of the situation on 
a number of criterion variables used to represent 
consumption behavior. Among the criterion measures 
that have been empirically linked to situation 
are: attitude (Miller and Ginter 1979); 
anticipated satisfaction (Granzin and Schjelderup 
1982); sequence of store visits (Mattson 1982); 
purchases of gift items (Scammon, Shaw and Bamossy 
1982); and brand loyalty ( Granzin and Miller 
1980). The situations that have been used to 
predict these criterion variables include when: 
consumers are thirsty (Sharpe and Granzin 1974); a 
restaurant is appropriate for eating (Miller and 
Ginter 1979); an automobile malfunctions and needs 
repair (Granzin and Schjelderup 1982); a gift is 
required (Mattson 1982; Belk 1982). 

Thus, previous research supports the usefulness of 
the situation, variously defined, in predicting a 
range of psychological states and consump
tion-related activities of consumers. Given this 
success in linking situation to outcomes useful to 
the understanding of consumer behavior, scholars 
will benefit by continually assessing and 
consolidating previous findings; incorporating this 
knowledge into conceptual schemes; and using these 
schemes to guide future investigations into 
situational influences, both conceptual and 
empirical. 

The purpose of this paper is to: present important 
findings from previous situation-related research; 
integrate these findings to provide a conceptual 
basis for research into the influence of situation; 
propose a model useful for consolidating our 
knowledge of the effects of situation; and report 
the results of an empirical research project based 
on this model. The next section of this paper 
considers previous findings and presents a 
conceptual basis for situation-related research. 
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Conceptual Background 

The simple S-0-R paradigm provides a point of 
departure for this conceptual development. In the 
paradigm, an external stimulus reaches an organism, 
which then internally processes the stimulus and 
develops a response. In the concrete world, the 
complex nature of all three elements of this 
conceptual device means the paradigm must be 
expanded and adapted to fit the current research 
problem. In this section of the paper, the 
paradigm will be developed into a model that 
portrays what will later be called the "extended 
situational context." This model features four 
basic elements. Figure 1 portrays the flow of 
influence from the external (stimulus) elements of 
the objective situation and the object, through the 
.subject (organism), to the behavioral response. 
The remainder of this section considers each of 
these elements in greater detail. 

The Objective Situation Element 

One of the problems that has plagued 
situation-related research to date has been how to 
accurately identify the structure of the situation 
under investigation in a way that aids 
generalization from the empirical results of a 
specific study. 

To give a st.ructuJ;e to the specification of a 
situation of interest, Belk (1915) posited five 
dimensions he considered sufficient for describing 
situation: {1) physical surroundings; (2) social 
surroundings; (3) temporal perspec;tive; (4) task 
definition; and (5) antecedent states. Subsequent 
empirical research found these dimensions useful 
for describing three alternative situations to the 
subjects of a field experiment (Granzin and 
Schjelderup 1982). This approach that is based on 
a few relevant dimensions provides a relatively 
objective means of specifying the structure of a 
situation. Thus, this element of the extended 
situational context will be termed the objective 
situation. 

The Object Element 

The other element of the extended situational 
context that lies external to the subject is the 
choice object. In a marketing context, this object 
will be the product (or service) under considera
tion by a customer. A product can be described as 
a bundle of attributes. The particular attributes 
that become salient for a given customer, and the 
magnitudes of these attributes that are needed, 
will determine the nature of the product that is 
selected. That is, when the required magnitudes of 
salient attributes hav~ been ·specified by a 
consumer, the . product has been sufficiently 
described for communication purposes. 

Bloch and Richins (1983) provided a conceptual 
portrayal of the sub-process whereby the choice 
object is mentally evaluated by a consumer who is 
selecting a product. Although these authors did 



FIGURE 1 
THE INFLUENCE OF THE EXTENDED 

SITUATIONAL CONTEXT ON PRODUCT USAGE 

OBJECTIVE OBJECT 1 
SITUATION -~ (Perceived Product 

Attributes) 

~· / 
BUBJECT 

Personal Personal Required (Required) 
Characteristics Values -+ Benefits ~ Product 

Attributes 

' BEHAVIORAL RESPONSE] 
(Product Choice) 

not state just what was meant by the situation in 
which evaluation takes place, they suggested that 
the object is assigned different importance ratings 
with varying combinations of: characteristics of 
the evaluating subject, attributes of the product, 
and nature of the situation. In the present model, 
the sub-process ending at evaluation is extended to 
the behavioral response construct, to include such 
events as purchase or consumption. 

The Subject Element 

The subject provides the internal, mediating 
element that translates the two external elements 
of the extended situational context into a 
behavioral response. Lutz and Kakkar (1975, 1976) 
treated the nature of this psychological, 
translating process in some detail. In essence, 
while 'they did not deal explicitly with the object 
element, they showed how the subject translates the 
nature of the objective situation to form what may 
be termed the subjective situation. Different 
persons will perceive different subjective 
situations in the same objective reality. 

Researchers have devoted considerable effort to the 
study of the flow of influence from one· state to 
another in the human psychological process, in both 
general and specific contexts. Yet relatively 
little has been done to empirically establish what 
mental states and psychological sub-processes are 
most relevant to the translation of an objective 
situation to a behavioral response. As isolated 
instances, earlier empirical research by Vincent 
and Zikmund (1976) and Granzin and Schjelderup 
(1982) showed the flow of influence to run through 
such intervening constructs as perceived risk, 
self-confidence, anxiety, and expected benefits. 

Recently, several authors presented conceptual 
explanations concerning the influence of personal 
values in this flow of influence. Munson (1984) 
stated that the values evoked depend on the nature 
of the situation. That is, not only do consumers 
with different personal characteristics possess 
different value structures, but what they consider 
right and proper will also differ with what has 
here been termed the objective situation. Work by 
Howard and Woodside (1984) and Reynolds and Gutman 
(1984) supports the notion that values, in turn, 
influence what benefits (consequences) are sought. 
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And the benefits that are required determine what 
product attributes are specified (Haley 1968). As 
mentioned earlier, specifying the attributes that 
are required thus specifies the product, which is a 
bundle of attributes. On this basis, values will 
be featured as an important personal characteristic 
of the subject in the empirical portion of this 
research project. 

The Behavioral Response Element 

As mentioned earlier, a variety of criterion 
measures can be used to represent the response 
element of consumer behavior in this paradigm. 
Potential criterion measures include attitudes, 
preference, intention, purchase, use, satisfaction, 
and loyalty. The empirical study described below 
focuses on product usage. The model of Figure 1 
portrays usage as based on the selection of that 
product alternative whose attributes provide the 
consumer with the benefits called for by the 
objective situation and the characteristics of the 
subject. 

.In sum, the model features these four major 
elements: objective situation, object, subject, 
and behavioral response. In the general case, the 
objective situation· and (the attributes of) the 
object, as processed by the subject, determine what 
behavioral response the subject will select. In 
the specific present case described below, the 
objective situation is an occasion when food is 
served. The subject is a homemaker, whose key 
characteristic in this extended situational context 
is the structure of her personal values. The 
object is a type of food that may be described in 
terms of its product attributes, and the behavioral 
response is usage of food items. 

Method 

Variables 

Food is the single largest expenditure category in 
the household budget for Americans. Thus, using 
food as the object and food usage as the 
operational measure of behavioral response means 
that the results have relevance to an important 
class of consumer decisions. Specifically, to 
represent the object construct this study focused 
on three typical items of food served in the home: 
meat, vegetables, and dessert. 

Given the focus on food usage, and the 
operationalization of the objective situation 
described below, the appropriate choice to 
represent the subject construct was the homemaker. 
While the role of homemaker is not strictly gen
der-bound, to ensure a relevant sample and to keep 
the task of data collection within reasonable 
limits, this study used female homemakers who at 
one time had been married; i.e., had experienced 
the responsibility of caring for a family. 

Of course, the variety of personal characteristics 
that provide measures of the subject as a type of 
person are almost limitless. As introduced above, 
values provide one variable that previous research 
suggests is particularly appropriate to the present 
conceptualization. Thus, personal values were used 
to characterize the subject. Respondents were 



placed in one of three categories, as based on 
their reported personal value structure, according 
to a method described below, 

The objective situation was operationalized by 
means of three alternatives consistent with the 
behavioral response, subject, and object measures 
described above; These alternatives were when 
serving: the homemaker herself, her immediate 
family, and guests in her home. Here, the physical 
surroundings dimension (the home), and the task 
definition dimension (serving) were explicitly 
specified as constant, and the persons present 
dimension was systematically varied to produce 
three treatment levels in a projective field 
experiment. 

Data Collection 

A random, geographical area cluster sampling scheme 
was used to collect data in the capital city of a 
western state. Two callbacks were used before 
substituting the next dwelling, and this procedure 
provided 245 usable questionnaires. Food usage was 
obtained for each of three objective situations and 
three food types by asking, for example: When 
preparing a meal for YOUR FAMILY, would you include 
VEGETABLES? Responses were obtained on five-point 
scales bearing the response choices never, seldom, 
sometimes, usually, and always. 

Personal values were measured by responses to an 
18-item scale developed by a preliminary survey of 
228 wives and former wives. The earlier survey 
administered 26 items taken from previous research 
in the field of values connected with homemaking 
(White 1966; Arnott 1972; Green and Cunningham 
1975; Brogan and Kutner 1976). In essence, these 
items represented the subjects' deep-seated 
feelings toward the place of a woman in the often 
competing worlds of work outside and work inside 
the home (Reilly 1982; Bellante and Foster 1984), 
and the implications of this conflict for food 
preparation (Ortiz, MacDonald, Ackerman and Goebel 
1981). Multiple-group factor analysis produced six 
oblique factors generally supportive of those found 
by the earlier work cited. The three measures that 
loaded highest on each factor were used in the main 
study, and were presented in terms of six-point 
Likert-type agreement scales. 

Data Analysis 

Hierarchical cluster analysis (Veldman 1967) of the 
responses by 245 homemakers to 18 individual 
measures of personal values produced three groups 
of women, as based on interpration of the error 
term at each succeeding level of aggregation (Ward 
1963). For referenc·e purposes, these groups were 
labelled Traditional (n=68), Moderate (n=97), and 
Modern (80). 

Given the nature of the research design, a 
repeated-measures, mixed-effects 
analysis-of-variance was used to test the 
hypothesis that product usage is directly related 
to persons served, food item used, and category of 
homemaker, and interactively related to 
combinations of the three main effects. The nature 
of those differences found to be significant was 
interpreted using the Newman-Keuls multiple range 
test, 58 

Results 

Table 1 presents the summary of the ANOVA. All 
three of the main effects reached significance 
(p=.OOO,.OOO,.OOO), as did the three first-order 
interactions (p=.000,.006,.000). Only the test of 
the second-order interaction (p=.300) failed to 
support the hypothesized relationship with food 
usage. 

The column labelled R2 gives the estimated fraction 
of total variance in product usage that is 
attributed to that variable or interaction in the 
linear model. Given the nature of the research 
design, 26.6 per cent of variance explained by the 
differences in the three types of food should not 
be surprising. But, the table also shows that 17.7 
per cent of the variance in usage is due to the 
effect of the objective situation. And, the 
interaction between type of food and nature of the 
objective situation is also notable at 7,1 per 
cent. However, the main effect for type of person 
and the other two J;irst-order interactions, while 
significant, are relatively small. 

Given empirical results that support the model, 
these findings should be explored further. Tabl e 2 
presents the means and significant differences 
among means for each main effect, assuming the 
other two main effects are held constant, The 
two-way classification for type of person indicates 
that the modern and moderate, moderate and 
traditional, and modern and traditional pairs of 
means all differ significantly, as based on the 
Newman-Keuls test. For type of food, the meat and 
dessert and vegetables and dessert pairs of items 
differ significantly. For nature of the objective 
situation, all three pairs that represent when food 
is served differ significantly. 

Discussion 

These results have implications at three reference 
levels of conceptual and empirical meaning: 
support for the conceptualization itself; 
application to consumer behavior and to marketing 
decision making; and suggestions for future empir
ical research. This section considers each of 
these three sets of implications in such detail as 
space limitations permit. 

Level of Conceptualization 

At the first level, the basic conceptualization is 
generally upheld, given the design of the 
projective field experiment and the operational 
measures selected to represent the constructs. 
Behavioral response was clearly linked to type of 
food and nature of the objective situation, both 
directly and interactively. More weakly, usage was 
also shown to depend directly on type of person. 
The support for interactive effects indicates that 
the three basic elements in the model affect food 
usage in a partially interdependent fashion. Thus, 
the reciprocal linkages among the predictor 
elements in the model receive support from the 
empirical results. 

However, type of person, as measured by her values 
home, did not notably improve the explanation of 



TABLE 1 
ANALYSIS OF VARIANCE SUMMARY FOR PRODUCT USAGE* 

Source of Variation R2 ss df MS F-Ratio E.. 

Between subjects 300.9 244 
Type of person effects .014 35.8 2 17.9 16.2 .000 

Error--type of person 267.97 242 1.1 

Within subjects 2,300.7 1960 
Type of food effects .266 692.6 2 346.3 451.9 .000 

Person-food interactions .007 17.2 4 4.3 5.6 .000 
Error--type of food 370.9 484 .8 

Situation effects .177 461.6 2 230.8 463.2 .ooo 

Person-situation interactions .003 7.4 4 1.9 3.7 .006 
Error-situation 241.1 484 .s 

Food-situation interactions .071 184.5 4 46.1 158.2 .000 

Person-food-situation interactions .001 1.6 8 .2 .7 .300 
Error-food-situation 282.2 968 .3 

*Subjects per group: Modern (80); Moderate (97); Traditional (68). 

TABLE 2 
WITHIN-VARIABLE MEANS AND DIFFERENCES IN 

Treatments 

Person Type 

Modern 
Moderate 
Traditional 

Food Type 

Meat 
Vegetables 
Dessert 

Situation 

Self 
Family 
Guests 

PRODUCT USAGE* 

Means 

3.39** 
4.14 
4.31 

4.45 
4.63 
3.35 

3.61 
4.09 
4.74 

*All pairwise comparisons among means for a given 
main effect are significantly different (p<.OS) by 
Newman-Keuls multiple-range test except meat and 
vegetables for the food type variable. 
**Midpoint of the scale is 3. A low score 
indicates a low frequency of serving the food 
i terns; a high score indicates alow frequency of 
serving the food items; a high score indicates a 
high frequency of serving the food item. 

product usage. On this basis, the conceptual 
schemes dealing with values that were cited in the 
Conceptual Background section of this paper 
received only token support. Perhaps the 
difficulty lies with the link to required benefits 
shown in Figure 1 . Future research would do well 
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to examine those links surrounding required 
benefits to determine if this part of the 
conceptualization should be reformulated or 
rejected, 

The Level of Application 

At the level of application, the findings hold 
implications for our understanding of consumer 
behavior and for marketing decision making. With 
respect to consumer behavior, homemakers are more 
likely to plan a full meal (i.e., a higher average 
usage rate over all three food items) when guests 
are expected than when just the family is involved, 
and least likely to do so when they only serve 
themselves. They are more likely to serve meat and 
vegetables than they are dessert, regardless of the 
situation they face, And, they are most likely to 
serve a full meal if they hold a tradi tiona! 
orientation toward involvement in homemaking, next 
most likely if they hold a moderate orientation, 
and least likely if they have a relatively strong 
orientation outside the home, 

To the extent their profit rests on the frequency 
with which a given type of food is served, 
marketers will succeed best with meat, with food 
served when entertaining guests, and when the food 
is served by the traditional homemaker. All else 
equal, their promotions will be most profitable 
when they target their audience accordingly to 
stimulate usage of their brand. Conversely, they 
may accept the challenge to market to the segments 
with the lowest usage rate, b!Jt therefore the 
highest potential for gain. Here,\their persuasive 
communications would feature dessert items and 
would be directed toward homemakers who eat alone 
and those who hold a modern orientation. 

The rather complex pattern of difference in means 
for the interactional effects could not be further 
summarized because of space limitations, but the 
implications of the key findings can be summarized 



here. Homemakers are least inclined to eat dessert 
alone, but most inclined to serve vegetables to 
guests. If marketers want to "jump on the band
wagon, they will feature vegetables and com
municate the benefits of their brand for serving to 
a gathering of persons invited into the home. If 
marketers want to accept the challenge of boosting 
usage in the currently least common case, they will 
seek to convince homemakers to "have a treat when 
YOU deserve it." The mean usage rates for the 25 
other first-order, interactive combinations lie 
between these two extremes. 

The Level of Measurement 

Based on this empirical support for the conceptual 
model, a number of tasks can be suggested for 
future situation-related research. A first task 
would be to vary the measure of the object of 
consumption. ~ile food is an important commodity 
in the marketplace, other items potentially 
influenced by the situation should be examined, 
items such as personal care items, articles of 
clothing, and entertainment offerings. Of course, 
the alternative descriptions of the objective 
situation that are examined will depend on the 
product or service in question. In this vein, the 
dimensions proposed by Belk ( 197 5) can be 
implemented more fully by use of research designs 
that facilitate a more complete specification of 
the objective situation. In this way, research can 
determine which dimensions have the greater effect 
on behavior. 

The criterion measure also can be altered. 
Research might investigate consumer behavior at 
various stages in the consumption process. For 
example, Hammett and van de Mark (1973) suggested 
these stages are relevant to an understanding of 
food-related behavior: ( 1) acceptance of 
responsibility for food selection, preparation, and 
service: (2) search for information; (3) product 
evaluation; (4) product choice; (5) purchase; and 
(6) usage. A study similar to that reported here, 
which involved the sixth of these stages, could 
easily be replicated at each of the first five 
stages to broaden our understanding of the effect 
of the extended situational context on consumer 
behavior. With respect to application, each of 
these stages furnishes marketers with a different 
target for persuasive communication, 
product/service design, and merchandising tactics. 
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THE INFLUENCE OF MOOD ON WILLINGNESS 
TO SPEND AND UNPLANNED PURCHASING 
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Abstract 

This study explores the impact of mood on two 
important aspects of consumer behavior: 
willingness to spend, and perceived likelihood of 
making unplanned purchases. Previous research 
suggests that mood state plays an important role in 
influencing various aspects of decision-making and 
risk-taking behavior. The current study extends 
this stream of research into the context of con
sumer behavior. Preliminary findings suggest that 
affect does influence consumers, and that this 
influence differs for males and females. 

I nt rodu ct ion 

Affect has been found to influence a number of 
human behaviors such as helping, decision-making 
and risk-taking. The potential value of mood in 
influencing consumption behavior is evident in the 
widespread use of mood-enhancing devices such as 
background music in the retail setting and in 
advertising. Although such "mood management" is 
widely practiced, there is little empirical 
research linking mood directly to consumer beha
vior. The present study addresses this gap by exa
mining the impact of mood on two aspects of 
consumer behavior: willingness to spend, and per
ceived likelihood of making unplanned purchases. 
These particular aspects were selected for study 
because they are important precursors to actual 
purchase behavior, and because there is some indi
cation in the social psychology literature that 
they are likely to be influenced by mood. 

Conceptua 1 Framework 

Previous studies from the field of psychology have 
related mood to altruistic/helping behavior 
(Berkowitz 1972, Forest et al. 1979, Isen and Levin 
1972). This type of behavior was conceptualized as 
a special case of decision making (Isen and Levin 
1972). That is, helping behavior is the product of 
the decision of whether or not to help. For 
example, positive affect was found to serve as a 
retrieval cue for positive material in memory 
(Teasdale and Fogarty 1979), which in turn influe
nces judgment and decision making (Isen 1975, Isen 
and Shalker 1982, !sen et al. 1978). Generally 
stated, positive mood affects positive evaluations 
and positive judgements (Shiffenbauer 1974, Masters 
and Furman 1976, Srull 1983). 

Other studies demonstrate the effects of positive 
affect on the amount of information used in deci
sjon making (I sen et al. 1982). Subjects in a good 
mood tend to use less information in a decision, 
give less consideration to the information they do 
process, and make the decision faster than those 
not in a good mood. This has been labeled a 
"simplification strategy,"-- i.e., an approach to 
a decision or creative problem-solving-task in the 
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fastest, easiest way. Further, !sen and her 
colleagues hypothesize that this tendency to 
simplify the task may be done to maintain the 
pleasurable, good mood. 

Positive affect has also been found to affect risk 
taking behavior (Isen et al. 1982, !sen et al. 
1985). Subjects in a positive mood state exhibit 
risk-proneness in a low-risk situation, but risk
averseness in a high-risk situation. !sen explains 
that the tendency to prefer low-risk over high-risk 
options under positive affect also may be due to 
one's natural desire to maintain a good feeling 
(i.e. self-protection). Alternatively, it may be 
explained in terms of utility theory. There may be 
a lesser marginal utility of additional "good 
feeling" to be gained from a favorable outcome in 
the risk situation among people in a good mood than 
among people in a neutral or negative affective 
state. Thus, consumers in a good mood would not be 
as highly motivated to favor a high-risk option. 

The effects of mood on decision-making and risk
taking suggest a number of potential influences of 
affect on purchasing behavior. First, given that 
positive affect seems to influence task simplifica
tion and positive judgements, one might expect con
sumers in a good mood to exhibit a greater 
willingness to spend than their less happy counter
parts, and to exhibit a wider "acceptable range'' of 
prices. Task simplification could be in the form 
of a ''price-perceived-quality" relationship 
(Peterson and Wilson 1985). That is, consumers in 
a good mood who want to avoid the processing 
involved in assessing prices may rely on simple 
decision rules such as "the higher the price, the 
higher the quality of the product --and therefore, 
the greater my satisfaction." Furthermore, posi
tive product judgements may preclude (or at least 
attenuate) the assessment of prices, which may also 
1 ead to a greater willingness to spend. 

Second, conservatism and risk avoidance under con
ditions of high risk/positive affect may also 
influence the price that one is willing to pay for 
an item in a product class. Assuming that a posi
tive price-perceived-quality relationship holds for 
a particular product class, consumers in a positive 
mood state should prefer a higher-priced alter
native so as to reduce the risk of making a poor 
choice. The perceived risk of making a bad choice 
in a purchase situation has been shown to motivate 
consumers to select higher-priced items (Lambert 
1973, Shapiro 1968, 1973). However, this tendency 
should be stronger for subjects in a positive mood 
when compared with subjects in a non-positive mood. 

Finally, according to !sen's interpretation, posi
tive affect seems to be associated with a 
"cognitive laziness" where the pleasant mood state 
may be maintained by avoiding cognitive processing. 
Thus, consumers in a good mood may be more likely 
to buy on impulse. In this situation, associations 
and judgements should be more positive. Consumers 



should devote less cognitive resources to 
generating counter-arguments to the impulse. 
However, certain product purchases may have mood
altering characteristics. For example, some con
sumers in a low mood may make purchases expressly 
for the purpose of elevating their moods. Thus, 
consumers in a good mood may be more 1 i kely to make 
unplanned purchases of non-mood-altering products, 
but less likely to make unplanned purchases of 
mood-elevating products. 

Although this is an exploratory study, two.! priori 
hypotheses are proposed. First, individuals in a 
good or high mood will be more willing to pay more 
for an expensive good and less for an inexpensive 
good than i ndi vi dua 1 s in a 1 ow mood. Second, i ndi
viduals in a high mood will be more likely to make 
an unplanned purchase than those in a lesser mood. 
However, it is expected that those in a low mood 
state may be more likely to purchase certain "mood 
e 1 evat i ng goods" than those in a high mood. 

Method 

Sample 

The sample was obtained from undergraduate and gra
duate business classes at a large urban 
southeastern university. Usable data were gathered 
for 260 subjects. The sample was deemed 
appropriate for the purposes of the present study 
given its exploratory nature. Most of the subjects 
(95%) were currently employed and frequently 
purchased a majority of products used in the study. 

Procedure 

Volunteers were obtained to complete a question
naire about products and prices. The subjects then 
completed a mood measure, followed by questions 
concerning the prices they would pay for a number 
of goods. The next set of questions dealt with 
their likelihood of purchasing "impulse" items 
while at the grocery store. Demographic questions 
were last. The subjects were debriefed after all 
the questionnaires were collected. This entire 
procedure took approximately 15 minutes. 

Measures 

Mood was measured using a Sullil11ed, 6 item, seven
point bipolar scale from Veitch and Griffitt 
(1976). Subjects were asked to describe how they 
felt at that moment using adjectives such as: 
comfortable-uncomfortable, good-bad, high-low, 
happy-sad, pleasant-unpleasant, positive-nega
tive. A pretest determined the Cronbach's coef-
ficient alpha to be .• 93. ' 

Willingness to spend was measured by asking the 
subjects to write the approximate lowest and 
highest dollar amounts that they would be willing 
to spend for a quality item in each of the various 
product classes which included shopping; specialty 
and convenience goods. This list was taken from 
Peterson and Wilson (1985). 

Perceived likelihood of making unplanned purchases 
was measured on a seven-point sea 1 e anchored at one 
end by "not at all likely to purchase" and by "very 
likely to purchase" at the other end. Specific-

62 

ally, subjects were asked to imagine that they 
stopped at the grocery store to buy bread and mi 1 k, 
and the likelihood that they would purchase any of 
the items listed. The items used in the study 
were products that had been pre-tested. 

Data Analyses 

In this study there was no actual manipulation of 
mood since pre-tests had indicated that there was 
sufficient variance in individuals' perceived mood 
state. !sen (1983) contends that a general posi
tive or negative mood state can have far-reaching 
effects on behavior and perceptions. Further, the 
focal point of this study concerns the effect of 
mood on some consumer relevant variables, not the 
mood induction technique. 

Since this study was concerned with comparisons 
between low and high mood states on a variety of 
dimensions, the mood scale responses were divided 
into three groups: low, neutral and high mood 
state, with a third of the respondents in each 
group. 

The high and low prices for each product class, as 
well as the price ranges (difference scores), were 
computed and standardized to all ow direct com
parison across items. 

Finally, the high and low mood groups were compared 
along willingness to spend (high +low prices), 
relevant range, and likelihood to make unplanned 
purchases, via a series of univariate t-tests. 

Results 

It was anticipated that subjects in the high mood 
group would generally be willing to spend more 
money than the low mood group across product 
classes. This was found to be true for only 
slightly over half of the product classes (55%); 
statistically significant differences (p < .10) 
were apparent for only 3 of the 20 items tested: 
perfume, nightgowns, and coffee. 

It was further anticipated that subjects in the 
good mood group might be willing to pay less (i.e. 
a lower "1 ow price") than the other mood group for 
inexpensive (low unit cost) items. This was found 
to be true for 57% of the low-unit-cost product 
classes; statistical differences between the two 
mood groups were significant (p < .10) for 6 of the 
14 inexpensive items. -

Analysis of the price ranges (i.e. the standardized 
scores of differences between high and low prices 
for each product class) revealed that subjects in 
the good mood group had wider relevant ranges than 
their 1 ow mood group counterparts in 13 out of 20 
product classes tested. However, differences bet
ween the two mood groups were significant (p < .10) 
for only four product classes (See ta ble 1 ). -It 
was noted that these product classes were generally 
"feminine", in the sense that they are usually 
purchased for or by women. These results, along 
with the wealth of literature suggesting psycholo
gical differences among the sexes regarding mood 
(Debevec and Iyer 1985) and a variety of other phe
nomena (Maccoby and Jacklin 1974) stimulated the 



researchers to examine the hypothesized effects 
separately for the two sexes. When the data were 
analyzed in this manner, some interesting patterns 
began to emerge. 

Among females, differences between mood groups were 
in the expected direction for 17 of the 20 
product classes. These differences were statisti
cally significant for 8 of the 20 items tested: 
perfume, shoes, cameras, electric shavers, coffee, 
toothpaste, nightgowns, and electric clocks. The 
products where the relevant price range difference 
was greater in the 1 ow mood group were "male pro
ducts" such as, a man's shirt, beer, and wine. It 
could be that there is some interaction between sex 
and gender of product or that the previous 
experience or familiarity of the subject with the 
product may be important. Thus, it appears that 
females may be more susceptible to the effects of 
mood, vis-a-vis the prices they are willing to pay 
for products. 

For males, less than half of the differences bet
ween high and low mood groups were in the antici
pated direction. The mood group differences were 
statistically significant in only one case, for the 
product "electric shaver". And in this case, the 
subjects in the low mood group had the wider rele
vant price range than those in the good mood. It 
is interesting to note that 60% of the relevant 
price ranges for the 1 i sted products are higher for 
the low mood male subjects, which is contrary to 
the hypotheses. The products in which the price 
range is in the stated direction .are products "for 
women'' i.e., perfume, women's shoes, night gowns, 
etc. Although these differences are not signifi
cant, perhaps there is some relationship between 
the "gender" of the product, the sex of the 
purchaser and the dollar amount that they are 
willing to spend. 

It appears that the likelihood for unplanned 
purchases is at least marginally influenced by mood 
state. Contrary to the hypothesis, it appears that 
individuals in a low mood state are more likely to 
purchase "impulse-type" goods than those in a 
higher mood state. (See Table 2 ) For the pooled 
sample (both men and women), 8 of the 13 items 
listed were more likely to be purchased by those in 
a low mood state. The items that were signifi
cantly influenced by mood (p < .10) include: 
candy/gum, snack foods, soft drinks, ice cream and 
health items. In general, it seems that these pro
ducts are more or less ''junk food" items that pro
bably have the perceived ability to "elevate" the 
mood level of those individuals that are currently 
in a low mood state. 

Again, these data were broken down by sex. It was 
found that women in a good mood were more likely to 
purchase products in 7 out of 13 products. There 
were also four products that women in a good mood 
were significantly more likely to purchase (p < 
.10): magazines, batteries, razor blades and
office supplies. These products are mainly 
"reminder impluse" items that people often forget 
to buy unless reminded. Of the "junk-food" pro
ducts, women in low moods were again more likely to 
make an unplanned purchase than those in a high 
mood, although the differences were not signifi
cant. 
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Men, on the other hand, seem to be more likely to 
purchase items (11 out of 13) when in a low mood 
state. Men demonstrated significant differences (p 
< .10) for five items: alcoholic beverages, deli
catessan items. batteries. snack foods and ice 
cream. In 4 out of 5 of these products the low 
mood group was more likely to purchase. Thus, it 
appears that sex and perceived mood state both 
influence the unplanned purchase. 

Discussion 

These preliminary results indicate that mood does 
have some influence on various aspects of consumer 
behavior such as willingness to spend, relevant 
price ranges, and perceived likelihood of making 
unplanned purchases. This is particularly true 
with women. As expected, women in good moods were 
more likely to have larger price ranges for most 
items except "male products." Very nearly the 
opposite effect held for men. The reasons for 
these differences are not known; however, it may be 
physiological differences and/or socialization dif
ferences between the sexes. Women may simply be 
more familiar with the products used in this study 
than are men. 

Women in good moods were again more likely to make 
unplanned purchases of routine, reminder items. 
Both men and women in low moods were more likely to 
purchase possible "mood-elevating" goods without 
planning. Therefore, it appears that gender and 
mood interact in determining prices that will be 
paid for goods, acceptable price ranges and 
unplanned purchases. 

In general it seems that consumers in low moods are 
more likely to purchase snack food items. A 
plausible explanation for this could be that indi
viduals know when they are in low moods and may 
purchase certain goods for the purpose of improving 
their mood. These data suggest that women may be 
more suscept i b 1 e to mood enhancing devises than 
men. Since women are still the primary shopping 
agents for most households, it seems plausible that 
retailers and advertisers should use mood enhancing 
devices in their stores and in their ads. 

Future research might focus on several specific 
research questions. First, to what extent might 
the sexes differ with respect to "acceptable price" 
determination processes, independent of mood? For 
example, to what extent might males and females 
rely on cognitive schema such as the "price per
ceived quality relationship," and how might 
reliance on these schema be affected by mood? 
Second, the effects of non-mood factors such as 
product familiarity, situational variables, etc. on 
consumers' price determination processes should be 
assessed and held constant in future mood effects 
studies. This would afford the potential for a 
more rigorous assessment of the influence of affect 
on consumer's willingness to spend. Finally, 
future studies might examine the differential 
responses of men and women to marketing stimuli 
designed to encourage unplanned purchasing. 

It would be premature to draw firm conclusions 
based on the present study; however, the tentative 
findings reported here suggest interesting interac
tions between mood, gender and consumer behavior 
worthy of future research. 
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TABLE 1 

MEAN STANDARDIZED HIGH/LOW PRICE 
DIFFERENCE SCORES 

POOLED MALES FEMALES 
Mood Mood Mood 

Item Lo Hi t* Lo Hi t* Lo Hi t* 

1. Stereo .95 1.00 - .49 1.04 1.03 .10 .81 1.00 -1.20C 
2. Perfume .88 1.3U -1.49b .86 1.22 - • 90 .76 1.10 -1. 59b 
3. Man's Dress Shoes 1.05 1.02 .29 1.04 .98 .39 .92 1.01 - .64 
4. Woman's Dress Shoes .99 1.15 -1.24C 1.00 1.02 - .13 .83 1.07 -1.57b 
5. Man's Dress Shirt 1.05 .95 1.01 1.00 .94 .56 1.11 .97 .88 
6. Woman's Blouse 1.03 1.07 - .32 .93 .81 1.06 .93 1.11 -1.17 
7. Camera 1.08 1.16 - .48 1.14 1.05 .34 .87 1.07 -1.64a 
8. Panty Hose .99 1.27 -1.14 .75 1.12 -1.02 .99 1.04 - .30 
9. Beer 1.04 .98 .73 1.01 .97 .31 1.08 .99 .65 

10. Electric Shaver 1.02 .99 .27 1.14 .84 2.o5a .85 1.13 -1.37C 
11. Coffee .92 1.16 -1. 73a .95 .99 - .20 .86 1.22 -2.28a 
12. Suntan Lotion 1.10 1.15 - .40 1.02 1.04 - .11 1.02 1.09 - .34 
13. Toothpaste 1.03 1.08 - .40 1.07 .90 1.23C .83 1.29 -1.86a 
14. Asprin 1.18 1.07 .91 1.10 .94 1.03 1.05 1.12 - .42 
15. Wine 1.24 1.09 .63 . 1.09 .95 .45 1.11 1.02 .25 
16. Ice Cream 1.02 1.06 - .55 1.06 1.00 .59 .94 1.08 -1.08 
17. Lipstick 1.15 1.21 - .34 .92 .93 - .03 1.02 1.10 - .56 
18. Nightgown .95 1.22 -1.73a .90 1.02 - .65 .85 1.25 -1. na 
19. Electric Clock 1.13 1.44 -1.02 .97 1.00 - .12 .79 1.57 -1.30C 
20. Body Loti on 1.17 .99 .80 1.21 .85 .93 .99 1.01 - .05 

* one tailed t-test 

ap less than .05 
bp less than .10 
Cp less than .15 

TABLE 2 

MEAN VALUES FOR THE LIKELIHOOD OF MAKING UNPLANNED PURCHASES 

POOLED MALES FEMALES 
Mood Mood Mood 

Item Lo Hi t* Lo Hi t* Lo Hi t* 

1. Candy/Gum 4.23 3.73 1.34b 3.33 3.05 .60 5.14 4.88 .47 
2. Magazine/Newspaper 3.94 3.94 - • 01 3.67 3.56 .25 4.03 4. 79 -1.44b 
3. Bakery Goods 2.94 2.82 .42 2.67 2. 72 - .16 3.17 3.06 .23 
4. Delicatessen Items 2.71 2.93 - • 77 2.48 2.93 -1.33b 3.03 3.12 - .19 5. Alcoholic Beverages 3.50 3.11 1.16 3.46 2.79 1.61b 3.51 3.45 .10 
6. Cosmetics 2.05 1.83 .91 1.53 1.28 1.22 2.60 2.64 - .08 
7. Batteries 1.77 1. 78 - .10 2.02 1.04 2.82b 1.51 2.42 -2.36a 
8. Razor Blades 2.04 2.25 - .84 2.58 2.23 1.04 1.45 2.52 -2.66a 
9. Office Supplies 2.06 2.06 .01 2.44 2.05 1.21 1.57 2.21 -1. na 

10. Snack Foods 4.11 3.62 1.48b 3.98 3.28 1.59b 4.14 4.42 - .53 
11. Soft Drinks 4.84 4.26 1. na 4.63 4.16 1.08 5.12 4.82 .57 
12. Ice Cream 3.45 2.89 1.86a 3.23 2.64 1.58b 3.56 3.30 .50 
13. Health Items 3.10 2.70 1.38b 2.89 2.55 .92 3.09 3.0U .17 

* one tailed t-test 

ap less than .05 
bp less than .1u 
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AN ANALYSIS OF DISCRIMINATING CRITERIA AS A CONSEQUENCE OF CONSUMER 
INVOLVEMENT WITH A FINANCIAL SERVICE DECISION 

Joseph J. Belonax, Jr., Western Michigan University 
Lowell E. Crow, Wes.tern Michigan University 

Abstract 

Although considerable progress has been made by 
consumer researchers in understanding the role of 
involvement in decision making, their scope of in
terest has been confined largely to the study of 
product and message involvement. In an effort to 
broaden the scope of interest, this paper focuses 
on service involvement: An empirical study is pre
sented that identifies which criteria are the most 
discriminating as a consequence of varying levels 
of consumer involvement with a financial service 
decision. 

Introduction 

The concept of an individual's "involvement" and 
its effect on consumer behavior has been an expand
ing area of interest to consumer researchers. Be
ginning with the work of Krugman (1965), its grow
ing importance is typified by Mitchell (1979), who 
states that it "has the potential of being an im
portant mediator of consumer behavior," and by 
Kassarjian (1981), who suggests that the concept of 
involvement "may well qualify as one of the more 
important scientific ideas to emerge in consumer 
research in recent years." 

For all the interest it has generated amongst re
searchers, the construct has proven to be difficult 
to define and consequently, operationalize. Given 
these problems, it is little wonder why the litera
ture reflects two major shortcomings. 

First, the studies narrowly focus on the consumer's 
involvement with either a message or a product. 
Typically, studies of message involvement seek to 
identify the communication effects under varying 
conditions of involvement (Park and Young 1983). 
Unlike message involvement, the few studies that 
focus on product involvement have not evolved much 
beyond the product classification and scaling 
stages (Lastovicka 1979; Black 1981). The emphasis 
on product/message involvement has resulted in a 
lack of attention to the concept's application to 
a service decision. 

Second, although some researchers have suggested 
that conceptually, consumer decision making differs 
under varying levels of involvement (Robertson 1976; 
Houston and Rothschild 1978), few have sought to 
identify, empirically, the nature of the differenc
es (Lastovicka and Gardner 1978). 

Accordingly, the purpose of this paper is to report 
some preliminary findings concerning how a consum
er's involvement with a financial service might in
fluence one particular aspect of his/her decision 
making: the attributes considered important when 
making a decision to establish a savings account in 
a local financial institution. 

Perspectives on Involvement 

Attempts made by researchers to conceptualize and 
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operationally define a variable are never easy and 
oftentimes reflect a good deal of ambiguity during 
its gestation period. It appears that the concept 
of involvement has followed a similar path. 

Precisely what is involvement? Although some re
searchers have responded in different ways (Krugman 
1965 and 1966; Mitchell 1979; Batra and Ray 1983), 
the conceptualization offered by Houston and 
Rothschild (1978), has been empirically supported 
and captures the multi-dimensional nature of in
volvement (Arora 1983). They suggest that the con
struct of involvement is made up of three separate 
types: situational involvement, enduring involve
ment and response involvement. 

Situational involvement refers to the ability of a 
situation to elicit varying levels of concern, in
terest and arousal. Because two major stimuli 
(products/services, social psychological) combine 
to represent a situation, situational involvement 
recognizes that situations differ in their tendency 
to arouse individuals (Houston and Rothschild 1978). 

Unlike situational involvement that is likely to 
disappear once a product or service is selected, en
during involvement is likely to exist on a long 
term basis because it reflects the pre-existing re
lationship between the individual and the situation. 
The nature of this relationship is a function of 
either prior purchase/consumption experience or the 
product/service relationship to individual needs, 
values, or the self-concept (Houston and Rothschild 
1978). 

Response involvement refers to the extensiveness or 
complexity of the consumer decision process. The 
complexity is likely to vary, (1) across products 
or services as suggested by situational involvement, 
(2) across individu~ls as suggested by enduring in
volvement, (3) as a consequence of the interaction 
between situational and enduring involvement 
(Kassarjian 1981). The exact form that response 
involvement takes will depend on the stage in the 
decision process (Houston and Rothschild 1978). 

Given this conceptualization, for the purposes of 
this paper, service involvement may be defined as 
an internal state reflecting the amount of interest, 
arousal or emotional attachment evoked by the ser
vice in a particular individual. This definition 
represents a synthesis of past formulations provid
ed by Houston and aothschild (1978), Mitchell 
(1979), and Bloch (1981). Like product involvement, 
service involvement may exist in two different 
forms: situational and enduring. In the former, 
characteristics of the service decision determine 
the level of situational involvement. In the lat
ter, the level of enduring involvement reflects an 
interest in the particular service because of its 
pre-existing relationship to an individual's values, 
self-concept or life-style. Response involvement 
refers to the complexity of the service decision 
and is likely to vary across services, individuals 
or as a consequence of the interaction between ser
vices and individuals. 



Al~hough primarily concerned with the intangible 
nature of political choice behavior, the antece
dents and consequences of involvement identified by 
Parameswaran and Spinelli (1984), provides us with 
an operational framework for the study of a deci
sion to acquire an intangible service. Of the 
eight antecedents tested, personal relevance, im
pact of the decision, importance of the decision, 
and interest in the decision had a statistically 
significant influence on the level of involvement. 
Further, as a consequence of their involvement, 
subjects manifested, (1) greater amount of exposure 
to the candidates, (2) greater depth of evaluation, 
and (3) greater amount of thought and use of attrib
utes by the decision making process. 

Interpreting this study within the context of situ
ational involvement for a service suggests that re
sponses that occur subsequent to the onset of in
volvement are likely to vary as the level of ante
cedents vary. Said another way, the importance 
attributed to criteria used by individuals when 
making a financial decision to establish a savings 
account will vary as a consequence of their involve
ment with the decision. Accepting this represent
ation of situational involvement for a service 
leaves us with the question, "which antecedents de
termine an individual's involvement with the deci
sion to open a savings account in a local financial 
institution?" Lacking any empirical support from 
studies of consumer choice behavior, we rely on the 
conclusions drawn from political choice behavior to 
answer the question (Parameswaran and Spinelli 
1984). We reason that, (1) personal impact of the 
decisions, (2) the importance of the decisions, (3) 
interest in the decision, and (4) difficulty in mak
ing a decision, will singularly or in combination 
influence the level of involvement in the decision. 

In summary, the importance attributed to criteria 
used by individuals when making a financi,al deci
sion to establish a savings account will vary as a 
consequence of their involvement with the decision. 
In turn, the level of involvement in the decision 
may be determined by the singular or combined in
fluence of personal impact, importance, interest, 
and difficulty associated with the decision. 

Methodology 

A sample of 958 households was drawn using a system
atic sampling method from the city directory of a 
medium size midwestern city. A questionnaire was 
mailed with a stamped return env.elope and a cover 
letter explaining that the researcher was doing a 
comprehensive study of the saving characteristics 
of the consumers. Each questionnaire was identi
fied with a coded number which was to be used for 
follow up purposes only, however, each respondent 
wa·s insured complete anonymity. After· a two week 
waiting period, each sample member who had received 
a questionnaire but had not responded was telephon
ed and reminded of the questionnaire. In all, 406 
questionnaires were returned with sixty-seven being 
undeliverable. The follow up telephone calls sug
gested that approximately an additional five per
cent never received the questionnaire. 

Given the undeliverables and those persons who in
dicated they never received the questionnaire, it 
is estimated that 846 subjects received the ques
tionnaire. From these 846 subjects, a total of 319 
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questionnaires were usable. The response rate of 
37.7% is exceptionally high given that the question
naire was sent to the general public and asked ques
tions concerning savings institutions, family in
come, and savings levels, subjects generally consid
ered family private information. 

It is important to note that nonresponse bias (the 
possibility that those who chose not to respond are 
in some way different from those who ·responded on 
dimensions important to the study) can occur in any 
survey. To determine the bias in our study, we com
pared the demographic characteristics provided by 
the respondents with those for the population for 
that geographic area. Tabl es 1, 2, and 3 show this 
comparison. From these tables it can be seen that 
the nature of our study produced a sample that is 
biased toward a more educated, older, and higher 
income level respondent. Traditionally, we would 
not expect a significant number of lower income, 
younger, and lower educated people to respond to a 
study that focused on savings accounts. This study 
confirmed those expectations. 

Classification 

18~34 years 
35-49 years 
50-64 years 
65 and older 

Table 1 
Age of Respondent 

SamEle % Total 

32.0 
27.9 
27.9 
14.4 

Table 2 

PoEulation 

42.0 
24.4 
21.0 
12.5 

Total Household Income of Respondent 

% 

Classification SamEle % Total PoEulation % 

Under $5,000 
$5,000-$9,999 
$10,000-$14,999 
$15,000-$24,999 
$25,000-$49,999 
$50,000 and over 

1.7 
5.6 

11.3 
36.2 
39.2 
6.0 

Table 3 

11.1 
11.8 
14.2 
30.3 
25.4 
7.2 

Education of Primary Income Earner 

Classification 

0-8 years 
9-12 years 
13-16 years 
over 16 years 

SamEle % 

2.3 
27.9 
42.8 
27.0 

Total PoEulation* 

13.8% 
54.8% 

31.3% 

*Education levels for State of Michigan 1980 census 

The research questionnaire, developed for this 
study is, in part, the result of three focus group 
interviews. In addition, previous research on fin
ancial institution selection criteria was used 
(Durand, Eckrich, and Sprecher 1973; Anderson, Cox, 
and Fulcher 1976; Mandell, Lachman, and Orgler 
1981). Together, these sources produced eighteen 
factors that were considered important when consum
ers make the decision to establish their largest 
savings account. 

The concept of involvement was operationalized us
ing as a basis the discussions generated in the fo
cus group sessions. We observed that participants 
appeared to be more interested in the decision, be-



lieved that the decision was more important and 
would have a greater impact on their lives when 
they were asked to consider the deposit of large 
sums of money into their newly established savings 
account than when they were asked to consider small 
sums of money. Accordingly, the amount of money an 
individual planned to deposit to open a savings 
account was used as an operational measure of in
volvement in the decision. It might be argued that 
this is really an operational measure of perceived 
risk with the decision. The discussions in the fo
cus groups did not support this argument. In fact, 
participants indicated that there was little risk 
in the decision because they could easily withdraw 
their funds and deposit them somewhere else. In 
this study, involvement was defined as a trichotomy, 
(low, medium, high) rather than a dichotomy to re
present the concept more as a continuum rather than 
a discrete entity. Such an orientation finds sup
port in the literature (DeBrucher 1983). The high 
involvement group represents individuals who plan
ned to deposit $10,000 dollars or more; whereas the 
low and medium involvement groups represent indivi
duals who planned to deposit $3,000 or less, and 
between $3,000-$10,000, respectively. A list of 
the eighteen attributes and their average import
ance ratings and significance across the three 
levels of involvement is presented in Tab le 4. 

In addition to other tasks, respondents were asked 
to, (1) rate the eighteen factors on a seven point 
scale from not important to extremely important, 
and (2) provide demographic and economic informa
tion. 

The analysis of the data consisted of four stages. 

In the first stage the average level of importance 
for the eighteen attributes across the three levels 
of involvement was determined. A review of the 
average importance ratings for the attributes shown 
in Tab le 4 indicate that differences on these rat
ings may be used to assign individuals to involve
ment levels. Accordingly, a discriminate analysis 
was chosen as the most appropriate method of analy
sis. 

In the second stage, a stepwise discriminant proced
ure was performed on the entire sample. A review 
of the canonical correlations, the Welks Lamba, and 
the confusion matrix indicated that involvement 
levels and importance ratings were related. 

In the next stage, the entire sample was split into 
two samples. This was accomplished by taking every 
other case as the analysis sample with the remain
ing cases used as the holdout sample. 

In the final stage, a stepwise discriminant analy
sis of the analysis sample resulted in three classi
fication functions with ten importance variables. 
The reliability of the results obtained in this 
stage were examined by attempting to predict the 
level of involvement of respondents in the holdout 
sample by using the three functions. 

Results 

In situations where the number of predictor vari
ables is greater than the number of groups, the 
maximum number of discriminant functions (j) that 
can be determined is equal to one less than the 
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number of groups (see Cooley and Lohnes 1971): In 
the present three group analysis, two functions ex
ist. Both these appear quite significant when using 
canonical correlation (.59 and . 36). This indU:.ates 
that the individuals who differ in their level of 
involvement are very different in terms of their 
evaluation of the importance characteristics. 

Table 4 
Average Importance Rating for Attributes 

Across Levels of Involvement 

Attribute 

l.HOURS OF OPER-

Total 
Sample 

ATION 4.01 
2.LOCATION/CONVEN-

IENCE 4.97 
3. REPUTATION IN 

COMMUNITY 5.20 
4.0BTAINABILITY OF· 

MORTGAGE LOAN 3. 48 
5.0BTAINABILITY OF 

OTHER LOANS (AUTO, 
FURNITURE, ETC.) 3.87 

6.PHYSICAL FACILI-
TIES 2.97 

].PERSONAL RECOG-
NITION BY EMPLOY-
EES 3.24 

8.FREE CHECKING WITH 
MINIMUM BALANCE IN 
SAVINGS ACCOUNT 4.01 

9.0VER-DRAFT PRIVI-
LEGES 2.98 

lO.SERVICE CHARGE ON 
CHECKING ACCOUNT 3.83 

ll.RECOMMENDATION BY 
OTHERS (FRIENDS, 
RELATIVES, CO-
WORKERS) 3. 26 

12.INTEREST CHARGES 
& TERMS OF OTHER 
LOANS (AUTO, 
FURNITURE, ETC.) 4.20 

13.INTEREST CHARGES 
& TERMS OF MORT-
GAGE LOANS. 4. 01 

14.INTEREST RATES ON 
SAVINGS ACCOUNTS 5.53 

15.FULL SERVICE 
OFFERING (CREDIT 
CARDS, TRUST SER
VICES, SAFETY DE-
POSIT BOXES) 3.82 

16.EASE OF FINANCIAL 
TRANSACTIONS (WALK-
UP & DRIVE-IN WIN
DOWS, MAIL DEPOSIT, 
AUTOMATED TELLER 4.31 

17.DIRECT DEPOSITS 
OF CHECKS (SOCIAL 
SECURITY, PAYROLL)3.47 

18.COMPETENT & 
EFFICIENT SERVICE 5.83 

Low Medium High 

4.23 4.02 3.76 

5.08 5.07 4.76 

5.10 5.15 5.34 

3.61 3.41 3.40 

4.61 3.84 3.10 

2.93 3.23 2.80 

3.10 3.17 3.45 

4.00 3.95 4.07 

3.57 2.85 2.44 

3.99 3.82 3.66 

3.53 2.99 3.22 

4. 72 4.36 3.51 

4.24 3.86 3.91 

5.23 5.67 5. 72 

4.09 3.59 3.73 

4. 59 4.59 3.79 

3.66 3.70 3.08 

5.89 5.83 5.76 

1 = Not important; 7 = Extremely Important 

In order to assess the reliability of the findings, 
a classification analysis was performed on the hold
out sample. The objective was to determine how 
well the discriminant functions derived from the 



analysis sample could predict the actual group mem
bership (low, medium, high) for the members of the 
holdout sample. The classification procedure used 
the coefficients for Fisher's linear discriminant 
function provided in the discriminant analysis out
put of SPSS. 

Predictions based on this method were then compared 
to actual behavior. A convenient way to display 
how well the predictive functions perform is to use 
a classification matrix. Such a matrix is present
ed in Figure 1. In this matrix, the rows represent 
the actual group membership while the columns indi
cate the predicted group membership. The values 
along the diagonal represent correct classification 
while the off diagonal represent misclassification 
of respondents. In this particular case it can be 
observed that 44.1% of the respondents in the hold
out sample were correctly classified. Figure 2 is 
a similar C"lassification matrix in which the fre
quencies have been transformed into proportions. 
For example, 54.3% of the low involvement consumers 
have been correctly classified. 

Figure 1 
A Frequency Classification Matrix 

Actual 
~ement 

Low 

Med. 

High 

Predicted Involvement 

Low Med. High n 

25 10 11 46 

21 9 10 40 

14 5 22 41 

Correct Classification: 56 44.1% 
ill 

Figure 2 
A Percentage Classification Matrix 

Actual 
Involvement 

Low 

Med. 

High 

Predicted Involvement 

Low Med. High 

54.3 21.7 23. 9" 

52.5 22.5 25.0 

34.0 12.2 53.7 

I 

The question arises as to how well did the classifi
cation function perform. Certainly a total classi
fication would be ideal but not expected. Signifi
cance may be calculated for the multi-group case by 
using an approach suggested by Brown (1980) whereby 
a confusion matrix is converted into a matrix of 
those "correctly and incorrectly classified and a 
Chi square is used to test if the classification 
functions provide a higher level of accuracy than 
would occur by chance alone. Using this procedure, 
the calculated Chi square equals 8.36 with df=2, 
which is significant at a = .025. Therefore, the 
discriminant functions obtained from the analysis 
sample are good predictors of the independent 
sample. 
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The eightzen attributes originally measured were 
reduced to ten predictive importance attributes. 
The attributes are presented in Table 5 

Table 5 
Discriminant Functions 

Standardized Coefficients 

Factor Function 1 

Obtainability of mortgage 
loans -.24 

Obtainability of other loans .76 
Personal recognition by 

employees -.36 
Free checking with min. 

balance in savings -.57 
Over-draft privileges .79 
Recommendation by others -.06 
Interest rate on savings 

accounts -.32 
Full service -.04 
Ease of transaction .15 
Direct deposit of checks .09 

Function 

.39 
-.19 

.23 

-.19 
.18 
.46 

-.17 
.68 

-.69 
-.41 

2 

"The standardized coefficients for the two discrimin
ant functions in Tabl e 5 reflect the relative im
portance of each of the ten attributes in discrim
inating between the three levels of involvement. 
These coefficients suggest how each attribute influ
ences the level of involvement. A positive coeffic
ient for the first function suggests that as this 
attribute becomes more important to the respondent, 
there is a greater likelihood that his/her involve
ment will be lower. On the other hand, a negative 
coefficient for the first function suggests that as 
this attribute becomes more important to the res
pondent there is a greater likelihood that his/her 
involvement will be higher. A similar analysis is 
possible for the second function where a negative 
coefficient suggests that as the factor becomes 
more important, the subject will have a moderate 
level of involvement in his/her financial decision 
making. 

The absolute magnitude of the standardized coeffic
ients can be used to determine which attributes are 
more or less influential in the respondent's level 
of involvement. On function 1, which basically de
termines whether the subject will have a high or 
low level of involvement in their financial matters, 
the two most discriminating attributes are "obtain
ability of other loans" and "over-draft privileges." 
These factors are twice as important as "personal 
recognition by employees" and "interest rates on 
savings account" when predicting the size of the 
savings account and thus the level of involvement. 
On function 2, which basically determines whether 
or not an individual has a moderate level of in
volvement, the two most discriminating attributes 
are "full service" and "ease of transaction." 

Discussion 

The present study produced some preliminary findings 
concerning how a consumer's involvement with a fin
ancial service might influence one aspect of his/her 
decision making:' the attributes considered import
ant when making a decision to establish a savings 
account in a local financial institution. 

Because individuals have a finite capacity to pro-



cess information, one of the decisions individuals 

must make is which attributes to attend to when 
making a financial service decision. It appears 
that the attributes attended to, as reflected by 
their importance ratings, are, in part, a conse
quence of the individual's involvement with the 
decision. If the study is interpreted within the 
large context of information handling, the results 
suggest that different levels of involvement may 
cause individuals to acquire different types of 
information. Thus, future information handling 
research should consider the differences in inform
ation acquisition when examining the nature of the 

decision making for high involvement or low involve
ment products and services. 
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INDIVIDUAL-, PRODUCT-, AND_SITUATION-SPECIFIC FACTORS: 
IS PERCEIVED RISK AFFECTED BY THEIR INTERACTION? 

Kathleen A. Krentler, San Diego State University 
Angelina Villarreal, San Diego State University 

ABSTRACT 

An exploratory study was undertaken to investigate 
possible interaction effects between three classes 
of variables traditionally identified as influenc
ing perceived risk. The three classes of variables 
are individual-specific, product-specific, and 
situation-specific. Prior research has focused on 
the main effects of one of these three classes of 
variables, but little attention has been paid to 
the extent to which they interact. Results indi
cate that interaction effects do exist between the 
three classes of factors and that they influence 
the amount of perceived risk. Marketing strategies 
to reduce the influence of situational variables 
are suggested as a means of improving the marketing 
strategy for high-risk products. 

INTRODUCTION 

The concept of perceived risk among consumers has 
received considerable attention in the marketing 
and consumer behavior literature over the past 
twenty-five years. The construct's beginnings are 
found with Bauer's (1960) first identification and 
introduction of the concept, 

Consumer behavior involves (perceived)risk 
in the se~se that any action of a consumer 
will produce consequences which (s)he cannot 
anticipate with anything approximating cer
tainty, and some of which, at least, are 
likely to be unpleasant. 

The exploration of perceived risk in consumer be
havior appears to have branched into two major 
areas of interest: (1) the investigation of the 
factors that contribute to perceived risk, the 
variables that account for variation in perceived 
risk levels, and people's willingness to take on 
risk; and (2) exploration of the means by which 
consumers handle perceived risk. Both streams of 
investigation are important Lo a complete and prac
tical understanding of the concept. Without an 
understanding of consumers' risk-handling methods 
and the implications those methods have for pur
chase, there would be little practical value in 
knowing the factors that contribute to it. Con
versely, however, without an understanding of what 
accounts for the phenomenon, identification will be 
difficult and techniques to deal with it unpredic
table. 

Re·search in the first area (factors contributing to 
perceived risk) has primarily focused on definition 
and categorization of variables. While useful, 
such research neglects to consider the extent and 
the ways in which variables interact and how such 
interaction affects perceived risk. The purpose of 
this paper is to explore the extent to which vari
ous categories of variables and their interaction 
effects contribute to the amount of perceived risk 
a person feels. Insight into the nature of inter
action between variables represents a valuable step 
forward toward a better understanding of perceived 
risk. 

71 

FACTORS AFFECTING PERCEIVED RISK 

Researchers investigating the variables that account 
for vp.riation in perceived ris·k have identified 
three categories of factors: individual-specific 
variables, product-specific variables, and 
situation-specific variables. 

Individual-Specific Variables 

The individual-specific category includes all fac
tors that vary by the decision-maker. AS early as 
1967, Popielarz was investigating variation in con
sumers' willingness to try new products and how the 
concept of perceived risk played a role in the deci
sion. His findings revealed that regardless of 
product or situation, some consumers are more 

willing to take risks than others. The existence 
of high- and low-risk perceivers has been further 
substantiated by Roselius (1971). The focus in the 
area of individual-specific factors has been on 
identification of the individual factors that 
account for variation across consumers. Kogan and 
Wallach (1964) attempted, without much success, to 
relate personality characteristics to propensity 
for risk-taking. Robertson (1971) investigated the 
degree to which 'individuals are upwardly, socially 
mobile and their iricome levels, and found both 
positively correlated with risk-taking. Furthermore 
he found needs for excitement, change, and dominance 
all to be positive predictors of an individual's 
risk perception levels and willingness to take on 
risk. 

While the above studies have focused primarily on 
variation in willingness to take on risk, the,issue 
of individual factors that account for variation in 
risk perception has not been as widely explored. 
Coughlin and O'Connor (1984) looked for differences 
in risk perception based on gender. The study 
reported some variation across gender, but it 
varied by situation. Males or females might be more 
likely to perceive risk at various times depending 
on the nature of the risk situation. Nothing con
clusive could be said about variation in risk per
ception by gender across situations. 

A second individual factor that has been explored 
with respect to risk perception is self-confidence. 
Bauer (1967) reports findings of significant varia
tion in perceptions of risk between high and low 
self-confidence individuals. 

Self-esteem is a third individual factor that has 
been related to risk perception. Taylor (1974) 
found self-esteem variation accounting for varia
tion in risk perception. The study found high self
esteem individuals, in general, report lower levels 
of risk perception across products and situations 
than do low self-esteem consumers. 

Product-Specific Variables 

Much investigaLion of variation in risk perception 
across product-specific factors has focused on 
product-type categories. Cunningham (1967) has 



suggested that, "perceived risk is a product
specific phenomenon" (p. 108). Investigation of 
variation in perceived risk, using Copeland's 
(1923) traditional tripartite product classifica
tion system, has proven fruitful. Furthermore, 
Holbrook and Howard's (1976) revision of Copeland's 
system, which adds preference goods as a fourth 
category, has further refined the concept and is a 
useful framework for investigating variation in 
perception and behavior. 

Other product-specific factors and their influence 
on risk perception have also been investigated. 
Bettrnan (1973) and Bauer (1967) both investigated 
quality level of the product. Findings generally 
indicate that as mean quality level increases, 
perceived risk decreases. The presence or absence 
of warranties was investigated by Shimp and Bearden 
(1980). Perceived risk was found to decrease in 
the presence of a warranty. This factor could 
conceivably be confounded by the warrantor's 
reputation. Shimp and Bearden did find the direc
tionality they anticipated (i.e., as source 
credibility increased, perceived risk declined); 
however, the findings were not statistically 
significant. 

Price has also been explored in its effect on risk 
perception of a product. Dornrnermuth (1965) found 
that the greater the price, the lower the percep
tion of risk. This finding was partially 
supported by Shimp and Bearden (1980) as well. 

Slovic et al. (1981) attempted to relate the annual 
death rate attributed to a product and individuals' 
personal fatality estimate to perceptions of risk 
but found no evidence supporting a relationship. 

Situation-Specific 

The third category of factors hypothesized to 
affect perceived risk are situational variables. 
Numerous consumer behavior textbooks (see, for 
example, Assael 1984, among others) identify 
situation-specific factors as important determi
nants of perceived risk. Empirical investigations 
of the effect of situational variables on per
ceived risk are scarce, however. 

Bauer (1967) studied the effect of prior experience 
on risk perception and generally found that as 
amount of prior experience with the product 
category declined, perceived risk levels increased. 
Schaninger (1976) found similar results when 
investigating product familiarity. 

Whether the individual was making a joint decision 
or an individual decision was investigated by 
Coughlin and O'Connor (1984). Variation in per
ceived risk between these two situations was found 
to be dependent on the type of risk and type of 
loss involved. 

INTERACTION AMONG PERCEIVED RISK FACTORS 

Few studies have investigated the interactions 
between the various types of factors that affect 
risk perception. Shimp and Bearden (1980) con
sidered the interactions of price and warranty as 
well as the warranty and the warrantor's reputa
tion. Both situations were looking at two 
product-specific factors, however. Cox (1967) 
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looked at uncertainty and consequences, two 
situation-specific variables. Bauer (1967) did 
consider several situation-specific variables 
(importance of purchase, price, prior experience) 
in conjunction with low self-confidence individuals, 
but the emphasis was not on the interaction between 
the two classes of variables. 

In order to begin to fully understand the influence 
of the various factors on risk perception, it is 
necessary to consider whether and to what extent 
they affect one another. The present, exploratory 
study investigates interaction between the three 
classes of variables. The research questions upon 
which this exploratory study is premised, then, are: 

1. Do the three classes of factors shown previously 
to affect perceived risk interact with each 
other in affecting perceived risk? 

2. To what extent do the interactions, if they 
exist, affect the influence of the variables on 
perceived risk? 

Answers to these research questions will provide 
important additional insight to the current under
standing of the factors affecting perceived risk. 
Should interaction be found to be a significant and 
important factor among the classes of variables, 
the groundwork will exist for further investigation 
and hypothesis-testing of interaction among 
variables in this area. 

The variables selected from the individual and 
product-specific categories were those that have 
appeared most promising or received the most atten
tion in previous literature. Situation-specific 
variables include factors that meet those criteria 
as well as those that seem to hold promise for 
further perceived risk investigation. A given 
situational variable's potential for promise as an 
antecedent of perceived risk has been determined 
based on the attention it has commanded as a situa
tional variable in the investigation of other 
consumer-behavior related topics. This approach to 
the selection of situational factors was necessary 
due to the scarcity of specific empirical studies 
on the effects of situation-specific variables on 
perceived risk. 

Since situational variables have been stressed as 
important contributors to perceived risk, despite 
lack of strong empirical support, it was deemed 
critical to the present investigation to include a 
variety of such factors in the experimental design. 
The following situation-specific factors appear to 
have received the most attention in not only per
ceived risk literature, but in the investigation of 
a variety of consumer-behavior related topics: 
amount of prior experience, decision-making situa
tion (i.e., alone or with others), ambiance of 
surroundings, amounts of funds and time available, 
and mood of the individual at the time of decision
making. 

The variable included from the product-specific 
category is product type, using Holbrook and 
Howard's revision of Copeland's typology. The four 
nominal categories are convenience, preference, 
shopping, and specialty goods. Individual-specific 
attention was focused on self-esteem; the levels 
identified as high, medium, and low. Finally, the 
six situation-specific variables identified above 
were employed: Mood (good or bad), time (limited 



or unlimited), money (limited or unlimited), prior 
experience (some or none), the shopping situation 
(alone or with others), and the surroundings 
(pleasant or unpleasant). 

METHODOLOGY 

Three different phases of data collection were 
completed in this study. The first ·one consisted 
of the identification of several convenience, 
preference, shopping, and specialty goods. The 
second one consisted of the selection of one 
product class for each of the four different types 
of goods and the measurement of individual self
esteem. The third and final phase included the 
actual measurement of risk perception. 

In Phase One, a sample of individuals similar in 
demograph~and life-style characteristics to those 
used in the other phases was asked to identify 
convenience, preference, shopping, and specialty 
goods using sets of statements describing the 
characteristics of these goods (see Horton 1984 
for a detailed description of the instrument). 

Each respondent identified three product classes 
in each of the four categories of goods for which 
their personal shopping habits corresponded to the 
description provided by a set of potential product 
classes in each product-type category. 

A sample of forty-six students was used in the 
remaining phases of data collection. Phase Two 
consisted of two parts. In the first part, 
respondents were asked to choose the one product 
from the set provided for which the accompanying 
set of statements best described their personal 
shopping habits. The set of products offered in 
each of the four product-type categories was 
comprised of the products suggested for the cate
gory in Phase One. The actual products used were 
those four most frequently identified in the 
second phase. This two-step approach identified 
products for each·product type that were accurate 
representations of the category for the sample of 
respondents used. The four products were: 
convenience--laundry detergent; preference--liquor; 
shopping--clothing; and specialty--computers and/or 
terminals. 

In the second part of Phase Two, respondents 
received the Coopersmith Self-Esteem Inventory 
Questionnaire (1967). This psychological test 
measures attitudes toward the self and has been 
found reliable and valid in·a number of trials 
(Taylor and Reitz 1968; Coopersmith 1967; Getsinger 
et al. 1972; Ziller et al. 1969). Respondents were 
classified as either low, medium, or high in self
esteem based on the Coopersmith scale. 

Finally, in Phase Three of this project, respon
dents were asked to evaluate their perceived risk 
on a scale that ranged from 0 to 10 for each of the 
four products representing the four product-type 
categories across a range of situations. Bauer's 
definition (see p. 1) was used to define per
ceived risk to respondents. The situations 
represented all possible combinations of two dif
ferent levels of the six situational variables of 
interest (a total of sixty-four situations). To 
prevent respondent fatigue, the data were collected 
over a two-week period, with subjects responding 
to no more than ten situations at any one time. 
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RESULTS 

In order to determine the influence that the three 
main factors under research--self-esteem, product
type, and situational variables--have on the amount 
of perceived risk, several different analyses were 
undertaken. · 

First, self-esteem and product-type were analyzed 
independently and then cross tabulated in order to 
determine their interdependency. As was expected, 
it was found that the amount of perceived risk 
decreases as self-esteem increases. In other 
words, the higher the self-confidence, the lower 
the perceived risk (see Tabl e 1). Also, the type 
of product being considered in the decision process 
influences the amount of perceived risk. The 
results show that specialty products are ranked as 
the highest in perceived risk when compared to 
shopping, preference, and convenience products. 
Shopping products were the second highest in 
perceived risk, preference products ranked third, 
and convenience products were the lowest in the 
amount of perceived risk (see Tab le 1 ). Again, 
these results were expected given that the 
classification schema proposed by Holbrook and 
Howard uses the amount of perceived risk as one of 
the criteria for classifying products. The cross
tabulation of self-esteem and product-type 
indicates that there is a dependency between these 
two factors (x2- 1.3171). As self-esteem 
decreases, and the complexity of the product 
increases, the amount of perceived risk tends to 
increase. Tab le 1 shows the results explained 
above. 

TABLE 1 
AMOUNT OF PERCEIVED RISK 

Self-Eateem Mean 

Product-me Lov Hedt11111 Hi&h Values 

Convenience 2.41 1. 76 1.05 1. 74 

Prefere.nce 2.88 2.58 1.99 2.48 

Shopping 4. 76 5.13 4.56 4.82 

Specialty 7.90 6.18 7.32 7.13 

Mean Values 4.48 4.35 3. 73 

An interesting but unexpected result for shopping 
and specialty goods is also shown in Tab le 1. For 
shopping goods, medium self-esteem resulted in the 
highest perceived risk. Specialty goods, on the 
other hand, resulted in the lowest perceived risk. 
Although no theoretical explanation can be offered 
for explaining these results, several interpreta
tions may be applied. First, shopping goods are 
characterized by an intensive and deliberated 
decision process. An individual with low self
esteem does not expect to do well in this process, 
and an individual with high self-esteem, on the 
other hand, expects to do well. But, an individual 
in the middle does not know what to expect from 
him/herself. Therefore, a situation where the 
individual has ambivalent expectations about him/ 
herself may result in a very high perceived risk. 
Second, in the case of specialty goods where the 
decision process is minimized because the 
individual has a specific product in mind, self
esteem may not be an important determinant of the 
amount of risk perceived. The second analysis 
focused on the situational variables manipulated in 
this study. A t-test was used to determine if 
there was a sfgnificant difference in the amount 



of perceived risk between the two levels at which 
each situational variable was manipulated (e.g., 
good mood versus bad mood). The results show. no 
significant differences (at p .05) for mood, 
social surroundings, and time pressure. However, 
significant differences were found in three 
situational factors: physical surroundings, budget, 
and prior experience. Tabl e 2 presents the 
results of the t-test. 

TABLE 2 
PERCEIVED RISK AND SITUATIONAL FACTORS 

Factor l'lean t-Value Probability 

Phydcal Surroundings 
.0451 Pleasant 3.850 1.492 

Unphaaant 4. 212 
Mood 

Good 4.018 .623 .6359 

Bad 4.045 
Soebl Surroundings 

.0392 Others 3.924 1.182 
Alone 4.140 

Budget 
Limited 4.446 8.576 .0000 

Unlild ted 3.620 

Ti•e. 
Limited 4.051 .224 .4880 

Unlimited 4.012 
Prior Experience 

Yer 3.657 7.929 .0000 

No 4.430 

In order to test for the interaction effects 
between individual, product, and situational 
factors, an analysis of variance for unequal cells 
(cell sizes varied from 12 to 17 individuals per 
cell) was performed. The previous two analyses 
show that five variables influence the amount of 
perceived risk: self-esteem, product-type, 
physical surroundings, budget, and prior experience. 
These variables were used to test interaction as 
well as main effects. The resul~show main 
effects for the five factors being analyzed. Two
way interaction effects were found between self
esteem and product type, budget and prior 
experience. These results indicate that the 
amount of perceived risk depends not only on the 
amount of self-esteem an individual has in his/her 
decision-making abilities, but also depends on the 
complexity of the product, the amount of available 
money, and his/her prior experience (see Tables 3 
and 4). 

Interaction between product type and budget and 
prior experience were also found. This means that 
consumers with an unlimited amount of money 
available or with prior experience are less 
likely to be intimidated by the complexity of the 
product. Therefore, the risk they perceived is 
relatively low (see Tabl es 3 and 4 ). 

Finally, an interaction between budget and phy
sical surroundings was found. This means that 
consumers with an unlimited budget are less likely 
to be influenced by the physical surroundings. 
However, consumers with a limited budget are more 
susceptible to the influence of a shopping 
environment (see Tabl e 4 ). 

Since gender has been found to affect perceived 
risk in some situations (Coughlin and O'Connor 
1984), in this study the gender of the 
respondent was used as a covariate, and it shows a 
significant influence on the amount of 
perceived risk. Females, in general, tend to 
perceive more risk regardless of the amount of 
self-esteem. However, males tend to perceive more 
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TABLE 3 
AN 0 VA 

PERCEIVED RISK: SIGNIFICANT EFFECTS* 
(Main, Two- and Three-Way Interactions) 

Probabilit 

Main Effec ta 

Eateem (E) 18.74 .0000 
Physical Surroundings (PS} 9.34 .0022 
Budget (B) 56.88 .oooo 
Prior Expnienc:e (PE} 61.40 .0000 
Product Type (PT) 503.56 .oooo 

Tvo-\lay Interactions 

E X B 5. 76 .0032 
E X PE 8.21 .0003 
E X PT 8.50 .oooo 
PS X B 6.59 .0103 
B X PT 11.31 .0000 
PE X PT 11.21 .0000 

Three-Way lnteractlona 

E X PS X B 12.38 .0000 

*Nonsignificant effects have been omitted due to apace limltatlons. 

risk regardless of the type of product, the amount 
of budget, and their prior experience. Therefore, 
it can be concluded in this study that individual 
factors tend to have more influence on females 
while product-type and situational factors tend to 
have more influence on males. Just one situational 
factor, shopping surroundings, was found to 
influence risk perception of female shoppers. 

Low 
Medium 
High 

Convenience 
Preference 
Shopping 
Specialty 

Pleasant 
Unpleaaant 

TABLE 4 
PERCEIVED RISK 

TWO-WAY INTERACTION EFFECTS 

Budget Prior Experience 
Unlimited Lilli ted Yes No 

Self-Esteea 

3.86 4.29 3. 71 4.24 
3.49 3.96 3.42 4.05 
3.24 3. 71 3.20 3. 79 

Product 

1.30 1.56 1. 27 1.59 
1.99 2.45 1.96 2.49 
4.17 4.90 4.22 4.85 
6.38 7.28 6.40 7.29 

Phyaieal Surrounding• 

3.08 3.90 
3.63 4.88 

DISCUSSION 

The purpose of. this paper was to explore the extent 
to which individual, product, and situational 
factors and their interaction effects contribute to 
the amount of perceived risk. The results show 
that these three factors are important in the 
evaluation of the amount of perceived risk, and 
their interaction may increase/decrease the 
influence of the other factors. In other words, 
situational variables (for example) may increase or 
decrease the influence that self-esteem or product
type has on the amount of perceived risk. 

Specifically, with respect to the research ques
tions raised, then, 

1. The three classes of factors do interact to 
some extent in their effect on perceived risk; 
and 

2. Each of the three classes' impact on perceived 
risk is intensified in the presence of certain 
levels of the variables from the other classes 



(see the Results section of this paper for 
specifics) • 

Therefore, on the basis of these findings, suf
ficient evidence exists to proceed with 
hypothesis-testing research of the interaction 
effects of the three classes of variables. 

An important finding in this research is the 
influence of situational variables on the amount 
of perceived risk. In particular, the shopping 
environment seems to influence the amount of 
perceived risk, and also it decreases the influence 
that a limited budget has on the amount of risk. 

Although the results are interesting and promise 
to broaden our understanding about the amount of 
risk consumers perceive in different situations, 
the results must be taken with some reservation 
given the manipulations used in this study, the 
type of subjects, and the sample size. In this 
project, consumers (46 students) evaluated a set 
of eight to ten situations at a time when, in real 
life, they evaluate just one situation. This 
multiple evaluation procedure may have affected 
the results obtained. Nevertheless, it is clear 
that many factors simultaneously account for the 
amount of risk consumers perceive, and to ignore 
their interaction effects may reduce the value 
and usefulness of the results obtained. 

IMPLICATIONS FOR FUTURE RESEARCH 

Further research into the extent and influence of 
interactions between the three classes of variables 
on perceived risk is called for by this exploratory 
study. Specific hypotheses about the nature of 
how the variables interact and the influence 
those interactions have on perceived risk is 
necessary for a more thorough understanding of the 
antecedents of perceived risk. 

Beyond this future research, the present study 
suggested that the role of situational variables 
is a particularly important and unexplored area in 
the understanding of perceived risk. This finding 
suggests a practical implication. Both marketers 
and consumers engage in strategies to reduce the 
amount of risk perceived in the decision-making 
process. Assael (1984) has identified two differ
ent types of marketer-controlled strategies: 
(1) reduction of the consequences of product 
failure strategies, and (2) increase of the cer
tainty of the purchase outcome strategies. The 
first strategy focuses on the product and the 
services offered to protect the consumer, and the 
second strategy focuses on improving communica
tion about the product. The findings of this 
study suggest a third strategy: control of 
situational variables. Marketers may reduce the 
perceived risk by making more pleasant the shop
ping environment, by providing free samples, and 
allowing the potential consumer to try the 
product at the store (these actions generate some 
product experience), or by providing a low-priced 
product, a deal in the purchases, etc. 

Although several studies have examined consumer 
risk reduction strategies, the research on marketer 
risk reduction strategies is scant. More 
research in this area, focusing in particular on 
situational variables that influence the amount of 
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perceived risk and that can be controlled by the 
marketer, ~ems promising in this field. It is 
important to consider strategies for decreasing 
perceived risk because the lower the ris~ perceived, 
the higher the probability of product trial; and 
the higher the trial rate, the higher the product 
adoption rate. 
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Abstract 

Although not a new phenomenon, joint ven
ture activity has seen tremendous growth in the 
international business scene during the past de
cade. Companies from particularly the industri
alized nations have led the way in international 
business partnerships, motivated by a variety of 
reasons. By way of reviewing recent develop
ments, this discussion paper addresses three is
sues: What are the long-term implications of 
joint ventures for national industry structures? 
How will the gradual move from a spirit of com
petition to one of collaboration affect esta
blished patterns of international competition? 
What types of competitive realignments between 
nations are likely to affect the success of 
current joint ventures? 

INTRODUCTION 

Between 1973 and 1980, the number of joint ven
t)ll'es (JVs) involving u.s. companies only ex
ceeded 200 in one year, 1976. In 1981 this 
number was 219, in 1982 it was 281, and in 1983 
it reached 348 (Mergers and Corporate Policy, 
1983). In recent years joint ventures have in
creased in number and popularity, leading 
Cateora (1983) to comment: "Joint venture fever 
has been sweeping the world" (p. 389). This is 
confirmed by continuing reports in the business 
news of new joint venture contracts being signed 
(Business Week 1984a,c). Moreover, academic in
terest has kept pace with this innovation as 
shown for example by the special issue devoted 
to JVs in the Columbia Journal of World Business 
(1984). ---

Joint ventures are not a new phenomenon, howev
er, nor are they uniquely American. As early as 
1977, the u.s. Department of Commerce reported 
that American companies abroad had more JV affi
liates (by number, but not by value) than 
fully-owned subsidiaries. A Conference Board 
study in 1980 showed that 40 percent of Fortune 
500 companies with more than $100 million in 
sales were engaged in one or more international 
JVs (Janger 1980). Contractor (1984) also draws 
attention to the fact that the propensity to use 
international JVs is greater in multinationals 
based in Europe, Japan, and Canada than in the 
u.s. 
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Thus, the issue is not new but is certainly 
growing in significance. A review of the 
literature on JVs reveals three types of contri
butions: 

• Studies evaluating the pros and cons of the 
JVs (Killing 1980, Berten 1984, Conrads and 
Mahini 1984, Hall 1984, Moskal 1984, Harri
gan 1984, and Contractor 1985); 

• Analyses of how to make JVs work (Killing 
1982, Contractor 1984); and 

• Case studies of 
failures (Barkas 
1984). 

specific 
and Gale 

successes and 
1981, Karlin 

The approach to JVs in these studies consistent
ly adopts the point of view of a large Western 
corporation, if not a multinational. Only three 
notable contributions examined issues of chang
ing international market trends from a different 
viewpoint, albeit peripheral to the subject of 
JVs. Heenan and Keegan (1979) have studied the 
rise of Third World multinationals; Walters and 
Monsen (1979) examined the role of state-owned 
business abroad; and Wortzel and Wortzel (1981) 
have studied export strategies among NIC and 
LDC-based firms. 

The issue addressed in this paper is the failure 
by previous researchers to "see the wood for the 
trees." Some fundamental questions on the future 
of JVs remain for consideration. We have 
grouped these into three broad categories as 
follows: 

• Joint Ventures: What are their long-term 
implications for national industry struc
tures? 

• Business Attitudes: How will the 
move from a spirit of competition 
collaboration affect established 
of international competition? 

gradual 
to one of 
patterns 

• Trading Relations: What other types of 
comprehensive realignments between nations 
are likely to affect the success of current 
joint ventures? 

JOINT VENTURES: LONG-TERM IMPLICATIONS FOR 
NATIONAL INDUSTRY STRUCTURES 

The most frequent reports of new JVs formed by 
u.s. companies during 1984 and 1985 concern 
links in the Japanese companies. Reich (1984) 
presents a strong argument in favor of viewing 
these u.s.- Japanese JVs with caution. As a 
result of examining a vast array of JVs and pur
chase agreements, Reich states that: 



national interests 
policy with Japan 

to begin with - have 
Just who is us? 

'"The 
trade 
clear 
gier. 
(p. 19) 

underlying our 
- never terribly 
grown even fog
And who's them?" 

Reich identifies a pattern behind these innova
tive strategies, with u.s. firms taking charge 
of the two ends of the production process - the 
new innovations, and the final assembly and 
sales, while the Japanese concentrate on the 
complex manufacturing process in between. This 
arrangement may result in a "single, integrated, 
trans-Pacific production system" (p. 20), af
fecting a variety of industries, as shown in 
Tabl e 1. 

TABLE 1 

A SAMPLE OF NEW AND PLANNED U.S.-JAPAN JOINT VENTURES 

Inc:ll.tatry 

AUtOilobUea 

Computers 

Copiers, Photographic Equipment 
Glasa Making 

Diao Players, Air 
· Conditioners 

Pharmaceut1oals 

Jet Airplanes 

Lightweigtlt Plastic 
Compoaitea 

Machine Tools 

Financial Servioea 

ProgriUIIIl&ble Controls and 
Sen sore 

'Robot. and Small Hotora 

GM-Toyota, GH-Iauzu, Ford-MaZda, Ford
Toyo Kogyo, Chryaler-Hitaubishi Motors 

IBM-Hatauahita Electric, Speery Univac
Nippon Univac, National Semioonductor
Hitaohi, Honewell-NEC, Tandy-Kyolera, 
Sperry-M1taub1ah1 

Kodak-Canon, bah! Glasa Company
Wut Virginia Flat Glaallll 1 Inc. 

QE..folat.auahita 

Herak & Company-Tori! 

Boeing-Hitaubiahi Heavy Ind.uatriea
Kawaaaki Heavy Induatriea-Fuji Heavy 
Induatriea 

Armoo-Mitaubiahi Rayon 

Bendix-Hurata Machinery Company, OM
Fujitsu Fanuc, Houdaille-Okuma, 
Houdaill .... Mayekawa, Le-Blond-
Makino Machine Tool Company 

Fuji Bank-Walter E. Heller, Hitaubiahi 
Banlc-Ban Cal Tri-State Corporation 

Allen Bradley-Hipponderu~o 

Westinghouae-Komatsu, Mitsubiahi Electric
IBH-Sanyo Seiko 

Souroe: Robert B. Reich, (198JI), 11 Japan Ino., U.S.A.•, The ~ Republic, 
(November 26), p. 21, and other aouroea. 

In the short-term, u.s. firms make money by 
transferring technological expertise and innova
tion to their Japanese partners who also make 
money by selling back to the u.s. sophisticated, 
high-quality finished products. The potential 
source of imbalance for the longer-term lies in 
the greater benefits which accrue to the 
strengthened Japanese manufacturing base. Reich 
comments on the essentially social nature of 
production experience which is safeguarded in 
Japanese firms through the well-known practices 
of lifetime employment and strict company loyal
ty. In contrast, many u.s. firms appear unwil
ling or unable to revamp production facilities 
and re-train current employees whose personal 
mobility offers no assurance of future loyalty, 
once re-trained. Somewhat pessimistically, 
Reich concludes that, as a result of these JVs, 
"the fruits of our research are taking seed 
abroad." 
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Ironically, these words remind one of the lament 
of many European and·particularly British post
war innovators who claimed that valuable techno
logical and commercial innovations were "lost to 
America" for lack of funds to pursue commercial 
production. Even now, private European firms 
suffer from inadequate venture capital markets 
although the British conservative government has 
actively sought to remove this deterrent to in
dustrial growth and renewal (Minard 1983). The 
EC members face daunting competition from the 
alignment of u.s. and Japanese producers and 
marketing companies through JVs. One response 
has been the creation of a consortium of govern
ments and large companies named ESPRIT (the Eu
ropean Strategic Program for Research and 
Development in Information Technologies) with a 
budget of $1.3 billion. Although not a JV, this 
grouping serves a similar purpose of consolida~
ing strengths and eliminating weaknesses, as ~n 
the case of those u.s.-Japanese JVs listed in 
Tabl e 1. 

When we examine European JVs and agreements with 
various u.s. or Japanese partners, a less dis
tinct pattern appears than in the case of u.s.
Japanese JVs. This makes it all the more diffi
cult to assess the long-term implications of 
these alignments. In some instances, they are 
probably pragmatic arrangements intended to last 
only a short time, as opposed to the longer 12-
year contract between General Motors and Toyota 
for example. French companies demonstrate con
siderable opportunism. JVs with Japanese com
panies are, in part, a ploy both to bring 
greater direct investment to France and to open 
the Japanese market for French exports. Howev
er, France has maintained import restrictions on 
a range of Japanese goods. France is also pro
moting EC-wide controls on Japanese imports. 
This ambivalence in policy is dismissed with the 
argument that, in France at least, imports and 
foreign direct investment are unrelated issues 
(Business Week 1984c). In contrast, in the U.S. 
both issues-are clearly related and have result
ed in an increasingly visible Japanese "pres
ence" in the domestic market, as illustrated in 
Tabl e 2. 

BUSINESS ATTITUDES: 
COLLABORATION VS. COMPETITION 

In 1969, Perlmutter defined the geocentric cor
poration as the ultimate global thinker, in con
trast to ethnocentric, regiocentric, and poly
centric attitudes. In 1983, Levitt asserted 
that the multinational corporation would be su
perceded by the "global corporation" spanning 
world markets which are becoming increasingly 
homogenized. Buzzell's (1968) analysis of the 
possibilities for standardizing multinational 
marketing, together with Levitt's globalization 
argument, have been synthesized recently. Sim
monds (1985) discusses ways of achieving the 
geocentric ideal through "geographic and adjust
ment" Simmonds sees "cross-unit actions" as the 
key to global performance by MNCs. 



TABLE 2 

JAPANESE MANUFACTURING PLANTS IN THE U.S. 

Plant 

~~ ~ ~ EmploYment 

Bridgestone Corporation T1.rea LaVergne, TN 900 

Mitaubiahi Corporation Plutic Pipes 2 Plants 115 

Maruhach1 Ceramioa Company Roofing T1ln Corona, CA 30• 

Tokyo Yogyo Ccapany Furnaoe Brick Irvona, P.A. 30 

Sum! tomo Metal 
Industria, L1111 ted Welded Steel Tube Little Rook, AK 150• 

Hinebea Limitad Ball Bearinp 3 Plants 1,400 

Ni:ssho Iwai Corporation Steel Processing Memphis, TN 30 

Kato Spring Wor"ka 
18 Limited Precision Sprin&s 2 Plants 

Fuyi Koki Manufacturing Air Conditioner 
Company Valves Dalla5 1 TX 32 

K0111atsu, Limited Earth Hoving Chattanooga, 
Equi~X~ent TN 300• 

·Fuji tee Company Elevators Lebanon, OH 100 

Ebara Corporation Pumps Saoramento, CA 30 

Stanley Electric Company Auto Lighting Parts London, OH 60 

Nippondenso Lim! ted Heatera and Blowers Battle Creek, HI 50 

Nikon Radiator Company Auto Air Shelbyville, 
Conditioner:s TN 200 

Kanto Seiki Company Auto Duhboarda, Lewisburg, 
Grilles TN 1oo• 

Note: • Projected Figures> 

Source: Douglas R. Sease, (1985), "Japanese firma aet up more factories in 
u.s.•, Wall~~, (March 29), p. 16. 

This stream of thought focuses on the survival 
and mutation of the MNC through the use of en
lightened global strategies. An opposing school 
argues that the MNC is past its heyday already 
and must visualize new types of global activity 
and new attitudes. As Robinson (1981) has 
pointed out, our past and continuing preoccupa
tion with MNCs may already be out-of-date and 
prove quite fruitless in the future. Given the 
growing rate of technological innovation, the 
maturing of both products and processes, rising 
production costs, and increased competition for 
NIC producers, many U.s., European, and even 
Japanese MNCs may find increasingly that the 
uniqueness of their offering lies primarily in 
the marketing and information functions. 

A factor affecting the power and role of Western 
and particularly U.S. MNCs in world markets is 
the emergence of Third World MNCs (Connolly 
1984). Tabl e 3 presents a partial listing of 
major Third World MNCs. It is important to note 
that South Korean companies especially have 
chosen the JV as a means of achieving rapid 
penetration of sophisticated and highly competi
tive markets in the West. Tabl e 4 illustrates 
some of the most recent JVs formed by South 
Korean companies which, incidentally, were all 
created as ETCs with the exception of the 
Lucky-Gold Star group (Cho 1984; Amine 1985b). 
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TABLE 3 

A PARTIAL LISTING OF H1JOB THIRD WORLD MULTINATIONALS 

1983 
Country Revenue in 

ot Millions 

~ Inco!:2;2ration Indu•t!")t ~~ 

PEMEX Hex1oo Petroleum $20,756 

National Iranian 011 Iran Petroleum 19,000 (Eat.) 

Petro bras BMIZ1l Petroleum 16,085 

Petroleoa de Vene&Uela Venezuela Petroleum n,897 

Kuwait National Kuwait Petroleum 12,237 
Petroleum 

Indian 011 India Petroleum 9,308 

Hyundai Group s. Korea Shipbuilding, 
Transportation 9,305 

SamsWlg Group s. Korea InduBtrial Equipment 
Eleotronios, Textiles 7,171 

Lucky-Gold Star s. Korea Petroleum, 
Group Electronics, Appliances 7,163 

Daewoo s. Korea Construction, 
Sh1pbu1ld1n& 6,317 

Sunkyong s. Korea General Trading, 
Textiles 6,213 

Schlumberger Neth.Antillea OU aervioe &: Supply 5,513 

Chinese Petroleum Taiwan PetroleUDI 5,333 

Yukong s. Jtorea Petroleum 3,406 

Ssangyong S. Korea Building Haterial:s, 
Paper, 011 3,159 

Steel Authority India Metal Refining-
ot India Iron and Steel 3,026 

ICC s. Korea Tires and Rubber, 
Steel 1, 968 

Philippine National Philippines Petroleum 
011 1,914 

COOELCO-CHILE Chile Mining and Metal 
Rertning-Copper 1, 774 

Thy.:!l:san-Bornemiaza Neth. Antilles Shipbuilding, 
Farm Equipment 1,581 

Jardin, Matheson Hong Kong/ General Trading 
Ben~uda 1,367 

Bharat Heavy India Eloatrioal, 1,176 
Electricals Eleatrooica 

Vale do Rio Doce Brazil Mining, Iron 1,011 

Sources: ForbeB ( 198!1) 1 "The 200 Larp:st Foreign Com.panie.s", (July 2), 131.j-

138. Bus~Week (1984o), "International Corporate Scoreboard: 198311 1 

(July 23).i6i: 1112.--

TABLE 4 

JOINT VENTURES FORMED BY SOUTH KOREAN COHP ARIES 

Lucky-Gold Star Group 19 JVa and teQhnologioal cooperation 
aareuumts w1 th 50 torelgn oompaniea 
includin&: U.s. r Wut European and 
Japanese partners. 

Daewoo 50-50 JV w1 th General Motors in two 
parts: a $1127 million project to build 
a new sub-compact automobile in Korea, 
and a $60 million project to produce 
auto parte. 

Samsung Proposed JV w1 th Chrysler to produce auto 
parte in Korea. Possible f"uture joint oar 
production in Korea. 

Sources Compiled by the autbora from various :sources. 



These emerging trends and changes in competitive 
strategy must be monitored and their implica
tions assessed for all types of u.s. companies 
in world markets. In the future, it may be that 
international marketing involvement will polar
ize into three distinct and perhaps correlated 
types of business: (1) direct or indirect ex
porting either independently or through inter
mediaries such as export management companies 
(EMCs) or ETCs; (2) extended export trading com
~ activity which includes global sourcing, 
offshore production and countertrade; and (3) 
joint ventures of all~ ranging from limited 
prospects to long-term co-production agreements. 

Thus, the MNC as we have known if for several 
decades would tend to evolve into an ETC or into 
a joint venture between giants. The ETCs esta
blished by General Electric (GETC) and Sears, 
(Sears World Trade) illustrate well the first 
case. JVs between GM and Toyota, IBM and Hita
chi, AMC and Renault are examples of the second 
case. 

If these trends toward cooperation in interna
tional markets continue, the concept of a con
tinuous "path of internationalization" followed 
by exporting companies may no longer be valid 
(Cavusgil 1980). International marketing ac
tivities may be more realistically depicted by a 
step-function with companies needing to reach a 
critical mass before being able to change the 
nature of their activity (Terpstra 1983). For 
example, a growing export firm may leave the 
protective ring of an ETC (Williamson and Bello 
1984) and progress directly to joint ventures, 
franchising or licensing. Another case would be 
that of two ETCs setting up reciprocal arrange
ments between themselves which parallel the JV 
format but on a much larger scale. The Japanese 
Sogo Shosha have already demonstrated such a 
willingness to link up with new u.s. ETCs. A 
third scenario may witness JVs of the IBM
Hitachi type assuming ETC responsibilities for 
the coordination of suppliers of intermediary or 
related goods and services such as software, 
peripherals, electronic equipment, advertising, 
personnel training, etc. 

TRADING RELATIONS BETWEEN NATIONS: 
IMPLICATIONS FOR CURRENT COMPANY JOINT VENTURES 

Thus far, our focus has been principally on JVs 
between corporations, both public and private. 
The recent opening up of the People's Republic 
of China to Western markets has resulted in a 
plethora of JV-formations. Tabl e 5 presents a 
sampling of the variety of sectors and the range 
of international companies which have formed JVs 
with Chinese state agencies and companies. This 
optimistic development must however be seen in 
the context of continuing apprehension in the 
u.s. particularly over the question of how to 
handle strategic exports. This ambivalence 
between enthusiasm and caution reminds us of the 
similar paradox in French attitudes toward 
Japan, discussed earlier. It is probably symp
tomatic of the uneasy and evolving shift in at
titudes from competition to cooperation which we 
have identified in other world markets. 
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TABLE 5 

SOME RECENT JOINT VENTURES WITH THE PEOPLE 1 S REPUBLIC OF CHINA 

Advertising 

Aerospace 

Automobiles 

Interpublic Group and 
Jardine Matheson 

McDonnell Douglas 

AMC 
vw 

Consumer Products Beiersdorf AG 

Electric and 
Electronic 
Equipment 

Coca-Cola 
Kodak 

R.J. Reynolds 

Sony 
Suntory (Japan) 

3M Company 

Hewlett-Packard 

Financial Servicea Societe Generale (France) 
Bank of East A:sia 

Food Products 

{Hong Kong) and 
Bank of China 

Firl!lt Chicago, Industrial 
Bank of Japan' Bank or 
China and Another Chine5e 
Company 

Beatrice 

DelMonte 

General Foods 

H.J. Heinz 
Nabi:Joo 

Industrial Goods Pilkington Glass 
Harnisahfeger 

Medical Biogen NV (Netherlands) 

Nuclear 

Offshore 011 

Res taurant:s 1 

Hoteh 

Promega Bioteo (USA) 

Bri thh and Hong Kong 
Governments and Suppliers 

Japanese Government 
and Suppliers 

5-Compa.ny Consortium: 
BP (UK) 1 Braspetro (Brazil), 
Broken Hill Pty. (Aua.), 
Ranger Oil (Can.), and 
Petro-Canada Exploration 
Inc., (Can.) 

Also Other Major Interna
tional Petroleum Companies 

Club Mediterranee 

P terre Cardin 

Welton-Beckett Associates, 
E-S Pacific Corp. and 
China International 
Travel Service 

Advertising of Foreign 
Goods 

Co-Production of 25 
MD-80 Jetliners 

Manufacture of Jeeps 
Manufacture of a New 

Sedan the Santana 

Ni vea Skin Cream 
Production 

Bottling Plants 
Color Photo Film and 

Paper Production 
Camel r Winston, and 

Salem Cigarette 
Production 

Manufacture of VCRa 
Beer and Malt Beverage 

Production 

Manufacture of Telecommuni
cations and Electric Power 
Di:stribution Equipment and 
Electrical Machinery 

Manufacture of Computers 

Heavy Equipment 
Lea:sing 

Merchant Banking 

Snack Food and Soft 
Drink Production 

Canning of Corn and 
Tomatoes 

Coffee and Tang 
Production 

Baby Food Production 
Ritz and Saltine Cracker 

Production 

Glass Production 
A.s:!llembly of Electric 

Mining Excavator Shovels 

Production of Gamma 
Interferon 

Genetic Biochemical 
Manufacturing Plant 

Con:!lltruction and Manage
ment of a Nuclear Power 
Plant 

Joint Development of 
Ch1ne5e Uranium Resources 

Joint Research or 
Nuclear Wa:!llte Dispo3al 

Drilling in the Pearl 
River Basin 

30-Yea.r Lea:se for 
Coastal resort site 

Open and Manage a Maxim 1 s 
Restaurant in Beijing 

Build and Manage The 
Great Wall Hotel in 
Beijing 

Source: Compiled by the authors from multiple sources. 

Newly industrializing countries are striving to 
develop their strengths and extend their pres
ence in international markets. For the NICs, 
the JV has become a valuable strategy even at 
the national level. This is illustrated by the 
proposed Agreement on Industrial Joint Ventures 
among the members of ASEAN which will promote 
joint industrial projects among private com
panies. Special tariff treatment will be of
fered to goods produced by these ventures (Wall 
Street Journal, 1983b). A similar move toward 



collective action is seen in the creation of a 
new 14-member African economic community (unit
ing Zimbabwe, Kenya, Somalia, Zambia, Uganda, 
Burundi, the Cormoros Islands, Djibouti, 
Ethiopia, Lesotho, Malawi, Mauritius, Rwanda, 
and Swaziland) (Wall Street Journal 1984b). 
Inter-regional trading blocs in sub-Saharan 
Africa have been notorious in the past for their 
lack of success due mainly to lack of suitable 
goods and services for inter-group trading and a 
tradition of colonial trading patterns. Clear
ly, a new initiative has now been launched to 
achieve more effective collaboration. A simi
lar, but less formal agreement, has been reached 
by Iraq and India relating to cooperation in in
dustry, agriculture, transportation, and con
struction. Over 60 Indian companies employing 
some 40,000 Indian workers and technicians are 
involved in projects in Iraq (Wall Street Jour
nal 1984a). -- --- --

The trend toward greater articulation of trading 
between neighboring countries is taken one step 
further by the five-year trade cooperation 
agreement signed by EC members and Andean Pact 
nations in 1983 (Wall Street Journal 1983a). Of 
course, the EC itself is scheduled to admit two 
new members, Spain and Portugal, in 1986. How
ever, a counter trend against increased coopera
tion must be recognized. The EC Associates in 
North Africa, Morocco, Algeria, and Tunisia will 
lose many of their trading privileges with 
Western Europe to the benefit of the two new EC 
members whose principal exports (wine, citrus 
fruits, olive oil, fish, apparel, shoes, and 
manual laborers) would otherwise compete with 
those from North Africa (Mufsan, 1984). 

In the face of all this grouping and re-grouping 
among nations, emerges an opposing trend toward 
bilateral trade agreements. The most recent and 
controversial example of this is the u.s.
Israeli approach which provides for staged mutu
al tariff reductions to zero over ten years. 
This move should be seen in the context of the 
thorny multilateral discussions on tariff reduc
tion which the U.S. has been pursuing in recent 
years with its major trading partners. The 
choice of Israel is seen as a strategic politi
cal move to gain acceptance for the concept of 
bilateral governments. Other partners for con
sideration by the U.S. may include Canada, 
Japan, and ASEAN countries (Krestin 1985). 

CONCLUSION 

In reviewing the variety of changes coming about 
among national trading partners, we see a gen
eral trend toward integrated trade within re
gional blocs as well as increased cooperation 
between these multi-country groups. In con
trast, we recognize a move toward two-country 
agreements such as France and Japan, the u.s. 
and Japan (with the removal of import quotas on 
automobiles), and the U.S. and Israel. At the 
company level, JVs between two or more MNCs, 
smaller companies, SOEs and government agencies 
all appear to be consistent with the general 
~rend toward-cooperation. 
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However, the fragility of JVs between companies 
is well known. Sim1larly, the alternative to 
trade cooperation among nations is a stark re
turn to market protectionism. Thus, if "joint 
venture fever is indeed sweeping the world" as 
suggested earlier, we must recognize the in
herent risks of failure. JVs may be only a 
short-lived trend leading to a dramatic shake
out of new partners in several years. Or JVs 
may be the expansion of a more profound 
phenomenon resulting in the permanent re
distribution of competitive advantages across 
world markets, as Reich (1984) argues. It is 
appropriate here to recall Wells' (1968) concept 
of an international life-cycle for trade between 
nations which to some extent appears to be ma
terializing. The implications for public policy 
planners in the areas of international trade 
development, export promotion, and control of 
foreign direct investment in the home market are 
significant. However, the reluctance of succes
sive U.S. administrations to develop and support 
a "national trade development policy" suggests 
that the full import of these changing trends 
may not be assessed effectively. 

As we have argued, the prevailing attitude in 
global markets is currently one of cooperation. 
However, if JVs fail to produce the desired 
results for companies, and if regional or bila
teral trading agreements result in more benefit 
to one partner than another, the battle-lines 
could very rapidly be drawn up. Then the old 
competitive values would surely re-surface. 
Companies should be alerted to this eventuality 
and should strive to include contingency plans 
in their joint venture R & D, production, dis
tribution, or marketing agreements. However, a 
fundamental problem remains unresolved. It may 
be that the process of joint venturing will have 
permanently shifted competitive advantages from 
one company to another or one nation to another. 
Thus a return to pre-joint venture conditions 
and strategies may not be~ossible. Seen in 
this light, the JV will become a catalyst pro
voking long-term changes in both companies and 
markets. At the pres-ent time, JVs tend to be 
considered as short-term, reversible, take-it
or-leave-it options. This is certainly a case 
of failing "to see the wood for the trees". 
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STRATEGIC MARKET PLANNING IN THE IRISH BANKING SECTOR 

Tevfik Dalgic, Peter Ryan, Dublin Institute of Techno.logy, College of Commerce, Ireland. 

Abstract 

This paper analyses the basic issues in the stra
tegic market planning process as an important part 
of the strategic marketing and tries to see whether 
Irish Banking system formally applies this concept. 
A mail questionnaire was used to carry out a sur
vey covering all the banks in the Greater Dublin 
Area, which hosts 90% of the banks operating in 
Ireland. Although the main findings of the survey 
show similarities with earlier studies, Irish banks 
have shown some distinct characteristics in their 
approach to the strategic planning. 

Introduction 

Planning has become an important area of interest 
to the scholars of management in general and mar
keting in particular within the last two decades. 
As a consequence, there has been a large accumul
ation of literature in the areas of business pol
icy/strategy/corporate strategy/long term planning 
and marketing strategy/strategic marketing. The 
developments in the area of general management have 
triggered the studies in the area of marketing and 
as a consequence a different literature has emerged 
particularly in the strategic marketing field. 
Both fields have affected each other by taking and 
g~v~ng some methods and frame of reference. Accord
ing to Schendel (1985), marketing has contributed 
to the development corporate level strategy, but 
marketing strategy itself "needs to be viewed pri
marily in the context of business level strategy, 
and as a set of actions to be undertaken in consort 
with the other functional areas, all of which are 
ultimately contributing to the entrepreneurial 
components of business level strategy". In a very 
recent study, Armstrong and Reibstien (1985), con
cluded that··"marketing planning frequently lacks 
formal linkages to corporate planning, it is narrow 
in its generation and evaluation of strategies, it 
lacks formal schemes for monitoring the success of 
the plan, and formal approaches are not 
used to implement the plan •.•• We found no empir
ical evidence on the value of formal planning for 
marketing strategy. Nor did any of the corporate 
planning or in organisational behaviour". A simi
lar conclusion has been reached by other marketing 
scholars. 'zallocco, Scotton and Jeresko have found 
that "empirical evidence on the adoption of plan
ing is usually limited to case studies of individual 
firms or general descriptive papers" (1983). This 
conclusion has been shared by Garduer and Thomas 
(1985) in their survey of the marketing literature. 

The-y concluded as saying that: "Our review of the 
literature leads us to believe that much potential 
confusion exists, mainly because of the current 
emphasis on corporate strategic planning. This 
type of planning has a clear environmental and 
future-based orientation and it leads to the exam
ination of longer-term issues such as what set of 
businesses a firm should be involved in and the 
allocation of resources between business units. In 
other words, marketing strategy is viewed not so 
much as a process, as in corporate strategic plan
ning, but as a specific set of 'how to plans'. 
Therefore it often appears that what corporate 
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planners hope will emerge as strategic marketing 
planning (a process) at the Strategic Business Unit 
(SBU) level, is thought of not as a process, but as 
a plan (marketing strategy). Ansoff (1984), 
accepts that "strategy and objectives are inter
changeable; both at different points in time and at 
different levels of organisation. Thus, some at
tributes of performance (such as market share) can 
be an objective of the firm at one time and its 
strategy at another. Further, as objectives and 
strategy are elaborated throughout an organisation, 
a typical hierarchical relationship results: ele
ments of strategy at a higher managerial level be
come objectives at a lower one". His view on the 
strategic management makes marketing strategy an 
element of the top management level and an object
ive for the marketing department. Kotler (1980), 
in his definition of strategic management shares 
the same view, seeing the strategic marketing 
activity within the context of strategic management, 
as being concerned with the development of market
in positions and programs at product and market 
levels. Other researchers, like Abell and Hammond 
(1979), have similar views on the strategic market 
plan, seeing it as a "plan of all aspects of an 
organisation's strategy in the market place". As 
a conclusion of this introductory aiscussion we may 
say that strategic marketing/marketing strategy and 
strategic market planning are the elements of stra
tegic management of the organisation, but they form, 
as Ansoff said; objectives of the functional area 
of marketing. From this point of view, to think 
strategic marketing/marke.ting_ strategy . .attd strategic 
market plans as distinct and independent activities 
from the strategic management of the organisation 
seems unrealistic and unattainable. Then we may 
accept that strategic marketing/marketing strategy 
as 11t'l ;•extension of :s.t:t.ategic .. man.agement into the 
areas of marketing (Dalgic 1985-1). Although mar
keting strategy/strategic marketing is not an act
ivity to be thought of "independent" and "autonomous" 
than the strategic management of the organisation, 
the relationship between strategic management and 
its 1 extension to the marketing area as a "strategic 
function" or as a "SBU" will differ according to 
the type of the organisation. The organisation's 
structure, its' environment and its' area of busi
ness, will change its' context, its' functions and 
responsibilities. This difference reflects itself 
in the objectives, alteroative strategies, their 
selection, implementation and control processes. 
This will lead us to think strategic marketing/mar
keting strategy/strategic marketing plan activities 
as "functional area of strategic management" of the 
total organisation itself. Then, discussions to be 
made will be "within the context of strategic man
agement". 

Strategic Market Planning and Banking Sector 

There seems a considerable literature exists in the 
area of stra~egic market planning and especially 
in the banking sector. Kudla (1982), states that 
"banking has traditionally been a transaction 
orientated, people-intensive business, focusing on 
day-to-day operations. Primary goals were to main
tain public confidence, preserve liquidity and earn 
a satisfactory return. The bank environment was 



viewed as relatively stable and clearly defined with 
innovations taking place at a relatively stable pace. 
However, the nature of the banking industry has 
dramatically changed in the past decade primarily 
because of a much more dynamic environment. The 
shift from a relatively static to a relatively dy
namic banking environment has led some practitioners 
in the banking industry to perceive long range plan
ning as an essential management tooi'. This explains 

the competitive nature of the market environment 
of the banks. Thompson, Berry and Davidson (1978), 
went further to investigate the impact of environ
ment and concluded that "the markets in which a bank 
or thrift must perform against th~ competition pro
vide a valid reference point for evaluating the 
likely impact of more competitors, greater competi
tion, and other forms of environmental influence. 
Moreover, performance in competitive markets is com
mon to all facets of the banking business, thereby 
providing a framework for establishing the purpose, 
objectives and alternative action strategies". 
Handscombe (1976) shares this view as saying that; 
"any bank defining its' purpose and objectives will 
have to steer a course between the demands of its' 
stakeholders; its' shareholders, depositors and 
borrowers - company or private, and the public at 
large'. The need to have an overall corporate stra
tegy and as a consequence of this, to have a market
ing strategy as an extension of strategic management 
becomes a prerequisite for the banking sector under 
this turbulent market environment. Thompson, Berry 
and Davidson (1978), explain that strategic market
ing activities are not separate from the strategic 
management of the company as saying: "many banks 
and thrifts still adhere to the misconception that 
marketing mission is separate and distinct from the 
overall management mission. Many bank executives 
view marketing as a set of specialised activities 
(such as research, public relations or advertising) 
that are planned and developed by a specific group 
of personnel who comprise the marketing department. 
Actually, these activities are the basic tools to 
implement marketing strategies". Baker (1985), 
accepts the following activities as the objectives 
of marketing strategy, and the responsibilities of 
marketing management:-

l."Identification of a need which can be satisfied 
profitably within the constraints and opportunities 
represented by the potential supplier's portfolio of 
resources, and which is consistent with the organis
ation's declared objectives. 

2. Definition of a particular segment or segments 
of the total demand which offers the best match with 
the producer 1 s supply capabilities (the target aud
ience) . 

3. Development of a specific product or service tai
lored to the particular requirement of the target 
audience. 

4. Preparation of a marketing plan specifying the 
target to be followed in bringing the new offering 
to the attention of the target audience in a way 
which will differentiate it from competitive alter
natives. (The main elements of such a plan will 
comprise pricing, promotion, selling and distribu
tion policies). 

5. Execution of the plan. 
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6. Monitoring of the results and adjustments as 
necessary to achieve the predetermined objectives'~ 

As a conclusion, we may accept that in the strat
egic market planning, these steps will stay the 
same, but the application of these steps into the 
banking environment shows its' own characteristics. 
Strategic market planning of the banks will be 
consistent with the bank's overall strategic man
agement and play a functional area role in this 
process. 

Irish Banking Sector 

Irish banking sector is composed of national and 
foreign banks. According to the Irish law, foreign 
banks can open subsidiaries on the basis of estab
lishing them as s~parate legal entities registered 
in Ireland. They are expected to perform accord
ing to the Irish banking and company regulations 
and the Irish government's decisions. From this 
point of view there is no difference between the 
national and foreign banks. Only difference may 
come from the ownership and management of them. The 
Greater Dublin Area is the largest metropolitan 
region of Ireland in which nearly 1/3 of the Irish 
population lives and it hosts the majority of busi
ness. organisations and the banks. 90% of the head 
offices of the banks registered in Ireland are 
concentrated in this area. 

Methodology 

Institute of Public Administration of Ireland pro
duces an Administration Yearbook annually, in which 
important public and private organisations are 
listed together with other relevant information 
about them. 1985 Yearbook was used as the source 
of information about the Irish banks and the ones 
whose head offices located in the Greater Dublin 
Area were surveyed. There were 36 bank head 
offices in this region and no sampling method was 
used because of the small number. A structured 
questionnaire was used as a survey medium. The 
objectives of the survey were to see the exist
ence of strategic management and as a consequence 
the existence of strategic marketing plans and 
their applications. The administration of the 
planning activities, their ranges, objectives and 
targets were also among the aims of the survey as 
well as the problems, claimed benefits and sizes 
of the banks. Out of 36 questionnaires 19 were 
returned in useable form for our purpose, which 
represented 53% of the total banks covered in the 
survey. 

TABLE 1 
TIME HORIZON FOR STRATEGY 

No. of Banks % Years 
3 ""1:5,"7 No strategic plan 
4 21,0 3 
9 47,3 5 
3 15,7 10 

This shows that being strategic means more than 5 
years for the majority of the banks that responded, 
which means 63% of them. This result is in line 
with the general understanding of the long-term 
and strategic time horizon concept. 15.7% of 
Irish Banks do not have strategic plans, which 

"1!leans· they do not have long term corporate strat
egies and as a consequence strategic market plans 



do not exist. 21% of them.hava only 3 year-long 
strategies. According to the concept of strategy, 
3-year term is not a strategic time, but a middle 
range time horizon. In this case, these banks may 
not be accepted as having long term strategies. 
This brings the number of banks which do not have 
long range plans and strategies to 7 out of 19. 
This number represents 36.8% of the banks that 
responded. This is a high figure for. a service in
dustry facing a big challenge from the information 
technology and the competitors, (Dalgic 1985-2). 

No. of Banks 
7 

10 
2 

TABLE II 
SEPARATE PLANNING STAFF 

.% No. of Planning Staff 
36,8 No separate Staff 
53 1-5 
10,5 6-10 

A large proportion of the banks do not have separate 
planning staff. It is assumed that this function 
is carried out by non-planning people, involved in 
other activities of the banks. 

RANK OF THE 
COVERED 

Rank 
-1-

2 
3 
4 
5 
6 
7 
8 
9 

10 

TABLE II;I 
MOST IMPORTANT ACTIVITIES 

BY THE STRATEGIC PLANS 

Most Important Activity 
Strategy/Policy Formulation 
Investment Planning 
Supply/Demand Projections 
Cash Requirements 
New Markets/Expansion, 
Capital Spending 
Management Personnel needs 
Technological Forecasting 
Diversification 
Other. 

10 Banks indicated that Strategy/policy formulation 
was the most important activity for their strategic 
plans, which reflects 52.6% of the respondent banks. 
5 Banks indicated the Investment Planning as their 
most important activities covered by their strategic 
plans. Only 1 bank said that supply]demand pro
jections was the most important activity for their 
strategic plans, The other activities have been 
given changing importance by the banks as being sub
jects for their strategic plans. 3 banks have not 
indicated anything because of the la~k of strategic 
plans. As explained here Expansion/New Markets, 
Diversification, Technological Forecasting activ
ities which can be accepted as strategic marketing 
subjects were not chosen as the most important 
activities by the banks. This shows that majority 
of the responding banks of Ireland have no sepetate 
strategic· marketli.ng objectives and no strategic 
marketing plans as a part of their cor.porate strat
egy. This is in line with the previous studies. 
Cash requirements and supply/demand projections were 
given more priority of importance, this may reflect 
the nature of the service industry. Only 3 banks 
have started to prepare long-range plans before 
1975, 8 banks have started to have strategic plan
ing activities between 1975-1980 and 5 of them have 
adopted long-range planning after 1981 to date, 
This result shows a similarity with the American 
study (Kudla 1982). But Irish banks were rather 
late to start planning as compared to British manu
facturing companies (Denning&l!ehr .1972) , This may be 
due to the nature of service industry and conserv-
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ative nature of the banking business. 

TABLE IV 
BENEFITS OF STRATEGIC PLANNING 

Rank 
-1-

2 
3 
4 
5 
6 
7 

Benefit 
Better quality decision-making 
More efficiency in planning 
To explore more alternatives 
Faster decision making 
More accurate forecasting 
More timely information 
Cost saving 

All the banks su~eyed indicated that strategic 
planning helped them to increase the quality of 
decision-making. By using long-range planning 
strategy, Irish oanks increased their efficiency in 
their planning activities. This reflects the fact 
that by gaining more expertise in planning and 
exercising one may expect to increase efficiency. 
The other benefits have ranked different degree of 
importance for the ·Irish banks. 

TABLE V 
DIFFICULTIES IN STRATEGIC PLANNING 

Irish banks respondent to our survey have agreed to 
pinpoint the most important problems they have en
countered during their long-range planning activi
ties. 

Rank 
-1-

2 
3 
4 
5 
6 

Difficulties 
Obtaining usefUl data 
Coordination of planning efforts 
Credibility 
Communication in management level 
Staffing 
Top Management Interest 

The majority, 13 out of 19 banks (82%) indicated 
that obtaining useful data to be used in long-range 
planning activities ranked the most important pro
blem. Coordination of planning efforts has been 
ranked as the second important difficulty in the 
long-range planning. 7 b~ ~~ of 19 indicated 
this problem as the second biggest difficulty. 
Credibility of the strategic activities in general, 
long-range planning in particular is ranked as the 
third important problem being faced by the Irish 
banks. Communication problems have been placed as 
the fourth most important difficulty in the long
range planning. This was followed by the staffing 
problems, then the difficulty of the top management 
interest, This shows that top management has 
created less problems for the long-range planning 
activities of the Irish banks surveyed. 

TABLE VI 
CLASSIFICATION BY SIZE 

Banks who have responded as having long-range plans 
more than one year have the following characteristics 
by size; 

No. of Employees 
1-30 

31-100 
101-500 

Over 500 

% 
19" 

37 
19 
25 

19% of respondent banks have between 1-30 employees. 
37% of the respondent banks have between 31-100 



employees. 19% of banks responding to the survey 
have between 101-500 employees. 1/4 of the res
ponding banks have over 500 employees. 

Conclusions and Recommendations 

The basic conclusion of this survey is that Irish 
banks have a practice of strategic planning. The 
majority of the surveyed banks have long-range plans 
covering 3-5 years. Only 6% of them have more than 
5 years covered by their long-range plans. A sig
nificant number of Irish banks initiated written 
strategic plans within the last 10 years. Irish 
banks have recognised the importance of long-range 
planning and the majo:r:ity of them have separate 
planning staff. Top management of the Irish banks 
support strategic planning activities. Strategy/ 
Policy formulation and investment planning are two 
key areas in the long-range planning activities. 
Expansion does not seem a very important area for 
long-range planning, this may reflect the inten
tions of the Irish banking sector in .terms of ex
pansions/diversifications, new markets. They do 
not see significant changes in their structures. 
The benefits gained from strategic planning show a 
variety of points. The most important benefit is 
better decision-making. This means Irish banks are 
ready to spend money on better decision-making. 
Banks have difficulties in obtaining data for stra
tegic planning activities. This reflects the im
portance of strategic information. This result is 
in line with earlier studies in this field (Dalgic-
1985-3) • Irish banks do not differentiate mar
keting as a separate activity for their strategic 
planning processes. They include marketing related 
activities as part of their strategic planning prac
tices. There seems no difference between strategic 
management and strategic marketing practices. This 
indicates the fact that Irish banks do not differ
entiate strategic management and strategic marketing 
practices. 

Future Research Directions 

Irish banking sector may have several problems es
pecially in the areas of management and marketing. 
Strategic management is not only strategic planning 
itself. Further studies are needed to investigate 
their activities in th.e areas of strategic manage
ment ru;td strategic marketing. The methods of en
vironmental scanning, target setting, alternative 
creation, alternative selection, application and 
control of the selected alternatives are worth in
vestigation. Irish banks have a standing committee 
and some kind of central organisation to coordinate 
their activities .and they publish a journal, called 
"The Irish Banking Review". This publication may 
be used to encourage further research. Irish banks 
may provide financial support for it. The conclu
sion of this study supports the fact that there is 
a lack of formal linking between strategic manage-: 
ment and strategic marketing plans. 
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KEY FACTORS FOR SUCCESSFUL MARKETING IN JAPAN 
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Abstract 

The need for close politico-economic relations be
tween the U.S. and Japan are essential and benefi
cial not only to these two nations, but to the en
tire free world. While many problems and hurdles 
may be encountered by U.S. firms attempting to do 
business in Japan, the financial rewards can be 
significant. This paper discusses and identifies 
the specific U.S. corporate experiences which re
flect how these companies have overcome the many 
trade barriers in Japan. This paper also attempts 
to identify and discuss marketing management impli
cations of key strategic factors to U.S. firms for 
successful marketing in Japan. 

Introduction 

In spite of periodic irritations and tensions a
rising out of trade relations between Japan and 
teh U.S., the need for close politico-economic re
lations between these countries is fully recog
nized by both sides. Cordial relations between 
Japan and the U.S. are considered essential for 
peace and prosperity of not only these two coun
tries, but the entire free world. One of the sig
nificant aspects of these relationships is con
cerned with trade flows between Japan and the U.S. 
Promotion of trade flows is generally considered 
beneficial to all parties considered. However, 
the ever widening trade-gap between the U.S. and 
Japan, favoring the latter, is making both coun
tries intensify efforts aimed at increasing the 
U.S. exports to Japan. This is evidenced by the 
protectionist threats and pressures in the U.S. as 
well as negotiations for the removal of trade bar
riers in Japan for the AMerican products. [1] 
Simultaneously, the Japanese are intensifying 
their efforts to open up their markets to the U.S. 
products. These efforts dramatically culminated 
in the Japanese prime minister recently appealing 
to his countrymen to buy more imported goods. As 
a result of these various trade promotion efforts 
on both sides, there is some evidence to indicate 
that more and more American companies are attempt
ing to break into the Japanese market. These 
American companies include many small and medium 
sized companies. [2] This trend of flocking to 
the Japanese market by American companies is like
ly to continue in the future in spite of the many 
trade barriers. [3] 

After initial angry reaction to the huge trade 
imbalance with Japan in 1984, more realistic 
thinking is prevailing in the U.S. [4] Despite 
many problems and pitfalls encountered by the 
American firms attempting to do business in Japan, 
the results can be worthwhile. The American firms 
which had the tenacity, patience and drive to cul
tivate the Japanese markets systematically, have 
done well. [5] Thus, while many problems and hur
dles may be encountered by American firms, for 
those who persist, the rewards could be very sig
nificant in the world's second largest economy. 
Hence, the major purpose of this paper is to iden
tify and discuss the specific American corporate 
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experiences which reflect how these corporations 
have overcome the many trade barriers in Japan. 

From such a discussion it will be attempted to de
lineate the key factors for successful marketing 
in Japan. Such identification of the key str-ate
gic variables would alert the American companies 
as to what is needed to market their products and 
services successfully in Japan. 

American Corporate Successful Marketing 
Strategies in Japan 

A. IBM Japan, Ltd. -- Superior Product -
Organization Strategy 

IBM Japan has long been the leader of the top ten 
foreign-affiliated firms in Japan, occupying the 
top position for 9 out of the past 10 years. [9] 
The supremacy of IBM Japan was usurped only once, 
in 1980, when, because of the appreciation of the 
yen against the U.S. dollar, oil refinery firms 
which imported large quantities of crude oil rose 
to first and second places. Although its profits 
rose over those of the preceeding year, IBM Japan 
was forced to end the year at third place. 

IBM Japan was incorporated in Japan in 1937, before 
the outbreak of World War II. Except for the 
chaotic years of the immediate post-was period, all 
of the firm's presidents have been Japanese. By 
having all of its management be Japanese, IBM Japan 
has been relatively advanced in its efforts for 
localization. 

IBM Japan, Ltd., recently inaugurated sales of the 
IBM 4000 communication system. This system is de
signed to promote more efficient operations by tel
lers in banks, and it is regarded as the wave of 
the future for banking in the 1980s. Other newly 
developed products include the IBM 308X series, 
which is based on IBM's most advanced technology, 
and the IBM 4300 series of medium-sized computers. 

As the range of its products has expanded into 
large, mediu, and small sizes, IBM Japan has car
ried out a revamping of its business structure. 
Under the previous structure, research and devel
opment, manufacturing, sales, and maintenance were 
separately conducted for each type of product. 
Under the new organization, the various responsi
bilities have been divided between those products 
purchased by large corporations and those by small 
and medium-sized businesses. IBM Information Sys
tem Account Marketing-East and West departments 
are in charge of the former, while the Information 
and General Account Marketing department is in 
charge of the latter. Also, in order to meet the 
growing demand for small-scale machines, the firm's 
management introduced a system of IBM System 123 
are c"arried out by this network of agents. For 
the purpose of supervising its agents, which pres
ently number about 56, IBM Japan established the 
IBM Japan Sales Co., totally owned by IBM Japan, 
in June, 1982. In September, 1982, IBM Japan and 
Kanematsu-Gosho Ltd. jointly created Nippon Office 



Systems, Ltd. 

Buttressed by an active management that has close 
ties with the various regions of the country, IBM 
Japan's sales for this year are expected to rise 
20% over last year's figures, resulting in an in
crease in profits, as well, for 1983. [7 ,9] 

B. McDonald's--A Successful Joint Venture Using 
Product-Communication Extension Strategy 

The well-known fast-food company, McDonald's, has 
become the largest retaurant chain in Japan by fol
lowing many of the same methods it uses in the 
United States. McDonald's has boosted sales in 
1982 to 293 million dollars, up 16.3% from the year 
before. McDonald's serves the same menu of ham
burgers, F'rench fries, soft drinks, and other foods 
that it does in the U.S., and the restaurants look 
the same. Because much of the beef and other food 
items are produced in Japan, McDonald's has not en
countered some of the trade problems faced by other 
firms. McDonald's found a joint-venture partner 
that knew the country and how to set up franchises 
and get through government "red tape." 

McDonald's has tried to tailor the product to Jap
anese styles - restaurants are built closer to ad
joining buildings than in the U.S., and TV commer
cials show how McDonald's is a part of Japanese 
life. However, only one major difference exists: 
The McDonald's trademark character, Ronald McDon
ald, is called Donald McDonald in Japan because it 
is easier for the Japanese to pronounce that way. 
[7] 

C. Corning Glass--Piggybacking Strategy 

Corning has succeeded in the Japanese market by 
piggybacking American products with those made in 
Japan. A Japanese firm produces Pyrex bakeware and 
mixing bowls, and Corning puts its U.S. made Cor
elle tableware with it and offers it as a complete 
set. 

Corning entered the Japanese market relatively 
early. The company established a Japanese office 
with two people in 1966 and has slowly added sales 
staffs. Now Japan is Corning's No. 1 export mar
ket, accounting for 25% of its international busi
nexx. 

Much of its business is conducted through joint 
ventures, but Corning has also set up a wholly 
owned distribution company in Japan. Most profits 
go to the U.S., but managers are primarily Japan
ese. Corning attributes much of its success to 
having had some sort of uniqueness or advantage in 
their products and maintaining the high quality re
quirements set by Japanese consumers themselves. 
[7] 

D. Allstate--Service-Communication Extension 
Strategy 

Allstate Insurance has established sales offices 
inside Seibu retail stores in Japan in the same 
manner it has sold insurance for years in the U.S. 
in Sears, Roebuck & Company stores. Before 1975, 
Allstate had been doing reinsurance business with 
Japanese firms, but then Seibu's chairman told All
state he wanted to explore the possibility of a 
joint venture in the life insurance business being 
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established. Today 100,000 Allstate insurance pol
~c~es are in force in Japan with total coverage of 
about 4 billion dollars. Allstate branched into its 
own form of fire-and-automobile insurance company in 
1980. The fire-and-automobile insurance company is 
fully owned by Allstate, but its staff are primari
ly Japanese. [ 7] 

E. Sheaffer Pen Company--Quality Product & Distri
bution Adaptation Strategy 

Sheaffer started in Japan 12 years ago with a repu
tation for fine pens when American products were of 
great interest to the Japanese. Murray Eisner, 
President of the Sheaffer Eaton Division of Textron, 
feels that "you have a good chance of selling in 
Japan if you have a quality product that stands out." 
Since all Sheaffer products are "designed to meet 
the requirements of the most discriminating," they 
have "only one standard and can sell everywhere," 
especially in quality-oriented Japan. [10] 

To ascertain the marketplace mentality in Japan, 
Sheaffer took the. leads of the people who were al
ready selling writing instruments in Japan. Sheaf
fer asked the Japanese firm what they needed to know, 
implemented their re.commendations, and then the Jap
anese firm distributed the products for Sheaffer. 
They were. able to distribute Sheaffer products in 
virtually every department store and writing instru
ment outlet in Japan. 

The Japanese prefer fountain pens to ballpoints be
cause in forming Japanese characters they use a cal
ligraphic style with broad and fine lines to form 
symbols not required in Western script. However, 
the Japanese buy Sheaffer fountain pens rather than 
Japanese pens. Sheaffer styling is different, also, 
from Japanese products. For example, the inlaid nib 
on the Sheaffer pens in unique, and no one has been 
able to copy that. [10] 

In some department stores, Sheaffer products are 
displayed with "Status Symbol" written in English, 
making use of the prestige products marketing strat
egy, also. In Japan a set of two Sheaffer writing 
instruments will range in price from $25 to $250. 

Pens are manufactured in Sheaffer's plant in Fort 
Madison, Iowa. · Eisner reflects that there are tar
iffs on pens exported to Japan, but he feels they 
are not substantial, and they are being reduced. 
Present tariffs are about 10%, which is similar to 
the U.S. tariff. Although it is true that tariffs 
do push up the price of products in Japan, Sheaffer 
has overcome that disadvantage by being able to war
rant the higher price because of superior desigp 
and craftsmanship of its products. [10] 

F. American Hospital Supply--Superior-Specialized 
Products St'rategy 

-American Hospital's superiority in the field of 
health products and making a product that was hard 
to duplicate were keys to this company's success. 
American Hospital Supply produces about 3,000 pro
ducts for export, ranging from cardiac pacemaker 
equipment to laboratory diagnostic supplies. The 
firm has had increases of about 40% per year in 
sales and earnings in Japan over the past 10 years. 
The products are so specialized that it would be dif
ficult for Japanese firms to duplicate them on a 
mass-production basis. At least 60% of the products 



are produced in the U.S., but Japanese are hired 
for operations in their own country. Some Ameri
can Hospital Supply's success is attributed, also, 
to hiring as manager a Japanese national, who was 
effective in getting the products through the Jap
anese regulatory process. [7] 

G. Merck & Company and Phizer Taito Co.-
Innovation Products Strategy 

The pharmaceutical industry in Japan is character
ized by considerable investment from abroad. This 
is borne out in the case of Merck & Company of Un
ited States, which recently purchase 30% of the 
capital stock of both the BAnyu Pharmaceutical Com
pany, a firm listed in the first section of the 
Tokyo Stock Exchange, and the yet unlisted Torii 
Pharmaceutical Company, in March, 1982. 

The favorable performance of pharmaceuticals is due 
to the introduction and successful sales of new 
major drugs in the domestic market, which has been 
made possible through the emergence of a more fav
orable domestic environment. Numerous seminars on 
antibiotics, hyperpiesia, rheumatic diseases, etc., 
were held throughout the country to provide oppor
tunities for the education of the public. 

The Phizer Taito Company begain in 1955 as a joint 
venture between Phizer, Inc., and Taito Company. 
The majority of the firm's present capital, how
ever, is owned by Phizer. Management is based on 
both the American system of rationalization and on 
such Japanese practices as lifetime employment. 

Phizer Taito's sales for 1982 totalled 67 billion, 
representing a 34% gain over the levels of the pre
ceeding year. [9] 

H. Coca-Cola (Japan) Co.--Distribution 
Innovation Strategy 

Coca-Cola (Japan) Co., the only enterprise in the 
food industry among the top ten foreign affiliates, 
has dominated the Japanese market through its 
special marketing techniques. 

In 1957, the Coca-Cola Company began the operations 
of Coca-Cola (Japan) Co., a subsidiary incorporated 
in Japan and totally subscribed by its U.S. parent 
company. The only distribution system existing in 
Japan at that time was a complicated network through 
which foods flowed from manufacturers to consumers 
through primary and secondary wholesalers (agents) 
and terminal retailers. The Coca-Cola (Japan) Co., 
called the '~ioneer of the distribution revolution," 
introduced a new distribution system which enables 
manufacturers to deal directly with retailers with
out the intervention of wholesalers. A direct link 
between manufacturers and retailers makes possible 
not only a reduction of distribution costs, but 
also a promptness of response. In addition, the 
case settlement of transactions improves the effi
ciency of cash flows. 

The new distribution system met with some initial 
resistance, but Coca-Cola products are now delivered 
from bottlers directly to some 1.1 to 1.2 million 
outlets, such as supermarkets, food stores, bars, 
and cafeterias. Coca-Cola's income as declared on 
its 1982 tax returns, represented a 40% increase 
from the previous year. Although total sales of 
soft drinks in Japan declined in 1982, Coca-Cola's 
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sales rose by 3%. 

In addition to the recovery of its main products, 
Coca-Cola (Japan) has successfully introduced new 
items: Georgia Coffee, Real Gold, and Sprite. Just 
as Sprite is already leading the list of non-col
ored soft drinks in Japan, officers of Coca-Cola 
(Japan) hope these other products will also obtain 
first or second ranking in their respective sector. 
[9] 

I. Disney Productions--Product-Communications 
Extension STrategy 

The first Walt Disney cartoon film of Mickey Mourse, 
"Steamboat Willie", was released in October, 1928. 
This work, however, was not officially released in 
Japan. THe first Mickey Mouse film released in 
Japan was in September 1929, with "The Opry House", 
produced in march of that year. From Disney's car
toon characters, the Japanese came to grasp the 
image of America. 

In Japan today, as in many other countreis through
out the world, Walt Disney is synonymous with fami
ly entertainment which parents can offer their child
ren without hesitation. 

Japan, which had frantically welcomed Disney movies 
from the latter half of the 1940s through the 1950s, 
turned rather calm toward them around 1970. This 
was because Japanese cartoon art itself had made 
unique development over the last thrity years which 
have had significant influence upon animated films. 

Cartoons shown on television or in theaters which 
are now extraordinarily popular among Japanese chil
dren mainly focus on the amazing activities of giant 
robots, or on martial adventures in space. In ac
tion and in mood they are remarkably different from 
the entertainment of Disney. 

However, when "Cinderella" and "Lady and the Tramp" 
were re-released for the umpteenth time in 1980, 
they were once again received with pleasure. The 
romantic "Cinderella" especially found acceptance 
among teenage girls as well as children. 

As time has passed, the perception of Disney's 
movies has changed. In Japan, as well as in Ameri
ca, there is a growing tendency to re-evalute the 
classics of the so-called "golden age of cartoon 
films," when Walt Disney was alive. 

If you get on the subway in Tokyo, you're sure to 
see a girl carrying a notebook with Donald Duck on 
it, or a boy wearing a Mickey Mouse T-shirt. The 
popularity of Disney characters has never faded 
since the war. At the new Tokyo Disneyland, opened 
on April 15, 1983, it's a headache to the strolling 
costumed characters that visitors inevitably touch 
and pull Mickey Mouse somuch that the man inside the 
suit becomes exhausted. Now Tokyo Disneyland is a 
place for a new generation to feel American, though 
America, too, has changed since the time Walt Dis
ney was alive. [8] 

J. AmEx: Prestige Services Strategy 

When AmEx introduced its luxury gold yen card in 
Japan in May, 1980, it was interested in attracting 
only the affluent end of Japan's small credit card 
market. However, the country's consumer credit 



card market has exploded, lauded as the "largest 
growth area in the world" by AmEx Vice-President & 
General Manager of American Express International, 
Allan R. Hinman. AmEx has now decided to intro
duce its middle-income green card to the marekt. 

To sell its credit cards, Hinman says American Ex
press made a corporate commitment unlike anything 
they had done in the past in any of their 25 other 
worldwide markets. It is believed that American 
Express invested close to $20 million in its Jap
anese start-up. 

AmEx, an emerging U.S. firm int he Japanese market, 
has high hopes for its green card. To promote the 
card to middle-income spenders, the company has 
launched an extensive advertising campaign featur
ing U.S. golfer, Jack Nicklaus. To secure its mar
ket niche, AmEx will emphasize its international 
identity as well as travel-related and cahsing ser
vices. [6] 

Conclusions 

The existence of various trade barriers in Japan 
is an irrefutable fact. But this trend is towards 
more liberalization and removal of these barriers. 
Despite such hurdles, it was illustrated that many 
American corporations have pursued successful busi
ness operations with appropriate marketing strate
gies. These successful marketing strategies in 
Japanese markets may briefly be summarized as 
below: 

1. 

2. 

3. 

4. 

5. 

Successfully adapting products and services so 
that they suit the Japanese consumers' tastes 
and preferences. 

Adapt their business practices to the peculi
arities of the Japanese business environments. 

Develop and carefully cultivate good manage
ment-labor relationships and/or manufacturer 
and channel member relationships. 

Learning and adapting the necessary marketing 
skills which deeply identifies the company 
with the Japanese environment. 

Learning to live with the cultural and market
ing system complexities which are totally dif
ferent from the corporate experiences in other 
major industrialized countries. 

Many of the American companies which have been suc
cessful in the Japanese markets have persisted with 
their marketing efforts over an extended period of 
time even in the face of disappointing results in 
the beginning. Many of these firms recognized the 
potential of the Japanesemarkets at an early stage 
and set out establishing joint ventures or finding 
Japanese distributors who are reputable to market 
their products. This allowed them to capitalize on 
their Japanese partners' knowledge of the market 
and their established distribution network and ties. 

Despite all the difficulties, most U.S. companies 
cannot ultimately afford to shun as vast and pofen
tially lucrative market as Japan. Only by strain
ing to understand and surmount its barriers can 
U.S. businesses hope to profit in the Japanese mar
kets. The U.S. government is paving the way by 
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pressuring the Japanese into reducing many of the 
barriers which have hitherto inhibited U.S. corpor
ate business efforts in Japan. Besides, there is 
growing evidence that Japan will liberalize the 
past trade restrictions. The time is opportune for 
the U.S. business corporations to mount concerted 
efforts aimed at entering and expanding their busi
nesses in Japan. 

1. 

2. 

3. 

4. 

5. 
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IMITATIVE INNOVATIONS: A PRODUCT STRATEGY FROM 
A NEwLY INDUSTRIALISED COUNTRY THE TURKISH CASE 

Tevfik Dalgic, Dublin Instit~te of Technology, College of Commerce, Ireland 

Abstract 

This paper attempts to underline the differen~e 
between the innovative iwitations and imitative 
innovations; two transfer of technology mechanisms 
by giving examples from a newly industrialised 
country: Turkey. The author surveys _the structures 
of the top 50 Turkish manufacturing companies and 
classifies them according to the.ir 13.doption cate
gories and innovative/imitative characteristics. 

Int:roduction 

The role o:l; science and technology in the process 
·of industrialisation in general and new product 
developments in particular has created a great 
interest among the researchers after the 1950's. 
The dynawics of technological diffusions and main 
characteristics of innovations and innovative or
ganisations have become the focal points of these 
studies. Research and Development (R&D) Management 
has become an indepentent area of management and a 
separate activity of many business organisations. 
The increasing value of science and technology
based products and services in the trade among the 
countries, productivity and international competi
tion, the encouragement of different national and 
international organisations for further research in 
these fields have induced further interest among 
the researchers from different branches of basic 
and social sciences. Science policy phenomenon of 
the public sector has an accelerating impact on 
these studies. Baker (1983) believes that "too 
much emphasis is given to the early research and 
development stage to neglect of the later market 
launch and development phase". Rogers and Eveland 
(1981) said that more than 2400 studies had been 
carried out by several researchers. Some other 
studies found that the number of studies in this 
field was around 4000 (Kelly & Kranzberg 1981). 
Despite these large number of studies in the lit
erature, "present knowledge and understanding of 
innovation process remains at a relatively under
developed stage", while some authors are saying that 
"factors found to be important for one innovation 
in one study are found to be considerably less i~ 
portant, not important at all, or even inversely 
important in another study" (Bigonese & Perrault 
1981) • Some other authors give a different reason 
for this problem by saying "contradictions might be 
the results of the diverse characteristics of re
searchers from different fields, using different 
techniques". (Kimberly & Evanisko 1981). All these 
studies reflect a "production orientation rather 
than a market orientation" (Baker 1983), and we 
still need futher studies to link these two ap
proaches and to give them an equal importance. 

Imitation Studies 

The role of imitations as a product strategy has 
not been investigated intensively as in the case 
of innovations, although imitations are accepted 
as "innovative activities" by some authors (King
ston 1977). Havacek and Thompson (1977) found 
imitations as "one of the characteristics of being 
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a good inventor". Kotler (1980) accepts imitations 
as "new product development strategy". Baker (1983) 
on the other hand calls "the strategy of the fast 
second" for imitatie)ns and attributes the success 
of Japanese companies to this strategy. According 
to a UNCTAD study; imitations are accepted as ;,a 
channel of technology transfer" (Oldham, Freeman & 
Turkcan 1967). Levitt (196~ is one of the very few 
researchers who investigated the phenomenon of imi
tations from a marketing point of view. He calls 
"Innovative Imitation" a process of "reversing the 
R&D, simply working backwards from what the others 
have done, and by trying to do the same thing for 
oneself". Another marketing scholar identifies the 
imitation activities as "me too" approach and labels 
these companies as "imitative segmenters" (McCarthy 
1981). Baker (1983) has a different title for the 
imitators by calling them "Imitative Innovators" 
and accepting Japanese companies as being success
ful examples of them. He defines the activities of 
I~tative Innovators as in the following sentence; 
"Monitoring competitive activity has assumed in
creasing importance in recent years with the growing 
popularity, whereby firms depend more on their 
ability to copy or improve upon a new product and 
cash in on the market. as it moves into the growth 
phase than on being first to market with a new pro
duct. The Japanese are past masters of this stra
tegy and are Imitative Innovators of the first order 
across almost all classes of goods, depending upon 
an enhanced product, competitive prices and excel
lent distribution and after-sales service ·to ensure 
a dominant position in almost all the world's growth 
markets. Significantly the Japanese have been res
ponsible for no major technological innovations 
themselves". The concept of Innovative Imitations 
of Levitt (1966) and Kotler's source of idea gener
ation by imitating the competitors are similar to 
each other. Kotler (1980) accepts this approach as 
"buying the competitor's products ,take them apart 
and build a better one. Their growth strategy is 
one of product imitation and improvement rather than 
product origination". There seems a difference of 
opinion among the marketing scholars for the con
cepts of Innovative Imitations and Imitative Inno
vations. Innovative Imitations are taking place in 
"industrialised and highly competitive markets, like 
the United States" while " Imitative Innovations 
are taking place in some countries, like earlier 
Japan, in which the national market was not as com
petitive and developed as the U.S. market. Then, 
if the concept of Innovation is accepted as the 
"newness in the sense that it has not been done be
fore by the industry or by the company now doing it" 
(Levitt 1966), events which took place in Japan be
come "Innovative" rather than "Imitative" in nature. 
As a conclusion, we may continue to accept the 
"Imitations" taking place in the less competitive 
markets as "Innovations" and "Innovations" taking 
place in highly competitive and developed markets 
as "Imitations". Although, the main mechanism of 
this process is the same for both cases; in a less 
developed market, the original product does not 
exist, it has to be brought by the local producer 
from a foreign market, as in the case of Japan, 
importing the original products from the U.S.A. or 
Europe and in a highly competitive developed market; 



the original product to be imitated exists in the 
national market itself. In the first instance this 
difference creates an international transfer of 
technology problem which in some cas~s may be~ome 
expensive o!Uld time consuming, eontrolled by imi>ort
export restrictions and regu~ations. Tne main pur
pose of this paper is to try_ to underline this mech
anism in tha case o_f Turkey and .t~ -investigate the 
basic characteristics of the Turkish firms which 
have used this product strategy as a formal market
ing activity. 

The Case of Turkey 

The world has observed the economic development 
processes of some Asian countries in the late 1970's. 
In the literature of economic development those 
countries have been called "newly industrialising" 
and "newly industrialised" as well as "lately deve
loped countries". These countries are different 
than the majority of the less developed ones in 
terms of their rapid characteristics of development 
(Heenan & Keegan 1979). 

Turkey," as a country which is situated between 
Europe and Asia, has shown dual characteristics. 
It is one of the newly 'i~dustrialisea countries of 
Asia, like Korea, Taiwan, Singapore and Hong Kong, 
as well as European countries which have developed 
lately, like Spain, Greece, Portugal and yugoslavia. 
From this point of view, special a,ttention has been 
paid to the Turkish Case. As a country of 52 
million population with vast resources, a disci
plined work force and trained managers, mainly U.S. 
style, Turkey has emerged as one of the fastest 
developing countries in the OECD (OECD 1982). Tur
kish multinationals have achieved E~O billion book 
totals in 1982 and the export has increased 34% in 
the same period and 54% in 1981. (Tonge 1982) Tur
key is one of the highest growth rate obtained 
countries of the OECD. A five year development 
policy which was based on liberal economic measures 
and export promotion as well as foreign investment 
encouragement strategy have started to produce posi
tive results. Turkish firms, prior to these econ
omic measures, have been forced to find solutions ~ 
to their problems of scarcity of spare parts, 
machinery, semi -finished goods and finished goods 
due to the economic crisis period of 1976-1980. 

The lack of foreign currency was the main reason 
for severe restrictions imposed on imports to the 
country, because of huge petrol bills. And polit
ically the country was in a chaotic situation caused 
by rival political parties and leaders. The crises 
period had a positive effect on. the Turkish industry 
by forcing it to find alternative ways of production 
of spare parts, machinery, semi-finished and 
finished goods as well as manufacturing technolo
gies. 

Research Methodology 

The Tax list of the Turkish Finance Ministry was 
used as the basis of the survey. From that list 
the top 50 private manufacturing firms were chosen 
and a structured questionnaire was sent to them. 
After a follow-up letter and some telephone calls 
50 of them returned but only 41 of them were in 
useable form for the purpose of the study. 9 com
panies were working under licence contracts, so 
they are not covered in this study. 6 companies 
out of 41 have shown similar characteristics. For 
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that reason, the author interviewed the Chief Ex
ecutive Officers of them later; trying to see their 
characteristics and discuss their policies in de
tail. These 6 companies have shown an Imitative 
Innovator characteristic while 35 of them could be 
classified as Innovative Imitators. 50 firms sub
ject to this survey represent more than 50% of the 
total production of the Turkish Private sector. 
The public sector companies which are called State 
Economic Enterprises were not included in this 
s·tudy, because of the difference in their approach 
to the acquisation of technology. State Economic 
Enterprises are centrally directed in their major 
strategies by the State Planning Organisation, an 
office under the control of the Turkish Prime Min
is try. 

Research Findings 

35 firms out of 41, can easily be grouped under the 
title of Innovative Imitators, and the remaining 6 
as Imitative Innovators. Although basic character
istics have shown some similarities, Imitative 
Innovators seem to be mote "open" to foreign mar
kets' and technologies. They have also shown some 
differences in their organisation structures, app
roaches to the future, personnel characteristics, 
R&D appreciations and some other aspects. They can 
also be classified as the Innovators because of the 
nature of the products in the market. They intro
duced some of the products to the local market them
selves. Innovative Imitators have shown Early 
Adopter characteristics (B~er 1975). These firms 
have shown some similarities to the Characteristics 
of Technically Progressive Firms, as analysed by 
Carter and Williams (1959) . The following tables 
show the characteristics found common among the 6 
Imitative Innovator and 35 Innovative Imitator 
firms. 

TABLE I 
DISTRIBUTION OF HANUFACTURING FIRMS 

ACCORDING TO THEIR PRODUCTS AND 
INNOVATIVE CHARACTERISTICS 

Products 
Refrigerator 
Washer 
Chemical 
Radio 
Heating Appliances 
Auto Spares 
Electronics 
Television 
Building Material 

Total 

Innovative 
Imitators 

1 
1 
5 
2 
3 
8 
6 
2 
7 

35 

Imitative 
i11111CJTaters 
--1--

1 
1 

2 

1 

6 

TABLE II 
CHARACTERISTICS OF THE FIRMS 

Nature 

Market 

Technology 
Adoption 
Chara~teristics 

Structured 
Organisation 

Innovative 
Imitators 
Local 

Early 
adoption 

Low 

Imitative 
Innovators 
Local and for
eign 

Innovators 

High 



Nature 

Information 
Personnel 

Customer 
Contact 

Market 
demand 

Innovative 
Imitators 
As. a member of 
production team 

High 

High 

Relationship Highly informal 
of Personnel 

R&D Apprec- Low 
iation 

No. of Tech- Low 
nical Graduates 

No. of Marketing Low 
Personnel 

Machinery General Purpose 

Production Manual & Semi
Auto 

j'!anagement 

Advertising 
Campaign 

Legal Form 

Export 

Anti-EEC 
Feeling 

Nationalistic 
Feelings 

Using Turkish 
Workers as 
Advisors 

Defined Reward 
System 

Selling shares 
to Immigrant 
Workers 

Using State 
Information 
Sources 

Belief in the 
importance of 
Imitation 

View of being 
Middle East 
Japans 

Non-structured 

Agency & No 
Agency 

Single Prop.& 
& some Corp. 

None or few 

High 

High 

High 

Low 

High 

High 

High 

High 

Imitative 
Innovators 
As a spec
ialist 

High 

High 

Informal 

High 

High 

High 

Highly 
specialised 

Semi-Auto & 
Automatic 

Structured 

Special Dept. 
& Agency 

Corporation 
with Stock 
Exchange 

More than 
one 

None 

Moderate 

Moderate 

High 

High 

High 

High 

High 

Nature 

View for 
future 

Belief in 
Social In
volvement 

Innovative 
·Imitators 
Short or 
Mid-Term 

High 

Imitative 
Innovators 
Long-term 

High 

Common Characteristics of the Imitative Innovators 

1. Availability of technically minded top managers, 
mainly engineers by origins, either by way of for
~1 education or by way of experience. 

2. A group of design and engineering personnel, 
continuous·ly searching new options, new products 
and·manufacturing systems, by visiting internat
ional trade fairs, attending technical congresses 
and following the technical literature at inter
national level. 

3. Special visits to main customers and sales or
ganisations to seek advice on the features and de
signs of the products. 

4. A common nationalistic belief to be successful 
and to be proud of producing something in the 
country. 

5, A participative and democratic management for 
the designers· and engineers. 

6. Defined reward system for the successful de
signers and imitators. 

7, A stringent financial policy, which led them to 
create ways to save inputs. 

8. To sell shares in Western European Countries to 
the Turkish immigrant workers and use this source 
to finance the transactions taken place abroad, 

9. To visit and seek advice from the state., mainly 
Turkisfl. Scientif. & Technical Research Council 

--. (TUBITAK) and its' Technical Information Centre 
(TURDOK), as a source of technology transfe~ based 
on documents and publications. 
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10. An a~preciation of R&D in the process of tech
nology generation, 

11. To have a long-term view of being "the Japanese 
Entrepreneurs of the Middle EC~st", 

12. An informal relationship among the top manage
ment and the production and marketing personnel. 

13. A common belief that "innovation starts with 
copying". 

14. Using some friends and relatives of the work 
forces of the companies employed in the Western 
European Countries as technical advisors for cri
tical stages of production. 

Conclusions and.Implications 

The Turkish example may be used by some other in
dustrialising countries, who are facing severe for
eign currency restrictions, for a certain period 
of time, Wfien things get better in the economy, 
this way of production methods might be applied in 



more structured and planned manner, leading to sim
ilar activities as carried out by the Japanese firms 
in the early days of Japanese industrialisation. 
Expatriate workers, their financial supports, as 
well as their expertise might be utilised by their 
home countries. Nationalistic feelings may be used 
to play a stimulant role to induce the desire to 
produce something locally and may also be seen as a 
factor to encourage entrepreneurial activities. Al
though there are very few studies made in the area 
of Imitative Innovations and Innovative Imitations, 
this case study coming from a newly industrialised 
country may affect other researchers in different 
countries to carry out similar studies. In order to 
generalise some conclusions worldwide; several 
studies need to be made on a comparative basis. 
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TEACHING MARKETING IN CHINA 

James M Livingstone, The Queen's University of Belfast 

Abstract 

This paper describes an introductory marketing 
course taught to MBA students of the State 
Economic Commission, Beijing, China. The 
linguistic, cultural and ideological background 
of the students required a unique 'hands on' 
approach in a society where marketing is in its 
infancy. 

Initially class assignments concentrated on 
marketing problems of a very familiar product, 
the bicycle. At later stages, two major assign
ments were a market audit of a Chinese Enterprise, 
and a MR survey of a Beijing Department store -
almost certainly the first such survey carried 
out in China. 

The paper analyses the problems and advantages of 
such an approach. 

Background 

This paper describes some of the problems of 
teaching marketing and related management subjects 
in China, at a time when that society is under
going vast ideological and social change. 

The background to the paper was the inauguration 
of an EEC sponsored MBA programme for the State 
Economic Commission, one of the central 
Departments in the Chinese government machine. 
The course which was held in Beijing was taught in 
English by academic staff selected from major 
business schools throughout the European Community 
and was administered jointly by a European Dean 
and his Chinese counter~rt. It was funded for a 
period of five years by the European Economic 
Community via the European Foundation for 
Management Education. During the five years it 
was hoped that two complete MBA courses could be 
run, and that, at the end of each course, the 
students could be placed in European enterprises 
for about six months. 

The programme also called for the training of 
Chinese lecturers to replace the European staff 
at the end of the period; these lecturers would 
be supplemented by the recruitment of a number of 
the successful graduates. 

Although there are a number of Western and Japanese 
training courses operating in China, the only 
directly comparable course is probably that 
offered by a teaching team from the University of 
Buffalo at Dalian, which began at approximately 
the same time (early 1985). The educational 
philosophy behind the Dalian MBA appears to be 
markedly different from that of the European course, 
and there can be little doubt that in time, the 
pooled experience or the two approaches will make 
a useful contribution to management education in 
China, and other Marxist oriented societies. 

The Beijing course consisted broadly of nine 
modules, each of eight weeks spread over a two 
year period, with related requirements in work 
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experience and 'hands on' experience in Chinese 
Enterprises. In the initial stages each module 
consisted of a teaching programme of three related 
management subjects. The first module to be taught 
consisted of courses in Accounting, Marketing, and 
Production, and involved approximately 42 hours of 
classroom teaching in each subject. The students 
themselves (35 in all) were graduates, mainly 
in engineering. 

The general pattern was that during the first five 
weeks of the eight week course, students would have 
three hours classroom work daily Monday through 
Saturday; the afternoon was used for group work 
and reading. In the sixth week the students in 
groups of five or six were engaged in research in 
sel~ed Chinese enterprises. Six enterprises 
had agreed to co-operate for the two year period 
and during each of the first seven or eight modules 
the student teams would spend one week full-time 
in the plant in effect applying the knowledge 
acquired during the module. In the seventh week, 
the normal classroom pattern was resumed but the 
groups spent the afternoons in preparing a report 
on the enterprise visit. The eighth week consisted 
of oral presentations of the reports, the final 
lectures, followed by the examination. 

The Problems in Teaching Marketing 

The preliminary discussion, as well as the 
collective experience of academic staff who had 
taught in other developing countries suggested 
that there would be a number of problems, which 
could be conveniently classified under two headings: 

Language 
Ideological and Cultural. 

Language 

The thirty-five students had been selected after 
rigorous examination and testing; part of the 
requirements was some knowledge of English. After 
selection and before the MBA programme began, 
they were given a very intensive six months 
English teaching programme by language specialists 
sent across from the Manchester Business School, 
England. At the same time four Chinese 
instructors, whom it was intended should become 
part of the permanent teaching faculty when the 
European teachers were phased out after five years, 
were brought over to the Manchester Business 
School for an English learning course, combined 
with visits to industrial concerns in Western 
Europe. 

It could be assumed therefore that students had a 
reasonable grasp of English, and could, if 
necessary, seek advice from the Chinese academic 
staff. In practice of course it was realised that 
there would be considerable difficulties, not only 
in aural comprehension and discussion, but also in 
the speed at which the students could be expected 
to read text books. The situation was also 
complicated by the fact that not only were the 
students working in a foreign language, so also 



were staff drawn from continental Europe. Although 
all the latter spoke English fluently, the 
variation in accent could cause problems. Indeed 
the problems were not confined to non-native 
English language Europeans. In the first module 
the students as well as having to cope with a 
Dutch accent, were also exposed to an Irish and a 
Scottish accent - and had least difficulty with 
the Dutch Professor! 

To an extent however, the problem went beyond the 
students' need to acquire a working knowledge of 
English very quickly; part of the problem lay in 
the structure and content of the Chinese language, 
where no ready equivalent of some management terms 
could be found, and where for example, the absence 
of a conditional or subjunctive mood in the 
Chinese verb made it desirable where possible to 
avoid too heavy a reliance on abstract terms, 
"would", "should" etc. Some of the written 
material issued might appear stilted, but was 
deliberately written in this manner to avoid use 
of verb moods not available in Chinese. 

In the event, the students after some initial 
difficulties, coped remarkably well in understand
ing spoken English and taking part in discussion. 
A summary of the proposed lesson issued in advance 
helped considerably, but the difficulties of 
reading, particularly of texts of an unfamiliar 
subject, remained. As a rough and ready guide, 
it was possible to require only about twenty pages 
of reading from text books per night during the 
first module, although reading speed could be 
expected to improve throughout the course. 

Ideological and Cultural Issues 

Some of the former in particular, are fairly 
obvious in the context of a Marxist society. The 
problem of dealing with some marketing concepts 
where prices are fixed by the State are clear, and 
there were clearly a number of potential pitfalls 
on the ideological side. The lectures and examples 
were, as far as possible, presented in ideologically 
neutral terms, but the situation was not eased by 
the fact that there was a degree of confusion 
among the ·Chinese staff and students about the 
extent to which the New Economic Reforms being 
pursued by the Government were, in effect, 
changing the ground rules. To what extent, for 
example, could one assume that enterprises would 
in future have some discretion in fixing prices, 
choosing their own suppliers, and finding their 
own customers? 

The Chinese economy has operated substantially 
as a seller's market, where virtually any products 
had a guaranteed sale, usually within the same 
municipality or province. Even where an enterprise 
or a customer was supplied with products of an 
unacceptable standard it was difficult to reject 
them because any loss of goodwill on the part of 
the supplier could have unfortunate effects on 
future supplies. 

Three other less expected phenomena were quickly 
identified. The first was that the ideological 
and cultural system tended to produce a situation 
where personal responsibility was minimalised. 
There were relatively few rewards for outstanding 
individual effort, but more obvious punishments 
where an individual's actions were disapproved of 
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by his or her work unit or the community in general. 
China in this sense is not a risk taking society, 
and this was marked among the students who in 
~ had experienced considerable personal hard
ships during the cultural revolution. Indeed it 
could be argued that the biggest risk the students 
themselves had taken in recent years was to apply 
for a place in the course which might seem a route 
to rapid promotion. The students had been sought 
by press advertisements which encouraged them to 
apply for a place without if necessary the prior 
agreement of their work unit, on the basis that if 
they were accepted, the State Economic Commission 
would negotiate their release by the work unit. 

The second factor in the situation was the degree 
of verticalisation and in consequence suboptimis
ation in society. There appeared to be little 
interest in or knowledge of other institutions even 
within China, outside the work unit or the Ministry 
in which an individual worked. This appeared even 
to be reflected in the provincialisation of the 
economy. Before the Economic Reforms, regions and 
municipalities were almost autonomous city states 
accepting the authority of Beijing and the Central 
Committee of the Communist Party, but more concerned 
with their relations to the central authority and 
within their regional boundaries, than with other 
parts of China. Work units and the institutions 
above them tended to maximise their own advantage, 
rather than assume a national view. Enterprises 
traded with other local enterprises, and even if 
the same product was available from another source 
or at better quality elsewhere in China, it was not 
very easy to secure alternative sources or 
customers. The factors of verticalisation, the 
relatively weak financial disciplines created by 
a situation where costs and profits alike were 
absorbed by the State, and relatively poor infra
structure effectively destroy the theory of China 
as a market of one billion individuals. More 
realistically it is a string of semi-isolated 

. communities mostly near the coast, based on the 
cities and municipalities. 

The third factor is the enormous importance of 
personal relationships, rather than strict adherence 
to organisation charts. The Chinese administrative 
system works in part in terms of authority, in part 
in terms of guanxi, ie. influence and personal 
friendship and obligation. The equivalent in 
relationship to the foreigner is probably the 
concept of the 'Friend of China' who is acceptable. 
But the practical effect is that in Chinese terms 
it is difficult to get clear cut, quick decisions 
based on impersonal relationships, or relation
ships, based on respect for qualifications, in 
which the state of friendship between the two 
parties is not really vital. Negotiations in this 
sense could be prolonged and frustrating; but 
the obverse side of this was probably that as 
confidence builds up, the strain on the foreign 
teaching staff will become progressively less 
over the five years during which the EEC project 
is to run. 

The Marketing Course 

The structure of the course was fairly orthodox; 
an introduction to the Marketing Concept: 
Market Research: Product Policy, Advertising and 
Promotion: Pricing Policy: Packaging: 



Distribution: and International Aspects of Marketing. 
The major problems however were likely to be to 
develop materials to reinforce the textbooks which 
were of limited relevance having been written in 
a Western context; at the same time to co-ordinate 
with the other two subjects being taught simultane
ously, in order to emphasize the fact that all 
three subjects were interdependent facets of the 
general management situation; and to meet the need 
for 'hands on' experience, as far as this was 
practical. 

Another problem which loomed large in the first 
week or two, but which declined with increasing 
familiarity, was the teaching style. A Chinese 
acquaintance had previously remarked to the author, 
vis a vis teaching, "We Chinese have good ears". 
Traditional Chinese educational methods have 
depended on very intensive -rote learning and 
repetition - and if one considers the problem of 
learning to read and write the minimum of several 
thousand ideograms which even a moderately literate 
Chinese has to master, the merits of the system 
are obvious. Nevertheless an environment where 
the students on an MBA course, with a wealth of 
practical experience behind them, would simply 
listen attentively, take notes, and if required 
reproduce these notes without comment or inter
pretation, would have been unacceptable in 
Western MBA training. It did not come easily 
to the students to express any degree of difference 
of opinion with their professors, and they were 
clearly highly anxious to avoid creating a bad 
impression by disagreeing with the foreign 
instructors. They had to be persuaded that their 
own experience was highly relevant and that they 
were not in the classroom to engage in a one way 
communication system from teacher to student. It 
took some time, but by the end of the first module, 
a more relaxed attitude, and a readiness to express 
individual views had begun to appear. The students 
were beginning to enjoy the course. 

In a sense however, Marketing and the Marketing 
Concept was arguably a fuzzier concept to teaching 
in an alien culture than the more quantitative 
courses in accounting and production. Marketing 
did initially cause more anxiety to the students, 
than more overtly quantitative disciplines. 

In spite of the orthodox nature of the Marketing 
Course structure, the course began in a slightly 
unorthodox way. The instructor having introduced 
himself, simply chalked up on the blackboard the 
Chinese expression zhuyi 

-:,tit 
I I~~ 

This and its Japanese version which also uses 
the Chinese ideograms, is a familiar traffic sign 
in both countries. It simply means "Caution", 
"Beware" or "Be Careful". 

When the students had absorbed the symbol, the 
instructor made the point that it was essential 
to beware of a too facile application of Western 
techniques in Marketing to China. Marketing 
techniques were not textbook formulae or cook-book 
recipes which could be applied indiscriminately 
to conditions fimYWhere. An elementary point 
perhaps, but one which has to be emphasized again 
and again in any non-Western Developing Country. 
On this occasion the point was made at perhaps 
inordinate length, and the ideogram was repeated 
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in later weeks when necessary, to emphasize that 
western techniques and western textbooks had to 
be used with extreme care, not simply memorised 
and applied. 

The first three hour session thereafter consisted 
of the distribution of a series of statements or 
opinions about the lives of men and women in 
Western Europe which were broadly true in all of 
the (then) ten members of the European Community, 
followed by a discussion. 

These statements/assertions were intended to 
bring out the implicit assumptions about society 
on which American or European textbooks were 
based. They were not likely to appear in such 
textbooks because they could in effect be taken 
for granted by the authors and their western 
readers. 

The intention of the discussion was to drive home 
the point already made about the danger of assum
ing that what was true of one .society in marketing 
terms was necessarily true of others; a secondary 
point was to illustrate that most of the statements, 
although superficially social or political, could 
readily be reinterpreted as clues to market 
segments, among elderly people for example, or 
followers of specific hobbies developed in cultures 
with considerable leisure etc: to emphasize in 
fact that there was no homogeneous market, but 
an almost infinite number of market segments in 
a society, which might be identified and catered 
for. 

All of this and the comments on the Marketing 
Concept, as it could be applied in China, were 
less concerned with hard facts than beginning 
the process of getting the students in a frame of 
mind to challenge assumptions about what was 
possible in Chinese markets or indeed the status 
quo which appeared to prevail in a given market 
situation. 

The need for such a 'stirring up' was graphically 
illustrated by the other activities which were 
being carried out in parallel with the formal 
lecturing. Each student group of five or six 
had, it has been noted, been allocated for the 
next two years to one of the six enterprises 
which had agreed to co-operate. As a first 
stage before even being introduced to the 
enterprise, each group had been required to 
produce a sectoral report on the industry 
represented by the appropriate enterprise. What 
emerged from these first reports was evidence of 
extensive research for information, but a 
totally uncritical acceptance of the optimistic 
picture of the industry which emerged. The 
students had not appreciated that a chart showing 
a steady growth of the production of motor 
vehicles, but which aggregated everything from 
earth moving vehicles to saloon cars, was meaning
less; or that an equally rosy picture of the 
steady growth in the output of tape-recorders in 
China, which did not distinguish between the 
total assembly of imported components, 
production with local content, or production of 
locally designed and produced units, was of 
little value. Nor could for example statements 
of consumer satisfaction from producers, but not 
from the customers, always be accepted as objective 
fact. During the presentation the students were 



given a fairly severe interrogation about the 
detail of the statistics they had presented, 
simply to reinforce the point that an enquiring 
frame of mind, rather than uncritical acceptance 
of statements (including statements made by 
foreign experts like the faculty members) was a 
sine'qua non of progress in a Western style of 
management education. 

The course was now developing along orthodox lines 
so far as subject matter was concerned. The problem 
was· to set tasks for the student groups which would 
simultaneously test their comprehension of the 
lecturers and the accompanying limited readings 
from Western textbooks on the one hand, and the 
need for immediate relevance to Chinese 
conditons, on the other. 

For the first three weeks of the course, much of 
the student work load in all three subjects was 
centred on a very familiar product - the bicycle. 
There are some four million bicycles in Beijing 
and the students arrived every morning at the 
management centre on a variety of bicycles from 
a humdrum battered machine to the Rolls Royce 
of Chinese bicycles, the Flying Pidgeon. The 
first exercise was simply to compel students to 
think in terms of possible market segments for 
a new type of bicycle, by requiring them to produce 
up to 20 market research type questions on what 
the man or woman in the Beijing street wanted in 
a bicycle. It was paralleled on the Accounting 
and Production courses by related exercises on 
the same bicycle theme. 

The second exercise expanded the bicycle theme. 
The groups were each given a special interest 
bicycle magazine together with a brochure contain
ing specifications of the Sinclair C5 an electric 
three-wheeled vehicle launched in Britain some 
four months previously, and some background 
material on its possible market. They were then 
asked to produce a customer 'profile' for the 
magazine and questions about a possible market 
strategy for the Sinclair vehicle. The answers 
required from the students were less important 
than the lessons to be learned, namely the need 
to identify market segments for a product, 
including a magazine, and awareness of an 
(and potentially risky) decision to launch 
new product, which was incidentally taking 
manufacturer into a wholly new market with 
the attendant risks and possible rewards of 
product diversification. 

ongoing 
a brand 
the 
all 

The timing of the Sinclair C5 launch was 
particularly apposite, because it was 
manifestly not a textbook case but a current 
situation, the results of which were likely to 
be available long before the MBA course had 
finished. 

This material had been prepared in advance, but 
it was clear that in this relatively new manage
ment education field, some decisions would have 
to be made in mid-stream, so to speak, and such 
a situation developed at the end of the first 
week, to be implemented during the next four 
weeks. A stroll around Beijing at the end of the 
first week not only showed how rapidly the 
economic situation had changed even during the 
two years since the author's previous visit; more 
importantly, it identified a large western type 
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departmental store, which was to prove an 
excellent subject for 'hands on' experience by 
the students in carrying out consumer market 
research. 

Details of this Market Research project and the 
results are to be found in a separate publication, 
but in brief, the management agreed to a survey 
being carried out, and during the next month in 
addition to all the other work in hand, the student 
teams found themselves preparing and revising a 
questionnaire, learning in the process the problems 
of setting questions and coding questionnaires, 
before administering the questionnaires to over 
400 shoppers during the seventh week of the course
a highly educational experience for all the 
students concerned. 

To return to the situation by the end of week 3, 
the theme of the bicycle was now dropped because 
the students were becoming more and mare involved 
in preparing for the enterprise audit which was to 
occupy all their time in week 6. Again it was 
important that all three topics taught in the 
module should be co-ordinated; what in effect 
~he students were going to have to do was to 
examine the enterprises, using the Western 
techniques they were being taught, and to 
reproduce as far as possible in terms of inputs 
and outputs, the activities of the enterprises 
in Western terms. As an aid to the process the 
students were given a tentative series of questions, 
from which they were to derive questions which 
would be mare appropriate in the Chinese context, 
and use to carry out an audit of the enterprise. 

It has to be admitted that initially at least, the 
question frame issued to the students had only 
limited success. As one participant remarked, 
it was regarded as an Imperial Decree to be 
implemented without argument, and it was only 
after the students reported back on their 
deliberations after same ten days, and were 
fairly ruthlessly criticised for failing to develop 
the original questions, that they realised how 
much success or failure in the enterprise audit 
would depend an their awn efforts. 

In the meantime however, apart from the students' 
work on readings, preparing. the Market Research 
Questionnaire, and the Audit questions, the 
lecturing programme continued. The students who 
had felt rather underworked during the first week 
were beginning to appreciate the degree of 
concentrated work which was required in a Western 
type MBA. 

At this stage ie. during discussions an advertising 
another 'hands on project' was introduced, to be 
developed at a later stage in terms of packaging. 
The instructor had brought to China six sets of 
fifteen examples of British packaging, varying 
from detergent packets and breakfast cereal 
containers to processed food, both British and 
f~, cigarette packets etc. Seventeen features 
had been identified and numbered on one or two of 
the packages. The students were required firstly 
to identify the features an the ather packaging 
material, and over the next.week or two collect 
as many specimens of the equivalent Chinese 
packaging for comparative purposes. By the time 
the class were ready to discuss packaging in 
week 7, they were in a position to make some 



judgement on which features of the British 
packaging were desirable or acceptable in the 
Chinese context: they were also asked to 
reverse the situation and discuss what lessons 
might be drawn for British manufacturers from 
Chinese packaging. 

Although the intention was to collect questionn
aires on the packaging, pressure of time and 
the imminence of the final examination in the 
event precluded this, and a general discussion 
had to be substituted. 

To revert back, however week 6 consisted of 
research and the gathering of material inside 
the enterprises for the audit. In week 7 in 
addition to lecturing and preparation of the 
Report on the Enterprise Audit, students carried 
out their Market Research Survey in the 
Departmental Store. In week 8, the presentations 
were made on the results of the Enterprise 
visits, and the examinations were held. Finally, 
some weeks after the end of the module, and 
before the next module began, each group had to 
produce a detailed report on the Enterprise 
visited, on the lines already indicated. 

Conclusion 

After only the first module of a nine module, two 
year, course it would be foolish to draw definitive 
conclusions. Nevertheless some encouraging 
points emerged. Firstly, and most striking, 
was the degree to which the students' relation
ship with the European instructors relaxed 
and became rather similar to the western type of 
relationship between MBA students and staff; 
secondly there was already evidence of a far 
more critical analysis and frame of enquiry, 
when the final reports were delivered. Compared 
with the sectoral reports on industry, the 
final reports were a good deal more critically 
focussed, with the teams identifying positive 
strengths and weaknesses, not only in the 
Enterprises but in the applicability of Western 
techniques to Chinese conditions. 

The objective of the course is not to substitute 
Western management techniques for those which 
have developed in China from tradition and ideology, 
but rather to provide an alternative approach 
which may be more appropriate on occasion. In 
time the Chinese will have to develop their own 
synthesis of their traditional methods and 
Western methods, as the Japanese have done. The 
first indications are encouraging. 
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RETAIL FOOD DISTRIBUTION IN A SOCIALIST 
STATE: THE POLISH EXPERIENCE 

Robert L. King, The Citadel 

Abstract 

Retail food distribution in Poland is essentially 
the responsibility of a cooperative organization, 
SPO~EM, rather than a state enterprise. However, 
SPO~EM's operating practices reflect traditional 
socialist thinking with regard to product avail
ability, pricing, and promotion. This paper exami
nes the status of SPO£EM's physical facilities, 
product assortment, and pricing and promotional 
practices, and identifies some current social and 
economic trends in Poland which will require 
SPO~EM's management to reevaluate its marketing 
practices. 

Introduction 

This paper examines the institutional structure and 
methods of operation of one sector of the Polish 
economy, retail food distribution. It describes 
the general system of retail food distribution, and 
identifies some of that system's unique operating 
procedures and their implications for consumers. 
Since socialism takes various forms in different 
countries, it cannot be assumed that the Polish 
experience is closely representative of the 
socialist world. However, more detailed knowledge 
of the Polish situation provides a factual basis 
for initiating cross-system analysis, and for 
building better understanding of socialist distri
bution systems in general. 

Background -- The Past Forty Years 

Over the centuries Poland had been essentially an 
agricultural land, but the socialist government 
preceived post-1945 Poland as an industrial state. 
As recently as 1946 approximately two-thirds of the 
population resided in rural areas. However, as new 
industrial centers were created and existing ones 
expanded, the urban population grew dramatically. 
By 1965 about one-half of the Polish people resided 
in urban areas. Today, approximately 60 percent of 
the nation's population of 38 million are urban 
residents. 

Migration from rural to urban areas has been accom
panied by increased reliance on specialized insti
tutions of mass food distribution, rather than on a 
high degree of self-sufficiency, as in the past. 
The new situation is fraught with social, economic, 
and political implications, encompassing a variety 
of marketing concerns such as food shopping con
venience, product availability, and prices, for 
example. These concerns have been sufficiently 
strong to test the political stability of Poland's 
government in recent years. 

While much has been published in the popular press 
about the low prices of subsidized food products in 
Poland, the fact is that food remains by far the 
largest item of expenditure in the Polish family's 
budget. Official statistics inidicate that food 
expenditures represented approximately 40 percent 
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of per capita expenditures by Polish families in 
recent years (Rocznik Statystyczny). Food pur
chased in restaurants typcially represents only 
about 6.4 percent of per capita food expenditures 
by "workers'families," and well under one percent 
by farm families. Consequently, the nation's 
retail food stores occupy a pos~t~on of singular 
importance in the life of the Polish people. 

The SPO£EM Organization 

Privately-owned retail shops and individual farm
ers' sales account for only a small part of 
Poland's retail food sales. By far the largest 
retail food distribution organization is SPO£EM, a 
cooperative which is responsible for food retail
ing throughout the nation's cities and towns. A 
separate cooperative serves the rural areas, pro
viding consumers in the countryside with food 
products, general merchandise, and farming equip
ment and supplies, and in turn buying agri~ultural 
surpluses from them. It is the SPO£EM organiza
tion, however, .that bears the greatest res pon
sibility, and upon which this discussion of food 
retailing in Poland will focus. 

SPotEM was not created by the post-war socialist 
government of Poland. Rather, its origins are 
found in t~e nineteenth century Rochdale coopera
tive movement in England. SPOtEM has operated in 
Poland as a cooperative since 1869, although its 
present activities extend far beyond retail food 
store operation. Today the organization provides 
its own wholesaling and warehousing support, pro
duces bread and other products for sale through 
its retail outlets, and operates a nationwide 
chain of restaurants, candy shops, and small 
kiosks selling a wide variety of convenience 
items. 

In a demonstration of belief in the view that 
"social control is more effective than state 
control," at least in so far as quality and fresh
ness of food products are concerned, the govern
ment gave SPotEM full responsibility for 
urban-area food retailing in the mid-1970's. 
Previously, SPO£EM shared this responsibility with 
a state enterprise. SPO£EM executives take pride 
in the organization's membership committees which 
provide some consumer-oriented feedback to manage
ment. 

The political district (voivodship) of Wroc~aw 
provides a useful example of SPO£EM's cooperative 
structure and operation. The voivodship includes 
the city of Wroc~aw, one of Poland's four largest 
cities with a population of approximately 600,000. 
In total, the voivodship includes 800,000 
"consumers," of whom 80,000, or ten percent, are 
SPOtEM cooperative members. They pay a token 
charge for membership (500 ztotych, or about 
$10.50 at the official exchange rate per share, up 
to a maximum of ten shares), and they receive a 
symbolic annual dividend (approximately 21 percent 
of the cost of the shates). 



While SP~EM stores sell to everyone at the same 
price without regard to membership in the coopera
tive, special benefits and privileges are offered 
only to members. For example, SP~EM provides 
its members with a variety of educational forums, 
and lower costs on tailoring and shoe repair ser
vices. But some SPO~EM services are available to 
the entire population in the voivodship of 
Wrocraw, including access to 9 general interest 
clubs, 11 children's clubs, 17 amateur choir and 
dance ensembles, 20 artistic groups for children, 
30 spots organizations, 28 collectors' groups 
(e.g., stamps and coins), and 11 libraries. 

The principal focus of SP~EM's management, 
however, is on its food retailing operations. In 
1984 within the Wroc~aw voivodship alone the 
cooperative produced a sales volume of 43 billion 
zrotych (approximately $430 million) through its 
900 stores and shops, and 156 retail kiosks in the 
area. 

SPotEM employs 14,500 persons in its processing, 
wholesaling, and retailing activities in the 
voivodship. The remainder of the paper is an exa
mination of the cooperative's retail food store 
operations nationally, with occasional references 
to operational data from the Wroc{'aw voivodship. 

Physical Facilities 

Even with its staggering construction programs of 
the past forty years, Poland has not caught up with 
the demand for residential and commerical building 
space. The pressures caused by severe property 
losses during the war, a continuing migration of 
the population to urban areas, and natural growth 
of the population continue to be felt throughtout 
the nation. 

SPO~EM, along with other organizations and indivi
duals, is directly affected by the shortage of 
facilities. Its stores are a hodgepodge of old and 
new, of comfortably large and inadequately small, 
specifically designed for food retailing and make
shift conversions of general-purpose facilities, 
and of self-service and clerk-attended units. 
Operational problems associated with physical faci
lities are readily acknowledge by SPotEM's 
leadership which has developed proposals and 
blueprints aimed at correcting these problems. 
Ultimately, the allocation of physical facilities 
between residential and commerical uses is the 
responsibility of higher central authorities, who 
themselves are subject to a staggering variety of 
economic, social, and political pressures in making 
their decisions. 

Some physical features of the Polish self-service 
supermarket are similar to those in their American 
counterpart: shopping carts or baskets are 
located near the entrances, stores are organized 
along departmental or "related items" lines, and a 
bank of checkout counters separates the shopping 
area from the exits. However, the differences 
between Polish and American supermarkets are pro
nounced. For example, a typical urban area in 
Poland is served by a comparatively large number 
of relatively small stores, conveniently located 
near consumer's places of residence. Official 
guidelines in Wroc~aw, for example, presently set 
a "goal" of 300 meters maximum travel distance 
from places of residence to the nearest SP~EM 
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store. Not surprisingly, even in the densely 
populated apartment areas of Wroctaw, this severe 
test typically is not met, and the "goal" will be 
revised. Even so, few urban shoppers presently 
must travel more than a few city blocks to reach a 
SPO~EM store. , 

But these stores typically are extremely small by 
American standards. SPotEM management has indi
cated minimal floor space needs of 400 square 
meters for a satisfactory retail store operation. 
Presently in Wroc-l:aw, however, only about 60 per
cent of SP~EM's sales are made in stores of this 
size or larger. The area's largest store contains 
only 1,500 square meters of floor space, but two 
larger stores are under construction. A "typical" 
store has three operating checkout positions. 
Automobile parking space specifically provided for 
supermarket shoppers is extremely limited. This 
is in keeping with the low level of private auto
mobile ownership in Poland (there is approximately 
one privately-owned vehicle available for every 
ten families), and with the custom of consumers 
making frequent shopping trips on foot to neigh
borhood food stores (See King, 1980). 

Whether this arrangement of numerous, small food 
stores produces the desired consumer convenience, 
however, is a matter of some speculation. In so 
far as the retail units may be too small to carry 
an inventory of the desired assortment of 
available goods, thereby requiring shoppers to go 
to additional stores in search of items not 
available in the first store, inefficiency and 
inconvenience are introduced into the shopping 
process. Similarly, these conditions generate 
substantially more "store traffic" than would 
exist if the first store had the full line of 
merchandise in stock. As as result, the small 
stores become very crowded (see King, 1979 and 
1980). 

Store aisles tend to be quite narrow, barely per
mitting two customers with small sized shopping 
carts to pass each other. Since much restocking 
of shelves must be done by store personnel during 
operating hours, the traffic flow through stores 
is seldom smooth, especially during -the hours of 
heavier shopping activity. Interestingly, all 
four wheels on Polish shopping carts are hinged, 
permitting the shopper to reverse the cart's 
direction of movement within the area of its own 
dimensions. This "technical capacity" to 
maneuver, in combination with the Polish shopper's 
erratic path of movement through the supermarket, 
creates a disruptive and inefficient flow of traf
fic. A more' planned or directed traffic flow 
within stores seems warranted. 

Related to in-store traffic flow is the operation 
of shopper queues. Queues are more common at meat 
shops than at supermarkets, given the chronic 
shortage of meat in Poland. However, queues also 
form occasionally outside of supermarkets which do 
not have meat departments, or which simply do not 
have meat available. There are two primarly 
reasons for such queues: (1) some typically 
scarce item (e.g., bananas) is momentarily 
available, and area shoppers quickly become aware 
of the fact, generally by watching the shopping 
bags of customers exiting the supermarket; or (2) 
all shopping carts or baskets momentarily may be in 
use, causing a line to form at the store entrance, 



and to advance as carts or baskets are released by 
their previous users. The latter use of the queue 
(or, more correctly, limiting the number of 
shopping carts and baskets available) provides 
store personnel with some control over the volumne 
of traffic in the store. However, some observers 
have noted that the managerial intent may be 
directed more toward pilferage control than traffic 
control ( se.e King, 1980) • 

Queues also form inside the self-service super
market. The most persistent queue (as is also true 
in the American supermarket) is at the checkout 
counter. Given the heavy store traffic and limited 
number of checkout positions in operation, queues 
of eight to ten shoppers at each position are com
mon. Surprisingly, the queues advance quickly·, 
probably more a reflection of the small number of 
items typically being purchased than of the effi
ciency of frequently surly checkout .personnel. 
However, queues at the checkput position~ occupy 
much of the limited aisle space in the store, often 
reaching one-third to one-ha~f of the depth of the 
limited shopping area, and significantly impeding 
the movement of shoppers (s~e Turcan, 1977). 

A second type of in-store queue forms in specific 
departments of a food store which either (1) is 
strictly non-sel£-service (e.g., clerk-attended 
alcoholic beverage and meat departments), or (2) 
has available temporarily a normally scarce product 
(e.g., bananas). In the latter example, the shop
pers who waited in a queue outside the store 
because of the scarce item's availability must join 
a second queue inside the store to gain access to 
it. Disinterested shoppers can bypass the second 
queue, but not the first. While the checkout 
facility physically resembles its American counter
part, its operating proc~dures do not. Items being 
purchased are not placed individually o~ the 
checkout counter. Rather, they are left in the 
shopping cart or basket, where they are visually 
observed and registered by the attendant. This 
procedure is workable due to the small number of 
items typically purchased (generaliy five to ten). 
Stores do not provide bagging ~ervices and . 
supplies. The shopper advances ~is cart or basket 
to a counter beyond the checkout position, where he 
places his purchases into his own shopping bag, and 
returns the cart or basket to its original location 
or turns it over to another shopper who is waiting 
for one. The few shoppers who travel by automobile 
to the supermarket (estimated to be no more than 
one in one hundred) carry out their own purchases, 
whether few or many. 

In clerk-attended (i.e., non-self-service) food 
stores, items are organized into departments, or 
natural groupings of merchandise. Several sales 
positions are established around the store, usually 
one for each .of the departments. One or more clerks 
at each position serve the shoppers who form a 
queue at that position. Consequently, the shopper 
who wishes to buy items from throughout the store 
must wait in each of the respective queues, a time
consuming process. Not surprisingly, the average 
family invests one hour or more per day in food 
shopping (King, 1980). 

Store maintenance, especially with regard to store 
cleanliness, appears to be an unresolved operating 
problem in the Polish supermarket. In part, the 
problem reflects the very heavy use made of the 
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facility. Also, it reflects the condition in 
which the store receives its inventory. 
Processers often ship containers which overflowed 
when originally filled, without cleaning them 
properly. Consequently, containers become sticky, 
and the residue is carried over to display 
shelves, shopping carts and baskets, and even
tually to the customer's shopping bag and kitchen 
counter and cabinet. Frequently, labels are not 
securely attached to product containers, creating 
unsightly displays and littered shelves and 
aisles. Some stores place large baskets or other 
containers for returned bottles at the head of the 
checkout positions, adding clutter, slowing down 
the checkout operation, and sometimes stopping it 
altogether when the checkout clerk must move a 
full container to the storage area (often with the 
assistance of a second checkout clerk). There 
appears to be widespread indifferences on the part 
of store personnel toward store maintenance, and 
toward store operations generally. Polish observ
ers note that low wages paid to supermarket per
sonnel and to retail workers generally are 
responsible for much of this situation. 

Product Assortment 

Retail food stores in Poland are much more limited 
in their product assortment than are the American 
counterparts. Food items represent approximately 
85 percent of SPotEM store sales, and most of the 
remaining 15 percent is accounted for by health 
and beauty aids, househoLd soaps and cleaning 
supplies, and closely related items. SPO£EM's 
expansion into additional non-food lines is 
restricted by the conflicting interests of various 
state organizations. The product assortment 
available in a particular Polish supermarket 
appears to be determined by several factors, the 
most important of which are: (1) the category of 
the individual store, (2) the size of the store, 
(~) central planners' decisions concerning breadth 
and depth of product lines, and (4) specific 
product shortages. 

Relatively few SPO£EM stores are operated as full
assortment stores, while many are limited assort
ment stores. The latter units typically provide 
only limited meat and produce departments, if any. 
Their bakery lines may be restricted to basic 
bread and rolls, while other stores offe-r a 
variety of cakes and confectionery items. In many 
respects the product assortment offered by a typi
cal SPO£EM store is more like that of an American 
convenience store, rather than a supermarket. 

The amount of floor space available in a par
ticular store places severe limitations on the 
breadth and depth of product selections which can 
be offered. As noted previously, SPO£EM stores 
are often quite small. For examp,le, in the 
Wroc~aw voivodship forty percent of SPO£EM's sales 
are made in stores with less than 400 square 
meters of floor space. The greater part of such 
limited space is required for the offering of a 
single size of a single brand of each basic prod
uct type carried. Physically, it is impossible 
for most stores to offer customers much selection. 

Decisions of central planners, whether reflecting 
limited available store space or basic socialist 
philosophy, restrict product assortment. Many 
products are offered only by generic type (e.g., 



butter, jam, and ceylon tea). Even when branded 
products are available, there is typically no 
brand competition within the store. For example, 
only glass containers of "Bulgar" (Bulgarian pro
cessed) mixed fruit may be found on the shelves. 
Or, if Coca-Cola is available, Pepsi-Cola probably 
will not be, and vice versa. Most of the available 
items are processed in eastern Europe. While a few 
products carry western European and American brand 
names, typically they are processed in Poland or 
other eastern European countries under licensing 
agreements. Most items are available in a single 
size only, further restricting consumer choice. 

Finally, product assortment is restricted by a 
chronic shortage of consumer goods in Poland. It 
seems useful to identify several dimensions of the 
problem of shortages. First, there are "real" or 
quantifiable shortages of some items. As of summer 
1985 sugar, meat, and chocolate were still 
rationed, although the rationing imposed during 
martial law on butter, flour, cooking oil, rice and 
other grains had ended. Second, the existing 
system of small retail stores seems to have created 
"artifical," or apparent, shortages. Since many of 
these stores are physically inadequate to carry in 
stock all items which are available and wanted, the 
appearance of shortages is exaggerated. Third, 
consumer hoarding, whether based upon recollection 
of past shortages or anticipation of future ones, 
adds to the problem. Finally, a system of 
"preferred statuses" among consumers has developed, 
based sometimes on official practices and sometimes 
on personal relationships, but in either case 
marginally aggrevating the condition of shortages 
(see King, 1979; and Matthews, 1978). 

Even with existing shortages, Polish supermarket 
shelves were generally filled until the period of 
extreme economic difficulty which accompanied the 
imposition of martial law. When out-of-stock 
situations develop, shelf-space is quickly occupied 
by some available product. If no related product 
is available to fill the display space, then an 
unrelated product will be displayed. It is not 
uncommon to see a readily available product like 
"Eurolemon," a lemon-flavored carbonated beverage 
sold in liter-sized bottles, displayed in five or 
six locations within a single small store, even if 
the shelf display is only a single unit in depth. 
Before martial law space was not left empty, 
whether the reason was efficiency of operation or 
an effort minimize the appearance o'f shortages. 

Pricing Practices 

For the most part, retail food prices are identical 
in all S~EM stores. In the absence of consequen
tial competition from other food retailers, 
"comparison shopping" for food products based upon 
price is essentially nonexistant in Poland. 
Typically, a shopper visits a second or third food 
store in search of items not available in the first 
store, but not in search of different brands or 
lower prices. "Loss-leader" pricing and other 
forms of price-based promotion which are wide
spread in American food retailing are viewed as 
unnecessary and inappropriate in the Polish 
situation. 

Historically, food prices were very stable in 
Poland. Retail prices for a number of items (e.g., 
certain kinds of bread, macaroni, flour, rice, 
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Ceylon tea, lemons, oranges and raisins) remained 
unchanged from 1960 through 1976. A few food 
items (e.g., cocoa) actually experienced price 
decreases over the sixteen year period. Most 
items recorded long-term price increases which are 
modest by American standards. While Polish food 
price increases are relatively infrequent, they 
tend to be substantial when they occur. Since 
1982 annual price increases for many food items 
have exceeded the twenty-year increases recorded 
between 1960 and 1980. 

Polish food price data must be interpreted with 
considerable caution. First, the official listing 
of retail prices at defined levels in no way 
suggests that the products are actually available 
in the stores. However, when they are available, 
the listed· prices prevail. Second, price listings 
typically represent a "shopping basket" of items 
which may not be indicative of food costs, or 
trends in food costs, for specific families. 

In any event, price uniformity from store to 
store, combined with traditional price stability 
over time, permitted machine-printing of retail 
prices directly onto packages and labels until the 
last four years. Hand-stamping of prices, and the 
use of gummed price stickers on containers were 
not common in SPO~EM stores before 1982. 
Naturally, a high degree of price stability for
merly aided checkout personnel in memorizing pri
ces, possibly speeding up the checkout process and 
making it more accurate. 

Promotional Practices 

By western standards formal promotional act1v1ty 
plays a very minor role in food retailing in 
Poland. Essentially, SPO~EM is a monopoly 
operating in a society which philosophically is 
opposed to western-style advertising. 
Consequently, the role played by promotion and the 
forms in which it finds expression are quite dif
ferent in Poland. 

"Pre-selling," western-style, is largely absent in 
food retailing. As noted previously, brand com
petition is almost non-existant in SP~EM stores. 
Even the labels and packages of food items seem 
poorly designed to promote the contents. Rather, 
they serve to identify the item--often only the 
generic identification--and to provide minimal 
protection for handling and to support product 
freshness. 

In-store promotion is "low-key" at best. Few pro
motional signs and even fewer promotional prices-
are in evidence. Large merchandise displays and 
multiple displays of a product throughtout the 
store may indicate either conscious promotion of 
the displayed item, or the efforts toward dis
guising the out-of-stock condition of other items. 
There is virtually no "selling effort" in the 
"Western" sense of the term, even in clerk
attended stores. 

"Promotion" is more likely to be interpreted by 
SPO~EM's management in terms of its highly visable 
"good citizenship," particularly in its spon
sorship of educational forums and other formal 
publicity. Opinia, for example, receives govern
ment funds for preparing and distributing a series 
of consumer education booklets and brochures. 



From the socialist point-of-view, this is the 
proper role and use of advertising and publicity. 

Conclusions 

SPO~EM enjoys a unique position--and in some ways, 
a very uncomfortable position-- in the Polish econ
omy. While it is not technically a state 
enterprise, neither is it a private business. The 
government is highly sensitive to consumer response 
to price changes and product availability, espe
cially with regard to food, so basic to daily life 
and so consequential as a share of the Polish con
sumer's budget. In a very real sense, SP~M's 
continued opportunity to serve in its unique status 
depends upon its performance. Yet, SPatEM's man
agement is restricted in many ways in its access to 
better physical facilities and to sources of supply 
in the world market). 

Operationally, SPatEM's leadership needs to be 
alert and responsibe to changing economic and 
social trends in the nation. Among eastern 
Europeans, the Poles are uniquely "capitalistic." 
Private home ownership in the suburbs and country
side, well removed from the densely populated 
apartment complexes, is increasingly popular. 
Automobile ownership, presently at a modest ten 
percent family ownership level, is increasing dra
matically eacy year. The government itself has 
encouraged consumers to shop away from central city 
areas by building convenient small neighborhood 
shopping centers. Presently, approximately 80 per
cent of the nation's "workers' households" own 
refrigerators, many with frozen food compartments, 
and one million additional units are sold annually. 
Even so, the selection of frozen foods offered in 
SPatEM stores is very limited. While apartments 
remain small in space-conscious Poland, there is 
pressure for more spacious, fully-equipped 
kitchens. National product and retail sales data 
provide eloquent testimony to the progress being 
made in the consumer durables sector of the eco
nomy. And while most women hold jobs outside their 
homes, restaurants account for only a small share 
of the family's food bill, and convenience foods 
have not yet gained wide acceptance. Each of these 
factors demands analysis by SP~EM's management. 

Assuming continued economic gains by the Polish 
consumer, in spite of dramatic setbacks during the 
past four years, SP~EM may well face a dramati
cally new environment for its operations in the 
years immediately ahead. Within the bounds set by 
the government, S~EM management may find itself 
making occasionally dramatic and pioneering deci
sions concerning store size and location, and 
breadth and depth of product assortment. It should 
be desirable and possible to experiment with alter
native pricing and promotional procedures as well. 
Already many of these questions are receiving 
attention, if piecemeal, from the national Trade 
Research Institute and the research centers at the 
several academies of economics. Watching the 
SPOI:;EM organization adjust to the conditions of 
"maturing socialism" in Poland should provide a 
fascinating and instructive experience for the con
cerned and informed foreign observer. Conversely, 
continued economic disruption of the Polish economy 
would further impact negatively and dramatically 
upon SPQ:j:;EM's ability to serve its urban customers. 
An old Polish adage observes that "a hungry Pole is 
an angry Pole." Ultimately, much more than the 
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fate of marketing structure is at stake in 
SPD:j:;EM's performance. 
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A PROPOSED CONSIDERATION FOR CROSS-NATIONAL 
MARKETING RESEARCH 
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Abstract 

There is a growing body of research studies 
dealing with different cultures. Although it is 
widely accepted that cross-cultural differences 
exist, there is little empirical evidence act
ually documenting such differences or suggesting 
the particular form or pattern they take. This 
paper reviews some of the cross-cultural and 
cross-national studies and proposes some stan
dardization of dimensions to be used to define 
culture. Hopefully, this would allow the develop
ment of a more coherent model of the effects of 
different cultures. 

Introduction 

When one considers that 95 percent of the world's 
population and 75 percent of all purchasing 
power is outside the United States (Terpstra 1983), 
the increasing importance of international 
marketing is not surprising. According to Kotler 
(1984), there are two reasons firms seek inter
national markets. First, such factors as heavy 
competition, unfavorable government policies, and 
surplus production may push companies out of their 
domestic markets into foreign markets. Second, 
the market potential of foreign countries may 
pull firms into international marketing. 

Conceptually, international marketing is not 
different from marketing in the United States; 
however, marketers who enter the international 
marketplace may find considerable differences 
created by the need to adapt marketing strategies 
to the foreign market segments. One would expect 
these differences to have resulted in an increas
ed interest in marketing research in cross
national or cross-cultural research, Paradoxi
cally, international studies are rare in marketing 
research, although recently there has been an 
increase in cross-national consumer research. 

Unfortunately, cross-national or cross-cultural 
research is plagued with a major problem: these 
two terms have been used interchangeably under 
the assumption that different nations automati
cally have different cultures. Consequently, 
many studies have resulted in conflicting and 
disparate findings that are difficult to inte
grate into a theoretical foundation. The purpose 
of this paper is to propose that emphasis in 
international marketing research should be on the 
cultures rather than on the nations involved. To 
do this, there must be a sound method to differ
entiate between the cultures. 

Existing Research--Cross National or Cross 
Cultural? 

Most of the research in this area has been cross
national; the authors selected samples from 
different countries and compared them in some 
way, usually their buying habits and behavior. 
Some research has been termed cross-national; 
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other research, cross-cultural. Many times the 
terms have been used interchangeably. However, 
in most cases merely the identification of the 
different countries in which the samples lived was 
considered sufficient to designate them as differ
ent cultures. 

In one such study, Lorimer and Dunn (1967) studied 
the effects on the attitudes of French and 
Egyptian consumers of United States originated 
advertising, using four measures of advertising 
effectiveness. They found that three of the 
measures, evaluation, evaluation-difference, and 
willingness to buy, were correlated. However, 
there was not a relationship between comprehension 
and the other measures. In this study, no attempt 
was made to differentiate between the two samples, 
except that they were different nationalities. 

Hempel (1974) compared the interactions of hus
bands and wives in house-buying decisions on what 
he called a cross-cultural basis. Again, however, 
no attempt was made to establish that the samples, 
one from Hartford, Connecticut and nearby towns 
and the other from the Preston-Lancaster area of 
Northwest England, were cross-cultural. Indeed, 
there may be very similar cultures underlying 
these two groups. It is, therefore, not surpris
ing that he found a high degree of similarity in 
the household decision making processes in the 
two nations. 

Although Hempel found little differences between 
cultures, Douglas (1976) found the differences 
between the nations to b.e greater than the dif
ferences within the nations between working and 
non-working wives. The purpose of this study was 
to assess whether working wives facing similar 
problems in the countries of the United States and 
France would adopt similar purchasing strategies, 
different from those of non-working wives within 
the same two countries. 

The objectives of a cross-national study conducted 
by Hoover, Green, and Saegert (1978) were to test 
the levels of perceived risk associated with 
three common consumer products and to determine 
the extent of similarity of the brand loyalty/ 
perceived risk relationship in the two countries. 
The two countries were represented by Houston, 
Texas and Monterrey, Mexico. Again, it is ques
tionable whether these two samples actually 
represent different cultures. 

The findings indicated differences in risk and 
brand loyalty and the interrelationship of the 
two between the two countries. The implications 
of these findings are that marketers will have to 
adjust marketing strategies for different nations. 
However, the findings were qualified by the fact 
that the study employed limited samples, covered 
three convenience goods, was concerned with only 
one other country, and employed different methods 
of data collection in the two countries. 



Four countries, the United States, Switzerland, 
France, and Austria, were used as samples to deter
mine whether consumers in different countries 
would have similar perceptions of product value 
(Chadraba and O'Keefe 1981). If similar percep
tions would exist, marketers could segment markets 
across national boundaries. The results of the 
research suggested that similarities in value 
perceptions do cross national boundaries. Both 
the perception of added value and the perception 
of improvement to well-accepted products by 
innovations were likely to be valued similarly 
across national boundaries. 

Two studies researched information sources on a 
cross-national basis. Green and Langeard (1975) 
found that the French consumer relied less on 
other people and on group information sources 
than did the United States consumer. Anderson and 
Engledow (1981) measured consumer perceptions of 
information source importance in West Germany and 
the United States in different time periods. They 
found less pronounced differences in information 
source importance between the two countries than 
did Green and Langeard (1975). 

Barksdale and others (1982) noted a need in mar
keting of cross-national studies of consumer 
attitudes toward marketing. This study provided 
comparative data on consumer attitudes toward and 
perceptions of marketing in six countries: 
Australia, Canada, England, Israel, Norway, and 
the United States. They hypothesized that the 
attitudes reflected by the respondents in these 
countries should reflect the relative stage or 
position that that country occupied in the con
sumerism life cycle with Israel in the crusading 
stage, England, Australia, the United States, and 
Canada in the middle stages, and Norway in the 
bureaucracy stage. However, the response patterns 
did not support this concept. No clear patterns 
of opinion emerged that would suggest that any 
particular nation would fit neatly into a parti
cular stage of the consumer movement life cycle. 

These studies all share a common feature; none of 
them made any attempt to differentiate between the 
cultures involved. They assumed that different 
nations had different cultures. Consequently, it 
is not surprising that their findings are so 
disparate. The findings of cross-cultural re
search cannot be integrated without an understand
ing of what a culture is and some method of 
determining that the cultures being researched 
are indeed different. Logic dictates that perhaps 
Connecticut and England may have very similar 
cultures; so may Monterrey, Mexico and Houston, 
Texas. 

Two studies (Hempel 1974; Green and others 1983) 
are expecially illustrative of the cross-national/ 
cross-cultural problem. Both dealt with family 
decision-making; yet, their findings ·differed 
greatly. Hempel (1974) found that perceived 
roles of husbands and wives varied more by sex and 
stage in the decision process than they did by 
culture. However, Green and others (1983) found 
significant cultural differences in family pur
chasing roles. Why did these disparate findings 
occur? One possible reason could be that Hempel's 
sample came from the United States and England, 
two countries that may have .the same or a very 
similar culture. Further, he gave no conceptual 

107 

oasis for differentiating between the two 
countries on a cultural basis. 

However, Green and others (1983) provided a basis 
for differentiating the countries culturally. They 
used Rodman's typology of ideal-type societies. 
The four ideal types are patriarchy, modified 
patriarchy, transitional equalitarianism, and 
equalitarianism. Each of these types is charac
terized by certain family norms based on the 
balance of marital power. Given the importance of 
culture's influence on consumer behavior, marketing 
researchers should consider wider use of such 
methods for differentiating between cultures in 
cross-cultural research. 

Culture and its Analysis 

Culture is not easy to define. Linton (1973), an 
anthropologist, defined culture as "the configura
tion of learned behavior and results of behavior 
whose component elements are shared and transmitted 
by a particular society." Rokeach (1968) defined 
cultural values in psychological terms as beliefs 
that some general state of existence is personally 

.and socially worth striving for. Few marketing 
studies have utilized cultural values as descrip
tors of consumer behavior. Yet, cultural values 
should be regarded like other factors that in
fluence consumer behavior. 

Assael (1981) stated that culture is the broadest 
environmental factor affecting consumer behavior, 
referring to the norms, beliefs, and customs that 
are learned from society and lead to common pat
terns of behavior. According to Kassarjian and 
Robertson (1981), the impact of culture on consumer 
behavior is pervasive yet difficult to measure. 
One reason it is so difficult to measure is the 
lack of agreement among the definitions. Douglas 
and Dubois (1977) highlighted the importance of the 
cultural environment in international marketing. 
The study of culture would especially aid inter
national marketing in transferring marketing 
strategies from one culture to another and for 
designing effective marketing strategies for par
ticular cultures. 

According to Kassarjian and Robertson (1981), 
world cultures can be analyzed on the basis of 
three dimensions: demographic, organizational, 
and normative. The demographic dimension is based 
on such variables as age, income, and education. 
The organizational dimension is based on such 
variables as social class and the structure of the 
family unit. The normative dimension is based on 
value systems. 

Both the demographic and the organizational di
mensions have been used in cross-cultural research 
as methods of differentiating between the cultures. 
Hair and Anderson (1973) conducted an empirical 
investigation of the relationships among culture, 
acculturation, and consumer behavior. They defined 
cultural heritage in terms of the state of economic 
development of the country; respondents from 
elevan different countries were classified into 
two groups, those from developed countries and 
those from developing countries. The results in
dicated that cultural heritage was the most im
portant variable influencing the extent of accultu
ration to the United States culture. Not sur
prising, the respondents from developed countries 



generally were more acculturated relative to those 
from developing countries. 

Rodman's typology of ideal-type societies used by 
Breen and others (1983) is closest to the organi
zational dimension. The five nations used in this 
study represented three of the ideal-type societies. 
The United States, France, and Holland were placed 
in the transitional equalitarianism category. 
Venezuela was placed in the modified patriarchy 
category, and Gabon in the patriarchy stage. A 
weakness of this typology is its lack of discrete 
indicators with which to classify cultures. 

The normative dimension is based on value systems. 
A number of characteristics are common to all 
cultural values (Robertson and Kassarjian 1981): 

1. They are learned, through sociali
zation or acculturation. 

2. They are guides to behavior. 

3. They are permanent, yet they are 
dynamic. 

4. They are socially shared. 

There are methods for measuring values which have 
demonstrated validity and reliability. One 
measurement is Rokeach's value survey. Rokeach 
believed that the number of human values is 
limited and universal. This makes cross-cultural 
research, organized around an assessment of value 
systems in various cul-tures, conceivable. 

Value Research in Marketing 

Value research is not completely unknown in mar
keting research. Henry (1976) attempted to 
measure the impact of culture on consumer behavior, 
by examining the observable relationships between 
four basic culture dimensions and automobile 
ownership. The value dimensions used were man's 
relation to nature, time, personal activity, and 
man's relation to others. Of course, this study 
was not cross-cultural; it was concerned only with 
the American society's value orientations. The 
statistical results obtained provided empirical 
support for the commonly held theory th~t culture 
is an underlying determinant of consumer behavior. 

Vinson and others (1977) followed Rokeach's view 
of values in conceptualizing a hierarchy of 
values. Global values are centrally held and 
enduring beliefs that guide actions and judgments 
across specific situations. The second level of 
values are domain-specific values, acquired 
through experiences in specific situations. The 
third level consisted of the less closely held 
descriptive and evaluative beliefs about product 
attributes. Applying these value measurements 
to two geographic regions of the United States, 
assumed to be culturally distinct, the findings 
showed that the basic value orientations of con
sumers can be expected to vary when various socio
cultural influences exist. Value study has im
plications for market analysis and segmentation, 
product planning, promotional strategy, and public 
policy. 
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Values in Cross-Cultural Research 

Value research has been used in a cross-cultural 
context. Sirota and Greenwood (1971) presented 
the results of a research project undertaken to 
determine the differences and similarities in work 
goals of thousands of industrial workers employed 
in 25 countries by a large international corpora
tion. Their findings contradicted some common 
stereotypes. The most important goals of these 
workers are all concerned with opportunity for 
individual achievement. Occupational and national 
comparisons reveal remarkable similarity in the 
goals of workers around the world. Although 
the differences were rather small, it was possible 
to cluster the countries around nearly identical 
goals. The five groupings are the following: 

1. The Anglo cluster is high on indivi
dual goal achievement and low on 
desire for security. 

2. The French cluster is quite similar 
to the Anglos, except that the 
French give greater importance to 
security and somewhat less impor
tance to challenging work. 

3. The countries in the Northern 
European cluster seem to be less 
oriented to job advancement and 
more oriented to job accomplishment. 

4. The individual achievement goals 
tend to be .somewhat less important 
in both Latin clusters with the 
Southern Latins highest in their 
desire for security. 

5. Six countries stood alone because 
their goal orderings were not 
closely related to those of any 
other country. 

The closest marketing research has come to using 
values in cross-national research was a study by 
Plummer (1977), which used life style and three 
basic models for cross-cultural analyses. The 
three basic analytical models examined life styles 
across countries by examining shared cultural 
norms, segmentations withing cultures, and corre
lates of usage for products. Although they had 
not found the normative model to be useful in 
thinking about or solving advertising problems 
for multi-national clients, they believed that 
the normative model may be the most beneficial in 
improving understanding and appreciation of 
people around the world. 

In his studies of fifty countries, Hofstede (1984) 
found that four dimensions explained 49 percent 
of the variance in means: 

1. Power distance defines the extent 
to which the less powerful person 
in society accepts inequality in 
power and considers it to be normal. 

2. Individualism opposes collectivism. 
Individualist cultures assume 
individuals look primarily after 
their own interests and the interests 
of their immediate family. 



3. Masculinity opposes feminity. Masculine 
cultures use the biological existence of 
two sexes to define very different social 
roles for men and women. Masculine cul
tures stress,material success and as
sertiveness. Feminine cultures stress 
interpersonal relationships and concern 
for the weak. 

4. Uncertainty avoidance defines the extent 
to which people in a culture are made ner
vous by situations that they consider to be 
unstructured, unclear, or unpredictable, 
and the extent to which they try to avoid 
such situations by adopting strict codes 
of behavior and a belief in absolute 
truths. 

A study by Gomez-Mejia (1984) examined the relation
ship between occupational membership and the im
portance to different work aspects on a sample of 
5500 employees, selected from 20 countries, all 
working for a large multinational corporation. The 
work orientation measures included three sets of 
scales--task-related, contextual, and job involve
ment. The study found that cultural factors tend 
to be less predictive of the work orientation of 
managers than of rank-and-file workers. The data 
suggest that culture may have a differential impact 
by occupational level. He suggested that many of 
the differences attributed to a cultural effect may 
disappear if samples with similar occupational 
characteristics had been carefully matched and com
pared cross-culturally. 

Unfortunately, to date no one has carried Plummer's 
ideas forward in marketing research. Therefore, 
cross-cultural research remains fragmented with 
conflicting findings. This paper proposes that 
cross-cultural or cross-national researchers de
termine the cultural differences between the sub
jects of their study by applying all three levels 
of measurement suggested by Kassarjian and Robert
son (1981). By showing differences on all three 
dimensions, researchers can be sure they really 
have different cultures. 

The demographic dimension could be measured on such 
variables as income, age, education, economic de
velopment, ethnic origin, and sex. The organi
zational dimension could use such measures as 
social class, structure of family unit, and occu
pation. Finally, the normative dimension could 
include such measures of values as religion, power 
distance, individualism, masculinity, uncertainty 
avoidance, and value of work. 

Two studies have stressed the importance of equival
ence in cross-national research (Davis, Douglas, and 
Silk, 1981; Green and White 1981). If researchers 
can develop and use reliable and valid measures to 
show that differences in culture exist, they can 
come closer to achieving at least some equivalence 
in cross-national research. Furthermore, such 
measures can be used to determine and identify 
cultural differences within national borders. It 
is certainly a valid assumption that the United 
States has more than one culture; and it is errone
ous to assume that all people living in a particu
lar country share the same culture. 
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Investigators in this area should devote more 
attention to developing a coherent model of con
sumer orientations that (a) delineates major 
cultural attributes affecting consumers, (b) ex
plains why these attributes are likely to affect 
consumer orientations, (c) isolates specific 
cultural variables to operationalize the construct 
of culture, and (d) ailows one to make predictions 
and generalizations pertaining to specific cultural 
attributes and how they are linked to particular 
consumer orientations in combination with other 
characteristics. 

The corporate world is becoming more and more 
interrelated--more and more international. Im
provements in transportation and communication and 
lower production cos-ts abroad have made global 
markets more accessible. Increased multinational 
operations mean increased contact with and ex
posure to multiple cultures. Cross-cultural ef
fects influence marketers in two ways. First, 
cultural norms and values in foreign countries 
must influence the manner in which business is 
conducted there. Second, the customs of consumers 
in other countries must influence marketing strate
gy. International marketers must seriously con
sider whether one promotional campaign can be di
rected to all their foreign markets or whether 
separate campaigns have to be developed to take 
into account local differences. Knowing whether 
the markets encompass different cultures or not 
would be of great help here. If American compa
nies wish to market their products on a multi
national basis, the American marketers must correct 
the cultural myopia. This can be done through 
marketing research aimed at increased understanding 
of cultural differences and their impact upon con
sumption. 
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HALO EFFECT INFLUENCES ON THE JAPANESE PRODUCT 
PRICE/QUALITY RELATIONSHIP 

Kip Becker, Boston University 

Abstract 

The relationship between price, quality and coun
try of origin has not been fully explored. Recent 
attention to Japanese management styles and quali
ty control measures could produce a generalized 
enhanced belief of product quality. Research in
dications were that a "halo effect" does exist 
bolstering the pervasive image of Japanese goods. 
This was found even when the Japanese product was 
of lesser price. It was interesting that nation
alism appeared to be a dominant factor when price 
and quality were constant. It seemed that Ameri
cans desire to purchase domestic goods, but not at 
the expense of perceived inferior quality. 

Introduction 

American consumers have long been exposed to 
products from abroad. They have readily accepted 
foreign commodities and often have developed pre
conceptions concerning foreign goods and the pri
ces which they would pay for those goods. Con
sumers have normally considered foreign commodi
ties in realtion to specific categories. Dresses 
and perfumes have been sought from France, fine 
instruments from Germany, wools from Scotland and 
tulips from Holland. While consumers pursued 
unique items from particular countries, they did 
not appear to generalize the quality of one type 
of good to the vast number of products that the 
country offered. That is to say, the quality of 
wools from Scotland did not mean to the consumer 
that the country's other products were perceived 
to be of equally high quality. Generally, the 
sought after imports were considered to be of 
high quality and worthy of higher prices. It is 
only recently that low prices and quality are 
being associated with imports. 

A number of researchers (Bedeian 1971, Gardner 
1970, Hagerty 1978, Gabor & Granger 1964, Monroe 
1973, Monroe & Bitta 1973) have commented on the 
consumer's belief that price and quality are pos
itively correlated. Some have stated that price 
is the number one consumer issue (Dickinson 1982) 
and the greatest worry (Advertising Age 1977). 
Leavitt (1954) found that when individuals choose 
between two differently priced products they 
tended to select the higher priced brand when 
price was the only information provided. It was 
of interest that when subjects chose the lesser 
priced product, they expressed less satisfaction 
with the product. This study was replicated by 
Tull, Boring and Gonsior (1964) with similar re
s~lts. There is, however, growing sentiment that 
only addressing price provides a narrow and often 
inaccurate model. This would be consistent with 
the findings of Jacoby (1971) that price served 
as an indicator of product quality when it was 
the only cue available but not when embedded in a 
multicue setting. International marketing stud
ies have, additionally, suggested that issues 
other than simple price/demand relationships 
effect purchasing behavior. Some Venezuelan 
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firms have indicated they would pay 30% to 40% 
more for American goods if adequate financing were 
available (Cateora, 1983). In addition, the trend 
in Ecuador is to buy from the supplier who offers 
the best payment terms rather than the lowest price 
(Commerce America, 1977). In this instance, the 
availability of credit acts directly as a variable 
of the willingness to purchase. This reflects both 
the complications associated with the simple two 
factor relationship of the price/demand model and 
the confounding part that the perception of quali
ty plays. 

In another study conducted by Allison and Uhl 
(1973) the perceived quality, rather than the actu
al quality, of a product or brand was of consider
able importance in consumer preferences. Of par
ticular importance is the research of Jacoby (1971) 
who found that quality perception seems to be 
strongly related to actual purchasing behavior. 
Jacoby et al. (1971) reported that brand image had 
a stronger effect on the image of quality than 
price. In support of a multicue concept he lists 
seven issues believed to be relevant to forming 
impressions of quality. These include price, pack
aging, manufacturer, past experience and advertis
ing. It is highly probable that an important addi
tional characteristic is the country of origin. 

Of importance in global marketing is the research 
of Schooler (1965) which indicated that domestic 
products were evaluated more favorably than simi
lar foreign products. It is clear that a coun
try's status is flexible and subject to change. 
In a 1970 study (Nagashima) 93% of U.S. business
men awarded the "Made in U.S." label first place. 
Less than a decade later Narayana (1977) reported 
in a replication study that the U.S. image had 
lost significant ground to the Japanese. 

Perceived quality is becoming an increasingly 
pressing issue with not only industrial goods, but 
also consumer goods. With ever accelerating com
petition within the international market place, 
factors other than price are becoming important 
major issues. In a 1979 study (White) of the per
ception of the quality of industrial goods, West 
Germany and East Germany were rated higher than 
the United States. England, Japan and the United 
States shared second place. The same study re
vealed that Japan was rated closely behind the 
United States when considering service, delivery 
and performance. The participants in this study 
further ranked Japan as providing goods at the 
lowest price. This was a full eight places below 
the United States. The necessity of international 
pricing and the ability of the strategy to yield 
overall attractive profit levels is discussed by 
Kim & Yang (1985). Consumers are being exposed to 
the possibility that through international compe
tition it may be possible to obtain higher quality 
goods at competitive or even lower prices. 

Narayana (1981) has noted that while the flow of 
international trade is restricted by trade agree
ments it is even more dependent on consumers' per-



ceptions of national versus foreign product offer
ings. Rierson (1966 1967) has further demonstra
ted that significant variations exist in attitudes 
toward the products of different countries and 
that a form of stereotyping exists. Hamel and 
Prahalad (1985) have noted that the old ways of 
pricing competition are not working in the inter
national market and must be replaced by a more 
complex global strategy. 

Quality and price have been extensively investi
gated but their relationship to the concept of the 
product's country of origin appears to be worthy 
of further consideration. It would seem probable 
that with the plethora of information concerning 
Japanese management and the inundation of articles 
concerning Japanese concern for quality, that a 
consumer could acquire a positive generalized be
lief or halo effect. If this were the case, it 
could be possible that consumers might acquire a 
belie£ about a country's products which would 
generalize to all, or the majority of, that coun
try's goods. If such a belief existed, it would 
have important purchasing and pricing implications 
for American products. It was the intent of this 
research to investigate the interaction between 
country of origin (Japanese or American) and the 
variables of quality and price. 

Methods 

Subjects 

Four hundred individuals participated by complet
ing a brief questionnaire. Individuals were cho
sen using a random numbers table from all indi
viduals passing a card table set up by the re
searcher. The table had an atmosphere of formal
ity and was attended by an individual dressed in 
a coat and tie. Three individuals, two females 
and one male, acted as surveyors. The table was 
located in a major traffic area in the downtown 
Boston area. Individuals were asked if they 
"Would be willing to participate in a very brief 
four question survey that would take less than 
two minutes?" Any individual who declined to par
ticipate was replaced according to table dictates. 

Instruments 

The following four item questionnaire was verbal
ly administered. The only instructions provided 
were that each subject was to respond to each of 
four questions as a part of a study. Subjects 
were than read each question and the researcher 
noted each response on the prepared form. 

1. There are two products A and B which are s~m~
lar in use and function. Product A costs $100 
an.d product B cos'ts $125. You need to pur
chase one of the two products. Your choice is: 
(a) the $100 product (b) the $125 product 

2. There are two products which are similar in 
use and function. One product costs $100 and 
the other costs $125. Which is the better 
product? 
(a) the $100 product (b) the $125 product 

3. There are two products which are similar in 
use and function. One costs $100 and the 
other costs $125. The $100 product is a 
Japanese product and the $125 is an American 
product. Which is the better product? 
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(a)the. Japanese product (b) the· American product 
4. There are two products which are similar in use 

and function. One product is a Japanese product 
and the other is American. The price for both 
products is the same. You need to purchase this 
product. Which would you choose? 
(a) the American product (b) the Japanese 

product 

Procedures 

A table was set up in the Faneuil Hall shopping 
area of Boston and three researchers requested ind
ividuals to participate in the survey until four 
hundred responses had been accumulated. A total of 
487 individuals were requested to participate and 
87 declined. Twenty collected responses were un
usable. Data was compiled and comparisons were 
made using the Kolmogorov-Smirnov Test. Siegel 
(1956) has stated that this test may in all cases 
be more powerful than the chi squared alternative. 

Results 

The responses to each question were analyzed 
(Iable 1) using the Kolmogorov-Smirnov Test to 
determine if there was a significant difference be
tween respondent's choices for each question. The 
results of the Kolmogorov-Smirnov Test are dis
played in T.able 2. The Ho in each case represents 
the formal statement that there is no significant 
difference at the alpha = .01 level between the 
specific response set designated in the table. 

TABLE 1 
NUMBER OF RESPONSES FOR QUESTIONS 1 THROUGH 4 

AND HO CONCLUSION AT P = .01 

QUESTION 
1 
2 
3 
4 

A 
RESPONSES 

330 
190 
268 
150 

B 
RESPONSES 

50 
l90 
112 
230 

Ho 
CONCLUSION 
r'eject 
fail to reject 
reject 
reject 

Question one was compared with each of the other 
questions using the Kolmogorov-Smirnov Test to de
termine if individuals who based initial choices 
on a dollar value basis would have significantly 
different choices on other questions. The data 
for this test is presented in Tabl e 2. 

TABLE 2 
Ho DECISION FOR THE COMPARISON OF THE CHOICE 

IN QUESTION ONE WITH EACH OF THE.CHOICES 
FOR THE OTHER QUESTIONS (P = .01) 

QUESTION Ho CONCLUSION Ho CONCLUSION 
$100 CHOICE $125 CHOICE 

2 reject reject 
3 reject fail to reject 
4 reject fail to reject 

Question four was compared with the choices on 
questions one through. three. This was done to de
termine if those individuals who selected either 
the American or Japanese product made statistical
ly different respo~ses to the other questions. 
These results are reported in Tabl e 3. 



The chi square was 35.26 (df=1) when comparing 
the responses to question two with the responses 
to question three. The effect was to reject the 
Ho: There is no difference between the responses 
on question two and question three at P=.01. 

TABLE 3 
THE Ho DECISION FOR THE COMPARISON OF CHOICE SET 

IN QUESTION FOUR AND RESPONSES 
TO SUBSEQUENT QUESTIONS (P = .01) 

QUESTION AMERICAN PRODUCT JAPANESE PRODUCT 
Ho DECISION Ho DECISION 

1 reject reject 
2 fail to reject fail to reject 
3 fail to reject fail to reject 

Discussion 

When the responses to eqch question were compared 
it was determined that, with the exception of 
question number two, significant differences 
existed between the answers to all questions. 
Question number one had an overwhelming response 
(87%) in favor of selecting the $100 product. 
This finding is not in accord with Leavett's 
(1954) findings nor the replication study of Tull, 
Boring and Gonsior (1964). Both studies indicated 
that when individuals choose between two differ
ently priced products they tended to select the 
higher priced brand when price was the only infor
mation provided. This was clearly not the case 
in this study. There was an interesting response 
set tt;l question number two. Responses were. even
ly divided as to which, the $100 or $125 selec
tion, was the better product. Contrasting this 
with the preference in question one for the $100 
item, it appears that while individuals may select 
the less expensive product, it is not necessarily 
true that they actually believe it to be better. 
Future inquiries might address this observation 
in terms of the dollar spread between the product 
choices and how that might relate to the percep
tion of quality. 

An interesting issue of quality is considered in 
question three. Respondents overwhelmingly 
(268 vs 112) selected the $100 Japanese product, 
as opposed to the $125 American product, as the 
better product. This is again contrary 
to previous literature and enhances the concept 
that a "halo effect" is, indeed, effecting choice 
outcome. When a chi square was conducted compar
ing questions two and three, the difference was 
found to be significant (p.01). It appears that 
if only provided with price information, individ
uals will select the,lower priced good but are 
then divided as to whether the higher priced or 
lower priced item is better. However, when in
formation revealing the country where the product 
was manufactured is provided, individuals often 
used this information to replace price as an in
dication of quality. A new higher perception of 
the product's quality, even at the lower price, 
appeared to be formulated supporting Narayana's 
(1981) belief in the importance of consumer per
ceptions of national versus foreign offerings. 

Individuals who selected the $100 product in 
question one rated (p.01) the $100 product as 
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better in question two and rated the Japanese 
product as better in question three. However, 
when the price and quality were perceived to be 
equal, they selected the American product in ques
tion four. Those who initially selected the $100 
product and then stated that the $125 American 
product was better (question three) all (88) chose 
the American product in question four. If the 
Japanese product was selected in question three, 
however, there was no statistical difference in 
choosing between the American and Japanese prod
ucts in question four. 

If the $125 product was selected in question one, 
individuals overwhelmingly (55 vs 5) stated that 
the $125 product was better. They did not signif
icantly state a preference between the Japanese 
and American product when price was different but 
did, as in previous cases, select the American 
product (question four) when items were perceived 
to be equal. 

When price and quality were represented as equal, 
the American product was overwhelmingly selected 
(230 vs 150). When foreign goods are in competi
tion with American products a type of territorial 
pride or nationalism, appears to further influence 
product choice. This is consistent with the earl
ier research findings of Schooler (1965). 

Individuals did appear to base selections on price 
when price was the only information available as 
reported by Jacoby (1971). This is, however, 
rarely the case as an actual purchasing situation 
normally has numerous cues. One of the major 
strategies of marketing is product differentiatio~ 
It appears when the consumer is faced with goods 
from an international marketplace that the rela
tionship between quality and price is confounded 
by a third variable, origin. This is indicated by 
the finding that the $100 product was rated super
ior in quality (p.01) to the $125 product only 
when national origin was provided. Just as the 
perception of product quality appears to be influ
enced by the knowledge of the product's origin, 
it appears that consumer choices can also be 
strongly effected by nationalism. The patriotic 
desire to purchase American goods can, in fact, 
overshadow foreign competition when products are 
believed to be equal in quality and price. 

These initial findings indicate that a "halo ef.,. 
feet" does, in fact, exist and bolsters the perva
sive image of Japanese goods. One of the major 
objectives of marketing communication is promoting 
product or company image. Regarding the rather 
rapid change in the consumer perceptions of 
Japanese quality over little more than three dec
ades, it is worth noting Nagashima's statement, 
"That aggressive marketing and advanced engineer
ing overcomes many handicaps of poor stereotype 
image" (p.74). While further exploration is in
deed warranted, it seems that it would not be wise 
to base competitive strategy against Japanese 
goods predominantly on price. This is important 
as it appears that Americans expect a superiority 
of Japanese qual~ty at a lesser price. It might 
be interesting to explore the consequences of a 
pricing increase strategy for the U.S. product to 
determine if an enhanced image of quality could be 
developed. Nationalism appears to be the dominant 
·factor, when quality and price are constant. As 



such, it would seem wise to focus American compet
itive strategies on instilling a belief of equal 
quality at an equal price and promoting the 
American made image. It appears that the American 
public desires to purchase goods produced "at 
home" but will not do so at the expense of accept
ing inferior (or perceived inferior) products. 
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A STUDY OF COUNTRY OF MANUFACTURER 
IMPACT ON CONSUMER PERCEPTIONS 

PaulS. Hugstad, California State University, Fullerton 
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Abstract 

This study investigates the importance of country 
of manufacture (COM) information to U.S. consumers 
when purchasing a variety of different goods and 
services. The impact of COM information on con
sumer perceptions of product quality, price and 
risk level are also presented. Finally, profiles 
of consumers sensitive to COM information and 
predisposed toward expanded trade with the 
People's Republic of China are presented. 

Introduction 

Over recent years a number of studies have 
examined how consumers and business people 
perceive various attributes of products made in 
foreign countries. Some of these studies have 
focused on comparing perceptions of products made 
in different countries, while others have focused 
on the differing perceptions of consumers from 
different countries toward similar products. 

In both cases, little attempt has been made to 
either (1) assess the relative importance attached 
to country of manufacturer (COM) information in 
selecting among brand alternatives within various 
product categories or (2) build a consumer profile 
of the type(s) of consumer(s) likely to be sensi
tive to COM information. Obviously, for firms 
interested in import/export marketing, this later 
type of information could prove invaluable in 
targeting their products. 

Toward this end, this study investigates the 
general importance of COM information to American 
consumers for several categories of U.S. products 
and imports from the Far East (Japan, South Korea 
and the People's Republic of China). These coun
tries were selected to include both developed and 
developing countries, as well as for purposes of 
comparison with the People's Republic of China 
(based on expanded interest in developing better 
trade relations with the People's Republic). In 
addition, the effects of COM information on 
consumer perceptions of quality and price are 
examined. Finally, discriminant profiles of 
consumers likely to be sensitive to COM infor
mation and consumers holding positive attitudes 
toward expanded trade with the People's Republic 
of China are developed. 

Literature Review 

The extent to which products from foreign countries 
are stereotyped has been investigated by a number 
of authors. Reierson (1966) studied college stu
dents' perceptions of food, fashion and durable 
goods manufactured in several European countries 
and Japan. He concluded that significant stereo
typing effects were present for each goods cate
gory, i.e., Chi square tests showed statistically 
significant differences in respondent estimates of 
the quality of products by country of manufacturer. 
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In a second study, Reierson (1967), again using 
student subjects, experimentally manipulated 
various media presentations (film, magazines, 
display) in an attempt to affect attitudes con
cerning attributes of products manufactured in 
Italy and Japan. Significant attitudinal changes 
were effected for the products of both countries, 
although attitudes toward Japanese products proved 
more resilient to change. 

Schooler investigated consumer bias toward country 
of origin in a series of studies. In his original 
study (1965), he found significant product bias 
toward Central American Common Market products 
were exhibited by Guatemalans. In a second study 
(1968), Schooler and Wildt found that product bias 
was price elastic, i.e., the effects of bias on 
.product selection could be offset by price con
cessions. In yet a third study (i969), Schooler 
and Sunoo investigated the degree of product bias 
within various "regions of countries" and concluded 
that "regional labeling (made in Asia, made in 
Latin America, etc.) might serve to reduce intra
regional product bias. 

In the only study using actual consumers, Schooler 
0971) found evidence of bias against products of 
foreign origin and that the intensity of bias 
varied by product type. Certain demographic 
variables (age, education and sex) were also found 
to significantly affect consumer perceptions. 

Nagashima (1970), using American and Japanese 
business people as his subjects, studied the 
perceptions of each group toward automobiles, 
appliances and textiles made in the u.s., Japan, 
and several Western European countries. He found 
clear preferences for U.S. products within both 
groups and, in addition, the stereotyping of u.s. 
products as "high quality" increased for younger 
Japanese. In a follow-up study (1977), Nagashima 
reported that while the relative status of U.S. 
products had declined, stereotyping by country of 
manufacturer was still prevalent. 

Gaedeke (1973) investigated the perceptions of 
consumers (again using college students) toward 
products made in various developing countries. 
In addition, he examined the impact on well known 
U.S. branded products of divulging their actual 
country of manufacturer. In both cases, signifi
cant COM effects were demonstrated. 

Sev·era1 additional studies have focused on issues 
indirectly relating to COM effects, including 
comparisons of information seeking behavior by 
consumers of different countries (Anderson 1977), 
determinants of quality perceptions. COlson 1972), 
perceived risk (Hampton 1977), and advertising and 
branding strategies for foreign products (Elinder 
1965); Miracle 1968; and Wind 1973). 

Bilkey and Ness (1982) summarize much of the work 
done in the area of country of origin effects on 
buyer evaluation, with special focus on the chal
lenges it presents for lesser developed countries. 



A review of the work done on the effects of COM 
information on consumers reveals several limi
tations. First, the majority of studies rely on 
either students as surrogates for consumers (a 
rather dubious practice), or have a different 
focus--the perceptions of business people in 
general, or in the case of White (1979; Chasin 
1979) focus on perceptions of industrial products, 
in which case, the use of purchasing agents is 
appropriate. 

Second, while the studies cited investigate the 
effects of COM information on perceptions of 
product quality, limited insight is gained into 
the actual importance to or use of COM information 
by consumers when purchasing products, or the 
effects of such information on purchase intentions. 
Finally, the key marketing strategy question, of 
which consumers are sensitive to COM information 
and, therefore, can be segmented out for special 
branding and advertising treatment, is largely 
ignored. 

This study attempts to remedy some of these short
comings by focusing on a more "representative" 
group of consumers, measuring their sensitivity to 
COM information and then developing consumer pro
files of those sensitive to COM information for 
different categories of goods. 

Methodology 

In order to select a representative sample of 
consumers likely to face purchasing decisions 
involving COM information, the study was conducted 
using 27 shopping center locations in Southern 
California. These sites·were selected to allow 
for the inclusing of approximately equal numbers 
of high, middle and lower middle income consumers. 

Using a shopping center intercept method, inter
views were conducted with 341 adults. Of the 
respondents, 53% were female and 47% male. 

The pretested questionnaire administered contained 
four major sections. The first section gathered 
information on dependent variables of interest, 
including sensitivity to COM information (by pro
duct and country), consumer risk perceptions 
relative to COM, and attitudes toward liberalized 
trade with the People's Republic of China. The 
remaining three sections gathered information on 
independent variables of interest including: pur
chase experience and intent, life style dimensions 
(such as foreign travel, media awareness and social 
activities) and traditional demographic variables 
(age, education, occupation, etc.). 

Findings 

Interest in COM Information 

Table 1 shows that 40% of the consumers interviewed 
were interested in obtaining COM information before 
purchasing and that interest in such information 
increased with age. 

When the importance of COM information to con
sumers was investigated for specific product 
categories (Table 2), considerable differences in 
interest were exhibited (from 74% for automobiles 
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down to 20% for sport shirts). Again, interest in 
such information varied significantly by age (for 
four of the six product categories). The data in 
Tab le 2 provides a useful guide for manufacturers 
and retailers concerned with the question of 
whether or not COM is an important brand attribute 
for their product(s), and one which should receive 
added attention in developing marketing communi
cation programs. 

Product Attribute Perceptions 

Table 3 provides an additionally important picture 
of the relative quality, price and risk perceptions 
existing toward products. made in the U.S., Japan, 
the People's Republic of China, Taiwan and South 
Korea. Such information gives specific direction 
to marketers in terms of product attribute dimen
sions along which consumer perceptions may need 
changing if market acceptance is to be increased. 
For example, the low quality perceptions of pro
ducts made in South Korea suggest a need to either 
(1) upgrade actual quality, (2) develop more effec
tive marketing communication programs to change 
consumers' perceptions, or (3) find ways of mini
mizing awareness levels of COM information. The 
strong correlation between price perceptions and 
quality perceptions should also be noted, and may 
provide insight(s) into how quality perceptions 
can be altered. 

TABLE 1 

Consumer Sensitivity to COM Information 

Age of Respondent 
35 or All re-

18-34 older spondents 

(n = 224) (n = 117) 

always or usually* 30% 57% 40% 

not usually or never 70% 43% 60% 

*(Question: Before you buy a product do you want 
to know in what country the product was made?) 

Chi square value = 22.1, significant at .01 level. 

TABLE 2 

Importance of COM Information by Product Category 

Level of COM Importance 
Significant 

High Medium Low Age Effect* 

Automobiles 74% 14% 12% N ,S. 

Cameras 58% 21% 21% N ,S. 

Canned Food 57% 26% 17% .05 

Automobile Tires 48% 27% 25% .01 

Shoes 32% 44% 24% .01 

Sport Shirts 20% 54% 26% .01 

*Chi square analysis (importance level in product 
category ~of respondent) 
N = 339. 



Finally, it might be noted that in terms of per
ceived risk levels, the products of the People's 
Republic of China fair less well than in terms of 
their perceived quality or cost. While the precise 
reason for his finding can only be hypothesized, it 
likely can be in part explained in terms of the un
certainty component of perceived risk--which is 
typically associated with a lack of consumer infor
mation upon which to form subjective estimates of 
product satisfaction (Hugstad 1979). The marketing 
challenge posed in such a case is rather straight
forward, namely to provide consumers with more 
information concerning the performance of products 
manufactured in the People's Republic of China. 

Developing Consumer Profiles 

While the above data are suggestive of the 
importance of COM information to American 
consumers, and can provide valuable insight into 
both the product categories and product attributes 
affected by COM information, the question of which 
specific groups of consumers are maximally impacted 
by COM information and, therefore, represent the 
best target market for improved marketing communi
cation programs, remains. 

In an attempt to identify specific consumer types 
sensitive to COM information, discriminant analysis 
was utilized to construct profiles categorizing 
consumers into high versus low sensitivity to COM 
information categories for each of the product 
groups examined (Table 4). The profiles for each 
product category vary and are significant (Wilkes 
lambda) at the .01 level. However, certain key 
explanatory variables can be highlighted. Reading 
activity and age are inversely related to con
sumers' desire for COM information in all but one 
instance. For automobiles, education and the 
degree of social network contact with orientals 
are also important variables inversely related to 
COM sensitivity, suggesting that greater famil
iarity with foreign countries apparently moderates 

TABLE 3 

Quality, Cost and Risk Perceptions 
by Country of Manufacturer 

Quality Rating 

(1 low quality, 5 = high quality) 

Standard 
x Error 

U.s .A. 4.14 .049 

Japan 3. 82 .054 

People's Republic 
of China 2.76 • 048 

Taiwan 2.55 .054 

South Korea 2.48 .043 

117 

Cost Rating 

(1 inexpensive, 5 ~ expensive) 

Standard 
x Error 

u.s.A. 4.30 .046 

Japan 3.51 .061 

People's Republic 
of China 2.74 .051 

Taiwan 2.44 .054 

South Korea 2.44 .052 

Risk Rating 

(1 = low, 5 =high) 

Standard 
X Error 

People's Republic 
of China 3.02 .051 

South Korea 2.99 .051 

Taiwan 2. 97 .053 

Japan 2.50 .049 

U.S .A. 2.46 .053 

the importance of COM brand information. The 
uniqueness of each discriminant profile also 
points to the potentially erroneous conclusions 
which may be reached by studies investigating 
consumers' general perceptions of country of 
manufacturer. 

A split-half sample test .of the classification 
power of the discriminant functions generated 
resulted in correct prediction rates varying from 
56% to 65% (summarized from the confusion matrices 
for each product category). 

Because of the current interest in trade with the 
People's Republic of China, specific consumer 
attitudes concerning the importation of products 
from the People's Republic of China into the U.S. 
and consumers' willingness to buy such products in 
the marketplace were also examined. Tab le 5 
presents discriminant profiles of consumers who 
favor expanding imports and consumers who would be 
interested in buying products from the People's 
Republic. Again, age is one of the key predictor 
variables, showing willingness to open up trade 
being inversely related to the age of the consumer • 
This consistent finding throughout the study (the 
impact of age on perceptions and purchase inten
tions) poses an interesting market segmentation 
strategy dilemma for importers/exporters concerned 
with developing markets for products from the Far 
East. Should they court the younger consumers who 
are more favorably predisposed toward their 
products, or to try to develop the market segment 
represented by older, more skeptical (yet high in 
discretionary income) consumers? 



TABLE 4 

Discriminant Profiles of Consumers Sensitive to COM Information 

When Purchasing Various Products 

Standardized Discriminant Coefficients 

Predictor Variables 

Recent Purchase 
Experience 

Awareness of Inter-
national Politics 

Foreign Travel 
Experience 

International Social 
Network 

Read in International 
Area 

Advertising Awareness 
Foreign Products 

Age 
Education 
Income 
Occupation 
Martial Status 
Spouse's Occupation 
Sex 
Race 

Overall 
Classification Power 

General 
Importance Importance Importance Importance Importance 

of COM for for for for Canned 
Information Automobiles Shoes Cameras Food 

.172 -.182 -.12502 .291 

.115 -.344 .198 -.660 

.112 -.180 .157 .147 -.619 

-.232 -.697 -.128 -.101 

-.546 -.489 -.391 -.673 -.274 

-.133 .145 .276 .374 .134 
-.634 .119 -.592 -.263 -.726 

-.347 .450 -.171 -.300 
-.097 -.122 -.536 .219 -.167 

.139 -.218 .263 
.320 .163 .309 

-.114 .193 .184 
.157 .142 .201 -.190 

.323 .151 .258 

67% 61% 65% 56% 62% 

TABLE 5 

Discriminant Profiles of Consumer Attitudes 
Toward Trade with the People's Republic of China 

Importance 
Importance for 
for Sport Automobile 
Shirts Tires 

.133 

-.113 

-.199 -.331 

-.113 

-.176 

.128 .370 
-.628 

.271 .348 

.llO -.131 

.146 

.394 -.105 

.350 
-.254 .121 

.249 .322 

64% 64% 

Standardized Discriminant Coefficients 

Predictor Variables 

Recent purchase experience 
International political awareness 
Foreign travel experience 
International social network 
International reading activity 
Advertising awareness--Foreign products 
Age 
Education 
Income 
Occupation 
Marital status 
Spouse's education 
Sex 
Race 

Overall 
Classification Power 

Approval of Trade with 
People's Republic 
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-.022 
-.337 
-.356 

.148 
-.171 

.270 
-.779 

.149 

.001 

.130 
-.021 

.245 
-.262 
-.372 

65% 

Interested in Buying 
Their Products 

-.212 
-.181 
:....055 

.190 
-.445 

.217 
-.612 

.396 
-.132 

.191 

.016 
-.198 
-.282 
-.028 

73% 



Summary and Conclusions 

The data examined suggest that COM information is 
in general sought out by a significant (40%) 
segment of consumers, and that sensitivity to COM 
information varies by product category, being 
highest for durable goods. 

COM was also shown to affect perceptions of 
quality and price for products from different 
countries. In addition, perceived risk levels 
varied by COM, with the People's Republic of 
China, South Korea and Japan being perceived as 
marketing products entailing greater consumer risk 
than products from the U.S. and/or Japan. 

The discriminant profiles developed were moderately 
successful in categorizing consumers on the basis 
of psychographic and demographic characteristics 
into high versus low COM information need groups. 
Somewhat greater success was achieved in catego
r~zlng consumers holding favorable versus un
favorable attitudes toward trade with the People's 
Republic, and consumers interested in purchasing 
their products. 

These profiles should prove useful in identifying 
when COM effects are likely to be important in 
importing products from the countries studied, and 
in identifying which consumers will be most 
affected by COM information. In addition, the 
resulting predictor variable coefficients should 
provide insight into the possible underlying 
causes of consumer perceptions toward products 
from each of the countries studied. 
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ABSTRACT 

This study was designed to investigate the 
"imported" export market, i.e., visitors from 
other countries, both as a test market for direct 
exports and a special sub-market in its own 
right. A questionnaire covering past and planned 
purchases, for personal use and gifts, was 
administered to a sample of foreign students. 
Comparison of past with projected purchases 
indicates that timing of gift purchases differs 
from that of personal purchases and marketing 
strategies should be planned accordingly. 
Additional findings suggest that foreign visitors 
may provide useful information about home 
markets, e.g., differences in preferences for 
brand names by sex. 

INTRODUCTION 

The issues involved in obtaining the appropriate 
balance between imports and exports are highly 
complex and emotionally charged. A dramatic 
illustration of this point can be seen in the 
divergent and often violent reactions to the 
protectionistic textiles legislation that has 
recently come before Congress. Although this 
trade bill has a sizable group of staunch sup
porters, opponents on both the national and 
international level have enumerated a variety of 
problems associated with use of protectionistic 
policies to compete in a global economy. There 
appears to be a need for closer consideration of 
alternative strategies, such as those proposed by 
Toyne et al. (1984) in their study of the inter
national competitiveness of the U.S. textile mill 
products industry. 

These and other analysts have noted that one 
factor related to an unfavorable ratio of exports 
to imports is lack of an international per
spective among managers. Recommendations made by 
Toyne et al. (1984) for improving international 
competitiveness include increasing utilization of 
end-market research and market position tech
niques, enhancing product features to reduce the 
need to compete on price, and focusing on spec
ialized sub-markets. 

Some obvious impediments to cross-cultural 
marketing research are the time, money, and 
expertise needed to conduct studies in other 
countries. The alternative approach proposed in 
this paper is to evaluate the "imported" export 
market, i.e., visitors from other countries, both 
as a test market for products intended for export 
and as a specialized sub-market in its own right. 

As noted in summaries of data on international 
travel (World Tourism Trends, 1984; Bolyard, 
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1985), visitors from other countries have a 
significant impact on the United States economy. 
In 1983, 21.7 million people traveled to the 
United States and added $13.8 billion to our 
national income. Preliminary data for 1984 
suggest that although the number of visitors 
decreased, receipts from the foreign visitors 
showed a slight increase. Furthermore, foreign 
travelers are estimated to have generated more 
than 600,000 United States jobs and provided 
one-third of the business service exports. 

One important segment of the foreign visitor 
market is adolescents coming to the United States 
for educational purposes. Statistics provided by 
Alfred Julian, Institute of International Educa
tion, indicate that for the academic year 1984-
85, approximately 400,000 foreign students 
attended colleges and universities throughout the 
United States. This group is important not only 
because of its size but also its demographic 
characteristics such as relatively high family 
status, income, and intellectual ability. 
Because of these characteristics one would expect 
these people, as a group, to be among the present 
and future leaders of their home countries. 
Their incomes, as well as their influence, should 
be above average. They are, or will become, the 
taste makers, the innovators, the fashion pio
neers of their countries. Given the American 
products they are exposed to and buy here, for 
themselves and family and friends, this group 
constitutes an important sub-market in itself. 
Furthermore, and perhaps more important, it 
offers the potential to test and enhance the 
diffusion of products directed at corresponding 
foreign markets. 

To evaluate the possibilities of increasing 
exports through study of the foreign student 
market, it was decided to conduct an initial 
survey of purchases by Japanese students 
attending summer language classes at a major 
western university. Japanese visitors were 
chosen for study based on Japan's importance as a 
tourist market for the United States. Of all 
countries overseas, Japan contributes the most to 
the United States, in terms of both travel 
receipts and visitors (Bolyard, 1985). Approx
imately 1,350,000 visitors from Japan were 
estimated for 1984, generating $1,190 million in 
receipts. Furthermore, economic conditions are 
expected to favor growth in arrivals from this 
country (World Tourism Trends, 1984). 

A decision was made to focus on clothing pur
chases of the students for several reasons. 
First, statistics on Japanese clothing consump
tion indicate that although the sales of clothing 
have declined somewhat in the 1980s after a 
phenomenal expansion in the 1970s, this is still 



an active market with sales in 1983 of over $28 
billion (Nakazawa, 1985). In terms of potential 
for penetration by U.S. manufacturers, there are 
indications that market share could increase 
under the right conditions. For example, in a 
1981 Nippon HALF survey of female adolescents, 
86.7% were "very to somewhat interested" in 
overseas fashion ("International Girl's Fashion," 
1981). Casual clothing and sportswear have been 
suggested as especially promising targets for 
exports (U.S. Department of Commerce, 1980, p. 1; 
Kawabata, 1982). 

Another consideration was that tourists fre
quently buy gifts in addition to items for 
personal use, and clothing is a major component 
of the gift market (cf. Jolibert & Fernandez
Moteno, 1983). Therefore, it was thought that an 
investigation of both types of clothing purchases 
could provide additional insights into character
istics of these two types of markets. Although a 
number of studies have been done on gift-giving 
behavior, as noted in reviews by Belk (1979) and 
Sherry (1983), the authors are not aware of any 
that have focused on items acquired by tourists 
in foreign countries. 

An additional reason for considering clothing 
purchases of Japanese youth in the United States 
is that studies of the adolescent clothing market 
in Japan are available for purposes of 
comparison. These include a recent survey 
conducted by one of the co-authors (Brummett, 
1984). 

In summary, the present study was designed to 
investigate the planned clothing purchases and 
completed purchases of a sample of Japanese 
students in the United States. Purchase cate
gories were subdivided into purchases for self, 
purchases requested by others, and gifts for 
others. 

Similar data were collected on one specific 
clothing category, the T-shirt with a printed 
message. This type of garment was chosen for 
special attention because it is a popular item of 
casual clothing and it is often marketed as a 
souvenir of travel to a particular location or 
attendance at a special event. Although stat
istics are not available on the United States 
production of T-shirts per se, it might be noted 
that the 1980 figures for production of knit 
shirts in general was close to 260 million units 
(Priestland, 1982). Another consideration was 
that printed T-shirts are apt to be less ambig
uous with respect to country of origin than are 
other types of apparel. Not only do they provide 
cues by the language in which they are printed, 
but also, at least in some cases, through verbal 
representations of culture-specific entities such 
as educational institutions, sports teams, and 
the like. The T-shirt with a message in the 
language of another country should be particular
ly appealing to a foreign visitor as a mnemonic 
device or reminder of experiences in that 
country. Furthermore, it can demonstrate to 
others that one has the resources to engage in 
foreign travel. In this regard, it serves as a 
status symbol as it embodies two major requisites 
of status symbolism in consumer products--social 
desirability and scarcity (Blumberg, 1974). 
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METHODOLOGY 

Participants in this study consisted of 49 
Japanese students, 17 males and 32 females, 
enrolled in a university language program during 
the summer of 1985. The majority of them were 
college students from universities in Japan; a 
few were recent college graduates. The students 
ranged in age from 18 to 28 years with most 
falling between 19 and 22 years of age. The mean 
age was 20.7 years. All of the students were 
living in homes of community residents for the 
duration of the summer program. For 41 of the 
students, this was their first trip to the United 
States. The remaining 8 had been to the United 
States once before. At the time the question
naire was completed, the students had already 
been in the country for about three to four 
weeks. All except three of the students were 
planning to remain for an additional one to three 
weeks. 

Questionnaire 

The questionnaire was divided into four sections. 
The first section consisted of background infor
mation items, the second covered general clothing 
purchases, and the third focused on purchases of 
T-shirts with messages. In these latter two 
sections, respondents were asked about both 
acquisitions since arriving in the United States 
and projected or anticipated purchases. Infor
mation on whether purchases were personal or for 
other people was also requested. In the section 
on T-shirt purchases, types of messages were 
provided along with examples (see Tab l e 1), to 
assist with answering this set of questions. 

TABLE 1 

EXAMPLES OF WRITTEN MESSAGES ON T-SHIRTS 

Name of cartoon character (Mickey Mouse, Donald Duck, etc.) 
Name of entertainer (Madonna, Michael Jackson, etc.) 
Name of sports team (Dallas Cowboys, Los Angeles Dodgers, etc.) 
Clothing trademark (Esprit, Ocean Pacific, etc.) 
Other trademark (Coca Cola, Budweiser, etc.) 
Name of store or restaurant {Hard Rock cafe, Bloomingdales, 

McDonalds, etc. ) 
Name of a tourist attraction (Disneyland, the Golden Gate Bridge, 
etc.) 

The name of the country (U.S.A., America, etc.) 
Made in the country (crafted with pride in U.S.A., etc.) 
Location within the country (California, Los Angeles, Yosemite, 
etc.) 

School name (Stanford, UCD, Harvard, etc.) 
Social-political issue (save the Statue of Liberty, etc.) 
Humorous message or joke 
Any other messages or writing 

The categories of T-shirts presented in Tab le 1 
were illustrated by examples of actual T-shirts 
in the classes where the students were not as 
fluent in English, to assure that they understood 
each of the categories completely. The fourth 
section of the questionnaire dealt with clothing 
preferences. One question asked for an indica
tion of liking, as measured on a 7-point scale, 
for the different categories of T-shirt messages. 
The other question was de~igned to measure the 
importance of personal contact relative to 
specific types of messages (e.g., city names, 
school names, names of entertainers). 



Procedure 

The questionnaires were completed by the students 
in each of six classes, with approximately 10 
students per class. Although these classes 
represented different levels of English-speaking 
ability (beginning, intermediate, and advanced), 
all of the students were able to read English 
with little difficulty. 

RESULTS AND DISCUSSION 

About 25% of the respondents indicated that they 
had been asked to buy clothing for other people 
during their visits to the United States. With. 
some respondents reporting multiple requests, the 
total number of garments in this category came to 
20. As expected, the T-shirt was the most 
popular type of garment with 17 requests. The 
three other requests included two for sweatsuits 
and one for "old clothes." Although Brummett 
(1984) observed that Japanese adolescents are 
generally biased against old or used merchandise, 
there has been some interest in following 
~erican fashions of the 1950s and the request 
for old· American clothes probably reflects that 
interest. All but one request came from friends 
or siblings; the exception was a request from the 
host family. One might expect most of the 
requests to come from the adolescents' own 
generation. This age group is noted for a high 
interest in clothing. Also, peers are apt to 
have similar tastes which would facilitate 
appropriate garment selection. 

When asked if they had already bought any other 
clothing for themselves or other people since 
arriving in the United States, 31 or 63% of the 
respondents said they had. The majority of these 
purchases were for use by the students them
selves. Of the thirty responding to this ques
tion, 16 said for myself, 7 said for others, and 
another 7 said for both myself and others. 

Responses to a question on additional planned 
purchases indicated that 23 or 47% of the respon
dents intended .to purchase clothing for them
selves and others before they returned to Japan. 
When broken down by recipient of purchase, one 
finds a contrasting pattern to the previous 
purchase data. That is, there were somewhat more 
planned purchases for others than planned pur
chases for self, 11 and 8 respectively. Another 
3 said for both self and others. Results of a 
chi square analysis indicated that this differ
ence approached significance (p = 0.07). A 
similar difference was observed for the data 
dealing with just T-shirts. Twenty or 41% 
reported already buying T-shirts. Nineteen 
listed recipients; 9 for self, 6 for others, and 
4 for self and others. Twenty also reported 
planning to purchase T-shirts before they left 
the United States. In this case, of the 17 
listing recipients, only 3 were for self, 10 were 
for others and 4 were a combination. This 
difference for recipient by past versus planned 
purchase was significant (p = 0.05). 

To summarize, for this group of respondents 
personal purchases were given priority over gifts 
for others, at least in terms of timing. 
Previous research on gift giving (Gronhaug, 1972; 
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Clarke & Belk, 1979; Heeler et al., 1979; Belk, 
1982) suggests that, in general, gift purchases 
are associated with a greater expenditure of time 
and effort than are purchases for regular use 
because of higher involvement in the former type 
of task. While this may provide at least a 
partial explanation of the present findings, it 
seems plausible that other factors could affect 
the timing of gift purchases by tourists. Addi
tional considerations range from difficulty in 
locating suitable retail outlets in a foreign 
country to concerns about early depletion of the 
travel budget through purchase of gifts. Prev
alence of. different reasons for postponing pur
chases for others needs to be determined in order 
to develop successful marketing strategies for 
the tourist market. 

With respect to type of clothing already pur
chased, aside from requests, T-shirts were again 
the clear favorite with 48 purchases. The 
maximum number of ·purchases for any other type of 
garment was three ;for sweatshirts. Similar to 
the data on requests, friends and siblings 
accounted for all of the purchase recipients 
other than self. T-shirts also accounted for the 
majority of planned purchases. In this case, 
mother and cousins were added to friends and 
siblings as potential recipients of the purchase. 

Requests for T-shirts with messages were reported 
by 7 respondents. School name was·the most 
popular of these with 4 requests. This finding 
might be expected since the sample consisted of 
participants in a university summer program. 
Convenience in obtaining a university T-shirt 
undoubtedly affected its popularity. 

Recipients included friends, siblings and, in one 
case, mother. It is interesting to note that 
mother was not given in the previous list of 
people requesting purchases of clothing in 
general. This may have been a simple oversight 
or may represent a perception of message T-shirts 
as souvenirs rather than clothing to be worn. 

Completed purchases and planned purchases con
firmed the popularity of school name as a T-shirt 
message with 21 already purchased and 10 planned 
for purchase. Other frequently mentioned 
messages included geographical locations, cartoon 
characters and sports teams. The list of recip
ients for completed T-shirt purchases was the 
same as the list for completed general clothing 
purchases, A comparison of planned T-shirt 
purchases with planned general clothing purchases 
showed two cases of father being added to the 
list for T-shirts with messages. Again, the 
implication is that these items may have more 
symbolic than functional value, at least for some 
people. 

To determine the value of T-shirts with American 
messages apart from a reflection of direct 
physical contact with this country's culture, the 
students were asked to indicate how many of these 
items were purchased in Japan and what the 
messages were. There was also a direct question 
on effect of personal contact with different 
aspects of the culture on preference for various 
messages. Twenty-one or 43% indicated that they 
had purchased T-shirts with American messages in 
Japan. With respect to these purchases, it might 



TABLE 2 

CROSS-TABULATION OF TYPE OF MESSAGE BY EFFECT OF PERSONAL CONTACT ON PREFERENCE 

Location within the country 
School name 
Name of entertainer 
Name of store or restaurant 
Name of a tourist attraction 
Name of a sports team 

I would want a T-shirt 
with this message only 
if I had personal con
tact with the person or 
place. 

18 
22 
13 
10 
13 
8 

be noted that none of the listed messages were 
school names. As shown in Tab le 2 , only one 
respondent indicated that personal contact with a 
school, either directly or through a friend, 
would not affect preference for a T-shirt with a 
school-u8me. Five other respondents checked a 
combination of columns, suggesting that whether 
or not personal contact made a difference would 
depend on the school. However one interprets the 
combination data, the findings still suggest that 
direct export of garments with school names is 
apt to be less successful than marketing to the 
tourist trade. 

Analysis of variance was used to test the data on 
preference for various types of messages. 
Results of this analysis are presented in Tab le 
3. Mean values for each message by sex of 
respondent are presented in Tab le 4. The effect 
of sex was not significant but the effects of 
messages and the sex by message interaction were 
significant (p < 0.001 and p < 0.05). 

TABLE 3 

ANALYSIS OF VARIANCE OF THE EFFECTS OF SEX AND 
MESSAGE TYPE ON PREFERENCES FOR PRINTED 

Source 

Respondent sex 
Error between 
Message type 
Message by sex 
Error within 

*p < .05 
***p < .001 

. MESSAGES ON T-SHIRTS 
df 

1 
38 
13 
13 

494 

TABLE 4 

MS 

.15 
10.62 
15.99 
4.81 
2.27 

F 

.01 

7.03••• 
2.12* 

MEAN PREFERENCE RATINGS FOR PRINTED MESSAGES ON 
T-SHIRTS BY SEX OF RESPONDENTS 

Message 

Name of cartoon character 
Name of entertainer 
Name of sports team 
Clothing trademark 
Other trademark 
Name of store or restaurant 
Name of a tourist attraction 
Name of the country 
Made in this country 
Location within country 
School name 
Social-political issue 
Humorous message 
No message (plain) 

Males 

4.86 
3.42 
3.28 
3.50 
3.86 
5.50 
4.64 
3.86 
3.86 
3.36 
3.21 
4.43 
2.43 
4.00 

~ting scale ranges from 1 (like very much) to 
7 (dislike very much). 

Females 

3. 77 
4.85 
3.85 
3.69 
4.23 
5.38 
4.04 
3.58 
3.35 
3.58 
2.46 
4.77 
3.65 
3.50 
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I would want a T-shirt 
with this message only 
if either I or someone 
buying the shirt for me 
had personal contact 
with the person or place. 

9 
14 
11 

7 
12 
14 

Personal 
contact 
would not 
affect my 
preference. 

5 
1 

10 
13 
6 
9 

Combination 
of responses. 

4 
5 
0 
0 
2 
1 

Not surprisingly, the message rated as most 
popular overall was school name. Next in pop
ularity was humorous message. A discussion with 
one of the respondents suggested one possible 
reason for this high rating. This respondent 
indicated that she preferred American messages 
because many of the peers in her home country 
could not understand the words whereas she could. 
This fluency in English distinguished her from 
many of her friends. Appreciating humor in 
another language is especially difficult and 
therefore should confer special distinction on 
those who display and understand this type of 
message. The least acceptable messages overall 
were names of stores and restaurants and social/ 
political statements. 

In terms of differences in preferences for 
messages as a function of sex of respondent, the 
biggest differences between males and females 
were for entertainers and humorous messages. In 
both cases, males gave more positive ratings than 
did females. The third largest difference was 
for names of cartoon characters with females 
giving this type of message a more positive mean 
rating. This finding is consistent with informa
tion reported by Brummett (1984) that female 
college students in Japan have a preference for 
appearing young and cute. Use of cartoon 
messages, symbols of childhood, would be con
gruent with that type of image. Another differ
ence that is similar to findings of Brummett 
(1984) and results of a survey conducted by the 
Japanese Small Business Corporation (JETRO, 1982) 
is that males gave slightly higher ratings to 
apparel trademark messages and significantly 
higher ratings to other trademarks. Both 
Brummett and the Japanese Small Business 
Corporation found that with respect to clothing 
selection, brand preference was stronger for 
adolescent males than for adolescent females. 
The present study suggests that this difference 
in internal dependence on brands in selecting 
apparel carries over into willingness to engage 
in an outward display of brand names. 

IMPLICATIONS 

Results of this study suggest that the multi
billion dollar tourist market could expand 
further if attention were given to some of the 
unique aspects of this market. For example, the 
timing of personal purchases versus gift pur
chases needs to be explored more fully and 
utilized for purposes of designing advertising 
appeals, etc. Also, findings suggest that there 



may be a distinction between clothing as a 
functional product and clothing as a mnemonic 
device or souvenir. Sales might be improved by 
adjusting marketing strategies in keeping with 
this distinction. In addition, correspondence 
between some findings of this research and 
previous studies of clothing practices of 
Japanese adolescents in their home country 
suggests that the tourist market could be a 
useful test market in which to assess the poten
tial success of products intended for direct 
export. 

Future research might include, but is not limited 
to, different and more extensive samples of 
foreign students. For example, it might be 
possible to coordinate a study with the United 
States Travel and Tourism Administration through 
their In-Flight Survey program. Alternatively, 
one might consider airport intercepts in areas 
where foreign tourists are waiting for their 
return flights. Another possibility would be to 
make arrangements with popular tourist attrac
tions to survey selected groups of foreign 
visitors. 

In summary, there are a variety of ways in which 
information might be collected on the foreign 
tourist market. Given its potential, as both a 
specialized sub-market per se and as a direct 
export market indicator, it appears that tourism 
is deserving of more attention than it has 
received to date. 
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AN OPERATIONAL FRAMEWORK FOR ENTRY STRATfGY 
IN THE MULTINATIONAL MARKETING SYSTEM 

Sejo Oh, University of Cincinnati 

Abstract 

This paper presents an operational framework for 
formulating strategies in the multinational market
ing system. Using a portfolio perspective, the 
framework proposed here is a decision sensitive 
middle ground framework between two polarized 
approaches: 1) the highly subjective approach, and 
2) the highly structured optimization approach. It 
includes a strategic option model, a decision 
making model, and a decision support system. In a 
tutorial fashion, the paper synthesizes past 
research and outlines directions for future concep
tual and empirical progress. 

"No company can afford to stake its future on 
the assumption that it "owns" its home market. 
To prosper in the future, every firm will have 
to become competitive in global terms, whether 
it remains at home or goes abroad. And to be
come international, they will need to design 
foreign entry strategies in the globaleconomy 
of today and tomorrow." (Root 1982, p. 3) 

Indeed, America's unfavorable balance of payments, 
higher market growth rates in a number of other 
regions, equivalent standards of living in much of 
Hestern Europe and Japan, and greater foreign com
petition in the domestic market compel attention to 
the international dimension of marketing thought 
and theory. 

When assessing international opportunities, it is 
desirable for the enterprise to adopt a geocentric 
orientation, viewing the world as a set of inter
related markets rather than as separate country or 
regional markets (Wind, Douglas, and Perlmutter 
1973). Adoption of a geocentric perspective 
implies the need for balancing risk, managing mul
tiple cash and other demands, and identifying syn
ergies. Thus, a portfolio approach which provides 

guidelines for allocating resources across coun
tries, products, and marketing activities (Wind 
and Douglas 1981), has inherent appeal. 

The current portfolio analyses in international 
marketing can be classified into five approaches. 
Thus: 

1. Implicit policy heuristics - Foreign markets 
are selected on the basis of implicit criteria 
(e.g., geographic proximity, perceived cultural 
similarity, industry growth). Limited data anal
ysis supports target country selection or entry 
mode. 

2. Standardized models (extended) - Here a firm 
may depict its worldwide businesses in a share x 
growth matrix to evaluate its business definition 
and guide global investment decisions. 

3. Analytic Hierarchy Process (AHP) - Outlined in 
Saaty (1977), the AHP offers a set of portfolio 
approaches for the nested sequence of decisions 
which shape global strategies. The sequence in
cludes country, entry mode, target market and 
product, and mix decisions. 

4. Stochastic Dominance Analysis (SDA) - Outlined 
in Bowa (1975), uses historical and projected data 
on the interdependence of risks and expected re
turns by feasible portfolios. 

5. The Eclectic Approach - Outlined in Mahajan et 
al. (1981), evaluates the various portfolios, as
sesses their priorities, and then utilizes the 
resulting AHP outcomes in making international 
resource allocation and scheduling decisions. 

The basic focus, the unit of analysis, strengths 
and weaknesses, and major articles of each approach 
are summarized at Tab le 1. 

TABLE 1. COMPARISON OF MAJOR PORTFOLIO APPROACHES 

~""' 
Criterion~ 

11 .. 1e 

Unit of 
Aaalyli.a 

Iaplic.it 
Approach 

conaiderat:l.on of the 
poTtfolio co.poneDU 
intuitively 

typically country-by
country baaa 

Strenstha d•ple 

Weakneaaea ~ no ayatl!llll&tic 
explicit 6 
co111prehen.aive 
analyaia 

Major Liand.ar (1976) 
Articlaa Litvak. 6 lantillJ 

(1968) 
Johanaaon 6 Main
pour {1977) 

. Sethi (1971) 

. Sheth 6 Lutz (1973) 

lui. e.xteru~ion of 
tbe atandardized .odela 

internaticm exten.ion of two 
d:laenaioD.II!,t.ypically bullineaa 
atrength and indulti:'J attnc
tivene.aa 

typically productl by country 
or each country 

. follov1na up c.aah flov or 
aarket ahare 

, eaay unde:ntandina of 
ooolal 

, no coD.aideration of coata 
of entry. to countrie• 6 
-rkau• abared -t:bltina 
coat 0 6 rialt dillenaioa 

Analytic«! Hierarchy 
Proeeaa (AHP) 

atructu~:ins any co~lu:, ~lti
critarion and multipadod problP 
hiern·chically and providina tbdr 
judpUit on tba nlativa ~o~ 
eanca of the llementa of u.cb 

. hierarchy 

all unite of analyat. 

, flexible flmiUlation of hier
archy 

, reaolution of coaflic.ta .-oua 
the participatiDI IUfiiiiU 

. judpental and aealin& biu 
, di.fficulty to check bi .. 
, difficulty to follow up'-tha 

direction of atrataay 

, Sauy (1977) 
, Villd • Suty (1980) 

1 . 
The author thanks Professor F. Robert Dwyer for 
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Stochlltie DOIIinanl:l 
Andyab (SDA) 

analysf.nl tM interdepend
encie.a of. riaka & mrpected 
return :la a portfolio 
oodol 

All unita of analyail 

, at.ilar to AHPa 
, ability to evaluate a 

larae nUIIber of port
folio• by a ainiaul: 
data-riak i nturn 

An !clact!e Approach 
of AHP & SDA 

evaluatilll the beat 
.. t of r:lak/utum 
portfolioa -.on 
affichntly 

. ancouraaemant of 
creativity by 
aeneratin& addition 
portfol:l.oa 

. allowance for &ll])Uc:it 
avalUatf.oo of the 
vari.oua alternativaa 

. f01.'.c.utina probl- of . a:t.ilar to AHP 6 
riak. arnl r•turn SDA 

. availability problea of 
data 

• Hahajan, Wind, . Vf.nd & Douil .. (U.U) 
& Jradford (1981) , Wind & Robartaon (1983) 



By itself, each approach, however, has limited 
value for constructing entry strategies in a multi
national marketing system. For example, the first 
two models cannot clearly specify one entry mode 
over other alternative modes to country x, because 
the analysis is steeped in the subjective weighting 
of vague dimensions. It is highly possible that 
two groups applying the model would obtain conflict
ing strategies. 

Similarly, the AHP sug~ests a comprehensiveapproac~ 
but it requires much judgment from various managers 
and so it may also elicit some judgmental and 
scaling biases. Misjudgment by top executives is 
difficult to check because the AHP does not incor
porate a feedback and control system. Such a sys
tem evaluates the strategy against standards and 
signals the need for appraisal of candidate modifi
cations. 

Finally, the SDA and the Eclectic approach over
emphasize two key variables - risk and return. 
While these variables may reflect opportunities for 
competitive advantage (Wensley 1981), the technical 
attention to their inherent forecasting problems 
may obfuscate the search for market imperfections, 
especially as it pertains to the more complicated 
and diversified global environment. 

In sum, the strengths and weaknesses of current 
portfolio approaches indicate the need for a middle
ground framework which 1) structures judgmental 
facets of policy making with explicit assumptions 
and empirical evidence and 2) tempers rigid formula 
approaches with creative judgment. Thus, we need a 
more comprehensive data oriented approach. 

Before introducing the framework, it is important 
to underscore one more critical departure from 
past research. All of the approaches in Tabl e 1 
consider marketing channel design/selection as one 
of the 4Ps in the marketing mix decisions. How
ever, among channel design issues, types of middle
men and the number of levels are closely related to 
entry modes. In addition, the inflexibility and 
long-term consequences of channels decisions make 
them a core component of marketing strategy. Thus, 
the framework presented here includes specification 
of marketing intermediaries as a key aspect of 
entry strategy. 

Toward a New Conceptual Framework for the 
Channel Strategy 

For solving the problems above, this paper proposes 
an operational framework which incorporates three 
essential submodels: (1) a strategic option model 
for identification of general courses of actions, 
(2) a decision making model as an algorithm for 
evaluation of alternatives under relevant contin
gencies, and (3) a decision support system as an 
information, evaluation and control structure 
(see Figure 1 .) 

Within the overall framework, multinational market
ers first identify candidate strategies and evalu
ate those via the optimization model and consequen
tial sensitivity analysis. Implementation and con
trol of the selected program is then facilitated 
within a multinational decision support system. 
The framework serves to highlight the hierarchical 
decision process envisioned as well as the key 
interactions and feedback loops of the .. system. 
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Step 1: A Strategic Option Model 

It includes (a) objective setting, (b) product 
option, (c) market option, (d) entry mode option, 
and (e) market intermediary option. 

FIGURE 2. STRATEGIC OPTION MODELS 
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Figure 2 summarizes a number of previously sug
gested heuristics for the strategy selection. 
They show mixed levels of congruence with contem
porary theories of the firm (Anderson 1982), com
petitive advantage (Wensley 1981), and institu
tional economics (Williamson 1975). As an exampl~ 
in the market option model, we can use the various 
standardized portfolio models including the 
growth-share model, the market attractiveness
business position assignment model (GE model), 
the PIMS model, the A. D. Little model, etc. 
(Abell and Hammond 1979; Wind, Mahajan, Swine 



1983). Among these models, the GE model may be 
appropriate for target market selection because in 
many complicated multinational environments, the GE 
model can consider many variables concerning envi
ronment. We can use a,modified model from the GE 
model presented in Figure 2D. In this model, the 
variables of market attractiveness, business 
strength of each target product, and the total mar
ket size of the product to each market and its 
focal business portion are germane. By the vari
ables of market attractiveness such as annual mar
ket growth rates, competitive intensity, etc., we 
can classify target countries into three groups -
low, medium,and high, and by the variables of 
business strength such as product quality, brand 
reputation, etc., we can also classify target coun
tries into three groups - low, medium, high. The 
total market size (the circle of the Figur e 2D) and 
the focal business portion (dashed lines in the 
circle) can be estimated by the forecasting methods 
such as expert opinion, trend extrapolation, 
dynamic modeling, multiple scenarios, etc. (Kotler 
1984, p. 220-221). By the box model presented 
here, we can select major target markets which in
corporate strong market attractiveness and busi
ness position, and high market shares. 

This model, however, has some drawbacks such as the 
weighting problem of indicators of market attrac
tiveness and business strength and the forecasting 
problems of total demand and company demand of each 
market. Despite these problems, this model is use
ful for understanding market potential and its 
dynamic trend in relation to the company's relative 
competitiveness. 

According to space constra:i.nts, this paper only 
briefly presents potential insights to other stra
tegic option models. In objective setting, Root 
(1982) suggests that objectives can be grouped into 
ttree elements--the maximization of profits, the 
minimization of risk, and other objectives inclu~ 
ding sales volume and growth control. In the 
multinational marketing system, the priority and 
arrangement of these objectives may be connected 
with the international manager's perspective, atti
tude, and aspiration. As an example, the objective 
setting model can be built by two kinds of the 
manager's perspectives: One is Perlmutter's class
ification--ethnocentrism, polycentricism, and geo
centrism); the other is a macro- vs. a micro-per
spective (Figure 2A ). Some insightful propositions 
are as follows. The more geocentric and macro
orientation, the more long-term growth and risk 
oriented objective. The ethnocentric and micro
orientation, the more short-term profit oriented 
objective. 

For target product selecting and target market 
selecting, managers need to strive to match 
products against markets. Root (1982) suggests 
the simultaneous determination of target products 
and target markets, but he does not provide a 
model up to the task. For filling this gap, we 
can use two indices modified from the "revealed" 
comparative advantage developed by Balassa (1965). 
One is an export product (or market) intensity, 
the other is an import product (or market) inten
sity. For example, the import product intensity 
and the export product intensity can be calculated 
by these formulae: 
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L 

~•here, Import product intensity index, 
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the world, 
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world, 
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X World's total export. 
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" J Export product intensity index 
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M World's import of h product, .and 
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It can be used by each country market (or product), 
regional market (or product category), and world 
market (or industry). In the model (Figure 2B ), 
the higher the import product (market) intensity 
of the host country and the higher the export pro
duct (market) intensity of the home country, the 
more the product (market) is favorable for the home 
country to export to the host country. 

After preliminary screening of the target product 
group and the target market group, we can select 
them more specifically. In the target product 
grouping, we can use the life cycle concept and the 
adaptation concept (Root, 1982 pp. 29-36). The 
life cycle concept can be used to identify the 
relative position of a product type in several 
country markets. The adaptation concept can be 
used to identify the relative position of a product 
to the requirements of foreign markets. 

There are key inputs for production selection. A 
model for target product selecting is suggested in 
Figure 2C. By the model, we can classify the pre
liminary screened country markets into 12 groups 
by each product, and if thos,e markets are classi
fied intensely into the cell of the growth stage 
and the small adaptation level (the dash-lined cell 
in the Figure 2C), that product may be one of the 
target products. 

In target entry mode selecting, we need to confirm 
the ownership advantage (the "why" of MNC activity: 
technology, capital, etc.), the location advantage 
(the "where of production: material and labor 
costs, etc.), and the internalization advantage 
(Williamson 1975) (the "how" of involvement: 
transaction costs, control, etc.) in the three 
aspects of the country (home and host), the indus
try and the firm. A model is illustrated in 
Figure 2F. In the model, one insightful proposi
tion is that the more the ownership-, location-, 
and internalization advantage, the more favorable 
the direct investment. 

In potential market intermediary selecting, there 
are many types of market intermediaries, for 
example, merchant wholesaler in home country, mer
chant wholesaler in host country, sales agent in 
home country, sales agent in host country, com
pany sales branch in host country, and direct 
exports to customers in host country. Muelenberg 
(1984) suggests a qualitative-model which repre
sents the influence of geographical and cultural 
distance to markets, order size, and order fre
quency on export marketing channels. We can sug
gest a modified model from Meulenberg's model in 



Figure 2F. In this model, the longer the geogra
phical and cultural distance, the more preferable 
the indirect channel. Likewise, the smaller and 
less frequent order, the more preferable the in
direct channel. 

Step 2. A Decision Making Model - An Optimization 
and Sensitivity Analysis Model 

After selecting target objectives, products, mar
kets, entry modes, and market intermediaries, we 
need to use a decision making model to take the 
simultaneous selection of those options. Regard
ing an optimization model, DESIGNER (Zoltners et 
al. 1982) looks promising. DESIGNER evaluates 
candidate market intermediaries on the basis of 
market coverage, market intermediary (MI) - market 
coverage links, sales margin, and governance costs. 
Its essentials are: (1) the best target markets 
are determined as well as the appropriate market 
intermediaries to serve those markets, (2) DESIGNER 
employs actual performance estimates for sales 
volume, cost and profit whenever possible, (3) 
DESIGNER incorporates behavioral and logistical 
dimensions in addition to financial design crite
ria. It needs, however, the following modifica
tions to support decision making in multinational 
entry-channel strategy. 

(1) Production capacity. DESIGNER has a 
constraint of production capacity. In multina
tional marketing system, managers have more flexi
bility to arrange production capacity of each 
country through joint venture, etc. 

(2) Discount rate. DESIGNER assumes that 
the discount rate is under the same risk condition 
in each market. In a multinational marketing sys
tem, the discount rate may be applied differently 
in each market. 

(3) Taxes. DESIGNER assumes that each mar
ket has the same tax system. In a multinational 
marketing system, each country market has a dif
ferent tax system. 

(4) Competitive effects. DESIGNER has ig
nored competition and synergy effects. In multi
national marketing systems, these factors are more 
important because of the variety of entry modes 
and the complexity of environments. 

To overcome the above problems, especially the 
first three, we must incorporate new variables and 
constraints into the DESIGNER model. The modified 
model is a linear integer programming model like 
the DESIGNER model with major assumptions of the 
model being similar to those of DESIGNER. First, 
a target market is served by a single marketing 
intermediary (MI). S<:cond, an MI is served by a 
single production location (PL). Third, each MI 
and PL employs a single, estimable marketing strat
egy. Fourth, MI' and PL' cross elasticities and 
interaction are negligible. By the model, the 
channel design decision can be viewed in terms of 
determining the appropriate bundle of production 
locations, marketing intermediaries, and target 
markets. 

Finally specified in the Appendix, this model is a 
long-term profit maximization model. The objec
tive function represents the net present value of 
all expected profits concerning the channel 
design over a given planning horizon. Constraints 
1 and 2 represent operational limitations on the 
channel decision. Constraint 3 represents initial 
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investment capital limitation on the channel 
design decision. Constraint 4 represents the limi
tation of the annual marketing support budget. Con
straint 5 represents a control constraint related 
to the rate of joint venture. Constraint 6 repre
sents a behavioral constraint; each MI can be rated 
at any point on the cooperation scale. Constraints 
7-9 are requisite technical constraints which en
sure that the decision variables, for market and 
intermediary selection, X .. and Z . have valid 

d . . k:t.l k1 an cons1stent 1nterpretat1on. 

In the optimization model, the optimal entry-chan
nel decision will be affected by forecasting major 
variables of sales and costs. In addition, MI 
cooperation may be related to margins and channel 
leadership style. The modified model presented 
allows efficient sensitivity analysis for multi
national strategy formulation. A critical aspect 
of which is the robustness of profit performance to 
the dynamic and interdependent social, political 
and economic environments in which the firm has 
chosen to compete, 

Step 3: A Decision Support System 

Because the quality of census type data from world 
markets is checkered, our DSS is apt to require 
special data collection mechanisms or estimation 
heuristics. 

In order to support the strategic option models 
and the decision making model, we need to develop a 
decision support system (Little 1979) which incor
porates the information monitoring system and the 
analytic technique system. Although space con
straints preclude detailed elaboration, Figure 1 
summarizes the required data and the major tech
niques to support each model. As an example, to 
support the market option model, the various indi
cators relevant to attractiveness of each market-
buying power of end users, growth rates, number of 
competitors and their cost structure, etc.--are 
required. Given an adequate data base cluster 
analysis, multidimensional scaling, trend analysis, 
and weighted scoring methods are germane. 

Importantly, the decision 
builds model enhancements 
tion on market responses. 
and response functions are 
control strategic options, 

Conclusion 

support system also 
from follow-up informa
Thus,model assumptions 
consistently updated to 
decisions, and actions. 

This article has synthesized an operational frame
work which merges the strategic heuristic approach 
and the quantitative cost-benefit approach. The 
framework proposed incorporates three submodels-
a strategic option model, a decision making model, 
and a decision support system. 

The framework presented has suggested three impor
tant areas for future research. First, the strat
egic contingency approach demands clear definition 
of key variables and confirmation of the strategic 
interdependence in the strategic option models. 
Second, the decision making model and decision 
support system should be made more comprehensive 
by adding competition and synergy variables into 
the decision model. These efforts should be com
plemented by refined monitoring and survey methods 
to allow the use of available techniques for market 



and marketing mix analysis. Finally, empirical 
applications of the normative framework are 
required to show its practical usefulness. 

Appendix 
A Decision' Making Model 
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the t-th year 

th;e number of years 

a decision var.iable which is equal to 1 if pk,MI1 , and 

market j is chosen, and equal to 0 otherwise 

a decision variable which is equal to 1 if pk and 

MI1 is chosen to become a production-channel line, and 

equal to 0 otherwise 

the investment rate of joint-venture in production unit k 

the discount rate of k in the year t-1 

the income tax rate of k in the year t 

the dollar unit gross margin in the year t in market j 

the expected unit sales volume in the year t in j 

the marketing aupport costs in year t in j 

the plant set-up costs and the channel aet-up costa 

the cap&eity of production location k in the year t 

a cooperation rating for MI i 

the designed average. cooperation rating 

the invest capital available 

the budgeted funds available ·in year t 
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Abstract 

There are recent signs that the marketing of 
higher education is gaining more formal attention 
and that an awareness of the phenomenon is 
broadening. However, most of the effort in 
marketing has centered on the promotion and 
selling of programs to potential students. 
Limited attention has focused on the total 
process. There has been much controversy 
surrounding the use of "marketing" techniques in 
higher education, but the real issues are a lack 
of understanding - the true definition of 
marketing. You can't do it if you don't know what 
it is! 

Introduction 

There has been a growing interest in marketing 
higher education during the past fifteen years. 
Texts have been written, symposiums developed, and 
entire journal issues devoted to this topic. The 
amount of literature relevant to this area has 
been accurately described as "voluminous." 

Due to a variety of uncontrollable variables such 
as inflation, resource shortages, competition, and 
demographic changes, many higher education 
institutions have seemingly turned to the use of 
"marketing" to cope with uncertain future environ
ment. Although many articles have been published 
the last few years on the relevance of marketing 
to higher education, most scholarly writers have 
concentrated on general theoretical principles or 
have discussed strategic applications of marketing 
to recruit and retain students. 

The real issue, however, is whether marketing, in 
its holistic sense, is really being applied. 
Limited attention seems to have been focused on 
how the total marketing process fits into the 
college or university's full planning and opera
tion. Most effort in the "marketing" area has 
centered on the promotion and selling of programs 
to potential students. The purpose of this paper 
is to look at how marketing in higher education 
has developed and to assess how past and current 
practices fit into the overall marketing frame
work. 

The Hard Se 11 

The 1970's brought some unpleasant and unprece
dented surprises for higher eeucation. Demo
graphic predictions indicated that steep declines 
in enrollments were ahead. In addition, a current 
oversupply of college graduates in the job market 
threatened to decrease the advantages tradition
ally associated with having a college degree. A 
variety of additional factors, such as uncertain 
revenue sources and rising costs, made the picture 
look even bleaker. 
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Colleges and universities, long accustomed to 
having an oversupply of applicants, began to worry 
about survival (Carnegie Council, 1978; Knight & 
Johnson, 1981; Zemsky, 1980; Zeik, 1980. 

By the end of the decade the popular media was 
having a field day reporting the actions taken by 
some colleges to deal with the impending enrollment 
crunch. Colleges began to experiment with novel 
ways of attracting attention, such as hosting 
juggling acts and magic shows. Slick advertising 
brochures appeared, some of which "borrowed" 
pictures from more attractive campuses. Summer 
tuition sales, instant admissions, and rebates for 
students who brought friends were reported. One 
university was considering releasing scholarships 
in balloons (Knight & Johnson, 1981; Kotler, 1979; 
Seligman, Dougherty, Manning & Smith, 1978). 

Although the professional literature did not 
support or suggest such hard sell tactics, there 
was a flurry of activity designed to share methods 
of attracting students. Articles disucssed ways to 
develop advertisements, logos, and slogans (e.g., 
Munger, Peaching, Coppage, Areyes, & Greene, 1981). 
Discussions of the variety of ways to recruit 
students and means to track the results of these 
methods were published (e.g., Smith, 1980). 
Recruiting plans which took an obvious number and 
dollars approach were reported (e.g., De Los 
Santos, 1980). 

Quality 

A second trend which occurred in response to the 
enrollment crunch was a decline in quality. 
Although quality has never been clearly defined 
within higher education, there were numerous 
reports which raised questions regarding the 
practices and policies which some instutitions had 
adopted. The Carnegie Council (1978) reported that 
a concern for survival had replaced a concern for 
quality on many college campuses. Colleges were 
reported to be offering easy academic credit, 
admissions standards were being lowered, and 
programs were being thrown together on the basis of 
popular demand. 

Reduced quality was associated not only with what 
was being offered,but also with where it was being 
offered. In the face of reduced enrollments, many 
coleges began to develop off-campus centers. While 
some centers maintained on-campus standards, many 
were found to be deficient, especially in areas 
such as faculty credentials, library support, 
course offerings, and student services (Ashworth & 
Lindley, 1977; State University of New York, 1978). 

The controversy regarding the use of marketing 
within education becomes clearer when one considers 
the crisis atmosphere in which marketing was first 
introduced. Faced with unprecedented enrollment 
crunches, many educators held on firmly to the 



product orientation which had so long character
ized higher education. They refused to believe 
the predictions, or at least minimized them, by 
claiming the problem was only temporary. In 
either case, they continued to believe that 
education would be fine because the product was 
inherently good. Selling continued to be seen as 
"unprofessional." Other educators, however, took 
a much different route. This second group jumped 
into a selling orientation, adopting a focus on 
promotion and hard-sell tactics. Members of the 
former g·roup were quick to resist the actions of 
the latter group and they were quick to label such 
actions as "marketing." 

Reponse 

It was not surprising that many educators resisted 
such changes. There has been a long history of 
anti-selling sentiment within higher education. 
Even the ancient Greek philosophers viewed selling 
as unethical and unprofessional. To many educa
tors, marketing is selling, even selling at any 
cost. According to a survey conducted by Murphy 
and McGarrity (1978), over 90% of the admissions 
officers questioned equated marketing with 
promotion (i.e., advertising, public relations, 
selling, or some combination of these three 
elements). As a result, marketing is often blamed 
for creating a decline in quality and for encour
aging the use of cheap promotional tactics. 

The Marketing Orientation 

These critics reveal a superficial and misleading 
definition of marketing. Marketing is neither 
cheap promotional tactics nor selling at any cost. 
In fact, the presence of a true marketing orien
tation would make both these approaches unneces
sary. The selling approaches taken by many 
colleges, whether it be an over-reliance on 
promotion or product modifications designed to 
make the product easier to sell, do not constitute 
a marketing orientation. They belong to a selling 
orientation. A university must not be so 
responsive to its various markets that it relin
quishes its reponsibility of providing leadership 
and direction. The simple pursuit of a student 
clientele cannot be permitted to compromise the 
systematic functions and standards of higher 
education. A proper marketing orientation will 
avoid such risk. 

From a marketing orientation, neither hard-sell 
tactics nor reduced quality would be recommended. 
Each is likely to bring negative results in the 
long-run. Hard-sell tactics are likely to 
alienate more students than they attract. 
Moreover, the type of student attracted by such 
methods is likely to become dissatisfied. Either 
the student will be unable to meet the standards 
imposed or the student will realize that the 
promises made (or implied) are not being met. 

A marketing orientation would also take a dim view 
of weakening programs simply to attract students. 
Society does not need marginal college graduates 
and students who are ill-trained to meet their 
professional responsibilities. Moreover, the 
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increasingly competitive job market is likely to 
result in a public which casts a critical eye on 
the value of.a college education. Marketing is 
concerned with the long-term gain, not short-term 
satisfaction. 

Institutional Barriers 

The use of numerous singular techniques cannot 
replace a program based on a complete marketing 
orientation. Institutions must reorganize their 
attitudes and develop a commitment to support the 
main premise of the marketing concept. However, at 
the present time, several barriers exist within 
higher education which prevent this from happening. 

First is the resistance to change. Such resistance 
is likely to be especially strong if there is a 
long history of product orientation, if marketing 
is confused with selling, and if there is the 
belief that marketing is "unprofessional." Since 
all of these factors are present within higher 
education, we can expect a high level of resis
tance. The implementation of a marketing orien
tation will bring change. Interest groups who 
preceive that such changes will work against them 
are likely to resist. Marketing requires that 
colleges and universities realign their mission to 
be responsive to changing environmental and 
societal conditions. Faculties of all disciplines 
and at all levels of higher education have not been 
noted for their willingness to change 1 especially 
at the "request" of administrators. 

A second barrier to the development of a true 
marketin orientation within higher education has 
been the short-term focus which has developed. In 
many cases, marketing activities are carried out 
within a crisis atmosphere. Clearly, on many 
campuses, the focus is next year's freshman class 
(Barton, 1978). Blackburn (1980) surveyed 446 
colleges and found that more than half had no 
long-range plan. Even when a plan exists, there is 
some doubt as to the extent that marketing factors 
were considered in its development. Yet long-range 
planning is essential to developing a true 
marketing orientation. Organizations must clarify 
their mission, set goals, and develop strategies. 
Although changing conditions may require that these 
long-range plans be periodically re-evaluated, 
long-range planning forces colleges to define 
themselves. 

This does not suggest that universities do not 
plan. Most are involved in planning budgets, 
curricula, new programs, schedules, fund raising, 
etc. Only a few, however, have been reported as 
engaging in strategic planning (Allen and Peters, 
1982). This is possibly due to a lack of expertise 
and experience or the fact that universities are 
not organized for such planning, as they are made 
up of highly interdependent units. A model for 
such strategic marketing planning in higher 
education has been proposed by other writers (Lamb, 
1984) • 

A third barrier is the lack of a solid, objective, 
informational base upon which to make decisions. 
Market planning can only be developed on the basis 
of research, yet most colleges and·universities 
have been slow to develop information-gathering 



tools. Without research, decision are likely to 

be based on intuition and previous experience. 
Merely to be acquainted with the existence of 
various market segments is not enough. Many 
organizations in society have learned that they 

cannot keep up with rapidly changing environments 

without some organized research and analytical 

effort. The same should be true within our 
sophisticated university structure. 

A fourth and final barrier has been the tendency 

to concentrate marketing activity and responsi

bility in one small segment of the organization. 
For the most part, marketing has been associated 

with admissions offices. There are two problems 
with this approach. First, although the admis

sions office has been "assigned" marketing 
responsibility, many of the decisions regarding 

enrollments lie outside of its control (e.g., 
tuition, quality of program, location of classes). 

Admissions officers are likely to rely too much on 

one tool within their control - promotion. Since 

true marketing has been removed from the decision

making arena, it is unlikely that marketing 
factors are paramount in making decisions. 

The total marketing program, with all its compo
nent parts, needs to be put together as a harmo

nious whole to bring about the desired exchange 
relationships. This does not mean taking control 

out of faculty hands. Neither should less cen

tralized control come into the picture. Univer
sity administrative personnel, as guided by 
committees made up of all constituencies of the 
institution, can be responsible for developing and 

implementing the holistic marketing program. If 

marketing is continually done on a piecemeal basis 

(as seems to be the situation in most cases), the 

program will not work and cannot be called market

ing in its truest sense. 

Conclusion 

The need for coordinated marketing programs in 

institutions of higher learning has been docu
mented by Allen and Peters (1982, 1983). The 

eighty college and university presidents that 

responded to the survey indicated that they have 

not developed a complete marketing plan and little 

direction is given toward the tactical initiatives 

that are taken by individual departments within 
the university. Marketing must not be seen as a 

series of isolated actions, but as an integrated 
activity having multiple dimensions. It is unfor

tunte, however, that so many articles have been 
written about how marketing has already been 

applied to higher education. In these attempts, 

there has been a lack of appreciation for all the 

tools of marketing, and how they can be combined 

to create an effective, well-planned, and ethical 

approach, not only to solving problems but also to 

enhancing already successful colleges and univer
sities. There is a need for institutions of 
higher learning to gain a deeper understanding and 
appreciation for the value and spirit of market-

ing. 

The controversy surrounding the use of marketing 

in hi~her education appears, to a large degree, 
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to be one of definition. The title for this 

article could well have been, "Marketing of Higher 

Education - You Can't Do It If You Don't know What 

It Is." The contribution which marketing can make 

will not be realized until educators develop a 
clearer understanding of the total marketing 
process. "We" must stop placing our blame and 

hopes on a limited and misleading definition. 
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A PRACTICAL APPLICATION OF STRATEGIC PLANNING AND POSITIONING FOR A 
MARKETING DEPARTMENT: START WITH CONSUMERS' EVALUATIONS 

Kenneth J. Burger, Univeristy of Virginia 
Sandra L. Schmidt, University of Virginia 

Abstract 

A number of authors have encouraged the use 
of strategic planning in institutions of higher 
learning. Strategic planning and positioning 
strategies are based on consumer information such 
as the value of and satisfaction with benefits 
received, as well as, images of and preferences 
for the institution and its products. This study 
was designed to gather and evaluate such informa
tion and suggest how it might be used to further 
the planning process in a practical manner. 
Alumni and industry representatives from firms 
that hired this school 1 s marketing alumni were 
included in the sample. 

Introduction 

While it may be safe to suggest that most 
marketing departments espouse the importance of 
strategic planning, choosing target markets, and 
positioning oneself to better compete in those 
selected markets, one might be dismayed by the 
lack of strategic planning that is reportedly 
taking place in most institutions of higher 
learning (Bailey 1983). This inconsistency might 
be explained with an age old argument: "Do as I 
say, not as 1 do." While such an excuse might be 
sufficient under unimportant circumstances, it 
hardly seems appropriate for or university managers 
who should be taking the issue quite seriously. 

Background 

A number of authors (Doyle and Newbould 1980; 
Kotler and Murphy 1981) have stressed the need for 
strategic planning in institutions of higher 
learning. Murphy (1979) has suggested that many 
of these institutions have an uncertain future due 
to changes in the marketplace. It appears that 
many institutions are still maintaining a produc
tion or perhaps sales orientation instead of 
trying, at the very least, to determine what needs 
and wants are being sought and by whom. In 
addition, it is clear that competition is increas
ing in the face of a diminishing market fueled by 
the decrease in prospective students, as well as 
the steep increases in the costs of education. 
For example, according to the U.S. Bureau of 
Census, the college age population will decline by 
25% by 1992. Further, it is estimated that 300 to 
500 of the nations 3000 colleges and universities 
may have to close in the next 10 years (Fiske 
1979). 

Although many institutions of higher learning 
would suggest that they are involved in marketing, 
these institutions, like businesses may in fact be 
going through the phases of a cycle which includes 
the production and sales orientation phases. In 
these phases, marketing takes on a secondary, 
promotional role, rather than a more complete role 
which should include strategic planning, target 
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market selection, and the development of a posi
tioning strategy. In the last phase of the cycle, 
characterized by increased competition and a move 
toward a marketing orientation, the key to 
survival will be to develop a strategy that will 
give the institution some type of advantage over 
their competitors (Berry and George 1975). 

While these introductory assessments could 
easily be applied to any department or school 
within the university setting, one should get 
one's own house in order before prescribing new 
approaches to a reluctant public. In that light, 
it seems realistic that the schools of business 
within the universities and, further, the market
ing departments within those schools should be 
taking the lead in this area. If we can not make 
use of our own theories and techniques, what basis 
do we have to convince others? 

Extending Bailey's (1983) definition of 
strategic planning, a marketing department should 
combine a marketing faculty's strengths and 
leadership capabilities with an analysis of 
trends, markets, and competition to come up with 
an academic strategy for that department. Stra
tegic planning and positioning is a combined 
effort to understand: what markets your department 
is serving, what services you are offering to 
these markets and with what success, 
and how to position yourself to these markets in a 
way that will give you a competitive edge. 

Increasingly, there is a need to evaluate 
where we have been and where we should be going. 
The logical place for the start of this evaluation 
is with a sound understanding of consumers. In 
many university settings, professors' and adminis
trators' inputs constitute the majority of curricu
lum evaluation. 

But this inward-orientation is not practicing 
the marketing concept. Several authors (Kotler 
1975; Kotler and Murphy 1981; Litten 1980; Murphy 
1979) have suggested that there are many publics 
(consumers) that need to be included in this 
evaluation process. For example, Murphy (1979) 
identifies a classificatory schema for higher 
education consumers which divides publics into 
internal consumers such as past students and 
current students and external consumers such as 
private industry, graduate schools, and government 
agencies. Murphy also suggests that several areas 
of research appear to be particularly important. 
Two of these focus on a more thorough analysis of 
alumni and anticipating demands of external 
consumers such as private industry. 

This particular study addresses both of these 
consumer groups. Marketing alumni can be a great 
source of information, especially in terms of the 
benefits received by matriculating through a 
curriculum. Including information from an external 
consumer group such as private industry provides 
appraisals from a different viewpoint. Involving 



industry in an appraisal of a program benefits 
everyone. It not only helps give direction for 
curriculum development and change, but also builds 
positive relationships with an important public. 
The results of this study should provide direction 
not only for this department 1 s planning process 
but in addition, point to general ways that 
marketing departments can use planning to better 
meet the needs of the marketplace. 

Objectives of the Study 

This study was designed to meet three major 
objectives. All three of the objectives were 
related to the on-going strategic planning process 
which was taking place within this particular 
department of marketing. The first objective was 
designed to collect information concerning satis
faction of the alumni with the marketing curricu
lum in general, the alumni's evaluation of the 
curriculum in terms as to skill development, and 
the evaluation by alumni of whether their level of 
development in those skills provided them a 
competitive edge compared to peer workers from 
other schools. 

The second objective was to collect similar 
information from companies who had hired marketing 
graduates fro)ll this business ' school. Company 
representatives were questioned about the market
ing curriculum as well as their impressions 
concerning the image of the school and the market
ing graduates hired by the ·company. 

The last objective focused On more specific 
issues of course content, their relevance, and 
overall value. Marketing core courses, marketing 
electives, other business courses and non-business 
courses were included. Also, the question of 
double majors (.to have one and which) was addres
sed. This information was much more institution 
specific. Objectives of such a specific nature 
will depend on the issues being raised during the 
planning process. In this instance, the school 
was considering a number of proposals to change 
the marketing curriculum. What is worth noting at 
this point is the focus on balanced information 
gathering. The input from sources outside the 
academic setting helped to bring into focus 
consumers' evaluations of potential changes. 

Research Method 

A dual research project was designed to 
access both alumni and employers. One question
naire was designed for marketing alumni from 
1975-1983. The second questionnaire was sent to 
all companies who had recruited marketing majors 
between 1975 and 1983. Both the information needs 
determination and. actual questionnaire design were 
based on secondary and primary sources. Secondary 
sources such as Murphy (1979), and Lindgren, 
Berry and Kehoe (1981) were used to . identify 
evaluative criteria as well as the job related 
skills used in the questionnaire. In addition, 
personal interviews with school administrators, 
faculty, and alumni provided insights into this 
school's strategic planning process and identified 
specific issues to be addressed by this study. 
Finally, both questionnaires were evaluated with 
several pre-tests in order to identify weaknesses, 
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inconsistencies, or other problem areas. 

Samples 

There were 48.3 marketing degrees awarded from 
our institution between 1975 and 1983, however not 
all addresses could be verified. Excluding 
pretests, 380 alumni were sent questionnaires. 
Returns totaled 183 for a response rate of 48%. 
The second questionnaire was sent to companies 
that had recruited marketing majors during that 
same time period. Responses from 30 of these 
companies comprised the private industry sample. 

RESULTS 

Description of Respondents 

Respondents in the alumni sample were equally 
dispersed among male/female. Closer examination 
of the sample revealed that alumni from 1981-83 
were predominantly female (57%) and the alumni 
from 1975-1980 were predominantly male (59%). As 
expected, the alumni from earlier years had higher 
salaries and had changed jobs more frequently. 
Job progression was evident with movement from 
sales to middle management to upper management 
jobs. As one would suspect, there was also 
movement among firms and some graduates actually 
left large firms to start their own businesses. 

Industries represented in the sample included 
retail (27%), financial services (23%), consumer 
products (13%), telecommunications (11%), beverage 
(7%), healthcare (7%), computers (7%), and others 
(5%). 

Alumni Responses 

Alumni were asked to evaluate the 
contribution of the marketing curriculum toward 
the development of 14 job related skills (see 
Tab le 1). Recall that the set of skills was 
developed from the secondary literature review as 
well as interviews with academic and industry 
representatives and was pre-tested to help insure 
that the list was representative of skills sought 
by industry employers. 

The overall results proved to be highly 
positive. Of the 14 skills, the marketing 
curriculum provided an above average contribution 
to the development of 11 of the skills and an 
average contribution to the other 3 (See Tab le 1). 
A five. point interval scale was used to measure 
contribution. The scale was anchored with "no 
contribution" on one end and "great contribution" 
on the other end. 

This information suggests that the marketing 
curriculum is contributing in a very positive 
manner to the development of skills that are 
considered important by alumni and industry. In 
addition, the study was designed to determine if 
the skills development fostered by the curriculum 
was perceived by alumni to provide an advantage to 
them in their job environment. This assessment 
was obtained by asking respondents to compare 
their level of skills at their first place of 
employment to their working peers from other 
institutions. 



TABLE 1 

Alumni Study 

Level of Contribution of Marketing Curriculum Toward 
Skill Development and Comparison of Skill Level Versus 

Peers in Job Setting 

SKILLS 
contribution toward 

development of these skills 
level of skills 

compared to peers 

Professionalism 
Oral Communication 
Written Communication 
Time Management 
Interpersonal Relations 
Leadership 
Creativity 
Negotiation 
Persuasion 
Planning 
Organization 
Problem Recognition 
Problem Solving 
Analytical Thinking 

Key: AA = Above Average 
A = Average 

Again, the overall results were very 
positive. The alumni felt that the level of 
development they achieved in 11 of the 14 skills 
were above average compared to the level of 
development of these skills in their counterparts 
from other universities (See Tab le 1). 

In addition, these alumni reported that the 
curriculum also provided them with a level of 
overall business knowledge that was above average 
compared to their counterparts from other institu
tions. This information provides evidence that 
the marketing curriculum helped the alumni prepare 
for the competitive situations they faced on-the
job and, hopefully, helped them to perform better. 

Not only did the alumni give the curriculum 
good marks in helping them prepare for the 
competitive arena, but these graduates also seemed 
pleased with the types and levels of jobs they 
were able to obtain after graduation. The alumni 
were asked to rate several facets of their jobs on 
a five point scale in terms of level of satisfac
tion. Responses for all factors were positive. 
Two factors, level of responsibility and opportuni
ty for advancement received mean scores of 4.6 and 
4.5, respectively (Factors included level of 
responsiblity, opportunity for advancement, 
challenging individual talents, training programs, 
salary and £rindge benefits). Lastly, respondents 
indicated that the learning experience provided by 
the marketing curriculum was a highly positive 
factor in helping them pursue their career goals. 
The mean value was 4.3 on a five point scale. 

Industry Representatives 

Company representatives were asked similar 
questions about the marketing curriculum in terms 
of skills enhancement. They were also asked 
questions about performance of graduates as well 
as their image of the school and their perceptions 
of the overall quality of the curriculum. 

First, industry rep's indicated that the 

AA 
AA 
AA 
AA 
AA 
AA 

AA 
AA 
AA 

A 
AA 
AA 

A 
A 
A 

A 
A 
A 

AA 
AA 
AA 
AA 
AA 

AA 
AA 
AA 
AA 
AA 
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performance of marketing alumni in their 
respective companies was a very important factor 
in their decision to continue recruiting at this 
institution. This information is supported by the 
fact that over two-thirds of the firms have been 
recruiting and hiring marketing alumni from this 
school for five or more years. Other factors 
which were identified as highly important in the 
recruiting decision process were curriculum 
content and academic reputation of the school. 

In coordination with the alumni questionnaire, 
the company rep's were asked to evaluate the 
curriculum in terms of overall difficulty and in 
terms of its contribution toward the development 
of specific skills. Note that the same skills 
identified in the alumni questionnaire were also 
used in this questionnaire. Company rep's gave 
above average scores to nine of the skills in 
terms of level of development (see Table 2). The 
other five skills received average scores in terms 
of development. 

Company rep's were also asked to identify the 
courses that best prepared students for jobs in 
their company. Excluding the core courses (princi
ples and marketing management), sales management 
and research were, by far, the most frequently 
chosen courses. 

Curriculum Issues 

The third objective of this study focuses on 
specific course evaluations as well as the value 
of these courses to alumni in terms of job prepara
tion. Of course, the results of this part of the 
study are department specific, however, some 
findings are presented to illustrate issues which 
should be of interest to all marketing departments. 

Information about the courses within the 
curriculum was gathered to serve several purposes. 
First, the questionnaire was designed to obtain 
alumni's overall evaluation of the value of each 
course toward their career. A five point scale 



was used to collect this information. Of the 
courses listed, marketing research received the 
highest overall evaluation. Sales management, 
promotions and product management were also given 
high marks. The results seem to indicate that 
alumni valued those courses most which provided 
information about specific areas in marketing 
rather than the courses that had more of a general 
focus such as marketing management. 

A second focus within this part of the study 
centered on a content evaluation of several 
courses. The marketing faculty felt it was 
necessary to obtain feedback from alumni before 
any substantive changes were made to these courses. 
For example, the marketing management and market
ing research courses were evaluated in terms of 
their contribution to the advancement of certain 
skills specific to each course. 

In terms of marketing management, three areas 
were most valued by the alumni group, those of 
increasing general business knowledge, improving 
the recognition of current marketing issues and 
sharpening communication and presentation skills. 
The course did not, however, offer much value in 
the areas of strategic planning and design. ln 
addition, alumni indicated a strong need for 
computer applications within the course. 

A similar analysis was conducted for 
marketing research. In general, the research 
course received high marks in advancing research 
design, client interaction, statistical analysis 
and interpretation, and conclusion and 
recommendation development skills. Questionnaire 
design and data collection and processing skills 
development were rated much lower. 

One can easily see how important this 
information is during any type of course 
evaluation and redesign activity. Obtaining the 
views of alumni brings an important and perhaps, 
more objective source of information into the 
evaluation process. Because professors are so 
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engrossed in courses and may have been the "prime 
developer" in certain instances, their views can 
certainly take on very real biases. Achieving a 
balance of evaluative information (especially from 
a consumer group) is one way to guard against 
one-sided decision making. 

One final focus of the third section of the 
study was to evaluate the need to support double 
majors. Alumni records indicated that the trend 
toward double majors has been on the increase over 
the last several years. Alumni were asked if, 
based on hindsight, the double major was useful 
and if so, what combination, with marketing would 
be recommended. The two areas of finance and MIS 
received strong support. Management was the third 
choice among possible double majors. Industry 
representatives were also asked if a double major 
would provide an advantage to the graduating 
student. Almost 85% of the responses were posi
tive. MlS was the most frequently mentioned 
double with Finance and Management tied for second 
place·. From a managerial perspective, this 
information is useful from at least two perspec
tives. First, this information can be made 
available to current students to help them to 
decide if and what combination of a double major 
would be advantageous for them. Secondly, curricu
lum designs can then be developed which make 
double majors a feasible alternative. Departments 
Proper planning should include the consideration 
of such changes and their impact upon the publics 
of the university. In this situation, the school 
might have based its decisions on this issue 
without the specific information gained from the 
marketing alumni. These decisions may have worked 
out. The point is, let's make the best decision 
possible. Proper planning identifies the key 
issues early on and allows for proper data collec
tion to feed into the decision process. Given the 
latest information, the school and department can 
forecast the demand for double concentrators, 
anticipate changes that need to be made and be in 
control of the situation. That should work 
together to plan overall course offerings as well 

Industry Representatives Study 

Key: AA 
A 

Perceptions of Marketing Curriculum's 
Contribution to Skill Development 

SKILLS CONTRIBUTION 

Professionalism 
Oral Communication 
Written Communication 
Time Management 
Interpersonal Relations 
Leadership 
Creativity 
Negotiation 
Persuasion 
Planning 
Organization 
Problem Recognition 
Problem Solving 
Analytical Thinking 

Above Average 
Average 
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AA 
AA 
AA 

A 
A 

AA 
AA 

A 
A 

AA 
AA 

A 
AA 
AA 



as details such as providing schedules which 
accommodate these types of students. 

CONCLUSIONS AND RECOMMENDATIONS 

Before any specific conclusions about this 
study are provided, one general observation is in 
order. The purpose of this study was to illus
trate that strategic planning and positioning are 
important and useful concepts for institutions of 
higher learning. This study is but one input of 
many which are necessary to provide the informa
tion which must be available for the process to 
successfully take place. Many of the insights 
gained are institution specific but the importance 
of obtaining key information from "consumers" of 
our product should be acknowledged by all of us. 
As marketing departments begin the process of 
evaluation, the views of current/past consumers 
should be sought and taken into consideration. 

The first objective focused on alumni and 
their feedback with respect to the value of the 
marketing curriculum. The results indicated that 
the curriculum was valuable to them in preparing 
them for advancement in their careers. They also 
were able to document the contribution of the 
curriculum to skills development as well as 
providing a measure of how well they were prepared 
versus peer workers from other institutions. The 
feedback from alumni suggests that the curriculum 
is successful in providing them with somewhat of 
an edge as they compete with others for job 
advancement and the fulfillment of other goals. 

This conclusion was strongly supported by 
industry representatives who indicated that they 
valued the graduates of this institution and 
placed a high value on many of the skills that our 
curriculum appears to foster. The information 
from both sources provides important feedback to 
the marketing department as well as the entire 
school. The school is learning a good deal about 
the target markets we are presently serving in 
terms of what they want and how well we are 
meeting their needs and wants. If the school 
chooses to continue targeting this market, the 
information will be extremely useful in continuing 
to develop a position for the school and department 
that will provide a certain distinctiveness and 
competitive edge. Feedback from industry represen
tatives indicate that the image of the school and 
the marketing curriculum are consistent with the 
maintenance of this very desirable position. 

In addition, the study provided information 
which can be used to strengthen the curriculum. 
This data is institution specific, but the concept 
of obtaining information on curriculum value, 
skills development, performance of graduate and 
image of the school and the department is critical 
if a valid evaluation of the current position of 
the school/department is to be accomplished. This 
information must help form the basis from which 
changes are developed. 

The final conclusion deals with information 
related to actual curriculum changes. These 
changes might be seen as tactical rather than 
strategic, however it should be recognized that 
strategic planning can incorporate this informa
tion. 
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Trying to evaluate the trend and importance 
associated with double majors is just one example. 
Proper planning should include the consideration 
of such changes and their impact upon the publics 
of the university. In this situation, the school 
might have based its decisions on this issue 
without the specific information gained from the 
marketing alumni. These decisions may have worked 
out. The point is, let's make the best decision 
possible. Proper planning identifies the key 
issues early on and allows for proper data 
collection to feed into the decision process. 
Given the latest information, the school and 
department can forecast the demand for double 
concentrators, anticipate changes that need to be 
made and basically, be in control of the 
situation. That is one of the primary benefits of 
proper planning. 

In summary, strategic planning is an on-going 
process which requires full time attention. The 
pay-off is the legacy that can be built as the 
decision makers within the institution make better 
decisions based on relevant information. This, in 
turn, should help position the institution where 
it wants to be with the competitive edge that will 
improve its chances for success. 
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AN EMPIRICAL ANALYSIS OF BUSINESS STUDENTS' ATTITUDES TOWARD MARKETING: 
IMPLICATIONS FOR MARKETING EDUCATORS 

Susan M. Petroshius, Bowling Green State University 

ABSTRACT 

This research examined business students' attitudes 
toward marketing. The results revealed that while 
business students generally had a favorable attitude 
toward marketing, differences emerged: (1) between 
marketing and non-marketing majors; (2) by whether a 
student was exposed to a marketing course or not; and 
(3) by the sex of the student. Implications for 
marketing educators are presented. 

INTRODUCTION 

Faced with declining rates of enrollment growth, many 
colleges and universities are recognizing the impor
tance of applying the marketing concept to their 
institutions and educators are stressing the value of 
taking a marketing perspective to higher education 
(Berry 1973; Abell 1977; Enis 1977; Weinraugh 1977; 
Hampton 1983; Hawes and Glison 1983; Taschian and 
Frieden 1983; McDaniel and Hise 1984). Following this 
perspective, educators are increasingly viewing stu
dents as consumers of educational services. As a 
result, much of the literature in Marketing Education 
focuses on student attitudes towards an array of issues 
including class scheduling (Friedman 1979), alternative 
course formats (Jolson 1982; Goret~ky 1984; Jolson and 
Dubinsky 1984), faculty advisors (Petroshius 1985) , 
faculty evaluators (Stutts and Thoede 1984) and a 
variety of other marketing and pedagogical issues 
(Hancock and Bell 1970; Dubinsky and Redelius 1980; 
Dudley and Swan 1982; Hasty and Bellizzi 1982; Tyagi 
1984). A somewhat neglected area, however, has been 
students' attitudes towards marketing itself. 

While studies have focused on students' attitudes 
towards advertising (Larkin 1971; Haller 1974; Surlin 

~9~:id~l:~l~~~~r~~!:S~t~e:::~:lt~9:~e:~;e is 

attitudes towards marketing. This gap is particularly 
noteworthy in light of the importance of knowing stu
dents' attitudes when developing and presenting the 
content of marketing courses, as well as the ability to 
recruit students in the marketing area. The one study 
(Keown 1982) exploring student attitudes toward mar
keting was limited in th.;tt it: (1) focused on a con
venience sample of business students. who were enrolled 
in marketing courses, and (2) focused narrowly on five 
attributes relating to marketing as a societal force. 
While the author eloquently pointed out the importance 
of the issue, no recent reported study has answered the 
additional questions that need to be addressed. For 
instance, what are business students' attitudes toward 
marketing's overall role in our business and societal 
enviromnent? Do marketing majors have a more positive 
attitude toward marketing than non-marketing majors? 
Do students who have been exposed to a marketing course 
have a more positive attitude than students. without 
this formal exposure to marketing? Are there differ
ences between male and female attitudes? This research 
attempted to answer these questions. 

OBJECTIVES 

The purpose of this study is to examine business 
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students' attitudes toward marketing. Specifically, 
the research objectives are: 

1. To determine business students' attitudes toward 
the role of marketing, its social and economic 
effects, and the social responsibility of 
marketing. 

2. To compare attitudes of marketing majors with atti
tudes of non-marketing majors. 

3. To compare attitudes of students who have taken a 
course in marketing with attitudes of students who 
have not taken a marketing course. 

4. To compare attitudes of female students with atti
tudes of male students. 

MEmOIJOLOGY 

Sample and Data Collection 

The final sample consisted of 230 undergraduate 
business students enrolled in a large midwestern 
university. The sample was drawn from a list of all 
College of Business undergraduate students enrolled 
during the spring of 1985 and telephone surveys were 
conducted. To ensure that students from each class 
rank were included, and that upperclassmen who would 
have been exposed to a marketing course would be 
adequately sampled, a disproportionate stratified 
sample was drawn. While the initial sample consisted 
of 315 students, the inability to obtain accurate phone 
numbers for 85 sample elements resulted in the final 
sample of 230, for a response rate of 73%. Specifi
cally, respondents consisted of 49 freshmen, 49 
sophomores, 72 juniors and 60 seniors. 

Survey Instrument 

Respondents were requested to indicate their degree of 
agreement to a series of 15, randomly ordered, Likert 
statements regarding their attitudes towards marketing. 
A 5-point scale was used, with 1 being strongly agree 
and 5 being strongly disagree. The statements were 
developed based on a survey of past literature and four 
focus group discussions with students. Of the 15 state
ments regarding attitudes toward marketing, 7 pertained 
to the overall role of marketing in society, 3 to the 
social effects of marketing, 3 to the economic effects 
of marketing, and 2 to the social responsibilities of 
marketing. Additional information was then obtained 
with respect to each respondents' major, sex, and 
marketing courses taken. 

FIND~S 

To provide an indicator of scale reliability, Cron
bach' s coefficient alpha was calculated to determine 
the internal consistency of the 15-item measure prior 
to the actual analysis. This procedure resulted in an 
alpha coefficient of .69, well within the acceptable 
range (Nunnally 1978). Thus, it was concluded that the 
variables provided· a reliable measure of students' 
attitudes toward marketing. Further, to lend support 
to the a priori classification of items conceptualized 
as tapping different dimensions of attitudes towards 



marketing, a factor analysls ~as performed on the 15 
items. As shown in Tabl e 1, four factors emerged with 
eigenvalues greater than one, accounting for 52.7% of 
the variation in the data. It should be noted that 
items 7 and 13 did not load heavily on factors 1 and 3, 
respectively, as originally conceived. However, since, 
overall, the factor analysis supported the a priori 
conceptualization, this classification of items is used 
in the presentation of the remainder of the analysis. 

TABLE 1 

FACIDR ANALYSIS OF DEPENDENT MEASURES: 
VARIMAX ROTATION 

Statements a Factor 1 Fac.tor 2 Factor 3 Factor 4 

1. Marketing benefits the consumer. (.5703)b .1172 .1931 .2266 
2. Overall, marketing is important (.7746) .0441 .2708 -.1083 

to business. 
3 . Overall, marketing helps people ( .5379) -.0327 .2563 .4038 

find and acquire the products 
they want. 

4. Marketing middlemen, such as (.7263) -.0159 -.0344 .1042 

retailers and wholesalers, 
provide a useful service. 

5. Marketing is a waste of (-. 7538) .2271 -.2056 .1565 

society's resources. 
6. Marketing is necessary to (.6508) -.0769 .0694 .1816 

conduct business. 
7. Demand for goods and services is .4506 .3353 .0128 .3986 

stimulated by marketing. 
8. In general, marketing results in .0733 ( .6668) -.0762 -.3377 

people being more m,aterialistic. 
9. Marketing attempts to get people -.2378 (.7082) -.0321 .0795 

to buy unnecessary goods. 
10. Marketers try to create consumer .1186 ( .5255) .3503 .0151 

needs. 
11. Marketing provides for a more .3212 .1311 { .6865) .0240 

competitive economic system. 
12. Marketing leads. to a greater .0789 .0150 { .7124) .2616 

variety of products. 
13. Higher prices are not the end .0761 -.3976 .4653 -.0205 

result of marketing. 
14. Most marketing practitioners -.0233 -.1377 .0026 (.7644) 

are socially responsible. 
15. One of the responsibilities .2410 .0228 .2304 { .5344) 

of marketing is to inform and 
educate the consumer. 

astatements are grouped here to facilitate the presentation of results. 
Statements were randomly ordered on the data collection instrument. 

bNote: All figures rounded to four decimal places. Factor loadings 
over .5000 are in parentheses. 

Business Student Attitudes 

Table 2 presents the mean response to the statements by 
marketing and non-marketing majors. A portrayal of 
business students' attitudes toward marketing is pro
vided by an examination of the mean scores of both 
groups. As shown, business students, overall, had a 
positive attitude toward marketing's role in society, 
agreeing that marketing benefits the consumer (state
ment 1), is important and necessary to business (state
ments 2 and 6), helps people acquire products (state
ment 3) and stimulates demand (statement 7). Further, 
they agreed that middlemen provide a useful service 
(statement 4) and disagreed that marketing is a waste 
of society's resources (statement 5). With respect to 
the social effects of marketing, students again held a 
rather favorable view. Inspection of the mean scores 
of both groups reveals that students disagreed that 
marketing attempts to get people to buy unnecessary 
goods (statement 9) and results in people being more 
materialistic (statement 8). However, students 
moderately agreed that marketing does try to create 
consumer needs (statement 10). 

Similar findings emerged with respect to the economic 
effects and social responsibility of marketing. While 
students agreed that marketing provides for a more 
competitive economic system (statement 4), leads to a 
greater variety of products (statement 12), and is 142 

responsible for info ~.nlng and educating the consumer, 
they moderately disagreed that higher prices are not 
the end result of marketing (statement 13) and that 
most marketing practitioners are socially responsible 
(statement 14) • 

Thus, it appears that students, overall, hold a rather 
favorable view of the importance of marketing and its 
role· in our societal and business environment. While 
not as strongly held, students also had a positive 
attitude toward the effects of marketing, both social 
and economic. However, it is interesting to note that 
while students believed marketing has consumer 
responsibilities, they did not feel that marketing 
practitioners are socially responsible. 

Marketing and Non-Marketing Student Attitudes 

With respect to the differences in attitudes between 
marketing and non-marketing majors, a t-test was 
performed on each of the attitudinal statements. An 
examination of these results and the mean responses in 
Table 2 reveals that while the direction of response to 
the statements regarding the role of marketing suggests 
both groups have a favorable attitude, the marketing 
majors level of intensity was greater. Further, the 
mean responses to three of the seven attitude state
ments (statements 2,3,5) in this classification were 
significantly different between marketing and non-

TABLE 2 

Attitudes Toward Marketing By Major 

Non 
Marketing Marketing 

Majors llajo:os 
{n a 49) (n = 181) 

ROLE OF MARKETING Mean8 Mean8 

1. Marketing benefits the consUmer. 1.76 1.87 
2. Overall, marketing is important 1.37 1.59 

to business. 
3. Overall, marketing helps people 1.86 2.16 

find and acquire the products 
they want. 

4. Marketing middlemen, such as 1.92 2.03 
retailers and wholesalers, pro-
vide a useful service. 

5. Marketing is a waste of society's 4.45 4.12 
resources. 

6. Marketing is necessary to conduct 1.84 1.98 
business. 

1. Demand for goods and services is 2.21 2.19 
stimuJ.ated by marketing. 

SOCIAL EFFECTS OF ~ 
8. In general, marketing results in 2.74 2.99 

people being more materialistic 
9. Marketing attempts to get people 3.63 3.18 

to buy unnecessary goods. 
10. Marketers try to create consumer 2.43 2.43 

needs. 

EaJNOMIC EFFECTS OF MARKETING 
11. Marketing provides for a more 1.69 1.66 

competitive economic system. 
12. Marketing leads to a greater 1.96 1.94 

variety of products. 
13. Higher prices are not the end 2.61 2.77 

result Of marketing. 

SOCIAL RESPONSIBILITIES OF ~ 
14. Most marketing practitioners 2.59 2.69 

are socially responsible. 
15. One of the responsibilities 1.92 2.00 

of marketing is to inform and 
educate the consumer. 

~ scores are calculated on the basis of !-··strongly Agree"' and 
5-"Strongly Disagree" 

bp < .10 

cp < .OS 

dp < .01 

t-value 
-o.75b 
-1.75 

-2.26c 

-o.91 

2.8sd 

-1.00 

0.06 

-o.33 

2.63d 

0.02 

0.23 

-o.19 

-o.94 

-o.76 

-1.34 



marketing majors. Of the remaining eight statements, 
the only other statement that generated a statistically 
significant difference between the two groups was state
ment 9, that marketing attempts to get people to buy 
mmecessary goods, with marketing majors'more strongly 
disagreeing. Moreover, while the difference is not 
statistically significant at the .10 level, marketing 
majors more strongly agreed that it is a responsibility 
of marketing to inform and educate the consumer 
(statement 15) • 

Overall, while the differences in attitudes between 
marketing and non-marketing majors is not substantial, 
the results of the study do suggest that marketing 
majors have more favorable attitudes toward marketing 
than do their non-marketing counterparts. As pointed 
out by Keown (1982), this finding is consistent with 
role congruency theory (Gross et al 1965) which sug
gests- that marketing students responding negatively 
to statements about marketing would, result in role 
dissonance. 

Differences in Attitudes by Courses Taken 

To determine if a formal exposure to marketing in a 
course context had any impact on students' attitudes, 
the mean responses to the 15 statements were calculated 
for students who had taken the principles of marketing 
course vs. those who had not taken the course. 

TABLE 3 

Student Attitudes Toward Marketing By 
Whether Principles of Marketing Course Taken 

Students With Students Without 
· Courses Courses 
~ (n=105) 

BOLE OF !IABKETING Mean8 Mean8 t-value 
1. Marketing benefits the consumer. T.8s l:li'l -----o:42 
2. OVerall, marketing is important 1.55 1.50 0.49 

to business. 
3. OVerall, marketing helps people 2.00 2.10 -o.u 

find and acquire the products 
they want. 

4. Marketing middlemen, such as 1.94 2.06 -o.96 
retailers and wholesalers, pro-
vide a useful service. 

5. Marketing is a Waste of society's 4.25 4.15 0.80 
resources. 

6. Marketing is necessary to conduct 2.00 1.87 1.17 
business. 

7. Demand for goods and services is 2.30 2.04 2.09c 

stilllllated by marketing. 

SOCIAL EFFECrS OF lfARKETIIC 
8_. In general, marketing results in 3.14 2.81 2.43° 

-le being more materialistic 
3.86d 9. Marketing attempts to get people 3.54 2.96 

to l>uy umecessaey goods. 
2.99d 10. Maxketers try to create consumer 2.60 2.18 

needs. 

EalNCMIC l!Fl'ECrS OF lfARKETIIC 
1.78b 11. llsrlteting provides for a more 1.74 1.55 

_ competitive ec:on<llllic system. 
u; llsrlteting leads to a greater 1.94 1.90 0.45 

variety of products. 
13. Higher prices are not the em 2.68 2.78 -o.72 

result of marketing. 

SOCIAL lll!SPONSIBILITIES OF lfARKETIIC 
14. Most marketing practitioners 2.66 2.67 -o.07 

are socially responsible. 
2.61d 15. One of the responsibilities 1.89 2.19 

of marketing is to iofom and 
educate the consumer. 

--., scores are calculated on the basis of l•"Strongly Agree" and 
5-"Strongly Disagree" 

bp < .10 

cp < .05 

dp < .01 
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Subsequently, a t-test was performed to determine if 
there were any significant attitudinal differences 
between the two groups. The results of this analysis 
are presented in Table 3 . As shown, significant 
differences emerged with respect to six of the fifteen 
statements. Interestingly, students who had taken a 
course in marketing significantly differed from 
students who had not taken a marketing course on all 
three statements relating to the social effects of 
marketing (statements 8, 9,10), expressing a 
consistently more positive attitude toward marketing on 
this dimension than their counterparts who had never 
been exposed to a marketing course. Further, students 
having taken a marketing course more strongly agreed 
that informing and educating the consumer is a 
marketing responsibility (statement 15). While these 
differences suggest that those who have completed a 
course in marketing express a more favorable attitude 
toward marketing, these students also less strongly 
agreed that marketing stimulates demand for goods and 
services (statement 7) relative to students who have 
not taken the course. 

Differences in Male and Female Attitudes 

The mean response of both male and female attitudes 
toward marketing are presented in Tab le 4. As shown, 
there was little difference with respect to male and 
female attitudes toward the social effects of mar
keting. With respect to the role of marketing and its 
economic effects, significant differences emerged on 

TABLE 4 

Attitudes Toward Marketing By Sex 

Males Females 
(n = 102) (n ~128) 

ROLE OF liABKETlNG Mean a Mean a 

1. Marketing benefits the consumer. 1:'92 1.80 
2. Overall, marketing is important 1.61 1.48 

to 'business. 
3. Overall, marketing helps people 2.25 1.97 

find and acquire the products 
they want. 

4. Marketing middlemen, such as 2.00 2.02 
retailers and wholesalers, pro-
vide a useful service. 

5. Marketing, is a waste of society's 4.21 4.18 
resources. 

6. Marketing is necessary to conduct 1.97 1.93 
business. 

7. Demand for goods and services is 2.32 2.10 
stimulated by marketing. 

SOCIAL l!Fl'ECrS OF lfARKETIIC 
8. In general, marketing results in 2.92 3.03 

people being more materialistic 
9. Marketing attempts to get people 3.33 3.23 

to buy unnecessaey goods. 
10. Marketers try to create consumer 2.44 2.41 

needs. 

:ElXHI!IC l!Fl'ECrS OF lfARKETIIC 
11. Marketing provides for a more 1.74 1.62 

competitive economic system. 
12. Marketing leads to a arester 2.07 1.84 

variety of products. 
13. Higher prices are not the end 2.72 2.75 

result of marketing. 

SOCIAL RESPONSIBILITIES OF liABKETiliG 
14. Most marketing practitioners 2.87 2.51 

are socially responsible. 
15. One of the responsibilities 2.21 1.91 

of marketing is to inform and 
educate the coDSUIIIer. 

"Mean scores are calculated on the basis of l~"Strongly Agree" and 
5-"Strongly Disagree 

bp < .05 

cp < .01 

t-value 
T.i3 

1.04 

2.45° 

-o.l3 

0.23 

0.35 

1.59 

-o.79 

0.58 

0.19 

1.00 

2.07b 

-o.26 

3.33° 

2.46c 



only two of the 10 statements measuring these d:lmen
sions. In both cases, female students expressed a more 
favorable attitude toward J;Darketing than male students. 
Specifically, female students more strongly agreed that 
marketing leads to a greater variety of products (state
ment 12) and helps people find the products they want 
(statement 3). Further, female students not only more 
strongly agr~d that it was the responsibility of mar
keting to inform and educate the consumer (statement 
15), but that most marketing practitioners are socially 
responsible (statement 14). Thus, it appears that, 
overall, female students held a DiOre positive attitude 
toward marketing. This finding is particularly note
worthy in light of past research regarding the differ
ence between male and female attitudes specifically 
toward advertising which suggests that female students' 
perceptions of advertising are less favorable than male 
students (Dubinsky and Hensel 1984). 

CONCLUSIONS AND IMPLICATIONS 

The results of this study suggest that, overall, busi
ness majors have a favorable attitude toward the impor
tance of marketing and its functions, as well as its 
social and economic effects. This finding generally 
held true regardless of whether the student was a 
marketing major or majoring in some other area in 
business, although marketing majors held more favorable 
attitudes than their non-marketing counterparts. With 
respect to the social responsibility of marketing, both 
marketing and non-marketing majors expressed the belief 
that marketing practitioners are not socially respon
sible. Further, whether or not a student had taken a 
course in marketing appears to have influenced atti
tudes toward marketing. Significant differences 
emerged between those students who had taken the prin
ciples of marketing course compared to students not 
having taken the course. In particular, students hav
ing taken a marketing course hel4 more favorable views 
toward the social effects of marketing and, overall, 
the direction of the differences suggest that students 
emerge from a marketing course with a more favorable 
attitude. Finally, male and female students differed 
in their attitude with female students expressing a 
more favorable attitude. 

While the generalizability of the results is limited 
since the study population represents students from 
only one public university, this study nevertheless has 
important implications for the marketing educator. 
First, the results of this research suggest that stu
dents having taken a course in marketing tend to have a 
more favorable attitude toward marketing and, in partic
ular, the social effects of marketing. Thus, if mar
keting educators are concerned with attracting top 
quality students, requiring a principles of marketing 
course for all business majors, and encouraging stu
dents in other disciplines to take the course, may be 
beneficial. ' 

A second implication pertains to the nature of the 
discussion in the marketing principles course. Despite 
the fact that differences emerged between subgroups of 
students examined, overall, all students surveyed had a 
favorable attitude toward the role of marketing and its 
importance to society and business. The primary areas 
of concern, however, are those factors relating to the 
social and economic effects of marketing, as well as 
the social responsibility of marketing practitioners, 
particularly among those students not yet exposed to a 
principles of marketing course. Marketing educators, 
cognizant of this fact, should devote a greater portion 

of class time discussing these issues and less class 
time justifying the importance of marketing. Since 
students already have a positive attitude toward this 
dimension of marketing, limited class time may be 
wasted on this issue. Rather, marketing educators can 
make better use of their time by focusing on those 
areas that may have a greater impact on students' 
overall attitudes toward marketing. 

Finally, marketing educators and textbook authors need 
to stress the more positive aspects of marketing which 
may be important in encouraging students to pursue a 
career in the area. For instance, emphasizing the 
trend toward increased social responsibility, and 
prov!ding examples of this, will indicate to students 
that while perhaps there are still justifiable criti
cisms with respect to the social responsibility of 
marketing practitioners, progress has, and will con
tinue, to be made. This positive approach may have a 
significant impact on student attitudes toward mar
keting and possible careers in the area. 
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INFORMATION OF USE TO NEW DOCTORATES INTERESTED IN PUBLISHING IN MARKETING JOURNALS 

Gary L. Clark, Northern Illinois University 

Abstract 

A total of 359 articles from eight marketing jour
nals were surveyed to determine authorship of 
articles and the employment affiliation of the 
articles' author(s). The results suggest that 
some institutions have faculty who favor publish
ing in certain journals used in the present study. 

Introduction 

Publication in refereed journals is a primary 
criterion for promotion, tenure, and monetary 
rewards for individuals in the academic system 
(Marquardt and Murdock 1983). A major objective 
of the present research was to provide information 
about marketing journals that might be used by 
recent doctorates to improve their chances of 
being published in these journals. 

The primary purpose of the present research was to 
answer two questions: (1) Which institutions have 
faculty who are actively engaged in publishing in 
refereed journals; and (2) are certain journals 
dominated by authors from certain schools? 

Method 

The following journals were analyzed: (1) Indus
trial Marketing Management; (2) Journal of AdVer
tising; (3) Journal of Advertising Research; 
(4) Journal of Consumer Research; (5) Journal of 
Marketing; (6) Journal of Marketing Education; 
(7) Journal of Marketing Research; and (8) Jour
nal of Retailing. Main section articles frcnn-Bix 
recent issues of each journal were coded as to 
author's academic rank, occupation, employment 
affiliation, and the number of individuals listed 
as an author or co-author. 

Results 

Faculty at 35 institutions produced four or more 
different articles in the journals analyzed. The 
faculty from these 35 schools authored or co
authored nearly seven out of 10 articles appearing 
in the eight journals analyzed. The 10 schools 
whose faculty produced the most different articles 
were: NYU (14); Texas, Columbia and Illinois (all 
with 13); Ohio State (11); Wharton (10); Texas 
A&M, Northwestern, Wisconsin, and Baruch (all with 
9). In some instances, certain journals were 
dominated by faculty at a few institutions. In 
the JMR, nearly 3CV. of the authors were from five 
schoOlS. For the JCR, with 101 authors listed, 
one-third were affiliated with six schools. The 
JR listed 63 authors and nearly 4CV. were from 
seven schools. Eleven schools accounted for 4CV. 
of the authors listed in the JM. 
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The data in Tab le 1 show that for four of the 
journals, JM, JMR, JCR, and the JR, over half of 
the authors-were-fro,;-one of the~op 35 schools. 
The JA contained the smallest percentage (21%) of 
authors from the top 35 schools. 

TABLE 1 
THE PERCENTAGE OF AUTHORS 

FROM THE TOP 35 SCHOOLS 

AUTHORS PERCENT-
NUMBER OF FROM AGE FROM 

JOURNAL AUTHORS TOP 35 TOP 35 
(Six Issues) LISTED SCHOOLS SCHOOLS 

JM 101 64 63% 
JR 63 38 6CV. 
JMR 101 60 59% 
JCR 101 53 52% 
JAR 66 26 39% 
JME 72 21 29% 
IMM 92 24 26% 
JA 62 29 21% 

Summary and Conclusions 

The results suggest that new doctorates face the 
stiffest competition when they submit articles to 
four of the journals analyzed: JM, JMR, JCR, and 
JR. These journals are dominate~by-allthors from 
a-few institutions. At second and third tier 
schools, administrators' expectations that new 
doctorates should be publishing in marketing's top 
journals may be unrealistic. New doctorates 
should be encouraged to write articles for jour
nals where there is a realistic expectation the 
article will be accepted. Having an article 
rejected for publication may build character, but 
having an article accepted builds confidence that 
other acceptable articles can also be produced. 
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IN SEARCH OF AN INTERNATIONAL 
MARKETING CURRICULUM 

Gerald M. Hampton, Seattle University 

Abstract 

Exploring the future is an essential aspect of any 
long range planning effort. In this paper, plan
ning for an appropriate international marketing 
education curriculum is the objective. The author 
uses the Delphi Method to identify the probable 
future needs in international marketing education. 
The predictions are divided into four broad cate
gories and related to one possible curriculum. 

Introduction 

Today, we live in an international-oriented soci
ety. All of us are constantly being subjected to 
the pressures of international political, techno
logical, cultural, social and economic change. 
This experience, effecting each of us, is often 
referred to as the "great transformation of West
ern Civilization." In such times, where the old 
ways of doing things seem to be dysfunctional and 
where many developments are still in the formative 
stages, our images of educational futures we seek 
become critical. 

Toffler suggested that all education comes from 
the images we have about the future (Toffler 
1974). This seems reasonable and if we lack know
ledge about a probable future, we most certainly 
will lack any guidelines to assist us in reaching 
it. Once we do make predictions about a future, 
we are in fact presenting a plan for action. If 
accepted, this plan will initiate processes which 
will offer alternatives on how to adapt to the 
changing conditions. 

As internationally oriented marketing scholars and 
teachers, the future images we develop for our 
discipline are likely to determine its fate for 
decades to come. The future images of interna
tional marketing are in the early stages of devel
opment and are unclear. Consequently, it is time 
for us to develop a probable future for interna
tional marketing education, for after all, we are 
the ones who will have to work, teach and re
search in it. 

Study Objectives 

From the academic and business school perspective, 
the image projected by international marketing is 
one of an "area of low interest" (Hampton and Van 
Gent 1984). There appear to be two reasons for 
this perception. First, when compared to other 
areas of marketing, there is clearly a lack of 
published res~arch in the area. Secondly, the 
number of business schools offering international 
marketing courses is relatively low. In addition, 
there appears to be a paucity of teaching mater
ials developed for international marketing 
courses, as well as a general lack of an interna
tional orientation in basic marketing management 
textbooks. 
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This contrast between the growing importance of in
ternational marketing activity and the lack of bus
iness school emphasis is one indication of an un
clear image of the future for international market
ing education. The purpose of this research is to 
determine and examine the major future dimensions 
of international marketing education. This paper 
presents some of the early findings from this re
search. This concern for long range changes and 
directions is to assure that the international mar
keting concepts, analytical tools and organization
al procedures being developed, researched and 
taught today, will be relevant tomorrow. 

To accomplish this objective, two areas were add
ressed. They were: 

1. International Marketing Environmental Futures. 
What are the characteristics of the most pro
bable world by the year 2000! How will these 
characteristics impact on international marke
ting activities? 

2. Educational Futures. Given the images of the 
future, what concepts and skills should inter
national marketing education seek to develop? 
What instructional methods will be most ap
propriate? 

Methodology 

In order to forecast the future environment of in
ternational marketing and its educational needs, 
the Delphi technique was used. Basically, the 
Delphi Method attempts to bring together a group 
of experts in a conference call or "seminar" set
ting. Anonymity of the panel prevents the power 
of some members of the panel from unduly influenc
ing or swaying the opinion of the other panel mem
bers. The Delphi Method summarizes the responses 
to one round of questions and provides this infor
mation to the survey panel with the next succes
sive round of questions. This procedure allows 
the experts to remain anonymous but still communi
cate with each other in a limited fashion. Delphi 
has been successful in determining where genuine 
agreement about changes does exist. In addition, 
its accuracy and reliability as a forecasting tool 
has been established (North and Pyke, 1969). 

Because Delphi offers decision makers a systematic 
approach for predicting change that is too little 
understood or too nebulous for more objective 
forecasting approaches, we use it as the method to 
forecast changes and educational needs facing in
ternational marketing in the remainder of the 20th 
Century. 

Questioning Procedure 

In Round I, the study was introduced to each re
spondent who was asked to answer in detail two 
questions. These questions were: 

Question One: To operationalize the environmental 



futures objective outlined previously, each indi

vidual was asked to list five aspects of the in
ternational environment that will change most dur

ing the next twenty years. In addition, the re
spondents were asked to indicate in what signifi

cant ways each of these changes will impact on in

ternational marketing activities. 

Question Two: International marketing educational 

futures was operationalized as follows. Respon

dents were asked to list five aspects of interna

tional marketing education that will be most need

ed in the next twenty years. It was suggested 

that these include, but not be limited to, con
cepts, topics, and/or skills that educators should 

seek to develop in students. 

The Round II questionnaire consisted of responses 

from Round I. These responses were reduced, elim

inating duplications, and ·consolidated, making 

Round II. For question one, respondents were 
asked to evaluate the impact of change if it oc
curs and what is the likelihood of the change oc

curring. For question two, respondents were 
asked to evaluate each education statement in 

terms of an importance scale. 

Panel Members 

The current panel of international marketing scho

lars and business people consists of 93 individ
uals. The initial panel set was made up of those 

individuals invited to the March 1983 Internation

al Marketing Conference at the Marketing Science 
Institute and individuals who responded to an 

"interested in international marketing" inquiry in 

the Marketing News. On the current panel there 
are 34 practitioners and 45 academics. During 

Round I, each panel member was asked for his/her 
recommendation of scholars and practitioners to 

be included in the study. It is through this pro

cess that we will attempt to identify a widening 

circle of scholars and business people who are in

terested in and are working in the field of inter

national marketing. 

Analyzing the Delphi Survey Data 

The.Delphi technique consists of a basic set of 

steps to follow in collecting data; however, there 

are not standard methods of analyzing the data 

once collected. The analysis depends primarily 
upon the objectives of the study and the perspec

tive of the researcher conducting the study. A 
professor of marketing, a marketing manager, and a 

government staff economist would probably use dif

ferent viewpoints and follow different procedures 

in interpreting the data. Therefore, it should be 

remembered that the criteria used to group state
ments, assess consistency and judge agreement are 

not the only criteria which could have been used. 

The Preliminary Findings 

This section contains Round I and II data, re

ceived from 35 members of the current panel. 

(Round III will be conducted later.) Furthermore, 
it is limited to the second question of the study. 

This question concerns the educational futures of 

international marketing. Therefore, it should be 

considered as illustrative of possible outcomes. 
The respondents' 39 predictions regarding inter-
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national marketing futures were grouped into four 

broad categories. The categories are presented in 

Ta bles 1-4 , and are discussed below. 

Non-Business Areas of Study: Tabl e 1 

This first category, generated and evaluated by 
the panel, contains five knowledge areas generally 

not considered to be topics or subjects taught in 

marketing or other business courses. The first 

two areas, deemed quite important (1.8 on a 1 to 7 

scale with one being very important) are cultural 

studies and communication skills (See Tabl e 1). 
One panel member said, regarding culture, this 

area is "obvious, but often neglected in interna
tional business education, especially in any 
depth." One panel member pointed out, "To a large 

extent world trade depends upon trust and mutual 

understanding, and to achieve it, you must recog
nize your partners' as well as your own back

ground." Another said, "This subject has been 
stressed in negative, not positive, terms." Re

garding communications skills, most comments 
stressed that this is a central item in all busi
ness education, and especially inadequate today in 

the U.S. educational system, but extremely import

ant when dealing with people from other cultures. 

The other three areas of knowledge seen as import

ant are foreign language skills, knowledge of pol

itical systems and area studies. Most of the com

ments focused on language skills. One panel mem
ber said, "Most important and a key factor for de

veloping cultural sensitivity." Another said, "It 

is very much underplayed in the U.S., but we too 
must join the rest of the multi-lingual world." 

These findings are similar to other views (Mulvi

hill 1981 and Dymsza 1982). While the recommen
dations here, like others, are general, they do 

suggest certain fundamental changes in the direc

tion of present business education. For example, 
these five knowledge or subject areas are not nmv 

being offered or required by business schools. It 

is interesting to note that these areas lie out

side, not only the marketing discipline, but the 

whole field o& business. From the panel members' 

comments, one can conclude that these five areas 
are considered minimum background requirements for 

study in any area of international business. In 
this context, we might suggest it is time to do a

way with the term "international marketing" and 
replace it with something like "marketing aspects 

of international business." This is further sup
ported by the results presented in Tabl e 2. Here 

we see ten knowledge areas of business that lie 

outside of the marketing discipline, but viewed as 

important for the international marketipg student. 

These might be classified as the basic or core 
subjects required of all international business 

and marketing students. 

One final note regarding this non-business subject 

area. When these five areas are compared in terms 

of ranking with the others, they are deemed most 

important. In Tab l e 5, which lists the ten most. 
important areas of study, these five non-business 

areas are included. In fact, cultural studies 

and communication skills are ranked numbers one 
and two. Foreign language is ranked number five 
while political systems and area studies are 

ranked numbers nine and ten. The implication 

here is that these five areas are essential back-



ground subjects for all students studying an area 
in international business. 

Business: Non-Marketing Areas of Study - Tabl e 2 

In this category, ten of the 39 recommendations 
were placed. These ten consisted of subjects gen
erally offered in a variety of business school 
courses, but not marketing. The area deemed most 
important was negotiating and bargaining skills 
followed by management skills to deal with people 
involved in international operations. The com
ments across these areas indicate several things, 
First, international courses in several business 
areas would probably be necessary. For example, 
one respondent commenting on management skills 
needed to deal with people who are involved with 
international operations said, "An international 
management course should take care of this con
cern." Courses in international finance and eco
nomics might also be desirable. Second, many of 
the subjects suggested here can, and are, covered 
in the introduction to international business 
courses, One comment appropriate here is, "This 
is a general motherhood category and can be cov
ered in any introduction to international busi
ness class." Third, the subject areas recommended 
here tend to be broad general knowledge areas. As 
such, they seem to be seen as the necessary inter
national business background for the study of mar
keting aspects of international business. Over
all, the implication here seems clear. Before one 
seriously studies the subject of international 
marketing, one needs an elementary understanding 
of international business. 

Business: Marketing Areas of Study - Table 3 

This category contains twenty subject or knowledge 
areas. All areas were judged to be important for 
the student of international marketing, except 
perhaps the last three, international franchising, 
import/export regulations which were judged as 
neutral, and rules, regulations and operations for 
international transportation. Based on the com
ments in these areas, it was decided to sub-divide 
this category into four groups. 

The first two are called traditional and neglected 
groups. They are as follows: 

Traditional Group 

#1 Global stragetic marketing planning 
#8 Marketing framework 
#9 Evaluation methods 

#11 Consumer adoption process 
#12 Government's influence 

Neglected Group 

#3 Competitive analysis 
#5 International services 

#13 Marketing to governments 
#17 Social impact of marketing 

The traditional group is made up of subjects gen
erally covered in the international marketing 
course. Such a course, as well as the popular 
texts of Keegan, Terpstra and Catora, are struc
tured around area number eight, the analytical 
framework of marketing - target marketing, market
ing mix and marketing research. In addition, the 
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course usually includes a section on culture, plan
ning and governments' role and impact on interna
tional operations. 

While the panel judge these traditional subjects as 
important, they see four additional areas that need 
more emphasis. This neglected group has four top
ics - #3 competitive analysis, #5 international 
services, #13 marketing to governments and multi
national agencies, and #17 the impact of marketing 
on social systems. The findings suggest that while 
the first international marketing course should 
continue to be structured according to the analy
tical framework of marketing, more emphasis needs 
to be placed on global strategic planning, global 
competitive analysis and the marketing of services 
internationally. 

The remaining two groups are shown below. They 
have been called the new course and how-to groups. 

New Course Group 

#2 Comparative market studies 
#6 Export marketing planning 
#7 Marketing research aspects 

#10 Marketing research aspects 
#14 Marketing research aspects 
#19 Regulation for export/import 
#20 Rules for international transport 

How-to Group 

#4 Trans-national promotion 
#15 International sales skills 
#16 Role of intermediaries 
#18 International franchising 

The new course group offers the possibility of 
three courses in addition to the first internation
al marketing course, as part of the international 
marketing curriculum. One would be international 
marketing research., another would be a comparative 
marketing course, and the third would be a course 
in exporting. The comments in this area indicate 
that the marketing research and exporting course 
should be highly practical. One panel member said 
that knowledge of exporting would be more valuable 
to more students than anything else offered in an 
international marketing curriculum. The compara
tive marketing course was seen as more conceptual 
in nature; panel members said it should be designed 
to help students understand the differences and 
similarities in behavior across markets. One pan
el member said that this area or course might be 
the proper place to emphasize the cultural aspects 
of international operations. 

The how-to group contains subjects many panel mem
bers felt could best be learned on the job. One, 
referring to international sales skills said, 
"While certain principles can be presented in a 
class, the how-to is more important and is best 
learned on the job." The same applies to trans
national promotion (especially advertising), role 
of intermediaries and international franchising. 

Overall, the panel judged most of the subjects in 
the category to be important to the student of in
ternational marketing. While many of the subjects 
were presently part of most international market
ing courses, and should remain so, some panel mem
bers see certain areas as neglected, and therefore 



in need of more emphasis. Some subject areas of
fer the opportunity for additional courses, while 
certain knowledge is perceived as best learned on 
the job. 

Other Aspects of Internationa Education - Tabl e 4 

In this category we have placed four areas that 
suggest how one might acquire international busi
ness knowledge and experience. These areas are 
quite familiar, used in many business school pro
grams, and as such, require no explanation. 

Implications 

Several observations are made based on these pre
liminary results. First, it is interesting to 
note that many of the subjects or knowledge areas 
panel members felt important for students lie out
side of the marketing discipline- 15 out of 39. 
In addition, the subject areas deemed most import
ant of all lie outside of the business discipline
cultural studies, communication skills and foreign 
language ability. Secondly, many of the areas 
judged most important are not now required of bus
iness majors. Thirdly, in the marketing category, 
there is a call for a more practical application 
of marketing concepts to international markets, 
such as export marketing. 

Based on these results, the marketing curriculum 
for the future business executive might look like 
the following: 

Background Knowledge: Culture study, communica
tion skills, foreign language, political systems 
and area studies. These would provide the neces
sary background to begin the study of the environ
ment of international business. 

International Business Core Subjects: A broad 
general course in international business covering 
such topics as the international monetary system, 
the new international economic order and risk an
alysis. In addition, there would be an interna
tional management course that included such top
ics as negotiating and bargaining skills, and man
agement skills to deal with people involved in in
ternational operations. Ideally, there would also 
be a course on the management of change and an in
ternational business ethics course. 

Marketing Aspects of International Business Sub
jects: Courses might include international mar
keting, international marketing research, export 
market planning, and comparative market systems. 
In addition, one would encourage students to take 
part in international exchanges and internships. 

Such a curriculum would be broader, be practical 
as well as conceptual and be more in depth than 
presently offered to students in marketing. It 
would require not only marketing courses, but a 
broad general international background course of 
study. 
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TABLE 1 

NON-BUSINESS AREAS OF STUDY 

MEAN 

Culture and culture differences in l.B 
human affairs and behavior 

-Written and oral conmuniciticin ski 11 s 1.8 

Education in at least one foreign 2. 3 
lan~uage 

Political systems and the workings of 2.5 
foreign goverrvnents 

Area studies that outline the world context 2.5 
for business, government and society 

TABLE 2 

BUSINESS: NON-MARKETING AREAS OF STUDY 

~ 

1.1 

1.3 

1. 9 

1. 2 

1.5 

1. Negotiating and bargaining skills 2.4 1.1 

2. Management skills to deal with people 2.5 1.5 
involved in international operations 

3. Political skills needed for risk, trade- 2.6 1.2 
off analysis and fo_r~ca·sting international 
operations 

4. Study the management of and planning for 2.6 1.4 
change 

5. Familiarity with the new international 2.8 1.3 
economic order 

6. Legal envirorvnents of international and 2.9 1.4 
foreign marketing 

7. Familiarity with the structure of t~e 3.0 1.2 
current international monetary system 

8. International business ethics 3.2 1.5 

9. The teamwork approach to management 

10. The benefits and advantages of the free 
enterprise system 

3.2 1.5 

4.' 1.7 



TABLE 3 

BUSINESS: MARKETING AREAS OF STUDY 

MEAN ~ 

1, Global stra:egic market planning with 1.9 .8 
multiple scenari~ aMlysj< •nd related 
techniques 

2. More emphasis on comparative market studies 2.1 1.1 

3. International competitive analysis 2.1 1.2 

4. Trans-national promotion, especially 2.3 1.3 
when crossing different cu 1 tures and 
ia~guag~s 

5. The marketing internationally of services 2.4 1.2 

6. Export marketing pl~ing 2.6 1.2 

7. Research methodology with emphasis on 2.6 1.4 
conducting and analyzing data from different 
markets 

8. In-depth emphasis on the fundamentals- target 2.6 1.6 
marketinq, and marketing mix variables 

9. Evaluation methods for the performance of 2.6 1.1 
international marketing activities 

10. Use of non-traditional sources for market 
research 

11. Consumer adoption process internationally 

12. Government's influence over trade-exports 
and imports 

13. Marketing to governments and multinational 
agencies 

14. Marketing research in developing nat~ons 

15. International sales and sales promot~on 
techniques/ski 11 s 

16. The role an:! funct~Of'l •·; in•.crna·~i?~<~ 
marketin~ intermediaries (ex~ort hO[SCS, 
freight forward~rs etc.) 

17. Impact marketing has on the social system 

18. Aspects of international franchising 

19. Rules, regulations, and ~rocedures (letters 
of credit, etc) concerned with exporting 
and importIng 

20. Rules, regulations, and operations for 
international tr.il.nspcrtation. 

TABLE 4 

2.7 

2.8 

2.9 

2.9 

~-9 

2.9 

3.0 

3.2 

3.6 

3.7 

3.9 

1.2 

1.4 

1.3 

1.3 

1.6 

i. 5 

1 .5 

1.4 

~ .4 

1.8 

OTHER ASPECTS OF INTERNATIONAL EDUCATION 

1. The use of case scenarios permitting a 
hands on. r.:cognition of marketing 
opportun1t1es/threats i_n a cross-cultural 
setting 

2. Guest speakers from the international 
business conrnunity 

3. Use of student internships and exchanges 

4. Require all faculty to join international 
organizations and associations 

2. 7 1.1 

2. 7 1 .4 

2.8 1.3 

4.2 1. 9 

••1. 

**2. 

*3. 

*4. 

**5. 

*6. 

•••7. 

*B. 

**9. 

**10. 
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TABLE 5 

TOP TEN AREAS 

~ 

Culture studies 1.8 

CO!TJ!lunication skills 1.8 

Global marketing planning 1.9 

Global competitive a11a l_ys is 2.1 

Foreign language 2. 3 

Trans-national promotion 2. 3 

Negotiating/bargaining skills 2.4 

Marketing services i nternati ona lly 2.4 

Po 1 it i ca 1 systems 2.5 

Area studies 2. 5 

Marketing areas of study (4 areas) 
Non-Business areas of study (5 areas) 
Business: Non-marketing areas of study 

~ 

1.1 

1.3 

.8 

1.2 

1 .... 

1.1 

1.1 

1.2 

1.5 

1.5 



ASSESSING THE TOPICS TO BE COVERED IN RETAIL COURSES AND THE 

VALUE OF SELECTED CLASSES IN RETAIL EDUCATION: 
THE OPINIONS OF RETAIL MANAGERS 

J, Joseph Cronin, Jr., University of Kentucky 

ABSTRACT 

Retail managers' attitudes should influence the 
design of the retail course and the designation of 
specific classes to be taken in preparation for a 
retail career. This article reports the results 
of a study of retail operating managers that (1) 
assesses their perceptions of the value of specif
ic college courses in preparing them for a career 
in retailing, (2) identifies the attention which 
they believe specific topics deserve in the col
lege retail course, and (3) investigates the mana
gers general feelings about the conduct and peda

gogical style of retailing courses. 

Introduction 

The personnel needs of retailers are huge and they 
are expected to increase. The U. S. Department of 
Labor has estimated that in the decade between 
1980 and 1990 total wholesale and retail employ

ment will grow from 20.6 million employees to 
between 25.1 and 26.8 million (Occupational Out
look Handbook 1983, p. 16). This places a tremen
dous demand on colleges and universities to pre
pare students for these positions. Because most 
retailers are now aggressively recruiting ••• well 

trained college people ••• (Mason and·Mayer 1984, 
p. 907) it is incumbent upon college educators to 
assist by identifying the most effective set of 
courses and the most appropriate topics for re
tailing courses to prepare their students. Empi
rical research has also confirmed the importance 
of retailers having effective and productive 
employees. Ingene (1982) investigated the impor
tance of labor productivity in the retail sector, 
and found it to be significantly related to profit 
perfomance. 

The purpose of this study was to assess the atti
tudes and opinions of retail managers relative to 
(1) which of their college courses have been help
ful in their retail careers, (2) how much atten
tion various retail topics deserve .in college re
tailing courses, (3) what they perceive as being 
the strengths and weaknesses of the college re
tailing course(s) they had taken, and (4) the 
level of satisfaction they have with their career 

in retailing and with the training program they 
experienced with their initial retail employer. 
The overriding objectives of this research were 
threefold: first, to aid in the identification of 
the topical subject areas which if added to col
lege retail classes might better prepare students 
for a retail career; second to identify the set of 
courses which students planning a career in re
tailing might be advised to take; and third, to 
examine pedagogical issues concerning how retail
ing courses should be presented. 

Background 

A primary reason for undertaking this study was the 
notion that curricular patterns to some extent 
should reflect the perceptions of practitioners 
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(Vincent and Berens 1981). Since academics are not 

actively involved in the day-to~day operations 
of retail management, the tasks of advising 'stu
dents pursuing a retail career as to the optimal 
set of classes to take and then identifying the 
appropriate topics to be covered in the retailing 
class are difficult. In addition, very little help 
is available in the literature. Vincent and Berens 
(1981) did investigate the usefulness retail mana
gers attributed to various courses, unfortunately, 
many of the courses they found most useful are very 
-specialized and 'not commonly offered in four-year 
state institutions; for example, Applied Retail 
Mathematics, Retail Buying, and Case Problems in 
Retailing. 

The Journal of Retailing devoted a special issue to 
the topic of retail education in 1978. Unfortu
nately, none of the articles addressed the issue of 
the specific courses which offered the best back
ground for a retail career or the topics which 
should be covered in a retail course. Other stu
dies have also investigated such issues as the in
formation sources used in making retail employment 
decisions (Hollon and Gable 1978), the difference 
between full-time retail salespeople on such di
mensions as individual attributes, organizational 
commitment, and work attitudes (Still 1978) and the 
relative appeal of a retail career (Swinyeard 1978). 
Again none of the studies examined how retail 
classes should be taught or what classes best pre
pared one for a retail career, However, one of the 
articles (Swinyard 1978) does address some issues 
relevant to this study. 

Swinyard (1978) findings lead him to conclude the 
;following: 

1. Retailing may be incompletely represented in 
the classroom. 

2. Students should be encouraged to take advan
tage of retail internships. 

3. Visits by retail executives should be en
couraged. 

In order to address these questions and others and 
to alleviate the gap in the existing knowledge 
about the design of the retail marketing course, 
this study was designed to assess the perceptions 
of career employees in five retail organizations 

who were major employers of the graduates of the 
three large state universities located in close 
proximity to the stores. 

Sample 

The sample consisted of 62 individuals employed in 
career positions with one of the five department 
stores located within a midsouth metropolitan area 
with a population in excess of 300,000. Two of the 
five retail firms were national organizations, two 
were regional department stores, and one was a 
local organization. Of the 62 respondents, 43 



(69 percent) carried the title of manager or ~u
pervisor, with an additional 10 (16 percent) re
porting that they were assistant managers or su
pervisors. The remaining respondents were either 
buyers (5 persons--8 percent of sample) or sales
people c4 persons--6 percent of the sample). 
Because only one of the five department stores in 
the city had local buying operations, this distri
bution was as expected. 

The average age of the respondents was 25.3 years, 
77 percent were female, the mean time with the 
company was 43.5 months, and the average time they 
had been in their position was 17.2 months. Of 
the respondents, 68 percent were college graduates, 
3 percent had graduate degrees, 24 percent had 
some college, and 5 percent were high school grad
uates. Home economics was the most frequent major 
(43 percent) with marketing second at 19 percent. 
Business majors (Marketing, Finance, Management, 
and General Business) accounted for 31 percent of 
the sample. The remainder.were split among edu
cation, liberal arts and technical degrees. 
Eleven colleges were represented with .the major 
state university in the city accounting for 44 
percent of the respondents. Those individuals 
responding reported a mean overall grade point of 
2.97 and a major grade point of 3.46. 

The Questionnaire 

A self-administered questionnaire was co~pleted by 
respondents. The questionnaire contained items 
which asked the·respondents for their,perceptions 
as to the usefulness of t.e,rr classes typically 
offered as part of the business school curriculum 
in preparing them for their retail c~reer, their 
opinion as to what topics should be covered in a 
retailing course based .. upon their own career ex
periences, and their opinions.about nine state
ments concerning the conduct and coverage of a re
tail course. The respondents level of satisfac
tion with their career and with their own retail 
training experience was also assessed. Finally, 
selected demographic information was requested. 

The construction of the final questionnaire was 
based upon a focus group interview with six re
tail managers and a pretest of the instrument. 
After. the pretest, two questions were added and 
extensive clarification was added to the existing 
questions. The questions utilized wereLikert-type 
responses to a series of statements which are 
swmnarized in .t.he four tables pl!esented in the 
results section. 

Results 

First, the respondents were asked "based upon your 
on-the-job experience in retailing, how helpful 
were each of the following college courses in pre
paring you for a career in the retail field? 
Tabl e 1 summarizes the responses. Not surprising
ly Retailing was found to be the most helpful 
course, followed closely by Basic Mathematics. 
Other courses which the respondents considered 
helpful were Principles of Marketing, Sales Man
agement, and Principles of Management. Principles 
of Accounting, Principles of Finance, Basic Econo
mics, Basis Statistics, and Computer Science were 
not considered to be particularly helpful. 
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TABLE 1 
HELPFULLNESS OF COLLEGE COURSES 
IN PREPARING FOR RETAIL CAREER 

pDUUE 

fiUHCl!'LU 

"""""""" 
faDICJrtiS 
Dl'AC~IIH'IPIC 

rJIDfCULU 
OFIWIXEI'IHC 

!RDICtrl.Eii 
OFJ'DIAKC;:I 

llltt!I'U'f IIOKEWUit 
KELlFUL KELlfUL JEJ.PFUL 

"' "" HNfUL 

The second question asked of the respondents was 
"based upon your career experience in retailing, 
how much attention should be paid to each of the 
following topics in a college retailing class?" 
Responses to the question are presented in Table 2. 
If one ranks the mean responses, three distinct 
groups emerged. Four topics were deemed deserving 
of the most attention; promotional methods (4.19), 
merchandise layout (3.92), advertising methods, 
(3.92), and pricing methodology (3.87). A second 
group of three topics was considered deserving of 
slightly less attention. This group consisted of 
buyer-vendor relationship management (3.61), store 
design (3.84), and human resource management (3.47). 
The third group which respondents considered even 
slightly less deserving of attention was comprised 
of information systems management (3.31), finan
cial management (3.26), and locational analysis 
(3.16). 

TABLE 2 
ATTENTION DESERVED BY TOPICS IN RETAILING CLASS 

(O) u, ''~r''K,.'"'!!M!W!("' (5) 
1£A111 MDIJIW. .lill!ll KOIIEIAU. IUIIITA!ITIAL ~Kll!l 

I!SfOIIS£ 1!0NJ ATTENTI!!!l Al'TEJI'tiOR ATIDITIO!! ATIE!!TIOill Aml!l'IOJI 
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"""" 
Hlli!DriDIIAL 

""""" ....... 
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.UW.!IIS 
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•~ovtaealcvlatepdcu,u.qlaadc. 
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The thircf"quest:j.on was stated as follows: "based 
upon your retail experience, indicate your level of 
agl'eement with the following statements ••• " Tab le 
3 summa.rizes the opinions voiced in response to 
tn.e ni.ne statements. Sunnnarizing, the respondents 
we11e neutral (2.98) as to whether their college 
~etailing class gave them a realisitic portrayal of 
the retail industry. They only slightly agreed 
(3.22) that their retailing classes presented up
to-date information. There was fairly strong 
agreement (3.88) that their initial interest in a 
retail career was sparked by a part-time or summer 
job in retailing, and slightly less strong agreement 
with the opinion that they could use more training 



in understanding and utilizing managerial reports 
(3.90) and in the management of vendor relation
ships (3.69). The respondents strongest opinions 
were, however, reserved for the pedagogical issues. 
A high level of support (3.93) was registered for 
the value added to retailing classes by outside 
speakers. However, the respondents were even 
stronger (4.26) in their agreement with the 
opinion that "well chosen" speakers should be an 
important part of a college retailing course. 
Finally, the respondents reserved their strongest 
support (4.33) for the opinion that participation 
in a project in their retailing class aided their 
understanding of retailing. 

TABLE 3 

LEVEL OF AGREEMENT WITH STATEMENT OF OPINIONS 

(1) p~~IUI'l'ACE DF(WPO!!W ( .. ) (!il 
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The final questions that weFe asked of the re~ 
spondents were concerned with their level of sat
isfaction with their retail training experience 
and career. As can be seen in Tabl e 4, the re
spondents were somewhat strongly supportive (3.55) 
of the retail training experience they received. 
The respondents also indicated that they are 
fairly satisfied with their retail careers (3.82) 
and would somewhat strongly recommend (3.52) a 
career in retailing to a typical recent college 
graduate. 
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TABLE 4 

SATISFACTION WITH RETAIL CAREER 
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The results of this study should be considered in 
light of some important limitations. First, the 
sample was composed primarily of operations mana
gers (85 percent). These individuals are more 
likely to be concerned with display and point-of
purchase promotion than are merchandise managers. 
Even though the respondents were asked to respond 
relative to how retail managers in general would 
percei'Ve the individual courses and topics, :t.h1o1ir 
own bias is likely to emerge. Academics would 
therefore be wise to consider that bias in their 
interpretation of. the findings of this research • 

Second, not all the courses available to potential 
retail employees were considered. This study 
l±m±ted itself to those courses taught at the uni
versit±ties in the immediate area of the research 
location. Other schools are likely to have addi~ 
t±onal courses and/or pedagogical methods which 
were not examined. 

Third, the sample was drawn from a single city and 
44 percent of the respondents came from a single 
uni'Versity. The experience of these individuals 
is not necessarily the same as that experienced 
by students in other locations. Perhaps other 
universities and professors might teach the lower 
rated courses in such a way that they would be 
more meaningful to retail employees. Or perhaps 
the reverse m±ght also be true; the higher rated 
courses might not be as relevant elsewhere. 

Fourth, 43 percent of the respondents were Home 
Econom±cs majors.' Traditionally, this college 
prepares retailing students very differently than 
the Business College, with a major emphasis on 
text±.le issues as opposed to management questions. 
Students ;from this major may have developed biases 
which have carried over into their management 
careers which might have affected the ratings of 
the business classes and management oriented topics 
investigated by this study. Nevertheless, the 
findings of this study appear interesting and use
ful to those preparing students for careers in the 
retail field, especially in light of the level of 
satisfaction the respondents exhibited with their 
training and career experiences. 



Discussion and Implications 

This study revealed several interesting conclu
sions. First, retail operation managers found 
Retailing to be a helpful class, A full 76 per
cent found it either helpful or very helpful. 
Likewise 69 percent found Basic Mathematics to be 
of help in their career, Obviously, this reflects 
their need to be able to calculate prices, margins, 
discounts, and the like. This is particularly 
interesting in light of the fact that Basic Sta
tics and Accounting were not considered very help
ful. Only 22 percent found each of these courses 
of help in preparing them for a retail career. 
The only other course that half the respondents 
found helpful was Sales Management, although 
Principles of Management was close (47 percent), 
Academic advisors thus should stress these higher 
rated classes to students desiring a career in 
retail operations management. 

On a more specific level, the respondents suggest 
that promotional methods such as point of purchase 
promotions, premiums, and sales event planning 
should receive a great deal of attention. A full 
82 percent believed that this topic should receive 
substantial or maximum attention in the retail 
course. In addition, 71 percent felt merchandise 
layout deserved the same attention while 69 per
cent suggested advertising methods get equal at
tention, This contrasts with the 42 percent who 
want to see information system management receive 
greater attention, the 29 percent who stress fi
nancial management, and the 24 percent favoring 
locational analyses, Obviously, the respondents 
felt that the day-to-day tactical topics deserve a 
great deal of attention while the more long-run 
strategic issues, while important, probably 
deserve less attention. To some extent this im
plication is a result of the nature of the sample 
respondents who on average had less than four 
years of retail experience. However, there is an 
important implication for those teaching retail 
courses--make sure we prepare them to do their job 
well in the short-run, so they will have the 
opportunity to apply the more long-run strategic 
tools they have been exposed to, 

A third set of implications also emerge from the 
opinions varied by the respondents, First, the 
sample was equally divided between those who 
thought their retail instructor had presented a 
realistic portrayal of the industry and those who 
did not, lfuen this is combined with the importance 
the respondents attached to having speakers from 
the industry as a part of the course, it implies 
that the respondents might believe these individ
uals could give them a more realistic appraisal of 
life in the "retail world." 

Second, the study indicates, in direct contrast to 
Swinyard's (1981) findings, that most retaili~g 
classes do a fair job of presenting up-to-date 
information. In addition, it is suggested that 
part-time or summer employment sparked the initial 
interest in a retail career in 74 percent of the 
respondents. Retail educators might be well ad
vised to follow Swinyard's (1978) suggestion and 
counsel those interested in retailing to take a 
part-time job in the industry early-on to minimize 
the risk of a poor career choice, The survey also 
suggests that retailing is not necessarily a fall-
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back career as 72 percent indicate agreement with 
th.e statement that it was their preferred initial 
career choice, 

In the area of course content, a strong opinion 
was voiced in support (74 percent agreement) of 
stressing the understanding and utilization of 
managerial reports in retail classes, However, 
only marginal support (46 percent agreement) 
exists for more coverage of the management of 
vendor relationships. The second finding is not 
surprising due to the lack of merchandising man
agement personnel among the respondents. The 
former conclusion suggests that the information 
generating capabilities of retailers is now 
creating the need for retail managers to know how 
to read, understand, and utilize the reports they 
are given. Thus, retail educators have a respon
sibility to identify these reports and incorporate 
into their classes a discussion of their use and 
value. 

Pedagogically, this study strongly supports pre
vious research (Swinyard 1978) and implies that 
retail courses should incorporate quality guest 
speakers and projects. Of the sample, 70 percent 
thought any industry speaker was good and 86 per
cent strongly supported the use of "properly 
chosen'·' speakers. Obviously, industry spokes
people add creditability and believability to the 
retail course. The respondents were even stronger 
in their support of projects as an important di
mension of the retail class, Retail instructors 
should, therefore, strive to incorporate guest 
speakers and well~esigned projects into their 
course structure. 

Conclusions 

The. s.tudy reported concludes that in general: 

1. Other than retailing, students preparing for 
a retail career should be advised to take the 
Bas.i.c Market:i:ng and Management courses along with 
Sales Management and Basic Mathematics. 

2. The tactical topics such as promotional 
methods, advertising methods, merchandise layout, 
and pricing methodology should be well-covered in 
the retailing courses. 

3. That most retail classes are up-to-date, 

4. That most retail employees initially develop 
their interest in the industry from a part-time or 
summer job. 

5. That guest speakers are an important dimen
sion of the college retailing class, 

6. That participation in a project in the re
tailing course is an important dimension of the 
preparation for a retail career. 
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IN SEARCH OF EXCELLENCE: 
A TOOL FOR TEACHING MARKETING MANAGE~lliNT? 

Hichael Parent, Utah State University 
and 

Mark Slama, Utah State University 

Abstract 

An experiment is presented in which a failing 
corporation is described by executive MBA student~ 
as performing well on all of Peters and Watermans 
eight principles of excellence. Implicat~ons for 
using In Search of Excellence as a teach1ng tool 
are discussed. 

In Search of Excellence: 
A Tool For Teaching Harketing Management? 

In Search of Excellence has become more than just 
the bestselling book on management ever published. 
For many practitioners and educators the work of 
Peters and Waterman has been elevated to a level 
of principle usually reserved for religion. An 
important tenet of this new faith is the idea that 
quality sells and success requires an orientation 
to one's consumer. Or to quote directly, "They 
(the excellent companies) insisted on quality. 
They fawned on their customers." 

The religious analogy may be carried a bit 
further. Peters (no relation to the Saint) and 
Waterman and their disciples may be described as 
"born again marketers." Hany of their examples 
and their basic points are remarkably similar to 
the discussion of a "production" vs "consumer 
orientatio~' common to most basic marketing texts 
since 1960. As a tenet of the marketers' faith, 
it is called the "marketing concept." 

Peters and Waterman begin their pilgrimage by 
identifying those firms in an obvious state of 
grace, that is sixty-two companies which shared.a 
common excellent record of performance on s1x 
measures of long-term financial superiority.! For 
various reasons the original sixty-two became 
forty-three and of these only twenty-one survived 
to become the apostles of the new faith. 

And, what would this new American business 
religion be without commandments? ln Search.£.!_ 
Excellence posits eight. 

One: A bias for action: a preference for 
doing something-anything-rather than 
sending a question through cycles and 
cycles of analyses and committee 
reports. 

Two: Staying close to the customer-learning 
his preferences and catering to them. 

Three: Autonomy and entrepreneurship-breaking 
the corporation into small companies 
and encouraging them to think 
independently and competitively. 

1• The original list was 75 but 13 of that number 
were European and therefore excluded. 
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Four: 

Five: 

Six: 

Seven: 

Eight: 

Productivity through people-creating in 
all employees the awareness that their 
best efforts are essential and that 
they will share in the rewards of the 
company's success. 

Hands-on, value driven-insisting that 
executives keep in touch with the 
firm's essential business. 

Stick to the knitting-remaining with 
the business the company knows best. 

Simple form, lean staff-few 
administrative layers, few people at 
the upper levels. 

Simultaneous loose-tight properties
fostering a climate where there is 
dedication to the central values of the 
company combined with tolerance for all 
employees who accept those values. 

For those who would doubt this new faith, a 
question arises: Are these eight principles a 
prerequisite for excellence? And, if one were to 
pose such a question, a second issue would quickly 
surface: Are these eight principles sufficient 
for excellence? 

Robert V. Samuelson (1984) is among those who are 
unconvinced and remain unconverted. Writing in 
Newsweek, he presents his view as "In Search of 
Simplicity." In Search of Excellence he argues is 
"not only a publishing sensation, but also a 
management cult. As the book says, we all want to 
be winners and feel good about ourselves." This 
is the appeal of Excellence. But, is the book a 
false, albeit, well intentioned prophecy? Are 
there other, more important causes of success and 
failure? 

The Danger in Excellence 

The diffusion of Peters and Waterman's eight 
principles has occurred at an unprecedented rate 
in both industry and academe. Hembers of our 
university's institutional council and our 
college's dean's advisory council have recommended 
it as reading for faculty, administrators and 
students. They need not have done so as the book 
had already made its way into several course 
syllabi. With so much attention and so little 
critical evaluation, the danger in Excellence is 
that students in particular may attribute more to 
the eight principles than was ever intended by the 
book's authors. 

As Samuelson noted several of the excellent firms 
have recently experienced some difficulty (often 
involving labor or consumer acceptance of 
products--unthinkable problems given the 
Excellence thesis). But, more important than the 
excellent firms which at least on typical 
performance measures are now exceptions are the 
thousands of firms which have rnorlerate or low 



performance. Those who teach and conduct research 
in marketing management neither wish to 
underestimate the ingredients proposed by Peters 
and Waterman (importance of the consumer, product 
quality, a productive labor force, and the role of 
management style) nor ignore the influence of 
other equally important factors such as diverse 
industry structures, changing economic markets, 
competitive conditions, or timing and luck as 
ingredients in the formula for success. 

To illustrate the factors involved in strategic 
management a series of case studies is commonly 
used in graduate marketing, management, finance 
and/or policy classes. The cases demonstrate good 
decisions, bad decisions and certain no win 
situations. A recent phenomenon has been ~he 
increasing frequency with which the eight 
Excellence principles are used as a standard 
against which the actions of a firm or more 
precisely management are evaluated. 
Unfortunately, there is a danger that the 
Excellence principles will become a standard and 
then a problem in much the same way Hayes and 
Abernathy (1980) believe that attention to short
run, financial ratios has become a factor in 
productivity decline. Furthermore, by 
concentrating on these principles the focus 
becomes how something is done rather than what is 
done and why it is done. This is an unique irony 
juxtaposed to the message in Excellence that "not 
all good firms are Japanese." Many researchers 
have attributed productivity declines, United 
States vs Japan, (not-to-mention the decline of 
the British Empire) on precisely this issue: a 
focus on how something is done not what is done 
and why it is done. 

An Experiment 

At this point, we report on a brief experiment 
conducted in a graduate marketing management 
class. The 29 students/respondents participate in 
an off campus MBA program. Each has met the entry 
standards of an accredited MBA program and is in 
their second year of the program. Each student is 
employed in a supervisory to upper-middle 
management position. Additionally, each student 
has read and discussed In Search of Excellence in 
prior classes and most report reading Excellence 
in conjunction with their professional ambitions 
at work. 

One of the cases used in the Marketing Management 
course is the Braniff case. In an effort to 
anticipate the incorporation of the Excellence 
principles in the discussion, we developed a 7 
p~int semantic differential scale anchored by 
"a'gree" and "disagree" for each of the eight 
principles. Prior to showing the Braniff case (a 
video taped presentation prepared by the program 
"Enterprise") or even indicating to the class 
which case we were going to discuss, we reviewed 
the eight principles and descriptions and examples 
presented by Peters and Waterman. Students took 
notes during the viewing of the case. Prior to 
discussion of the case the questionnaires were 
completed and returned. Braniff was a company 
recognized by each student as the first bankruptcy 
ever in the airline industry. Further, the 
content of the case focuses on the problems 
encountered by the airline in its final year of 
operation. (Prior of course to its purchase and 
operational reorganization under the auspecis of 158 

·Hyatt Corporation). It is not a success story! 
The expectation was that these experienced 
graduate students would rate the performance of 
Braniff quite low on the Excellence principles (a 
downward bias caused by their knowledge of the 
Braniff failure and facts presented in the case). 

Findings 

The results were quite unexpected. On each of the 
eight Excellence principles, students rated 
Braniff management on the agree (positive) side of 
the scale. In particular students rated Braniff 
very good on its Bias for Action, Closeness to the 
Customer, Focusing on the Business They Know Best, 
and having a Simple Form and Lean Staff (Figure 
1). Even Peters and Waterman raise the caveat 
that all "excellent" firms do not necessarily 
perform well on every trait. Braniff seems to, 
however. And, one could argue that the students' 
true feelings were more strongly positive than 
actually reported. 

The case presentation by "Enterprise" could have 
influenced the results. If anything the 
presentation was a negative influence focusing as 
it did for thirty minutes on the company's 
failure. 

Conclusion 

This simple experiment cannot provide conclusive 
evidence against the use of the eight attributes 
of excellence as teaching tools. There may be 
error in the measurement of the attributes as they 
were determined from a video tape rather than 
extensive study of the company and there is also 
the possibility of experimentor induced bias, 
although, we tried to avoid this. However, the 
results of the experiment do serve as a counter
anecdote to the anecdotes supporting the eight 
principles of Excellence. The real danger of our 
preoccupation with these principles is not that 
they are poor principles, but, that we ignore 
those factors truely correlated with success. 
Barniff failed for a variety of reasons; none of 
which, as it turns out the students correctly 
understood, was related to the principles of 
Excellence. 

This experiment as well as many of the critical 
reviews of In Search of Excellence imply that 
professors employing the eight attributes of 
excellence as teaching tools should not present 
them as though they are principles but use them to 
create discussion regarding the factors which may 
lead to excellence. For example Carrol (1983) 
states in reference to In Search of Excellence 
that, "more serious inquiry into management 
effectiveness and·. corporate excellence must 
invol've i-nterdisciplinary 'efforts that go beyond 
the level of anecdotes, secondary sources, and 
unexplained research." 

More positively, Van de Han (1983) states that 
"The data presented to develop and support the 
eight characteristics would, by most scientific 
standards, not be admissible evidence of valid 
knowledge. But this is not a theory testi~g 
effort; it is a rich display of idea generation 
and synthesis that may lead to the creation of a 
new theory." Similarly Dalton ( 1983) comments 
that "While the eight principles may be 



fundamentally sound there is evidence of some 
variability. Apparently there is more than one 
way to be excellent." 

Since the publishing of Excellence fourteen of the 
original forty-three excellent firms have "lost 
their luster." (Business Week, 1984). Of these 
fourteen, twelve are described as being inept in 
adapting to fundamental market changes. Again it 
must be emphasized that the eight attributes of 
excellence are apparently neither necessary nor 
sufficient for success in business and that other 
factors such as government policy and the 
competitive structure of the industry may be 
equally important. The attributes presented in 
Excellence are a good catalyst for a discussion of 
marketing management but, should not be presented 
as principles or to the exclusion of equally 
important factors. In fact, a replication of the 
experiment performed here would provide a good 
starting point for a class discussion of In Search 
of Excellence. 
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EXPERIENTIAL LEARNING: TRAVEL CONTESTS FOR SALES MANAGEMENT COURSES 

Steven A. Ascroft, Mount Saint Vincent University 

Abstract 

Marketing educators are facing increased pressure 
to create a classroom atmosphere resembling that 
of the workplace. Sales courses are in particular 
need of experiential teaching methods which will 
enable students to determine if they are aptitud
inally and attitudinally suited to careers in 
professional selling. This paper reports on two 
attempts to answer this challenge by introduction 
of an incentive travel contest to undergraduate 
courses in Sales Management. Theoretical back
ground for such contests, problem areas, method 
of implementation, and recommendations for im
provement are included. 

Marketing educators have long recognized the need 
to utilize a variety of pedagogical methods. 
Generally the approach has been eclectic. Vi
carious learning has been facilitated through 
lecture, discussion, the socratic method, and 
case study approaches. Experiential learning has 
been enhanced by workshops, projects, simula
tions, and co-op programs. 

Development on the experiential side has been 
fueled by an increased awareness that students 
require an opportunity to employ the theory and 
skills they have acquired. With the traditional 
ability of undergraduate business programs to 
secure jobs for their graduates, has come even 
greater pressure to develop experiential teach
ing methods. Recent economic reality has re
sulted in the influx of students whose orienta
tion would have previously seen them pursue a 
study of liberal arts or the pure science. This 
influx requires that marketing educators develop 
means for students to determine if they are 
aptitudinally and attitudinally suited to careers 
in business. Students need early opportunity to 
make this determination before much time and ef
fort have been expended in unproductive endeav
our. 

Courses in Sales and Sales Management are in 
particular need of a pedagogy which enables stu
dents to examine the orientation(s) required of 
those who select this field for a career. Col
leagues often lament, that students enter their 
courses, perform well academically, and receive 
few signals which suggest they ought not con
sider a career path in professional selling. 

This preamble is intended to give the reader a 
view of the nature of the problem the author has 
addressed. The solution-immerse students in a 
sales contest of a magnitude such that they will 
have a real taste of what a competitive selling 
environment is all about-is partially satisfy
ing. The remainder of the paper will present 
the background information for conducting such 
a contest, problems, benefits, and recommen
dations for further improvements. 
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Industry Use of Travel Incentives 

Scanlon cautions that "there is no one incentive 
strategy that is right for all companies (1978, 
p. 36)." Incentive Marketing (1984) reports 
that total incentive outlays are expected to reach 
$2.5 billion for 1984. There are a multitude of 
incentive programs currently in application, sur
veys by Sales and Harketing Management (1980, 
1983) indicate travel incentives ranked third in 
frequency of use as awards for these programs. 

Table 

TYPES OF INCENTIVE AWARDS USED BY 168 FIRMS 

Type of Award 

Cash 
Merchandise 
Travel 

Percentage of firms using 
1980 1983* 

62 
53 
42 

Cash plus non-cash not reported 

73 
69 
49 
55 

Sources: Sales and Marketing Management, April 
7, 1980, p. 58. Sales and Marketing 
Management, April 4, 1983, p. 65. 
*Dalrymple, 1985, p. 407. 

While travel as an incentive is ranked third in 
use due to costs, it is considered a most effec
tive motivator. The popularity of travel as an 
award has been documented by Maher (1981) who 
reports an 11.8% increase to $1.25 billion for 
1982. The growth of travel incentives in the 
70's (69%) exceed the growth of the incentive 
category in aggregate (48%) (Haugh, 1981). Maher 
accounts for the growth in the 70's stating: 

It seems that in a recession, many companies need 
their sales force to sell even harder, and travel 
is the best motivator (1981, p. 10). 

Walters and Tepper (1982) favour travel over cash 
since the former is 1) more memorable 2) pro
motable 3) economical and 4) flexible. The 
popularity of travel incentives among top sales 
performers is documented in a study by Schwartz 
(1978). Parker (1978) supports this view claim
ing travel is the most effective reward for 
stimulating exceptional performance. The insur
ance industry, regular recruiters of college 
graduates, have apparently supported this view. 
They spend 54% of their incentive budget on tra
vel rewards (Incentive Marketing, 1984). 
Dalrymple (1985) suggests the cost of travel 
awards coupled with current tax law has slowed 
the growth of travel as a prize and sparked the 
use of incentive sales meetings in exotic lo
cations to sidestep the IRS. 

Ingredients for Success 

Shapiro asserts that successful contests require: 

1. A clear set of reasonable objectives 
2. An exciting theme 
3. Reasonable probability of reward for all 



salespeople 
4. Reasonably attractive rewards. 

"It is essential that average performers get in
volved, since the stars are already clearly mo
tivated and poor performers cannot generally 
contribute significantly" (1977, p. 309). 

Educators recognize that many average performers 
possess the ability to achieve excellence but are 
not motivated by grades. They are satisfied with 
"B" or "C" grades. The sales manager similarly 
faces the problem of employees who are content 
with average levels of income. Contests are an 
effective tool to motivate both groups to achieve 
their true potential. 

Stevens (1983) has identified common mistakes 
made in designing incentive programs for industry, 
which are most relevant in a classroom setting. 

1) Trying to keep everyone happy 
2) Lack of input from the salesforce 
3) Lack of input from top management 
4) Inflexibility on rules and prizes 
5) Losing sight of good salespeoples' prime 

directive-self interest 
6) Spending too much time on poor performers. 

Educators who choose to employ travel contests in 
the classroom must recognize that malcontents will 
find fault with the program. Active polling of 
students for concerns will help to ensure the idea 
is a success. Students schedules may not permit 
them to take advantage of the main prize. 
Educators should be as flexible as possible to 
allow for special cases which may arise. 

Peterson (1982) categorizes problem areas as 
follows: 

1) unrealistic expectations of sponsor 
2) inadequate investment of sponsor 
3) overly complex rules for participants to 

understand 
4) failure to consider legalities, loopholes and 

exceptions such as shared sales credit, 
repeat winner, cheating, rules exceptions. 

On average educators can expect between a ten to 
twenty percent increase in students' performance. 
This increase however is not evenly distributed. 
Adequate investment should be in place in the 
event that the level of effort by an individual is 
so high that he/she should be rewarded even if 
they fall short of winning the contest. While 
rules must be kept simple heed must be paid to 
ways to get around the spirit of the contest. 
Educators must make clear what is acceptable in 
terms of work sharing and provide safeguards to 
ensure the competition is a fair one. 

Obermayer (1984) has devised rules for merchan
dise and travel programs which also have 
applicability for the classroom: 

1) Decide between a motivation incentive pro
gram (many winners, small prizes) and a sales 
contest (few winners, big prizes) 

2) Don't throw the normal compensation plan out 
of balance 
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While the author favours sales contests consider
ation should also be given to incentive programs. 
Educators may choose to experiment with the prizes. 
It is advisable to have performance criteria out
side of the usual classroom work included in the 
contest. This will permit a nearly normal grade 
distribution and average grade. 

Firms engaging in sales contests must recognize 
that there is a downside or potential demotiva
tional component. 

Contests may have a negative impact on the co
hesiveness and morale of the company's sales
people. This is particularly true when plans 
force individual salespeople to compete with one 
another for rewards and when the number of re
wards is limited. (Churchill, Ford and Walker 
1985, p. 480) 

In addition there may be a letdown in performance 
after the contest, non winners may suffer from 
demoralization. Sales peoples' aggressiveness 
during the contest may cost future sales, and the 
winners may rest on their laurels. Wotruba and 
Schoel's (1983) study indicated that the most 
negative side effects from sales contests oc
cured in contests that received the best 
evaluations from sales managers. 

Smith (1983) indirectly raises the additional 
issue of the ethics of such incentives. Smith 
embraces B. F. Skinners argument that the v~s~
bility or lack thereof of a reward, ought not be 
related to the dignity of the individual. The 
fact that a salesperson is perceived as chasing a 
very visible carrot (such as a trip to Australia) 
makes him no less dignified than an individual who 
chases far less visible carrots, (such as the 
respect of their peers). The dignity issue is 
still :!"aging however and sales managers should be 
aware that some employees may resent what they 
perceive to be manipulation. 

Educators who decide to employ travel contest in 
the curriculum will most likely be confronted by 
students who lay the manipulation charge. The 
authors answer is twofold. 1) They may be right. 
2) They are not suited to most careers in sales. 

The ''Win a Trip to Jamaica" Contest 

This contest was conducted at a small rurally 
located eastern Canadian University. The class 
was a senior level sales management course with 
57 students. The students were experiencing 
graduation fever just three weeks in to the win
ter term half credit course. The idea for the 
contest and the assembling of funds resulted in a 
six week lag between the contest's official an
nouncement and the start of the course. A 
student was selected to poll the students on the 
criteria to decide the winner. Many students 
were skeptical regarding the contest's validity 
(they had never heard of such a thing and the 
prize was a trifle unbelievable) but concensus was 
achieved on three criteria 

1) Grades (not including the final exam) 
2) Peer evaluation 
3) Special paper of any length (worth no grade) 

Topic: effectiveness of travel as an in
centive motivator 



The course instructor was to score items one and 
three and tabulate item two. The special project 
was due two weeks prior to the final class date. 

The response was mi~ed initially with skepticism 
diminishing as class periods were started with 
songs about Jamaica, reminders about the paper, 
current standings for the contest, posters of 
Jamaica (a major allure in the dead of Canadian 
Winter) and most significantly the increased 
competitiveness of their peers. Near the end of 
the contest period, the atmosphere in class and 
out was intense. Friends were no longer talking, 
students came to the office to blatantly in
gratiate or to backstab competitors. Students 
from other classes and faculties were picking 
the favorites to win. 

It became evident that the paltry prize of a trip 
for two for one week in Jamaica was inadequate 
for the level of effort being expended. The 
author scrambled for more sponsors and with the 
resources donated from firms and personal re
sources, subsidiary prizes of a trip to Ottawa 
and a trip to Montreal plus minor cash awards 
were arranged. Twenty-eight of the fifty-seven 
students submitted the special project required 
to enter the contest. The range ran from two to 
thirty page reports, complete with art work and 
high levels of creativity. 

The nonparticipants opted out to time constraints 
from other courses, lack of a realistic chance of 
winning due to grades or lethargy. A number of 
students doubled their chances of winning by 
reciprocal agreements. Those reciprocal agree
ments in fact caused much strife where three 
close friends could not find a way to split a 
trip for two. 

A class period was spent employing expectancy 
theory to predict who would enter the contest and 
how hard they would work to win. 

The final day of class began with motivational 
recordings, followed by a guest speaker who 
served as the presenter of the prizes. The 
regional Sales Manager for Xerox of Canada, who 
was instrumental in the contest's launch, served 
in this function. · 

The contest participants were asked to stand and 
were roundly applauded by classmates. Names 
were called in no particular order to indicate 
these participants had not won leaving eight 
participants standing. Nervous energy was ex
pended clapping and cheering as another four 
participants' names were called in no particular 
order. These participants were asked to come to 
the front and accept a small cash award. 

The fourth placed participant's name was called 
and was presented with a fifty dollar cash prize. 
Of the three remaining contestants two had a re
ciprocal arrangement and one of these individuals 
was heavily favoured to win from day one. This 
individual placed third and received a trip to 
Montreal. With the announcement of the third 
placed winner, rythmic clapping and cheering 
began such that it was necessary to make hard 
gestures to communicate with the audience. 
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The two finalists were diametrically opposite each 
other in a horseshoe shaped classroom and could 
not look at each other. The words "The second 
placed winner is" brought dead silence to the 
room and the announcement of the participant's 
name resulted in a scream of euphoria from the 
winner who leaped into the air, tears of joy 
streaming down his face. He was caught in mid air 
by his classmate with whom he had a reciprocal 
arrangement. Their euphoria was paired with the 
second placed winner's dejection. She sank down 
into her chair, for a moment unable to rise, and 
accept the subsidiary prize. The winner, a 
student who had received a "C" average in his 
first three years, was enthusiastically applauded 
as the last class of the term ended. 

The dramatic account of the contest was presented 
to qualitatively demonstrate the positive ef
fects of conducting the contest: 

1) Students learned about competition by 
competing 

2) Students were able to see the positive and 
negative motivational effects of incentive 
contests 

3) Students experienced the morale building in
fluence of this endeavour. 

4) Many students saw aspects of their character 
which had been supressed (Self Discovery) 

5) Students left the course with a clearer under
standing of what many careers in selling are 
like from a psychological perspective. (i.e.) 
winning and losing, going the extra mile, 
handling rejection. 

Despite the success and popularity of a sales 
contest as a pedagogical device, problems arose. 
The following suggestions are made. 

1) Announce the contest two weeks into the course. 
You will avoid enrollment swelling. Make the 
work load heavy. 

2) Do not assign any activities prior to formal 
announcement of the rules. 

3) Discuss the concept at your departmental meet
ing. You will without doubt raise the ire of 
those who climb a high academic horse. This 
is disconcerting but to be expected. 

4) Be prepared to take some heat from the ad
ministration over fund raising. 

5) Be prepared to parry jibes from faculty in 
other disciplines. 

6) Obtain liability releases from the contest 
winners. 

7) Log your discoveries and impressions so you 
can modify the contest in future years. 

8) Make sure students understand the nature of 
their squabbles;, root causes and solutions. 

9) Remember the endeavour is a learning experi
ence. 

The "Win a Trip to DisneyLand" Contest 

(in progress at time of writing) 

Modifications were made to the original contest 
and an improved version was run at an Eastern 
School in a metropolitan area, Twenty-eight stu
dents reached concensus on three slightly modified 
criteria. 1) Grades (not including final exam) 
2) Peer evaluation of classroom performance 3) 
Annotated bibliographies of academic articles. 



Each criteria had an equal weighting. Students 
could complete as many annotated bibliographies as 
they wished and received scores based on their 
rank order finish. 

Rationalefor inclusion of the three performance 
areas is being presented to the students at the 
beginning, midpoint and end of the contest. 
Grades provide a surrogate measure of the daily 
activities of a. salesperson outside of the sel
ling function. Peer evaluation represents a 
surrogate measure of empathy, which is one of the 
two traits most often stated as essential in top 
salespeople. The critique score is a surrogate 
for ego drive the other trait most often stated 
as essential for top salespeople. The objectives 
of the contest were the same as mentioned pre
viously. Many students have described the contest 
to friends and colleagues, as one of most exciting 
and rewarding experiences of their lives. 

The president of the university will make the 
awards to the cl<;~ss, in the presence of all the 
department faculty. The development office will 
provide tax receipts to sponsors who were cleared 
by the adm:i,nistration pJ;ior to an approach for 
funds. The initial departmental support of the 
contest concept was 7 in favour, 4 opposed, 1 
abstention. As an additional incentive X~rox of 
Canada, Inc., promised an interview and serious 
consideration of employment to the contest winner. 

The interest has been intense among students and 
the winner will be attending a session of the 
education track at this conference, Inclusion of 
the conference satisfied some concerns of a 
faculty member. This results in the prize taking 
on the guise of an incentive sales meeting. Plans 
are underway for next year's contest. 

The prize ••• a trip to Hawaii. 
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ETHICAL STANDARDS OF MARKETING STUDENTS 

Vicky L. Crittenden, Harvard University 
William F. Crittenden, Northeastern University 

Jon M. Hawes, University of Akron 

Abstract 

This paper reports the results of an empirical 
examination of the ethical standards of marketing 
students attending a large Southeastern university. 
The results indicate that in many cases situation
al ethics do exist. In one of four tested cases, 
the students with more exposure to the business 
curriculum were more tolerant of unethical behav
ior. Few differences in the ethical views of male 
and female students were found. Some evidence did 
exist, however, to suggest that the ethical pos
ture of women does change as their education level 
increases. These and other results are analyzed 
and compared to previous research findings. 

Introduction 

Marketers constantly face ethical dilemmas. On 
almost a daily basis marketers are faced with the 
necessity of balancing responsibility to the pub
lic (or some other external and/or internal con
stituency) against the risk of losing one's job. 
Questionable marketing practices such as the 
"slightly shady" behavior of some entrepreneurs, 
deceptive advertising, rolling back of odometers 
by some used-car dealers, and kickbacks, fraud, 
and bribery of foreign officials have attracted 
considerable concern about business ethics (Burr 
1976; Carroll 1978). Some people always seem to 
have a rationale, however, for what others would 
consider unethical behavior. 

Questionable activities are frequently justified 
by some marketers as a necessary aspect of busi
ness conduct. Furthermore, top business (and 
political) officials confronted with questionable 
practices often deny doing any wrong. Consequent
ly, it is apparent that various people have dif
fering standards of ethical or moral behavior 
within our society. 

It would seem particularly relevant to gauge mar
keting students' perceptions of deceptively ambi
guous business and marketing practices. This 
paper represents an attempt to determine possible 
differences in the ethical standards of students 
in different level marketing courses at a large 
Southeastern university. In addition, the re
search examines what types of practices are seen 
as ethical or unethical, and to what extent con
ditions surrounding the use of certain practices 
affects student attitudes. 

Background 

Moral Perplexity 

Human behavior is frequently assessed in the con
text of its rightness or wrongness. Definitions 
of right and wrong are deeply rooted in cultural 
and philosophical beliefs which may vary consider
ably among individuals. Standards of appropriate 
business behavior also vary. 
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One standard (or mode) of ethical behavior, aptly 
titled moral idealism (Kotler 1983), or absolute 
ethics (Walker 1973), is a set of rigid ethics 
which postulates certain acts are bad under all 
circumstances. This concept is comparable to that 
inherent in the Ten Commandments. 

The antithesis of this absoluteness is "profit max
imization" where the individual is only concerned 
with the effect of the activity on corporate pro
fits. Given the profit goals of corporations, 
marketers who follow this approach can be called 
realists. Unfortunately, many business situations 
pose dilemmas that occur in a gray area where the 
law is not clear, where there is a fine line be
tween right and wrong, and where the profit impact 
is unclear (Business Week 1974). Consequently, 
another mode of behavior has been identified as 
utilitarianism or rationalism. This approach esta
blishes the moral locus not in the act, but in the 
consequences of the act (Kotler 1983). If the in
dividual and society receive a net benefit from the 
good and bad consequences of the act, it is con
sidered to be right. While moral idealism and 
realism theories represent the polar extremes of 
ethical posture, rationalism falls somewhere be
tween these two approaches to decision-making. 

Education and Ethics 

There has been considerable interest and concern 
among marketing educators about ethics in market
ing and the impact of the educational process upon 
students' ethical viewpoints. Numerous researchers 
have called for the pursuit of empirical research 
to clarify conditions inherent for different busi
ness behaviors and various means for judging that 
behavior (Ferrell and Weaver 1978; Hawkins and 
Cocanougher 1977; Mitro££ and Kilmann 1977; Schein 
1980). Furthermore, Schein (1980) stated that 
courses in marketing tended to focus on technical 
issues rather than moral ones and Chandler (1984) 
agreed by stating that the emphasis in marketing 
courses is on identifying and analyzing activities 
that provide customer satisfaction. Course content 
seldom includes consideration of the moral implica
tions of the activities, however. To this end, 
Schein called for an inquiry among students to ex
amine the impact of the educational process. 

Research Design 

Development of Hypotheses 

Hawkins and Cocanougher (1977) found that the long
er a student had majored in business, the more in
clined he or she would be to consider questionable 
business practices as being ethical. A similar 
study by Mitro££ and Kilmann (1977) supported this 
finding: 

As one moves across the table from the EMBAs 
(Executive MBA program) to the women under
graduates, one finds that the EMBAs are more 



approving, or at least less condemning 
of bribery than the MBAs, who in turn are 
less condemning than the Minnesota under
graduates, who are in turn less condemning 
than the women. 

Reinforcing the Mitroff and Kilmann (1977) find
ings, a Gallup poll found that women consistently 
report having higher levels of ethical behavior 
than men (Ricklefs 1983a). Therefore, differences 
in ethical standards between males and females 
also were examined in the current study. 

The following null hypotheses were developed based 
upon a review of the literature. 

Hl: There is no difference in the ethical 
view of students in Junior, Senior, and 
Masters level marketing courses (Chandler 
1984; Hawkins and Cocanougher 1977; 
Mitroff and Kilmann 1977). 

H2: There is no difference in the ethical 
views of female and male students 
(Mitroff and Kilmann 1977; Ricklefs 
1983a). 

H3: There is no difference in female students' 
ethical views across educational levels 
(Harragan 1984). 

H4: Students will not indicate different 
ethical standards when the situational 
results appear to directly affect him 
or her personally versus those situations 
with indirect effects (Blatt 1978; 
Schneider 1984; Walker 1973). 

Research Procedures 

Scenarios illustrating four marketing practices 
(see the Appendix) were developed from previous 
research in marketing ethics (Alder 1980; Boone 
and Kurtz 1979; Goodman and Crawford 1974; Rick
lefs 1983c). The respondents were asked to decide 
which of three alternative responses would best 
represent what they would do in each of the in
stances. A typology consistent with the three 
aforementioned standards or modes of ethical be
havior was developed. The categories developed 
were: Moralist (moral idealism), Realist (profit 
maximizer), and Rationalist (utilitarianism). It 
was felt that a more accurate response would re
sult if the respondent did not approach the situa
tion from a "right" or "wrong" viewpoint. There
fore, there was no mention either in the question
naire or in the verbal introduction that alluded 
to the rightness or wrongness of any of the 
scenarios. 

The sample design consisted of 136 students in 
three different levels of marketing courses 
(junior, senior, masters) at a large Southeastern 
university. The surveys were administered during 
class so as to avoid any outside discussions. 
Ethics was not mentioned at any time as this might 
have placed the term at the forefront of the re
spondent's thinking process and may have caused 
"ethical" responses to be given rather than "real
life" responses. 

Results of the Research 

For descriptive purposes, Tabl e 1 represents the 
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responses to each scenario, broken down by class 
and by sex. This section describes the results for 
each scenario. 

Protecting Own Livelihood 

In a previous survey using a case situation very 
similar to the first ethical scenario, roughly half 
of the respondents thought the manager should dis
regard the discovery of a corporate tax violation 
in order to protect his or her family's source of 
income (Ricklefs 1983c). That particular survey, 
however, did not provide for the "middle ground" 
as was done in the current research--it was an 
either/or situation. 

A crosstabulation of the ethical categories by ed
ucation level yielded a Chi-square value of 18.0 
which is statistically significant at the 0.0012 
level. Closer examination of Tab le 1 shows that 
junior level (69.2%) and senior level (48.8%) stu
dents primarily supported the rationalist approach, 
while the masters students (46.7%) primarily sup
ported the realist approach. Overall the percen-

. tage of rationalists decreased and the percentage 
of realists increased as educational levels in
creased. A clear trend was not evident in the mor
alist category as a higher proportion of seniors 
(31.7%) were in this category than were juniors or 
graduate students. 

An analysis of the ethical categories by sex did 
not indicate a statistically significant associa
tion. Chi-square analysis of the ethical categori
es by educational levels for males and females was 
not possible due to inadequate cell size for fe
male students at the masters levels. However, some 
interesting trends were evident. The percentage of 
rationalists for males and for females decreased 
as educational levels increased. Among male stu
dents, the percentage of realists increased as ed
ucational levels increased. For female students, 
juniors were primarily rationalists (73.0%), sen
iors were primarily moralists (47.6%), and masters 
students were primarily realists (45.5%). 

Selling the Product 

The second case incident dealt with selling a pro
duct. This particular situation had not been test
ed in previous studies, yet similar scenarios were 
mentioned in an article by the vice-president of a 
large food manufacturing concern (Blatt 1978). 

No statistically significant association was found 
in the analysis of ethical categories by education
al level. However, once again the percentage of 
rationalists decreased as educational levels in
creased. No clear trend was evident for the moral
ist or realist categories. Contrary to the first 
situation, a high proportion of seniors were clas
sified as realists for this situation. In fact, 
the two most common responses among the three 
groups of students were similar to strategies 
taught in most marketing courses. About 49 percent 
of the students rated that the store should first 
check competitors' prices (Rationalist) with 34.6 
percent suggesting that the store set up a special 
display for the products. As there was no mention 
of ethical considerations during the administration 
of the questionnaire, it is possible that some of 
the students failed to consider the price 



TABLE 1 

PERCENTAGE DISTRIBUTION OF RESPONSES FOR EACH SITUATION 

Juniors Seniors Masters 

Situation Male Female Total Male Female Total Male Female Total 

1. Protecting own livelihood: 
Moralist 17.9% 10.8% 
Rationalist 64.3% 73.0% 
Realist 17.0% 16.2% 

2. Selling the product: 
Moralist 32.1% 5.4% 
Rationalist 39.3% 62.2% 
Realist 28.5% 32.4% 

3. Overuse of product: 
Moralist 17.9%. 13.5% 
Rationalist 35.7% 32.4% 
Realist 46.4% 54.1% 

4. Faked anonymity 
Moralist 57.1% 59.5% 
Rationalist 21.4% 13.5% 
Realist 21.4% 27.0% 

manipulation in an ethical way and instead concen
trated on effective marketing strategy development. 

Again, there was no statistically significant 
association between sex and the responses to this 
situation. Most males (44.6%) and most females 
(55.1%) were classified as rationalists. However, 
at the 0.015 level of significance, there was a 
difference between the male and female students 
within the Junior level. About 32 p·ercent of the 
males responded "Moralist," 39.3 percent responde'd 
"Rationalist," and 28.6 percent responded "Real
ist." The females tended to avoid the "Moralist" 
response as 62.2 percent indicating "Rationalist" 
and 32.4 percent responding to the "Realist" al
ternative. Neither of the other two educational 
levels, however, showed a significant difference 
between the sexes. 

Further Chi-square analysis of other educational 
levels or of ethical categories by educational 
levels for males and females again was not pos
sible· due to inadequate cell sizes in some cate~ 
gories. A review of the responses, however, in
dicates that the junior (39.5%) and senior (61.1%) 
level males were primarily rationalists while 
graduate level males (42.1%) were primarily real
is'ts. Female students at all educational levels 
were more likely to be rationalists although the 
percentage decreased as education level increased. 

Overusing the Product 

The third situation dealt with ethics from a mar
keting research standpoint. The question dealt 
specifically with how to handle results obtained 
through marketing research. Other versions of 
this question have been examined in previous re
search efforts and very high disapproval· rates 
were found for this situation (Adler 1980; 
Goodman and Crawford 1974). In earlier surveys, 
the scenario was worded such that the respondent 
had to approve or disapprove of a company letting 

13.8% 16.7% 47.6% 31.7% 21.1% 27.3% 23.3% 
69.2% 50.0% 42.9% 48.8% 31.6% 27.3% 30.0% 
16.9% 33.3% 9.5% 19.5% 47.4% 45.5% 46.7% 

16.9% 0.0% 9.5% 7.3% 21.1% 36.4% 26.7% 
52.3% 61.1% 47.6% 51.2% 36.8% 45:-5% 40.0% 
30.8% 38.9% 42.9% 41.5% 42.1% 18.2% 33.3% 

15.4% 27.8% 42.9% 34.1% 21.1% 27.3% 23.3% 
33.8% 22.2% 19.0% 22.0% 15.8% 18.2% 16.7% 
50.8% 50.0% 38.1% 43 .. 9% 63.2% 54.5% 60.0% 

58.5% 66. 7'7.<· 57.1% 63.4% 78.9% 45.5% 66.7% 
16.9% 11.1% 19.0% 14.6% 5.3% 18.2% 10.0% 
24.6% 22.2% 23.8% 22.0% 15.8% 36.4% 23.3% 
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the results slip by quietly. Yet, by asking the 
respondents vhat he or she would do in the present 
study, 50.7 percent indicated that they would let 
the results slip by quietly (Realist) while only 
22.8 percent taking the Moralist approach. Further
more, the realist view was the primary response at 
each educational level for both males and females. 
Differences across educational levels were found 
at the O.lll level of significance. Once againo' 
the percentage of rationalists decreased as educa
tional levels increased. 

No statistically significant differences were found 
(where ana'lysis was possible) between the male and 
female respondents either taken as a whole or when 
broken down by class sections. Contrary to other 
class levels, however; senior level females tended 
to endorse the moralist view. 

Faked Anonymity 

This situation also dealt with marketing research, 
but this time the situation dealt with collecting 
the data rather than using it. The results in this 
instance clearly coincided with previous studies. 
Previous·ly, about 70 percent of the respondent-s 
(Marketing Research Directors, Marketing Executives, 
and business students) disapproved of the use of 
ultraviolet ink (Adler 1980; Goodman and Crawford 
1974). The current findings show a 61.8 percent 
"disapproval" rate (i.e. , Moralist). Having a 
middle ground category in this instance did not 
seem to make a difference. Only 14.7 percent of 
the respondents selected the middle ground with the 
remainder (23.5%) going for "approval'' (ReaHst). 

Interestingly, the percentage of realists was very 
similar at each educational level while the percen
tage of rationalists declined as educational levels 
increased. This led to an increase in the percen
tage of moralists as educational levels increased 
which is contrary to results in the earlier scenar
ios.· However, no statistically significant 



association was found in ethical values across ed
ucational levels. In addition, an analysis of the 
ethical categories by sex and by sex and education
al levels found no significant differences. How
ever, the percentage of moralists increased over 
educational levels for males and decreased for fe
males. 

Discussion 

Hypothesis 1 was formulated to test the contention 
that increased exposure to a business curriculum 
would have a positive effect upon the tolerance 
level toward questionable marketing practices. 
Mitroff and Kilmann (1977) and Hawkins and Coca
nougher (1977) found that with increased exposure 
to the business curriculum, the student was more 
likely to view ethically ambiguous situations as 
ethical. This is consistent with Schein's (1980) 
and Chandler's (1984) beliefs that marketing 
courses place greater emphasis upon the technical 
aspect of marketing than on the moral consequences 
of marketing. -

The analysis shows that rejection of the null hypo
thesis of no association depends upon the situa
tions. rt appears that the more the situation 
directly impacts upon the student, the more likely 
the student is to view ethically ambiguous situa
tions as ethical. Only in the first situation was 
the association statistically significant. In 
this instance it may be that the masters students 
are older, currently hold marketing jobs and real
ize the difficulty in obtaining good positions, or 
have families and know the concern inherent with 
supporting the family. 

Although a significant association between ethical 
response and educational levels was only determin
ed for the first incident, some definite trends 
were identified overall. In each instance the 
percentage of rationalists decreased as education
al levels increased. In most instances, senior 
level students tended to have more moralist views 
or more realist views than the other groups. This 
is, instead of a trend across educational levels 
for the moralist and realist categories, senior 
level students tended to have higher or lower pro
portions than both junior level and masters level 
students. This may reflect the impact of course 
content (a section on social issues is frequently 
covered in the particular senior level class sur
veyed) and the business law "core" courses that is 
a prerequisite for this capstone policy course. 
The junior and masters level courses surveyed may 
not have taken the business law prerequisite. 

Hypothesis 2 was designed to test the thesis that 
females report more ethical behavior than men. A 
Gallop poll conducted by Ricklefs (1983a) for The 
Wall Street Journal found women to consistently 
report more ethical behavior than men. The Mit
roff and Kilmann (1977) study also found that 
women undergraduates were more concerned with the 
basic rightness and wrongness of the action than 
with whether the action was profitable or not. 

The percentage of males indicating the realist ap
proach exceeded the percentage of females taking 
this view in three of the four scenarios. Trends 
were not so clear between males and females for 
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the rationalist and moralist views. Furthermore, 
a statistically significant association was not 
found between sex and ethical values for any of the 
four situations. Thus, the evidence will not allow 
rejection of the second null hypothesis. 

Hypothesis 3 was formulated in order to measure the 
adage that a woman must change her ways to be suc
cessful in the business world. Some believe that 
females are perhaps naive to survival tactics in 
business at first, but learn the game over time. 
In her response to a female sales associate's com
plaints about the "unethical" behavior of the 
woman's boss, Harragan (1984) stated that women 
with limited exposure to life and business are of
ten stuck in a "clerical mentality" and are in
clined to focus on nitty-gritty details and ignore 
the large manifestations of company rules and pro
cedures. Therefore, it would appear that increased 
exposure to the business school curriculum would 
have an impact upon a female's ethical views and 
ultimately lead to greater tolerance to double
edged situations. 

Unfortunately, inadequate cell size, particularly 
at the masters level, did not allow an adequate 
statistical test of this hypothesis. However, an 
examination of the trends across educational levels 
does tend to support the premise that females' 
ethical postures change over time. Typically, the 
percentage of rationalists declined as educational 
levels increas~d. In addition, in the first situa
tion, the percentage of moralists declined as edu
cational levels increased with a greater percentage 
of realist responses at the masters level. Given 
the type of situation described in the first inci
dent, it may be that females do learn to discern 
between personal surviv~l and indirect effects. 
That is, the company probably would not close down 
because the green beans did not sell, because the 
product was overused, or because ultraviolet ink 
was used. Directly endangering one's career, how
ever, had personal repercussions. Therefore, fe
males may adhere to situational ethics more as they 
become older, have families; or have held or are 
holding jobs. 

A surprising finding was that senior level females 
were primarily moralists in three of four incidents 
while junior-level females were primarily moralists 
only once. Again, this may reflect the course 
background of students taking the "capstone" 
course (i.e., social issues section and the busi
ness law course). 

Hypothesis 4 was formulated to determine if situa
tional ethics do actually exist and if so, what 
types of situations cause variation. In situation
al ethics there are no right or wrong answers, the 
solution depends upon the situation. In addition, 
the right or wrong of a particular situation can 
change with the time, the place, the society, and 
the individual (Walker 1973). Situations can be 
determined ethically proper or improper depending 
upon the circumstances inherent in a particular 
situation. 

Although this hypothesis was not statistically 
tested, it appeared that type of situation did 
have an impact upon attitudes. In looking for con
sistency in responses, it was found that only 7.3 
percent of the students responded consistently 



either as a "Moralist" or as a "Realist." Almost 
93 percent of the students fell into the "Ration
alist" response for one or more of the given sit
uations. 

Respondents approached the first situation more 
from a "Rationalist" or "Realist" point of view, 
whereas the fourth situation appeared to be more a 
"Moralist" situation. The first situation is one 
that clearly has an effect upon the individual's 
personal life, while the last situation is one 
that the respondent can look at without personal 
impact. Given the differences in the responses, 
it appears that students do adhere to situational 
ethics, and that the personal impact upon the in
dividual may guide the decision-making process. 

This observation concurs with previous findings 
which have surmised that the circumstances of a 
given act have an effect upon whether or not the 
act is perceived as ethical. Blott referred to 
this as a trend away from traditional, absolute 
virtues to a newer theory of relativity (Blott 
1978). Further support for this is found in the 
results of a study that discovered that 75 percent 
of the general public disapproved of an executive 
omitting $2,500 in interest income from his tax 
return, while only 50 percent disapproved of a 
waitress who declared only $2,500 of her $5,000 
annual tip income on her tax return (Ricklefs 
1983b). Ferrell and Weaver (1978) also found a 
situational viewpoint in their reserach, conclud
ing that respondents believed that behavior was 
more ethical in some situations than in others. 

Summary 

This study attempted to determine if any differ
ence existed in students' ethical attitudes at 
three levels of education, between males and fe
males, and at the three educational levels of fe
males. The findings do not entirely support 
previous research findings in that the results 
were inconclusive between and among the education
al levels of students. The lack of corroboration 
with previous studies may result from the nature 
of the situations and the response categories. 
Most previous reported research appeared to high
light a consideration of ethical behavior from 
the respondents. In addition, previous studies 
often utilized the "have you" or "would you con
demn" approach rather than the "what would you do" 
approach that was used in the current study. It 
might be easy to respond yes/no to the "have you" 
question or to give the socially acceptable re
sponse to the "would you condemn" question. Yet, 
the type of responses used in the current research 
did not really draw attention to socially accept
able responses nor did any of the situations ques
tion what had been done by the individual. 

The results do appear to indicate the existence of 
situational ethics as suggested in the literature. 
Apparently, students in making courses have pro
priety and impropriety. However, the research re
sults do suggest that exposure to certain course 
content (i.e., legal and social issues) may shape 
the ethical awareness/behavior mode of students. 
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Appendix 

Please contact Jon Hawes, Department of Marketing, 
University of Akron, Akron, OH 44325 for a copy of 
the survey instrument. 
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STUDENT EVALUATIONS IN A BUSlNESS ADMINISTRATION CURRICULUM 
- A MARKETING VIEWPOINT 

Lorman L. Lundsten, College of St. Thomas 

Abstract 

There are two opposing viewpoints, both well supported 
in the literature, concerning student evaluations of 
teaching performance. The first view holds that 
students can and should evaluate teaching performance 
and that the evaluation will correlate well with learning 
outcomes. The second viewpoint is that, while the 
students may be measuring something, probably 
satisfaction, their evaluations may differ markedly from 
the level of true learning taking place. 

The discipline of marketing offers a useful perspective 
from which to view the value of student evaluations. 
Marketers would argue that students, as one relevant 
market of the education process, deserve to be satisfied 
by the process and that this i"S"a relevant goal. 
Obviously, learning is another, possibly different 
outcome that also needs to be monitored. This study 
presents a detailed analysis of a large sample of student 
ratings. 

The Problem 

In any single educational institution, there seem to be 
two major groups of influences that come together in 
a classroom. First are those influences under control 
of the instructor. These include classroom delivery 
style, the structure of the delivery, the level of support 
offered to the student, the textbook chosen and other 
factors that stem from choices made by the instructor. 
Another set of influences stems from the student. 
Students are motivated or not, they like or dislike the 
subject, they are enrolled by choice or not, they like 
the instructor and the teaching style used or they do 
not. 

The quality of the educational experience can best be 
judged by understanding the combination of these two 
sets of influences. If the set of variables under control 
of the instructor has the predominant effect, then 
rating the quality of the experience and judging the 
quality of instruction is relatively straightforward. 
Behaviors can be scored, and the scores accumulated. 
The instructor can be rated based on these scores. 
There is justice in assigning an instructor a score based 
on these ratings, since the scores reflect his/her 
actions. Negative scores point out where he/she needs 
to "mend his ways." 

That is, the luck of the draw may result in a 
disproportionate number of motivated students and/or 
a disproportionate number of students with learning 
styles which are consonant with the instructors teaching 
style. These factors may be more important in 
determining instructors scores than any particular 
teaching behavior. 

If student factors are important in moderating the 
educational outcomes, and if these factors have at 
least moderate variability over the student population, 
then the measurement error in determining outcomes 
for any given instructor behavior increases greatly. If 
significant interactions exist, the measurement error 
of the measure of teaching effectiveness is also 
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increased. In this case, behaviors that produces adequate 
learning with one class become inadequate in another. 

This study will attempt to give a measure of the 
importance of each of the domains of influence, (i.e, 
the instructors behavior and the student factors) and 
will infer from this the adequacy of present evaluation 
strategy. 

The Dimensions of Teaching 

In a pioneer study of student evaluation of faculty 
performance, McKeachie (1960) studied the moderators 
of learning in an undergraduate general psychology 
course. He evaluated teaching behaviors, student 
characteristics and objective measures of learning and 
found that while intellectual ability was the strongest 
single factor in determining learning, instructor and 
student behaviors were significant moderators. 

The Center for Research on Learning and Teaching at 
the University of Michigan, in a June 1976 summary of 
the many factor analytic studies of student ratings notes 
that four main factors tend to emerge in these studies. 
Here are the four factors, along with sample items that 
load on each factor. 

Factor 
Skill 

Rapport 

Organization 
Overload/ difficulty 

Sample Item 
The instructor gives clear 
explanations 
The instructor treats students 
with respect 
The instructor uses class time well 
The instructor made the course 
sufficiently difficult to be 
stimulating. 

The Relationship Between Evaluations and Learning 

Negative Studies 

Rodin and Rodin (1972) concluded that, since students 
who learned the most rated their instructors lowest, 
student evaluation of instruction is invalid. 

Elwin Marg (1979) found that concentration on morale 
building instead of content in a highly technical course 
area (optometry) raised student ratings of effectiveness, 
while learning was reduced. 

Positive Results on Student Evaluation 

McKeachie's early (1964) results found that student 
evaluations were valid. Frey (1976) showed that student 
evaluations were not sensitive to timing and that they 
correlate well with exam performance in calculus classes. 
Gillmore (1977) shows that the course effect (the portion 
of the rating score that is course dependent, not 
instructor dependent) is quite small. Scott showed that 
order effect and item context had no significant effect 
on average appraisal of instruction in the Department of 
Psychology at the University of Georgia. Hofman and 
Kremer show that students at the University of Haifa 
formed their evaluative opinions early in the semester 



and they suggest that the timing of the evaluation is 
not critical. 

Doyle and Crichton (1978) present mixed results in an 
interesting cross-validity study of student, peer and 
self evaluations. In this study, 263 students in a 
required introductory communications course rated their 
learning experience. The 12 instructors, mostly 
graduate students, provided peer and self ratings. The 
common final examinations supplied a measure of 
learning. They found that the three sets of ratings 
were usefully related, that peer ratings were the most 
favorable and student ratings the least favorable, and 
that "student and self ratings and rankings were quite 
good in terms of convergent and discriminant validity, 
but no student, peer, or self rating was significantly 
related to residualized student achievement." 
Residualized student achievement here refers to the 
final exam performance not explained by PSAT verbal 
scores. 

Two possible problems in generalizing this study are 
apparent. First, that the final examination as a measure 
of learning in this single course may be suspect. If 
it were too easy or too difficult, no measurement would 
have taken place. Second, the use of a faculty 
population primarily consisting of graduate students 
may, in some way, have effected the outcomes. 

An Empirical Test 

In the spring semester of 1985, every student in the 
business administration department of the College of 
St. Thomas in St. Paul, MN was asked to complete an 
evaluation questionnaire. 2,069 completed 
questionnaires were received. About half of the 
students completed more than one questionnaire because 
they were taking more than one course in the business 
administration department. 

Included in the questionnaire were questions on the 
perceived outcomes of the course (e.g., learning, 
satisfaction), the perceived behavior of the instructor 
(e.g., instructor treated students with respect) and the 
characteristics of the student (e.g., class year, this 
class was required for my major). 

Missing items were tabulated for each questionnaire 
and those with more than 10 items missing were 
eliminated from the study (only 149 fell into this 
category). This eliminated nearly all of the item non
response. The missing items in the remaining cases 
were replaced by the mean response for the item. No 
item was missing in more than 1% of the cases. 

There were 16 items in the student questionnaire that 
were designed to measure instructor behavior. Typical 
items in this category were "· •• was well prepared," 
"· .• presented the subject matter clearly." There 
were nine items that referred to items not under the 
instructor's control. Typical items here involved the 
students' personal motivation to do work or own prior 
ability, etc. Finally, there were seven items that 
measured educational outcome. They asked students 
to rate the course, the teaching, the instructor and 
asked for other measures of outcome. 

Data Reduction 

Since prior research on instructor effectiveness showed 
indicated approximately four underlying factors in 
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instructor behavior and since it was desired to reduce 
the many measures to a more interperatable number, 
each major group of variables was submitted to principal 
components factor analysis and a varimax rotation of 
the factors. Three separate analyses were performed 
because it was felt that there were three separate 
domains of interest, Outcome, Faculty Controlled Items 
and Items Not Under Faculty Control. 

The outcome measure resulted in one factor with an 
eigenvalue greater than one, explaining 55.2% of the 
variance in the measure. The factor loadings are shown 
in Exhibit A. 

The instructor behavior set of items resulted in four 
factors with eigenvalues greater than one. The factor 
loadings are presented as Exhibit B, along with a 
tentative label for each axis. Three of the factors 
seem to relate directly to the expected factors of SKILL, 
RAPPORT and OVERLOAD, with the final factor 
tenatively related to the ORGANIZATION factor 
(Qualitative vs. Quantitative) found in prior studies. 

The domain of items not under the control of the 
instructor showed four factors also. They are shown 
as Exhibit C. They summarize some intuitively 
acceptable features of the student populations. Students 
seem to vary in the amount that they like the instructor, 
in the amount of motivation that they have and in the 
prior ability they bring to a given class. Finally they 
vary in the amount of choice they have in taking a 
given course, with fewer choices available in their senior 
year. 

Use of these factors allows the dimensionality of the 
relationship between descriptive variables and final 
outcome to be reduced from the original 32 variables 
to the final 9 factor scores. The factor scores are 
convenient for describing the learning experience for 
two reasons 1) Each score summarizes several variables 
efficiently and 2) the factor scores are uncorrelated 
with each other, making interpretation more reliable. 

Actually, only the four factor scores in each separate 
domain, instructor determined and non-instructor 
determined variables, have zero correlation. As we will 
see, there appear to be useful relationships between 
elements of the two domains. 

The correlations between these nine elements are shown 
in Exhibit D. 

Path Analysis of Results 

Path analysis is "concerned with linear, additive, 
asymetric relationships among a set of variables which 
are conceived as being measurable on an interval scale" 
(Duncan, 1966, Van de Geer, 1971). Path analysis implies 
a causal relationship between the variables and allows 
the assessment of the relative importance of the 
variables in such a structure. It uses the technique of 
least-squares regression analysis to specify coefficients. 

The instructor evaluation variables are suited to analysis 
by this technique. The factor scores may be considered 
to be interval scaled data and we certainly hypothesize 
that instructor behavior and other factors present in 
the teaching situation interact in some causal way with 
educational outcome. 

The final model is shown as Exhibit E. 



The En variables are uncorrelated, exogenous effect 
variables required to balance the model. That is, when 
the postulated variables fail to explain all of the 
variance in a subsequent variable, an uncorrelated 
hypothetical exogenous variable is introduced. If the 
variance can't be explained by the observed variables, 
we assume an unobserved variable to explain it. 

The factors labeled SKILL, RAPPORT, OVERLOAD and 
ORGANIZATION (instructor controlled factors) all have 
an effect on the outcome factor directly that ranges 
from a path coefficient (analagous to a regression beta
weight) of .446 down to a path coefficient of .066. 
The factors that are under student control, LIKING, 
MOTIVATION, SUBJECT MASTERY and LACK OF 
OPTIONS have direct effect resulting in path 
coefficients ranging from .302 down to .044. The 
negative coefficient (-.126) between SUBJECT 
MASTERY and OUTCOME indicates that more positive 
outcomes are associated with subjects that are initially 
unfamiliar. 

The model also shows some interactions between the 
two sets of variables. Overload, associated with heavy 
work-loads, has a positive effect on MOTIVATION. 
Instructor SKILL and RAPPORT both impact strongly 
on LIKING. That is, although LIKING and MOTIVATION 
are under the control of the student, the instructor 
can exhibit behavior that seems to increase the liklihood 
of these factors. This is encouraging. 

Conclusions 

Are student evaluations valid? This study allows a 
qualified "yes" to that question. Student perceptions 
of their learning outcome are usefully related to 
measures of teaching skilland rapport building 
activities by the instructor. From a marketing 
viewpoint, this is a significant finding. The student 
represents an important target market of the 
educational process and he or she should be satisfied 
by the process as it is happening. Whether, in addition 
to satisfaction, learning is happening and whether the 
long term goals of other key target markets (employers, 
society) are being met cannot be determined from the 
data at hand and have not been subjects of much study. 
They deserve further consideration. 
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ExmmT A 
OUTCOME FACTOR ANALYSIS 

INITIAL STATISTICS: 

FACTOR 
1 
2 
3 
4 
5 
6 
7 

EIGENVALUE 
3.86668 

.79792 

.68628 

.54 736 

.48454 

.36231 

.25492 

FACTOR MATRIX: 

M3 
M1 
M2 
B7 
B2 
B1 
D7 

FACTOR 1 

.85665 

.80870 

.79321 

. 72012 

.68864 

.66960 

.63913 

PCT OF VAR 
55.2 
11.4 
9.8 
7.8 
6.9 
5.2 
3.6 



FINAL STATISTICS: FINAL STATISTICS: 

FACTOR EIGENVALUE PCT OF VAR 
1 .386668 55.2 

VARIABLE COMMUNALITY* 
M1 .6540 * 
M2 .6291 * 
M3 .7338 * 
B1 .44837 
B2 .47422 
B7 .51858 
D7 .40849 

M1 
M2 
M3 
B1 
B2 
B3 
B4 
B5 
B6 
B7 
B8 
B9 
B10 
Bll 
B12 
B13 
B14 
B15 
D3 
D4 
D6 
D7 
DB 
D9 
D10 
Dll 
D12 
D13 
D14 
D15 
D16 
017 
D18 
D19 

VARIABLES USED 
'HOW MUCH LEARNED' 
'HOW RATE TEACHING' 
'HOW RATE COURSE' 
'READ MORE EFFECTIVELY' 
'CAN USE CONCEPTS' 
'KNOW SUBJECT WELL' 
1 WELL PREPARED' 
'PRESENTED CLEARLY' 
'GAVE GOOD EXAMPLES' 
'STIMULATED THINKING' 
'ENCOURAGED QUESTIONS' 
'RESPECTS STUDENTS' 
'PROVIDED HELP' 
'WAS ACCESSABLE' 
•STATED OBJECTIVES' 
'RELEVANT ASSIGNMENTS' 
•EXAMS ACCURATELY ASSESSED' 
'GRADING WAS OBJECTIVE' 
'REQUIRED 
'CLASS YEAR' 
'PRIOR ABILITY' 
'BENEFICIAL' 
'WORK OUT OF CLASS' 
'WORK REQUIRED' 
'HOW DIFFICULT' 
'INSTRUCTOR FAIR' 
'HOW GRADE' 
'LIKE INSTRUCTOR' 
'LIKE STYLE OF TEACHING' 
'LIKE SUBJECT MATTER' 
'PERSONAL MOTIVATION' 
'PREFER QUANT/QUAL' 
1 WAS QUANT/QUAL' 
•UTILIZE OPPORTUNITIES' 

EXffiBIT 8 
INSTRUCTOR BEHAVIOR FACTOR ANALYSIS 

INITIAL STATISTICS: 
FACTOR EIGENVALUE 

1 5.53808 
2 1.61740 
3 1.27464 
4 1.00491 
5 .88686 
6 .78945 
7 • 70206 
8 .62466 
9 .57696 

10 .52742 
11 .48162 
12 .46136 
13 .44426 
14 .39938 
15 .35164 
16 .31930 

PCT OF VAR 
34.6 
10.1 

8.0 
6.3 
5.5 
4.9 
4.4 
3.9 
3.6 
3.3 
3.0 
2.9 
2.8 
2.5 
2.2 
2.0 
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FACTOR EIGENVALUE PCT OF VAR 
1 5.53808 34.6 
2 1.61740 10.1 
3 1.27464 8.0 
4 1.00491 6.3 

VARIABLE COMMUNALITY * 
B3 .50896 * 
B4 .56776 * 
B5 .66318 * 
B6 .58674 * 
B12 .50672 * 
B13 .54680 * 
B14 .62502 * 
B15 .60689 * 
B8 .53149 * 
B9 .59504 * 
B10 .72104 * 
Bll .63368 * 
Dll .36795 * 
D9 • 70793 * 
D10 • 75730 * 
D18 .50853 * 

ROTATED FACTOR MATRIX: 

FACTOR 1 FACTOR 2 FACTOR 3 FACTOR 4 
B5 .72423 .35235 
B4 • 71762 
B6 .69158 .31642 
B3 .68595 
812 .63648 
813 .59423 .41165 
811 • 76862 
B10 .76632 
89 .34957 .66770 
B8 .37283 
Dll .43156 .35317 
D10 .86994 
D9 .83886 
018 .66341 
815 .37881 .35913 .56484 
B14 .51058 .54138 

EXffiBIT C 
NON-INSTRUCTOR DETERMINED FACTOR ANALYSIS 

INITIAL STATISTICS: 

FACTOR EIGENVALUE PCT OF VAR 

1 1.92022 21.3 
2 1.39903 15.5 
3 1.16144 12.9 
4 1.15237 12.8 
5 .83755 9.3 
6 .76530 8.5 
7 .68301 7.6 
8 .64931 7.2 
9 .43176 4.8 

FINAL STATISTICS: 

FACTOR EIGENVALUE PCT OF VAR 

1 
2 
3 
4 

1.92022 
1.39903 
1.16144 
1.15237 

21.3 
15.5 
12.9 
12.8 

CUM PCT 

21.3 
36.9 
49.8 
62.6 



VARIABLE COMMUNALITY * 
013 .73830 * 
014 .74812 * 
06 .65628 * .044 .094 

015 .55209 * 
08 .57472 * 

.066 

016 .55995 * 
.230 

019 .54112 * 
03 .60991 * 
04 .65258 * 

ROTATED FACTOR MATRIX: .414 

FACTOR 1 FACTOR 2 FACTOR 3 FACTOR 4 

014 .86255 
013 .85878 
016 
08 
019 
06 
015 -0.31078 
04 
03 

OUTCOME 

UKING 

MOTIVATION 

SUBJECT 
MASTERY 

LACK OF 
OPTIONS 

SKILL 

RAPPORT 

OVERLOAD 

ORGANIZATION 
(QUAL/QUANT) 

• 72372 
.71488 
.60840 

OUTCOME 

1.0 

.6237 

.2765 

-.1142 

.0563 

.6234 

.3489 

.0949 

.1278 

-0.30449 
• 77887 
.61696 

~~Rapport 
~ .372 

E2 

Subject Overload 

.74488 
.73448 

Mastery 

Lack of 
Opttons 

EXffiffiT D 

CORRELATIONS BETWEEN 9 FACTORS 

SUBJECT LACK OF 

EXHIBITE 

PATH MODEL 

Organization 
(Quai!Quant) 

ORGANIZATION 

UKING MOTIVATION MASTERY OPTIONS SKILL RAPPORT OVERLOAD (QUAL/QUANT) 

1.0 

* 1.0 

* 1.0 

* * * 1.0 

.4930 .1155 -0.0355 .0287 1.0 

.4144 -.0135 .0281 .0082 * 1.0 

.3719 .1855 .1043 .0000 * 1.0 

.1344 .0472 .0928 -.1007 * * * 1.0 

* Because factor scores were used, these elements all equal zero. 
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MARKETING PRINCIPLES: STUDENT ATTAINMENT AND INSTRUCTOR PERFORMANCE 

Edward J. O'Brien, Southwest State University 

Abstract 

The attitudes and viewpoints of professors 
teaching Marketing Principles are set forth and 
compared with those of students prior to and 
following study in the introductory course. 
Instructors of Marketing Principles appear to 
have relatively little impact on attitudes and 
views held by students completing course work. 
A performance grid is presented for the matching 
of professors to classes in an application of 
Fiedler's Contingency Model for Leadership 
Effectiveness. Suggestions are also offered for 
improvements in the formating of the Marketing 
Principles course. 

Introduction 

Increasing public and institutional attention to 
faculty accountability and evaluation are 
demonstrating that the answer to what constitutes 
effective teaching is most elusive. During 
twenty plus years of teaching, administrative 
evaluations, peer evaluations, student evaluations 
and self-evaluations have produced some pain, a 
little pride, and precious little information on 
how w·ell I'm "doing." Visits with former students 
who have experienced success produce good feelings 
--which diminish as one reflects on the many 
others who have worked with the individual and the 
hundreds of former students with ordinary careers. 
Most professors informally, perhaps subconsciously 
evaluate each class session. We come away with a 
good feeling: the hour has gone well, students 
were interested, responsive, analytical, and 
pushed us to the boundaries of our knowledge of 
the topic. Or there is a vague feeling of 
discontent. A presentation has been made but 
there was no ignition of collective intellectual 
effort and achievement. We resolve to work more 
intently during the next session and remind our
selves of the normality of peaks and valleys in 
human performance. But student and professor 
satisfactions or dissatisfactions are not neces
sarily evidence of effective teaching. Given the 
difficulties of measuring individual teaching 
performance, perhaps one must evaluate effec
tiveness at the macro level. Are professors of 
business successful in imparting knowledge and 
attitudes to their students? 

Instructor Goals and Objectives 

A recent study investigated the development of 
student attitudes and knowledge during study in 
the collegiate Principles of Marketing course and 
also during the first two years of university 
business studies (O'Brien 1980). Instructors in 
the Principles of Marketing course appeared to 
play a minor role in student acquisition of 
knowledge and attitude formation. The study sug
gested the necessity of assessing the views held 
by marketing instructors in order to make assump
tions about instructor course goals and 
objectives. Marketing eductors may have course 
knowledge and attitude objectives which differ 

174 

from those assumed to be common by the researcher. 
If this is the case, findings from the above cited 
research are limited in scope and inconclusive. 
Topics and content common to many of the Princi
ples of Marketing texts in current use suggested a 
list of knowledge and attitudinal objectives 
which would likely be endorsed by most instructors. 
The list provided the basis for development of a 
questionnaire and attitude scales designed to 
assess the degree to which instructors accepted 
the text objectives for the Principles course. 
A very similar instrument had been used earlier to 
assess student attitudes and knowledge prior to 
and following study in Principles of Marketing. 

The questionnaire and attitude scales used with 
student respondents in the previous research were 
sent to professors in a nationwide sample of 147 
colleges and universities drawn from the American 
Marketing Association's membership roster of 
universities, colleges and schools. Sets of 
questionnaires were addressed to Chairperson, 
Department of Marketing, with a cover letter 
requesting that the instrument be provided to all 
professors who teach at least one section of 
Marketing Principles each academic year. A cover 
letter directed to the Marketing professor was 
attached to each questionnaire. Returns from 109 
Marketing educators represented 72 institutions. 
The institutional return rate was 49 percent. 
Lack of data on the number of Marketing faculty 
meeting the above qualification prohibited calcu
lation of a return percentage for individuals. 
No follow-up was conducted since anonymity of 
views was insured through absence of identifica
tion and coding. Analysis of returns via return 
envelope letterheads indicated no observable 
difference between respondents and nonrespondents 
regarding factors such as size, geographic loca
tion, or the public/private status of the insti
tution. Seventy-three percent of the respondents 
were employed in academic units accredited by the 
American Association of Collegiate Schools of 
Business. 

Results should be examined with cognizance of the 
difficulty of controlling for confounding vari
ables, semantic difficulties in wording questions 
and attitude scales, and the variations in the 
interpretation of instructions which occur when a 
research instrument is administered to several 
hundred respondents at a number of locations by 
different researchers. The writer also does not 
intend to imply that professors should be indoc
trinary in their teaching. 

Instructor Response 

Delivery of Standard of Living 

The first question asked respondents to indicate 
whether Central planners in Government, Government 
Agencies, or Marketing and the Market System 
deliver the goods and services which constitute 
our standard of living in the United States. 



TABLE I 
DELIVERY OF STANDARD OF LIVING 

Students at Students at 
Begin. of conclusion of 
Principles of Principles of Marl<atlng 
Marl<atlng Course Marl<atlng Course Professors 

Z score of 
Mktg. Prof. vs. 
student begin
ning Prin. of 
Marl<atlng 

Mktg. Prof. vs. 
students com
plating Prin. of 
Marl<atlng 

Central Planners in Government 

Government Agencies 

Marketing & The Market System 

0% 

4 

96 

2% 

3 

94 

0% 

2 

100 2.076 2.520 

TABLE II 
PRIMARY BUSINESS FUNCTIONS 

ZScore of zScoreof 

Students at Students at 
Marl<atlng Prof· Marl<atlng Prof· 
essors Compar· lessors Compared 

Beginning of Conclusion of ad to Students to Students Com-
Principles of Principles of Marl<atlng Beginning Prin. plating Prin. of 
Marl<etlng Course Marl<atlng Course Professors of Mktg. Course Mktg. Course 

Accounting 

Data Processing Information Systems 

Finance 

Insurance 

Law 

Management 

Marketing 

Personnel Management 

Production 

Real Estate 

Research 

40% 36% 

to 13 

34 32 

11 10 

70 62 

75 79 

2 4 

49 46 

10 16 

The percentage of subjects checking each response 
is presented in Tabl e I. 

Figures are rounded to the nearest full percent. 
The percentages may total more or less than 100 
percent due to multiple responses, write ins, and 
the rounding of percentages. The statistical text 
Z determines the significance of a difference 
between proportions. A Z of + 1.96 indicates a 
difference significant at the-.05 level. A neg
ative Z score indicates that the proportion of 
marketing professors selecting the item was sig
nificantly less than the student group, while a 
positive Z score indicates a significantly larger 
proportion of marketing Erofessors selected the 
item. Only significant Z scores are listed. 

A significantly higher proportion of marketing 
professors indicated that the U.S. standard of 
living is delivered via the market system than 
students who have completed Principles of 
Marketing and those who have not taken the course. 
A majority of people in all three groups hold this 
view. 

Primary Business Functions 

The second item on the questionnaire asked 
respondents to select the three primary business 
functions from a list of eleven. A majority of 
professors selected marketing, production, and 
finance as the primary business functions. Stu
dents favored marketing, management, and produc
tion with accounting a close fourth most selected 
function. Thirty-nine percent of the marketing 
professors selected the combination of marketing, 
production, and finance while only a handful of 
students in each group chose that combination. 
Significant differences existed between professors 
and both student groups on most functions. See 
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10% -5.027 -4.870 

6 

61 3.871 4.878 

-8.625 

-3.504 -3.382 

40 -4.317 -3.637 

97 4.763 4.387 

69 2.999 3.844 

10 

Tabl e II. 

If one accepts the view that finance, production, 
and marketing are the primary or most basic bus
iness functions, experience in the principles of 
marketing course does not appear to have much 
impact on the primacy students attach to marketing 
and other business functions. 

Utilities of Marketing 

Views on the utilities created by marketing were 
investigated via a question which asked respon
dents to indicate the utilities they associated 
with marketing. The responses on form utility 
must be set aside since the wording of the 
question led some respondents to answer in direct 
absolute terms while others answered in terms of 
indirect contributions to form utility via the 
involvement of marketing personnel in product 
planning and design. 

While professors and students beginning study in 
principles of marketing have very similar views 
concerning the information utility created by 
marketing, study in the course produces an unex
pected reduction in the percentage of students 
associating this utility with marketing at the 
conclusion of the course. The marketing prin
ciples course does increase student awareness of 
the place, time, and possession utilities pro
vided by marketing. While significant differences 
exist between students and professors at both the 
start and conclusion of marketing principles, 
students move appreciably closer to the views held 
by professors. Results are presented in Tabl e 
III. 



TABLE III 
UTILITIES OF HARKETING 

Students at Students at 
Beginning of ConClusion of 
Principles of Principles of Marketing 
Marketing Course Marketing Course Professors 

Z Score of 
Marketing Profs 
Compared to 
Students Begin
ning Principles 
of Marketing 

ZScore of 
Marketing Profs 
Compared to 
Students Complet· 
lng Principles of 
Marketing 

Form utility 

Information utility 

Place utility 

Possession utility 

Time utility 

None of the above 

34% 

60 

56 

25 

50 

45% 

47 

76 

53 

72 

2 

50% 

61 

99 

95 

95 

2.426 

7.751 

10.326 

7.533 

2.270 

5.297 

7.529 

4.970 

TABLE IV 
BUSINESS TRULY APPLY THE HARKETING CONCEPT ORIENTING ALL ACTIVITIES 

TO THE ULTI}~TE OBJECTIVE OF SATISFYING CONSUHER DESIRES. 
MOST 

zScoreot Z Score of 
Marketing Profs Marketing Profs 

Students at Students at Compared to Compared to 

Beginning of Conclusion of Students Begin- Students Complet· 

Principles of Principles of Marketing nlng Principles lng Principles 
ol Mktg Course of Mktg Course Marketing Course Marketing Course Professors 

Strongly agree 

Agree 

Uncertain 

Disagree 

Strongly disagree 

Adoption of Marketing Concept 

2% 

57 

18 

22 

5% 

65 

18 

12 

A five position attitude scale was used to secure 
responses to the statement "Most business truly 
apply the marketing concept orienting all activ
ities to the ultimate objective of satisfying 
consumer desires." Both student groups are much 
more accepting of the statement than are mar
keting professors with the professors signifi
cantly lower in the "agree" responses and signif
icantly higher in "disagrae" and "strongly 
disagree" responses. With professors holding such 
views, it is curious to note that study in 
Principles of Marketing produces somewhat more 
agreement and much less disagreement with the 
statement. Results are presented in Tabl e IV. 
Professors may be more positive in class than in 
expressing personal views. An examination of 
principles texts indicates that authors present 
conservative views of the extent to which firms 
have adopted the marketing concept and thoroughly 
discuss problems associated with the concept. 
Perhaps it is the idealism of the young which 
accounts for this change in attitudes during 
marketing studies. 

MARKETING OF INNOVATIONS 

Professors are significantly stronger in their 
view that marketing efforts are needed to secure 
adoption of a superior innovation than are the 
two student groups. An attitude scale ranging 
from strongly agree to strongly disagree was used 
with the statement "When a new product is useful 
or superior to existing products, consumer demand 
develops naturally without marketing efforts as 
rapidly as people become aware of the new or 
improved product." Marketfng studies do not bring 
student views closer to those of their professors. 
Rather, students appear to move closer to the view 
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3% 

23 -5.109 -7.222 

13 

57 5.130 8.669 

2.803 3.146 

that a superior innovation will sell itself. 
Student views may stem from frequent personal 
experiences with trying new items on the advice or 
recommendations of friends, but this fails to 
explain the unexpected shift of opinion during 
marketing studies. Results are presented in 
Table V. 

Marketing's Impact on Employment 

Marketing's contribution to society via provision 
of employment was researched with a question 
asking respondents to check the areas listed with 
results in Tab le VI . A great many multiple 
responses were received on this question even 
though the second and third items encompass the 
previous item(s). While professors are signif
icantly above the student groups in viewing 
marketing as contributing to employment through
out society, no real change in student attitudes 
occurs during study in marketing principles. 

Societal Contributions 

To elicit a composite view of marketing from re
spondents, a question asked if marketing in 
general was: "An unavoidable necessity which 
increases demand so that excess production is 
taken off the market enabling firms to realize 
expanding sales and profit goals"; "Useful in 
creating some utilities"; And "A force in society 
which goes beyond the basic delivery of our goods 
and services to improve the quantity and quality 
of our standard of living." Professors, to a 
significant extent, see marketing as a more influ
ential force for location in society than does 
either group of students. A majority of both 
student groups share this positive view, while 
sizable minorities (14-20%) hold rather negative 
outlooks. Study in Principles of Marketing does 



TABLE V 
WHEN A NEW PRODUCT IS USEFUL OR SUPERIOR TO EXISTING PRODUCTS, CONSUMER 

DEMAND DEVELOPS NATURALLY WITHOUT }1ARKETING EFFORTS AS RAPIDLY AS 
PEOPLE BECOME AWARE OF THE NEW OR IMPROVED PRODUCT. 

Z Score of Z Score of 
Mktg. Profs. Mktg. Profs. 

Students at Students at Compared to Compared to 
Beginning of Conclusion of Students Begin- Students Complel· 
Principles of Principles of Marketing nlng Principles lng Principles 
Markell~ course Markell~ Course Professors of Mklll Course of Mklll Course 

Strongly agree 5% 4% 0% -2.327 -2.045 

Agree 24 33 6 -3.886 -5.451 

Uncertain 5 18 6 -3.122 

Disagree 58 39 58 2.935 

Strongly disagree 8 6 35 4.783 6.710 

TABLE VI 
MARKETING'S HIPACT ON EMPLOYMENT 

ZScoreof ZScore of 
Profs Compared Profs Compared 

Students at Students at to Students to Students Com· 
Beginning of Conclusion of BegiMing Prin- plating Principles 
Principles of Principles of Marketing clples of of Marketing 
Markell!!ll Course Markell!!ll Course Professors Mk!ll Course Course 

Marketing careers only 48% 47% 0% -8.212 -8.589 

Marketing plus other business careers 50 50 3 -7.926 -8.539 

All areas of employment 86 79 99 3.596 4.959 

TABLE VII 
SOCIETAL CONTRIBUTIONS 

zScore of ZScore of 
Mktg. Profs. Mktg. Profs. 

Students at Students at Compared to Compared to 
Beginning of Conclusion of Students Begin- Students Complet· 
Principles of Principles of Marketing ning Principles lng Principles 
Markell~ Course Markell~ Course Professors of Mklll Course of Mktll Course 

An unavoidable necessity which increases 
demand so that excess production is 
taken off the market enablilng firms to 
realize expanding sales and profit goals 14% 

Useful in creating some utilities 

A force in society which goes beyond the 
basic delivery of our goods and services 
to improve the quantity and quality of our 
standard of living 

4 

75 

20% 

8 

67 

not bring students into closer alignment with the 
views of professors. Results are presented in 
Tab le VI I . 

Discussion 

The findings of the research indicate that there 
are significant differences in the knowledge and 
attitudes of marketing professors and students. 
Earlier research and this study both indicate that 
little development of knowledge or attitudes in 
the nine areas investigated occur during study in 
the Principles of Marketing course. Marketing 
educators were found to hold the views and atti
tudes targeted by this researcher to a remarkable 
degree, Lack of student educational attainment 
in Principles of Marketing cannot be attributed to 
confusion of concepts and attitudes espoused by 
professors. 

Not being able to measure individual performance 
with accuracy or confidence and with macro perfor
mance not at impressive levels, we must consider 
new concepturalizations of the student attainment, 
faculty performance envelope. As supply side 
economists focus on a portion of the economy, in 
measuring the teaching effectiveness of professors 
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0% -3.983 -4.959 

5 

95 4.253 5.727 

we have tended to examine only part of the educa
tional entity. 

A Conceptualization 

Figure One presents four extreme combinations of 
professor/student performance. Performance varies 
along a continuum between the extremes, The 
Northwest corner (stars) is the most enjoyable and 
productive situation for capable, motivated 
professors and students. The Northeast corner 
(cuckoo's nest) holds a high level of frustration 
potential for the professor. Faculty seek escape 
by gravitating to upper division courses, graduate 
courses, and smaller classes where a high level of 
student effort can be extracted. Professors may 
seek employment with institutions applying more 
selective admissions standards. 

The Southeast corner is a satisfactory situation 
for participants with low levels of ability and 
motivation. Taxpayers and society, as a whole, 
may have cause for concern regarding the cost and 
productivity of the flock. Professors and students 
with the characteristics of this quadrant may move 
(voluntarily or involuntarily) from institution to 
institution until a "match" is found. 



FIGURE 1 
PERFORMANCE GRID 

Student Effort & Ability 

Professor's 
Effort 
and 
Ability 

High 

Med.* 

Low 

High 

STARS 

DONKEY 

Med.* Lo~r 

CUCKOO'S NEST 

TYPICAL 

TURKEYS 

* Mid levels of effort and ability or high on one and low on the other. 

The Southwest corner frustrates students to the 
extreme that student evaluations produce scathing 
results and student comments lead droves of 
students to avoid the courses and sections taught 
by these professors. The unlabeled sectors con
stitute compromise situations which are probably 
acceptable to most professors and students. 

Proposals 

Department chairpeople and deans in planning 
course schedules might experiment with Fiedler's 
contingency model for leadership effectiveness 
(1976). Fiedler believes that the effectiveness 
of a group depends on the interaction between the 
leader's personality and the situation. A Least 
Preferred Coworker (LPG) scale is administered to 
determine if a professor is task motivated or 
relationship motivated. For optimum levels of 
performance, relationship motivated professors 
should be assigned to classes with moderately 
favorable conditions (professor-student relations, 
task structure, and leadership position power), 
while task motivated professors should be assigned 
to situations that are favorable or unfavorable. 
In determining faculty/course assignments, faculty 
and administrators, at this point in time, would 
have to make unverified assumptions about the 
three elements which determine the favorableness 
of the situation. It would seem that there is 
face validity in assuming that elective courses 
would have better professor-student relations 
than required courses and that small classes 
vmuld permit better relationships than large 
classes. Task structure would seem to be greater 
in quantitative courses such as marketing research 
and business statistics than in principles courses 
and these higher than seminars. Leadership 
position power should be relatively high in elec
tive and graduate courses. Rather than training 
oneself or altering performance to suit the posi
tion, Fiedler recommends that one be matched to 
a position where there is an optimum prospect of 
success. While sidestepping performance evalu
ation, the approach theoretically results in 
maximum levels of performance. 

Course Format 

The last two to three decades have brought a 
tremendous growth in marketing information as 
well as an explosion of general knowledge. There 
has been accumulation and maturing of knowledge 
pertaining to marketing practices, classification 
systems, and theory, and similar growth in sup
port data from the behavior and quantitative 
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sciences. Authors of marketing texts have 
extracted materials to permit better coverage 
of essential information and a few have brought 
out shorter and longer versions for quarter arid 
semester length courses. 

The time has come to experiment with alternative 
course formats. A four semester credit/five quar
ter credit Principles course might be tried, 
but given concern for attitude formation and 
knowledge accumulation, a two course sequence 
would be preferable. A number of two course 
subject matter dichotomies might be utilized. 
Some possibilities include: macro marketing and 
micro marketing, or any of several distinct break
downs of subject matter (e.g. product planning/ 
pricing and promotion/distribution). With addi
tional time to examine and consider information 
and a longer period of time to assimilate and 
organize acquired knowledge, business students 
will gain a better understanding of marketing and 
its role in the firm and society and greater 
proficiency in the management of marketing for 
the benefit of consumers, citizens, and business 
enterprise. 
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FACTORS AFFECTING THE ACADEMIC ACHIEVEMENT OF MARKETING STUDENTS 

Daniel J. Brown, Oregon State University 
William G. Browne Oregon State University 
Beverly A. Browne Oregon State University 

Abstract 

A study of a graduating class of seniors in 
marketing examined factors associated with 
successful academic achievement using, first, a 
required comprehensive examination, and second, 
overall GPA. A number of potential variables 
were investigated for their relevance to 
achievement. grade-related, school-related, 
comprehensive examination-related, work
related, extra curricular-related, and demo
graphic. Many did not seem to be associated. 
Overall, academic aptitude and past academic 
performance seemed to be the most important 
predictors of achievement. 

Introduction 

Marketing educators may speculate as to the 
personality, background, motivation, intelli
gence, etc. needed to be a successful market
ing student. The study reported below 
attempted to evaluate some of the variables 
that educators have proposed as factors leading 
to success or failure in marketing classes and 
in the marketing curriculum. 

For college students in general, it has been 
estimated that 25 to 35 percent of achievement 
can be explained on the basis of aptitude 
(Kirkland and Hollandsworth 1979). The 
remainder of the variation in achievement, 
then, depends upon other factors. For example, 
part-time employment, over 15 hours per week 
(Ma and Wooster 1979; Hammes and Haller 1983), 
seems to have an adverse effect on performance. 
As another example, test anxiety sometimes has 
been shown to decrease performance (Culler and 
Holahan 1980; Kirkland and Hollandsworth 1979; 
Klines 1984). For a College of Business with 
many more female marketing students today than 
10 years ago, a titillating question is "how 
well do women perform compared to the men?" 

The data in this study represent a census of 
all students graduating with a marketing 
concentration in 1983 from the College of 
Business. The data were used to generate a 
profile of the marketing student in. terms of 
overall academic performance, college back
grounds, anxiety from and study time related to 
examinations, employment, involvement in other 
extra curricular activities, and general demo
graphics. The profile information was related 
to two measures of academic performance, the 
student's score on a final comprehensive exami
nation and overall GPA, in an attempt to 
identify factors associated with these vari
ables. 
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Background 

During the spring of 1978, the instructors of 
the capstone undergraduate marketing course 
installed a requirement for all students 
concentrating in marketing. The students had 
to pass a standardized comprehensive examina
tion as a necessary but not sufficient condi
tion to pass the course and to graduate in 
marketing. The final grade was based on read
ings and projects (in addition to this basic 
requirement). The exam was first given early 
in the term to all sections of the class. 
Students (10%) who did not pass the examination 
were welcome to take the exam (the same exam) 
until they passed it. This requirement and the 
administration of the comprehensive remained 
the same until 1982, when the examination was 
reformulated, and the requirement of passing 
the exam was dropped. Administration of the 
retakes was too time consuming, both for the 
students and faculty. For instance, one of the 
students from the 1980 class had to retake the 
examination eleven times before passing. 

In 1983, the marketing faculty agreed to con
tinue the comprehensive examination require
ment. The authors were speculating on the 
factors that lead to success on the examination 
and wanted to obtain a profile of the students' 
background and their success on the exam. The 
authors listed factors that might relate to an 
individual's examination score. In TABLE 1, 
these factors are listed in six categories 

Methodology 

A questionnaire was developed to obtain back
ground data on the students taking the examina
tion. There data were combined with student 
records to obtain a profile of the marketing 
students' background and career intentions. 
Six background areas were covered in the 
questionnaire -- grade-related, school-related 
topics, comprehensive examination-related 
topics, work-related topics, extra curricular 
activities, and demographic profiles. Colle
giate course grades, and GPA topics, high 
school GPA, junior college transfer status, and 
SAT information was obtained from the students' 
files. 

A comprehensive examination was developed from 
test banks of marketing principles and market
ing management books not used in any of the 
marketing courses within the college. Ques
tions covered every major topic listed in the 
table of contents of the principles books and 
on the course outlines for the various sections 
of the course. The proposed exam was reviewed 
by members of marketing faculty, and small 
adjustments were made to accommodate their 
suggestions. 



Early in the spring quarter of 1983 the compre
hensive examination was given during the first 
hour of a two hour class and the questionnaire 
was administered during the second half of the 
class. A few of the students who missed the 
scheduled examination were given the examina
tion and questionnaire at a later date. The 
questionnaire response data, student record 
information and the examination score repre
senting 31 variables were punched onto computer 
cards for each student. 

TABLE 1 
FACTORS EXPECTED TO AFFECT PERFORMANCE ON 

MARKETING COMPREHENSIVE EXAMINATION 

DESCRIPTION 

GRADE- University GPA 
RELATED Individual Course Grades 

(four courses) 
High School GPA 
SAT Scores (VSAT & MSAT) 
Scholastic Scholarship 
Expectations on Standardized 

Exams 
Test Score 

SCHOOL- Time in College (years) 
RELATED Number of Marketing Classes 

Weekly Time Spent Studying 
(hours) 

Minor 
Transfer Student 
Attitude About College of 

Business 
Graduate School Intentions 
Years in Business School 
Expected Graduation Date 
Years in Business Courses 

COMPRESHENSIVE Exam Study Time (hours) 
EXAMINATION Examination Anxiety 
RELATED Exam Score 

WORK Selected Job Already 
RELATED Weekly Hours Worked During 

School 
Expenses Earned During School 
Membership in Marketing Club 

EXTRA Elected Offices 
CURRICULAR Committee Assignments 

DEMOGRAPHICS 

Hours Devoted to Extra 
Curricular 

Seeking Career in State 

Type of Residence 
Gender 
Greek Affiliation 

The 8.3 version of the Statistical Package for 
the Social Sciences (SPSS) was used to generate 
statistical data concerning the relationships 
between the variables. Two measures of 
achievement were studied. The examination 
score was first used as the dependent variable, 
and then grade point average (GPA) was used as 
a dependent variable in second single stage 
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regression study. The results are presented 
below. 

Results and Discussion 

Individual examination scores for the 166 
students taking the examination ranged from 56 
to 99. The average score on the 56 question 
examination was 82.5. In TABLE 2 the results 
of single step regression analyses are dis
played concerning each variable in regard to 
comprehensive examination score as the depend
ent variable. The same analysis was completed 
for the students' GPA, using examination score 
and other variables as independent variables. 
TABLE 4 displays the variables that have a 
significant association at the .10 level with 
the examination score and university GPA. 

Comprehensive Score Factors 

The following variables were associated with 
comprehensive examination score: GPA, Statis
tics grade, Marketing Principles grade, 
Marketing Management grade, Economics grade, 
VSAT score, MSAT score, personal expectations 
in regard to standardized (objective) exams, 
minor, years in the business school, years in 
business courses, and expected graduation date 
(See TABLE 2). There is probably substantial 
auto-correlation among many of these vari
ables. For instance, all of the grade-related 
variables have significant associations with 
one another. 

Three of the four of the school-related vari
ables dealt with actual and expected longevity 
in the College of Business. It would appear 
that the students who had been in the College 
longer and who had taken business courses for a 
longer time duration did better on the compre
hensive examination. This would imply that 
transfer students from community colleges, 
students changing university majors into 
business, and students taking the course early 
in the sequence did not do as well. There is 
also significance between the score and 
expected graduation date with those nearer to 
graduation having the higher examination 
scores. The fourth school-related variable 
associated with examination scores is the 
student's required minor. Those with the more 
rigorous minors (computer science, forestry, 
etc.) were associated with higher examination 
scores. 

Of the variables having little association with 
the examination scores, a few should be 
mentioned. Time spent at the university (not 
to be confused with time spent in business 
courses or the college of business) had no 
significance, meaning that students who had 
stretched out their educations beyond the 
normal four years and part-time students did 
not have a more difficult time with the exam
ination. The number of marketing courses taken 
did not affect the examination results. Since 
all of the students had completed the required 
principles and management courses it can be 
concluded that the examination was fairly 
representative of these basic courses and not 



the electives of which the student could have 
taken any number. 

TABLE 2 
RESULTS OF A SINGLE STEP MULTIPLE 

REGRESSION ANALYSIS USING EXAM SCORE AS THE 
DEPENDENT VARIABLE 

Variable 

GRADE RELATED 
University GPA 
Individual Course 

Statistics 
Grades 

Marketing Principles 
Marketing Management 
Economics 

High School GPA 
SAT Scores 

VSAT 
MSAT 

Scholastic Scholarship 
Expectations on 

Standardized Exams 

SCHOOL RELATED 
Time at OSU 
Number of Marketing 

Classes 
Weekly Time Spent 

Studying 
Minor 
Transfer Student 
Attitude to College 

of Business 
Graduate School 

Intention 
Years in Business 

162 

145 
162 
146 
150 
Ill 

88 
88 

166 

162 

165 

165 

162 
146 
166 

161 

161 

School 166 
Expected Graduation 

Date 165 
Years in Business 

Courses 166 

COMPREHENSIVE EXAM RELATED 
Exam Study Time (hours) 166 
Examination Anxiety 166 

WORK RELATED 
Selected Job Already 166 
Weekly Work Hours 

During School 166 
Expenses Earned During 

School 166 
Seeking Career in State 166 

EXTRA CURRICULAR 
Elected Office 166 
Committee Assignments 166 
Hours Devoted to Extra 

Curricular 166 

DEMOGRAPHICS 
Gender 166 
Greek Affiliation 166 

!significant beyond the .01 level 
2significant beyond the .05 level 
3significant beyond the .10 level 

X 

2.80 

2.60 
2.74 
2.55 
2.50 
3.34 

42.90 
48.33 

16% 

3.00 

3.60 

4.48 

25 

36% 

2.50 

69% 

3.00 

term 

3.30 

4.00 
low 

28% 

6.70 

45% 
38% 

14% 

2.40 

53%F 
48% 

.1561 

.0373 

.0981 

.1771 

.0702 

.009 

.2191 

.1391 

.010 

.1111 

.019 

.017 

.019 

.0512 

.022 

.005 

.015 

.0592 

.0373 

.0373 

.014 

.013 

.004 

.005 

.001 

.002 

.017 

.ooo 

.007 

.002 

.034 
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The variables in the remaining groups (Compre
hensive Examination-Related, Work-Related, 
Extra Curricular-Related, and Demographic) had 
little association relative to examination 
results. Examination study time, for example, 
had little relevance, meaning that the students 
who had internalized the prerequisite course 
material did well on the examination with mini
mal preparation. "Hours the student worked 
during the school week" and the "portion of 
total college expenses earned" had no meaning
ful association with examination performance. 
Having close ties with students previously 
taking the examination (Greek affiliation) 
appeared to have little association with 
success on the examination. 

Grade-Point Achievement (GPA) Factors 

Only one of the Grade-Related variables does 
not indicate significance relative to GPA, and 
that variable is having a scholastic scholar
ship. (See TABLE 3). 

· In regard to School-Related variables, evalua
tion of the school was a significant variable 
at the .10 level. This implies that the 
students with a more favorable evaluation of 
the College generally had a higher GPA and 
those with less favorable attitude had a lower 
GPA. What, in fact, was possibly measured, was 
a reverse causal relationship. GPA may have 
influenced a student's evaluation of the 
College. As expected, years in the Business 
College, years taking business courses, and 
expected graduation date did not have a signi
ficant association with GPA. 

Of the Comprehensive Examination-Related 
factors, study time and comprehensive examina
tion scores had a significant relationship 
(.10) in regard to GPA. The amount of study 
time factor probably indicates that the better 
overall students tended to spend time more 
effectively in preparation for the comprehen
sive examination. The exam score var·iable 
indicated that students with higher scores on 
the exam tended to have higher GPA's, 

None of the Work-Related variables were associ
ated with GPA. It may be inferred that the 
number of hours worked per school week or the 
portion of school expense a student earns has 
no association with GPA. Of course, the 
individuals with substantial work hours may 
extend their undergraduate program over a 
longer period. 

In the extra curricular group, students who 
held elected offices were associated with 
higher GPAs, whereas the number of weekly hours 
devoted to extra curricular activities had 
little or no significance in regard to GPA. 

Gender, of the demographic group of variables, 
was associated with GPA. In this College the 
women tended to have a significantly higher GPA 
than men. Belonging to a fraternity or 
sorority did not associate with higher or lower 
GPA;s indicating that membership does not 
affect scholastic performance. This can be 
verified for the total University since the 



"Greeks" have approximately the same GPA as the 
entire student body. 

TABLE 3 
RESULTS OF A SINGLE STEP MULTIPLE 

REGRESSION ANALYSIS USING OVERALL GPA 
AS THE DEPENDENT VARIABLE 

Variable 

GRADE RELATED 
Individual Course Grades 

Statistics 
Marketing 
Marketing 
Economics 

145 
Principles 162 
Management 146 

High School 
SAT Scores 

VSAT 
MSAT 

GPA 

Scholastic Scholarship 
Expectations on 

150 
111 

88 
88 

166 

Standardized Exams 162 

SCHOOL RELATED 
Time at OSU 
Number of Marketing 

Classes 
Weekly Time Spent 

Studying 
Minor 
Transfer Student 
Attitude to College 

of Business 
Graduate School 

Intention 
Years in Business 

School 
Expected Graduation 

Date 
Years in Business 

Courses 

165 

165 

162 
146 
166 

161 

161 

166 

165 

166 

COMPREHENSIVE EXAM RELATED 
Exam Study Time (hours) 166 
Examination Anxiety 166 
Exam Score 166 

WORK RELATED 
Selected Job Already 166 
Weekly Work Hours 

During School 166 
Expenses Earned During 

School 166 
Seeking Career in State 166 

EXTRA CURRICULAR 
Elected Office 166 
Committee Assignments 166 
Hours Devoted to Extra 

Curricular 166 

DEMOGRAPHICS 
Gender 166 
Greek Affiliation 166 

!significant beyond the .01 level 
2significant beyond the .OS level 
3significant beyond the .10 level 

X 

2.60 
2.74 
2.55 
2.50 
3.34 

42.90 
48.33 

16% 

3.00 

3.60 

4.48 

25 

36% 

2.50 

69% 

3.00 

term 

3.30 

4.00 
low 

82.50 

28% 

6. 70 

45% 
38% 

14% 

2.40 

53%F 
48% 

.1341 

.2571 

.3181 

.287 1 

.2591 

.2581 

.1371 

.009 

• 371 1 

.001 

.014 

.001 

.016 

.001 

.os22 

.028 

.004 

.036 

.001 

.0383 

.023 

.1561 

.000 

.008 

.013 

.0463 
• 003 

.003 

.0642 

.003 
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TABLE 4 
SUMMARY OF SIGNIFICANT VARIABLES USING 

EXAM SCORE AND GPA AS THE 
DEPENDENT VARIABLES 

Dependent Variables 

Exam Score GPA 

GPA 

Statistics Grade 

Basic Marketing 
Grade 

Marketing Manage
ment Grade 

Economics Grade 

VSAT Score 

MSAT Score 

Expectations on 
Standardized 
Exams 

Minor 
Years in the Busi

ness School 
Years in Business 

Courses 

Exam Score 

Statistics Grade 

Basic Marketing 
Grade 

Marketing Management 
Grade 

Economics Grade 
Highschool GPA 

VSAT Score 

MSAT Score 

Expectations on 
Standardized 
Exams 

Attitude Towards the 
College of Business 

Study Time for the 
Exam 

Elected Office 

Gender 

Summary 

This study examined seniors about to graduate 
from the College of Business with concentra
tions in Marketing. Their overall track 
records as well as one instance of examination 
performance were reviewed and associated with 
other factors. 

As measures of overall aptitude, the high 
levels of association between SAT scores and 
academic performance measures should be 
expected. It is interesting that for these 
marketing students, verbal aptitude shows a 
stronger association than math aptitude . 

Success predicts subsequent success. Students 
who have a history of doing well in school also 
achieve in marketing, while those who do poorly 
overall tend to do poorly in marketing. In 
assessing their own performance, the students 
seem to be realistic. 

Interestingly, women in Marketing within the 
College of Business are achieving higher GPA's 
than their male counterparts. However, they 



did not do any better on the specific compre
hensive examination. 
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SHAPING THE MARKETING DISCIPLINE: 
AN ANALYSIS OF DISSERTATIONS* 

Michael R. Czinkota, Georgetown University 

illtrcxluc tion 

The value of academic activity and output has 
always been elusive in its measurement. Frequent
ly, the general areas of expected performance are 
defined as teaching, research, and service, and 
contributions to each area are expected from 
faculty members who are good academic citizens. 
As far as an evaluation of the particular con
tribution is concerned, faculty committees and 
deans seek resort to proxy measures for guidance. 
ill the field of teaching, the number of courses 
and students taught and the student evaluations 
of teachers are often used. For research one 
often looks to the number of publications' and 
the types of publication vehicles in which they 
appeared. For service evaluations, the number 
of committees on which an individual serves and 
the hours of time expended in the performance of 
service are often assessed. 

ill the entire process of course, one frequently 
experiences a feeling of inadequacy since it 
is not only the accumulation of numbers that is 
sought. What one really attempts to measure is 
in most instances the total contribution of an 
individual to a field, an institution and to 
society. Ideally, one would like to know the 
influence and impact of an individual on his 
setting in order to give him or her the 
appropriate recognition. 

As a result, we see the emerging use of even 
more sophisticated measures than the ones 
discussed above. Informal interviews are 
:Jnducted with alumni asking them to assess 
ex~ the value of their educational experience. 
Letters from peers are sought to obtain an out
side view of an individual's research, and 
sanetimes the numbers of citations of written 
works are counted--using sources such as the 
Social Sciences Citation Index (1). Ch occasion, 
these numbers are then comparatively ranked (2) 
to determine one's relative standing in the 
field. 

While all these measures are certainly of same 
use, this author proposes that there is another 

1 Social Sciences Citation Index, Institute for 
Scientific Information, Philadelphia, PA. 
1972 - 1983. 

2Rugman, Allen M., Brown, Kim and Peach, Kathy, 
"International Business Scholarship: kl klalysis 
of Publications and Citation Counts, 1976-1982," 
Dalhousie Discussion Papers in International 
Business, Center for International Business 
Studies, Dalhousie University, Halifax, Nova 
Scotia, Canada, September , 1983 • 

*Research assistance by Richard Farano is 
gratefully acknowledged. 
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major factor which, so far, has been insufficient
ly included in evaluations and Which can enlighten 
evaluators about the influence and impact of an 
individual. This factor is the dissertation. 
Dissertations are good indicators of the contri
butions made to all the three areas of teaching, 
research, and service, but they go beyond that. 
Dissertations often reflect the significant impact 
of one particular individual--the dissertation 
chair--or another--the doctoral candidate--and 
provide for a multiplier effect of that influence 
through the subsequent activities of the success
ful former student. 

It is therefore proposed that more prominence be 
given to the role of supervisors of dissertations 
in faculty evaluations. In order to further this 
purpose, this article reports a study of 
dissertations in the field of marketing and the 
resulting findings•; 

Methcxl 

kl investigation was designed to determine a 
count of dissertations in the field of marketing, 
an attribution of these dissertations to the 
individuals chairing the dissertation committee, 
and the number of marketing dissertations prcxluced 
in universities during the pericxl of 1972 to 1983. 

The primary source of information used for this 
research was the Dissertations Abstract Inter
national Index (DAI) (3). This index was used 
in two ways. For the time pericxl of 1972 to 
1983, all dissertations under the key word 
'marketing," were called. Secondly, from 1975 
to 1983, all dissertations which were contained 
under the subject heading of marketing in the 
Dissertation Abstract International Index were 
listed. The reason for using the subject head
ing of marketing only after 1975 was that DAI 
began using this heading only then. For each 
dissertation, the name of the university at 
which the dissertation was completed and the name 
of the faculty chair of the disse.rtation committee 
was transcribed. In cases where more than one 
person chaired the dissertation, such as co
chairs, both individuals were listed with an 
attribution of the dissertation. In those 
instances in which only an individual chairperson 
and no university were listed, the most recent 
university at which this individual was active 
was used for university attribution of the market
ing dissertation. Since the study concentrated 
on the field of marketing in the United States, 
only dissertations emanating from U.S. univer
sities were included. All dissertations sponsored 
at foreign institutions listed in the DAI were 
excluded. 

3 Dissertation Abstracts International, Univer
sity Microfilms, kin Arbor, Michigan, Vol. 32, 
1972 - Vol. 44, 1983. 



In the DAI index, frequently only the name of the 
dissertation, the name of the candidate, and the 
name of the dissertation chairman were 
mentioned without mention of the name of the 
sponsoring university. In these cases, the 
faculty handbook of the American Assembly of 
Collegiate Schools in fusiness (4) was used to 
obtain the university name. If the name was not 
found in this publication, the original dissertat
ion was obtained from the Library of Congress 
in order to provide as complete a data set as 
possible. Similarly, an occasion, dissertation 
listings in the DAI index contained a listing of 
the university but no listing of the dissertation 
chair. In these instances, again, the original 
dissertations were obtained from the Library of 
Congress. 

For the time period under investigation, a total 
number of 883 dissertations falling either under 
the subject heading or the key word heading 
of marketing were identified. In spite of 
detailed follow-up procedures, it was not possible 
to identify the university granting the doctoral 
degree in 14 cases. In 24 cases, it was not 
possible to identify the dissertation chair. 
This occurred because some dissertations had not 
been received by the Library of Congress, were 
checked out, lost, or were for some other reason 
unavailable. 

Findings 

Various findings emanate from this study. Tabl e 
1 provides a summary of the results. The 
total number of marketing dissertations identified 
was 883. These had been chaired by all together 
458 different individuals, resulting in 
an average of 1.9 dissertations per person. 
The 43 most active dissertation chairs, compris
ing 9.4% of the population of dissertation chairs, 
sponsored 212 dissertations, thus accounting 
for: 24% of the total dissertations. The twelve 
most active universities in turn accounted for 
almost 35% of all dissertations produced. Tabl e 
2 provides an identification of the most active 
marketing dissertation chairpersons in the time 
period from 1972 to 19S3. All those individuals 
chaired four dissertations or more during that 
time as identified through the method described 
above. The largest number of dissertations 
sponsored by any one individual was nine, closely 
followed by two persons who sponsored e~ht 
dissertations each and one individual who spon
sored seven. 

The activities of the leading universities are 
shown in Tabl e 3. I>.rring the period under 
investigation, only 12 universities produced 
20 or more marketing dissertations. The clear 
leader in that field was Michigan State Uhiversity 
which had a total output of 47 dissertations, 
followed at some distance by tbrthwestern and 
Ohio State. 

4Faculty Personnel, American Assembly of 
Collegiate SchOols of fusiness, St. louis, 
Missouri, 1975. 
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When looking at these tables, some words of 
caution ought to be kept in mind. First, even 
though the key word 'marketing" was the only 
method available for identifying marketing 
dissertations during the period of 1972 to 1975, 
there is some imprecision to this use. A disser
tation listed under this key word category may 
not pertain directly to business marketing. For 
example, a political science dissertation can 
contain the word 'marketing" and not be sponsored 
by the marketing department or business school 
but rather by the political science department. 
Similarly, dissertations sponsored by the market
ing department may not contain the word marketing 
or make any reference to the term marketing in the 
abstract and therefore not be included under that 
key word. This may apply in cases which are 
taught as sub-fields of marketing, e.g., logistics 
or transportation. 

Secondly, due to these possible omissions and 
commissions, and due to the previously mentioned 
fact that not all dissertations could _be be 
attributed, it must be kept in mind that these 
rankings are only relative and not necessarily 
entirely robust. It is for example possible that 
individuals listed as having sponsored four 
dissertations have in fact sponsored more than 
that, just as it is possible that universities 
may have produced more marketing doctorates than 
listed. lbwever, it seems that this investigation 
provides a reasonably accurate picture of the 
most active individuals and universities in the 
field of marketing based an the information 
publicly available, short of visiting every 
marketing department in the country. 

Conclusions 

It was the purpose of this article to afford more 
prominence to the role of dissertations in 
evaluating the influence and impact of faculty 
members. While it would probably be unwise to 
state that quantity of clissertations produced 
is always the equivalent of quality, these 
findings provided some indication of the skills 
and capabilities of individuals and institutions 
as educators, researchers, and contributors to 
society in the field of marketing • It provides 
information about the relative standing of 
individuals and institutions, a fact which can 
not only be used by current members of the 
academic community. It can also be used as one 
piece of information by students Who are in the 
university selection process for doctoral studies 
in the field of marketir'Jg. The data presented 
provides some information as to the stability 
and establishment of a doctoral program in 
marketing and can also aid in evaluating the 
possible overdependence of an institution an 
any 9rte particular individual. Finally, due to 
the previously mentioned multiplier effect of 
dissertations, this study also provides some 
indication as to placement possibilities of 
doctoral students after graduation since a chair 
or an institution having produced many disser
tations could be more able to resort to the net
work of colleagues outside the institution than 



is the case for individuals or institutions which 
have produced much fewer doctorates. 

It would seem worthwhile to conduct similar 
analyses of dissertations not only in the field 
of marketing but also in other fields. Also of 
interest could be an exercise attempting to trace 
the effect of individual activities further than 
this study has done, by attempting to identify 
the activities of former students and their 
productivity. It would seem that such work 
would permit a better assessment of the influence 
and impact of individuals and institutions on 
an academic discipline. 
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TABLE 1 
SUMMARY FINDINGS OF DISSERTATION ANALYSIS 

Total J:ib. of Dissertations 

Total Individual Chairs 

% Share of 12 Most Active Universities 

% Share of 43 Most Active Universities 

Av. N::l. of Dissertations per Chair 

883 

458 

34.9 

24.0 

1.9 
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TABLE 2 
MOST ACTIVE MARKETING DISSERTATION CHAIRS 

1972-1984 

NAME 

Starling, Jack M. 
Bass, Frank M. 
I.alonde, Bernard J. 
Day, Ralph L. 
Brunk, Max E. 
Guiltinan, Joseph P. 
Kiser, G. E. 
I.azer, Willian 
Sturdivant, Frederick 
Taylor, Ibnald A. 
Hair , Joseph F. , Jr. 
Henley, Ibnald S. 
Levy, Sidney J. 
Mason, J. Barry 
Peterson, Robert A. 
Schiffman, Leon G. 
Sheth, Jagdish 
Staelin, Richard 
Stern, louis W. 

· Wilson, David T. 
W:xx:lside, Arch G. 
Zal tman, Jerry 
Bowersox, Donald J. 
Cunningham, William H. 
Darden, William R. 
Farley, John U. 
Fisk, Ceorge • 
Greyser, Stephen A. 
Konopa, Leonard J. 
Kotler, Phillip 
l.add, Ceorge W. 
Mayer, Morris" L. 
M::Vey, Phillip 
~llott, Ibuglas W., Jr. 
Middlestaedt, Robert 
Pearson, Scott R. 
Pride, William M. 
Rao, C. P. 
Ray, Michael L. 
Ryan, John A. 
Terpstra, Vern 
'full, Ibnald S. 
Wilemon, David 

UNIVERSITY 

.J:ibrth Texas State 
Purdue 
Chio State 
Indiana 
Cornell 
Kentucky 
Arkansas 
Michigan, State 
Chio State 
Michigan State 
LSU 
Michigan State 
J:ibrthwestern 
Alabana 
Texas 
CUNY 
Illinois-Urbana 
Carnegie-~llon 
N::lrthwestern 
Penn State 
South Carolina 
Pittsburgh 
Michigan State 
Texas 
Arkansas 
Colunbia 
Syracuse 
Harvard 
Kent State 
J:ibrthwestern 
Iowa State 
Alabana 
Nebraska 
louisiana Tech 
Nebraska 
Stanford 
Texas A&M 
Arkansas 
Stanford 
Texas Tech 
Michigan 
Oregon 
Syracuse 

Total NUmber of Dissertations 

#OF 
DISS. 

9 
8 
8 
7 
6 
6 
6 
6 
6 
6 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 

212 



RANK 

1 
2 
3 
4 
4 
6 
6 
8 
8 
10 
10 
12 

TOTAL 

TABLE 3 
U.S. UNIVERSITIES PRODUCING MOST 

MARKETING DISSERTATIONS 
1972-1983 

UNIVERSI'IY 

Michigan State 
Northwestern 
Chio State 
Arkansas 
Illinois-Urbana-Champaign 
Indiana 
Keht State 
Nebraska-Lincoln 
Stanford 
Pennsylvania State 
Texas-Austin 
Harvard 

#OF 
DISS. 

47 
32 
27 
25 
25 
23 
23 
22 
22 
21 
20 
20 

308 
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THE UNDERGRADUATE MARKETING MAJOR: 
AMBIVALENCE IN THE MARKET PLACE 

Robert H. Luke, Southwest Missouri State University 

Abstract 

This paper discusses present employer attitudes 
over the hiring of marketing majors, their percep
tions of hiring marketing majors over other busi
ness majors, and perceived adequacy of current 
marketing programs ... particularly as employers may 
differentiate between marketing and management 
programs for hiring purposes. Findings show that 
there is a lack of clear direction in employer's 
assessments of marketing programs for some hiring 
needs. That there may be an inability to separate 
functions of marketing from functions of the job 
leads to the conclusion that other disciplines 
within the field of business may also have an am
bivalence in the marketplace. 

Introduction 

An undergraduate marketing major seeking a mar
keting-related position may encounter a confusing 
array of employer attitudes. Some prospective em
ployers may attach no special significance to a 
concentration in marketing. Others may assume, at 
least implicitly, that marketing and general busi
ness programs are almost identical in certain 
areas. A few firms may actually restrict their 
recruiting to marketing majors. In a larger num
ber of firms, a bachelor's degree with a general 
business concentration may be considered suffi
cient for marketing-related positions. The one 
feature which the marketing major can expect is 
ambivalence in the market place. 

Impetus for the study which produced the preced
ing description came from informal feedback which 
indicated an apparent lack of clearcut relation
ships between job opportunities and undergraduate 
concentration. This led to an attempt to survey 
the market for marketing majors among midwest
sunbelt firms primarily involved in marketing
oriented activities. The objective was to devel
op a picture of market attitudes toward marketing 
majors. 

Methodology 

Two dimensions of the marketability of marketing 
majors were examined: (I) relative demand for 
marketing majors vis-a-vis other business majors; 
and (2) perceived adequacy of current marketing 
programs. The survey instrument was a two-page 
questionnaire which was mailed to 270 representa
tives of firms engaged primarily in marketing 
activities. These firms included commercial 
banks, savings and loan associations, as well as 
the more traditional marketing-oriented opera
tions. Also included were major industrial firms 
having their national headquarters in sample 
cities. 

Ninety-eight (36 percent) of the questionnaires 
were returned. Ninety-four firms are represent
ed. Demographic variables used in analyzing re
sponses include size of the firm, number of 
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employees, city population, respondent's title, in
stitutional category, and number of direct competi
tors operating in the same city. Contingency table 
analyses with chi square tests were used to evalu
ate the data. Responses are discussed in the 
following sections. 

Results 

Relative Demand for Marketing Majors 

Two aspects of market demand were examined: 
(I) market parameters or constraints affecting po
tential demand for undergraduate degree holders; 
and (2) relative demand for marketing majors. 
Market parameters were examined through four ques
tions; the questions and response patterns are 
summarized in Tab le I. 

TABLE I 

SOME MARKET PARAMETERS 

Response Pattern 
Question Yes No No Response 

I. Does your firm require 
new professional em
ployees to have at 
least a bachelor's 
degree? 

2. Does your firm hire 
college graduates 

56 

with an MBA? 84 

3. Does your firm require 
applicants to have 
earned an MBA before 
they will be consider-
ed for employment? 0 

4. Is an employee re
quired to have an MBA 
before he can advance 
into management ranks 
of your firm? 2 

40 2 

9 5 

98 0 

95 

Relative demand for Marketing majors was the sub
ject for three questions which are presented with 
responses in Tabl e II. 



TABLE II 

RELATIVE DEMAND FOR MARKETING MAJORS 

Questions and Responses 

5. Is a job applicant required to have a major in 
a particular field of business administration in 
order to be considered for a position in one of 
your marketing functions? 

Responses Yes = I7 No = 77 No Response = 4 

6. If the answer to the above question was yes, 
which of the following is considered the most 
desirable academic major? 

Responses Marketing 
Finance 

I8 Management 
Accounting 

7 

7. If you have a choice between two job appli
cants with no previous experience and with com
parable scholastic records, which one would you 
prefer solely on the basis of academic major? 

ResEonses Marketing over Management I3 

Marketing over Accounting 27 

Management over Accounting IS 

Management over Finance 7 

Accounting over Finance 5 
Accounting over Management 5 

Basically, the responses indicate that the market 
for college-trained personnel is not as formalized 
as might be expected. This is reflected in the 
slight majority requirement that applicants must 
have college degrees to be eligible for employ
ment. Further, the lack of strong preference for 
marketing majors to fill marketing positions is 
consistent with less formal characterizations of 
the market. 

The market described in the responses to questions 
in Table I is flexible. Fifty-seven percent of 
the respondents indicate that their firms do re
quire college degrees prior to employment; forty
three percent do not require degrees. For the new 
degree holder, this means that competition extends 
beyond the dimly-perceived group of fellow degree 
holders. At this time, the bachelor's degree is 
sufficient preparation when college training is a 
prerequisite to employment in marketing institu
tions. None of the responding firms requires an 
MBA for initial employment. Only two firms re
quire an MBA prior to advancement into managerial 
ranks. 

When the responses are subjected to cross classi
fication and statistical analysis, one statisti
cally significant (5%-level) difference can be 
identified. This occurs when responses to ques
tion one are categorized according to the size of 
the firm as represented by number of employees. 
The response matrix, in summary form, reveals 
proportionately more larger firms, those employing 
more than 500 people, require prospective employ
ees to have college degrees: 
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Size of Firm Vs. Degree Requirement 
Response Matrix 
500 employees 500 employees 

Yes, degree 
required 

No, degree not 
required 

No response 

2I 

29 
I 

34 

13 
0 

As the number of employees in a firm increases, 
there is greater likelihood that management will 
hire only college graduates. This provides some 
i~dication of the structure underlying the market. 

Relative demand for marketing majors is the subject 
of the question in Tab le II. Seventy-nine percent 
of the respondents to Question 5 indicate that 
there is no preference for any specific academic 
major to fill marketing positions in their respec
tive firms. Preferential demand for marketing 
majors over other majors would appear to be strong, 
but not without apparent competition from manage
ment majors. 

It cannot be statistically demonstrated that the 
aggregate response pattern to Question 5 is sig
nificant. However, significant difference is 
noted when responses are compared to the response 
pattern for Question I. Seventy-one percent of 
those firms that hire only college graduates have 
no particular preference regarding academic major 
when filling finance positions. Ninety-seven per
cent of those firms which do not require a college 
degree similarly have no academic preferences for 
marketing vacancies. The response matrix is shown 
in Exhibit I. 

EXHIBIT I 

COLLEGE DEGREE VERSUS PREFERENCE 
FOR UNDERGRADUATE MAJOR 

Is Degree Required? 
Yes 
No 

Is a specific 
Yes 

I6 
I 

major preferred? 
No 
39 
38 

Demand for specific academic majors is more likely 
to be associated with firms that require appli
cants to hold college degrees. However, the re
sponses clearly indicate that such preferences are 
not common occurrences. 

The responses to Questions 6 and 7 are susceptible 
to statistical misinterpretation. It is perhaps 
more useful to simply look at the obvious pat
terns. In both instances, marketing is preferred 
over other majors for the implied marketing vacan
cy. However, management is well-represented in 
the responses, suggesting that there is some con
fusion about what constitutes a marketing position 
and marketing major vs. what constitutes a manage
ment position and management major. Academics do 
not tend to clear this confusion by including a 
"Marketing Management" course in almost every 
curriculum. 



Responses to Questions 1 through 7 do not present 
an encouraging picture for new college graduates. 
The market is far from being the exclusive domain 
of the college graduate. In fact, the market is 
probably more competitive than might be expected, 
given society's emphasis on education. 

The amorphous nature of the market is also reflec
ted in absence of one-to-one correspondence be
tween academic major and employer preferences when 
filling vacancies. For marketing majors, manage
ment appears to provide the strongest competition. 
There is no indication, however, that any one 
business major has overwhelming precedence over 
another. In summary, the market is flexible and 
competitive, resulting in fluid demand for mar
keting and other business majors. 

Adequacy of Marketing Programs 

Respondents were asked for comments on perceived 
significant differences, if any, between manage
ment and marketing in terms of educational prepa
ration for a career in marketing. Those comments 
can be roughly classified into pro-management, 
pro-marketing, and indifferent categories. The 
difference between management and marketing, as 
described by fifteen pro-marketing respondents, is 
most evident in the "broader outlook" of the mar
keting major. Two comments which are representa
tive of the comments by the pro-marketing group 
are: 

1. "Marketing major has broader trai~ing, 
better equipped for leadership. Management is 
more specialized, more technical." 

2. "Management majors are generally special
ists while marketing majors tend to be general
ists. We prefer generalists as candidates." 

Nine respondents chose to comment on the general 
preparedness of marketing graduates, without 
addressing themselves to any distinction between 
marketing and management. Their comments were 
directed at additional coursework suggestions or 
at overall abilities and attitudes. In the first 
category, respondents favored more "management 
training with follow through ability," although 
one respondent cautioned against over education. 
In the second category, comments were directed at 
the unrealistic expectations of new college gradu
ates. The following conveys the tenor of such 
comments: "The main problem we encounter is try
ing to get recent graduates to realize that the 
top jobs in bank marketing ... are not handed out 
to those with college training and no experience. 
Often professors are guilty of convincing students 
that they are worth more to a corporation than 
they really are." 

In summary, there are no definite findings on the 
adequacy of current marketing programs. Size and 
scope of this study are not sufficient to produce 
such results. However, there is evidence of 
dissatisfaction with specific coursework. There 
is some indication that some practitioners do not 
make clear and sharp delineation between marketing 
and management. It is apparent that marketing 
practitioners are not united in their concepts of 
what marketing programs should include. 
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Conclusions and Implications 

Respondents do not clearly or strongly differenti
ate between marketing and management majors as 
acceptable applicants for marketing positions. 
Only 17 out of 98 respondents indicate that their 
firms require marketing training for marketing 
positions. This startling result is more upsetting 
when the composition of the sample is recalled. 
Specifically, marketing-oriented firms dominate the 
sample. 

There are several important implications associated 
with this finding. First, demand for marketing 
majors can be passive, not active. It is up to the 
individual in some instances to sell potential em
ployers on his merits; academic major may be help
ful as an auxilliary selling point, but it will not 
insure preferential consideration. Public rela
tions and communications majors, who are normally 
outside a College of Business Administration, fight 
for marketing positions as do those majors within 
the College. 

The market is not as highly structured in terms of 
·academic-major/job opportunity relationships as 
academic specialization implies. In fact, it 
appears that the market is more competitive than 
expected. Employers will consider college gradu
ates and non-graduates for the same positions. 
They will consider marketing majors and management 
majors for the same positions. Thus, marketing 
majors face a demand structure in which their sup
posed superior credentials, including a college de
gree and marketing major, are actually indifferent 
characteristics. 

Academic major appears at best to be an incidental 
requirement, suggesting that the academic emphasis 
on "concentrations" or "majors" may be beneficial 
mostly to academicians. This of course completely 
ignores the presumed role of educational back
ground, and especially academic major, in movement 
up the executive ladder. 

There is a lack of clear direction in the respon
dents' assessments of marketing programs. In part, 
this may reflect an inability to separate marketing 
functions and management functions in actual work 
situations. Some 32 percent of the respondents 
however perceive no real distinction between mar
keting and management majors in preparing for a 
marketing career. Collectively, the findings sug
gest that marketing majors face an additional ob
stacle in their job hunting: they are expected in 
some instances to be very knowledgeable about 
areas outside marketing. This is inconsistent 
with most marketing programs. 

Alternatively, the imperfect image of marketing 
and marketing functions should be disturbing to 
educators. To some practitioners, marketing func
tions and management functions are not necessarily 
separate and distinct fields of knowledge. Have 
educators failed to communicate the differences in 
decision making requirements in each area? Have 
marketing majors tended to develop programs which 
overspecialize their students, resulting in a very 
narrow package of skills and knowledge which are 
not readily marketable? 

Other questions generated by the findings include: 
Are the findings of this study relevant also for 



computer information systems, finance, and ac
counting majors? Is there a general lack of pref
erential relationship between academic major and 
job opportunities? As educators, are we errone
ously developing "majors" and "concentrations" 
contrary to the needs of the business community? 
Is there a definite relationship between academic 
major and subsequent pattern of career develop
ment? Is a marketing program geared to job oppor
tunities in major marketing centers relevant to 
job opportunities in regional marketing and indus
trial centers? Is the market examined in this 
study typical in terms of ambivalent attitudes 
toward marketing and marketing majors? 

The survey instrument is simplistic and statisti
cally valid analysis is extremely difficult. The 
regional character of the study definitely re
quires a proviso on the general applicability of 
the findings. The study suffers from the usual 
limitations of size, depth, and scope. 

The findings of the study are at least provoca
tive. They suggest the need for more intensive 
examination of a topic that may produce discomfort 
in academic halls. 
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THE MARKET FOR PRODUCTS TO SUPPORT PHYSICAL FITNESS ACTIVITIES 

Kent L. Granzin, University of Utah 
Janeen E. Olsen, University of Utah 

Abstract 

Physical fitness is a growing area of consumer 
participation, thus marketing interest. This study 
investigates the nature of the market for products 
to support this activity by distinguishing among 
three market segments based on expenditures for 
products to support physical fitness activities. 
The results show the segments can be characterized 
in terms of their patterns of relatively passive 
and relatively active leisure pursuits, their 
attitudes, and their demographics and media habits. 

Introduction 

Physical fitness has captured the interest of 
Americans as never before. In its various forms, 
physical fitness claims an expanding flow of 
consumer dollars, a figure recently estimated at 
six billion dollars a year (New York Times 1983). 
Expenditures for home exercise equipment are about 
one billion dollars a year, for athletic clothing 
about three and a half billion, and for sporting 
goods about fifteen billion dollars yearly (Sanoff 
1984). Makeshift gyms are appearing in an 
increasing number of homes, homes that may be 
equipped with such devices as a $300 rowing machine 
(Maloney 1984). And a number of books dealing with 
exercise and dieting have made the best-seller 
lists. 

In terms of participation, a Gallup poll found 59 
per cent of Americans exercise daily, double the 
percentage doing so in 1961. In 1983, 34 million 
tried some form of strenuous physical conditioning 
exercise. Almost 20 million Americans take part in 
aerobic exercise (Huntley and Taylor 1984). To 
provide direct service to their customers, 
entrepreneurs have been expanding the number of 
fitness facilities at a rate of over five per cent 
a year, with 1500 reported under construction in 
1984 (Sanoff 1984). 

Recognition of the benefits of physical fitness is 
expanding. In the workplace, employers have come 
to recognize the importance of fitness to produc
tivity, and many companies have taken steps to 
support the fitness activities of their employees 
(u.s. News and World Report 1980; Inc. 1982). 
Business firms have come to regard support for 
fitness activities as a positive appeal in their 
efforts to attract desired employees (English 
1984). They are financing memberships in private 
health spas, or even opening their own fitness 
centers for employees (Huntley and Taylor 1984). 
Boeing has built a three and one-half million 
dollar facility for its workers (English 1984). 

The medical profession has linked fitness to 
general good health (Morgan and Godbey 1980; 
Allsen, Harrison and Vance 1980; Cooper 1982). 
Among the benefits of regular exercise are a 
reduction in obesity, depression, muscular-skeletal 
problems, and cardiovascular disease (Greist 1979; 
Maloney 1984). 
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As a result of the increased emphasis on fitness, 
marketers have rushed to serve their customers with 
equipment, clothing, training, and other related 
offerings (Sales and Marketing Management 1980). 
Companies in the fitness market are prospering 
(Lazo 1983), but competition for the fitness dollar 
has become fierce (Pyle 1980), and those who seek 
to serve this market successfully must understand 
its characteristics. 

This report details the findings of an 
investigation into the nature of broadly conceived 
market segments for the adjunct products that are 
used by those who participate in fitness 
activities. It is not, however, an investigation 
of the segments for participation itself (e.g., 
purchase of lift tickets for skiing or admission 
tickets for professional basketball games). 
Studies of these latter areas of market activity 
have been reported elsewhere, and the examination 
of even a few of these areas would involve a 
project far beyond the scope of the research 
reported here. Specifically, this paper presents 
the findings of research into the characteristics 
of three market segments delineated by their 
expenditures on products to support physical 
fitness activities. 

Conceptual Background 

The criterion variable for this study is 
expenditures on products that support physical 
fitness activities. Given the large number of 
persons who take no part in fitness activities, the 
unimodal pattern of expenditures to support fitness 
act it i vi tes does not con£ arm to any regular 
distribution. Thus, it seems appropriate to use 
Twedt's (1964) concept of the "heavy half." In 
this vein, the population was conceived as composed 
of three segments: ( 1) persons who made no 
expenditures; ( 2) persons whose expenditures lay 
below or at the median level of expenditure; and 
(3) persons whose expenditures lay above the median 
level of expenditure. 

To provide variables having the potential to 
characterize these market segments, we searched the 
literature of recreation and leisure studies, as 
well as the literature that presents findings from 
marketing research into the markets for products 
and services conceptually similar to those at issue 
here. 

Although a wide variety of predictor variables have 
been suggested by previous studies, they may be 
introduced here in three categories, and treated 
accordingly for analysis. These categories are: 
(1) life style; (2) attitudes; and (3) demographics 
and media habits. This section treats the 
hypothesized predictor variables in each of these 
three categories in turn. 



Life Style 

Life style has been conceptualized in terms of 
patterns of overt behavior Anderson and Golden 
( 1984). Specifically, those activities that are 
selected to fill one's leisure time seem to best 
express one's personal choice in a way that is 
relatively free from the imposed responsibilities 
of life. The overt behavior at issue here is 
therefore one's set of leisure pursuits. In this 
view, one's life style reflects the possibly unique 
pattern of activities chosen from the available set 
of activities, which may be considered as rela
tively passive or relatively active leisure 
pursuits (Duncan 1978). The idea of a pattern of 
activities means that, because a person has a 
limited time budget, participation in any given 
fitness activity may be seen as either competitive 
with or complementary to other available 
alternatives. 

In the first (competitive) instance, for example, 
the time spent on one activity cannot be spent on 
another activity. In particular, the more active 
pursuits considered to promote fitness may be 
chosen in lieu of, or to provide a "change of pace" 
from, the alternative, more passive aspects of 
one's life style. Time taken for exercise is not 
available for such less physically-taxing leisure 
pursuits as fishing, camping, taking vacations, and 
reading books. 

In the second (complementary) instance, each 
fitness activity may be considered in terms of its 
place in a larger pattern of pursuits, which 
includes a variety of relatively active pursuits. 
Thus, the market segments of interest can be 
characterized in terms of not only relatively 
passive activities, but in terms of patterns of 
active pursuits, including those both more (e.g., 
running and jogging) and less (e.g., golf) likely 
to directly promote physical fitness. In this 
study, the variables selected to represent both 
passive and active pursuits came mainly from the 
representative list of such activities provided by 
Granzin and Williams (1978), as augmented by sever
al additional activities currently popular with the 
general population as contributions to fitness. 

Attitudes 

The attitudes category could conceivably subsume an 
almost limitless number of variables. Those 
suggested by the literature may be divided roughly 
into those that relate to oneself and those that 
relate to influence of others. As an example of 
those relating to oneself, people participate in 
activities because they deem them important 
(Dishman and Gettman 1980) and gain intrinsic 
satisfaction from their participation (Crandall 
1980; Unger and Kernan 1983). They may see active 
pursuits as a way to release tensions (Dardis, 
Derrick, Lehfeld and Wolfe 1981; Thaxton 1982). 
Their level of self-motivation to participate may 
reflect a general drive to accomplish goals (Dish
man and Gettman 1980), and they may find exercise 
helps performance in subsequent activities other 
than exercise (Folkins and Sime 1981). 

Influence of others may appear as a need for social 
contact. The social nature of many fitness 
activities can appeal to those who need to develop 
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interpersonal relationships (Crandall 1979; Beard 
and Ragheb 1983). And the choice of both 
participation in fitness activities in general and 
the favored types of activities in particular may 
depend on one's susceptibility to the influence of 
certain reference groups (Harris 1979). However, 
people may be restrained from participation when it 
creates conflict with others of the various roles 
they fill; e.g., roles that embody responsibilities 
toward family and work (Harris 1979; Snyder and 
Spreitzer 1973; Spreitzer and Snyder 1983). 

Demographics and Media Habits 

Demographics, of course, have been found predictive 
of a wide variety of human activities. More 
pertinent here, participation in leisure pursuits 
has been related to sex of participant (Hawes 1978; 
Lewko and Ewing 1980), occupational prestige and 
socioeconomic status (Clarke 1956; White 1975), and 
education (White 1975; Yu and Mendell 1980). Given 
the expense of supporting many leisure pursuits, it 
is no surprise that participation has also been 
linked to income (White 1975; Thompson 1978; 
Thompson and Tinsley 1978; Ludtke, O'Leary, and 
Wilke 1979; Yu and Mendell 1980). And it also 
appears relevant to consider the constraints faced 
by persons who wish to participate in fitness 
activities (Harris 1978); i.e., one's medical 
condition, employment outside the home, having a 
young child, and physical proximity to a fitness 
facility. 

Media habits, of course, hold implications for 
promotional strategy and tactics. Here, media 
habits include indicators of television viewing, 
radio listening, and newspaper reading behavior. 

Method 

Data Collection 

Data were collected by means of a survey of 180 
adults aged 18 and over in the largest metropolitan 
area of a western state. The sample was selected 
in accordance with an age-and-sex quota based on 
the most recent census of the metropolitan area. 
Interviewers were trained in research techniques 
and were fully knowledgeable of the purpose of the 
study. They were assigned to various geographic 
sections of the metropolitan area to ensure 
socioeconomic representation in the sample. 
Respondents provided data by replying to a 
personally administered, self-completion 
questionnaire. Presence of the interviewers served 
to motivate the respondents, monitor their 
compliance with the instructions, and to interpret 
instructions if necessary. 

The tables for this report give the measures 
employed to operationalize the variables suggested 
by the conceptualization presented above. (Because 
of space limitations, the tables are not included 
in this abridged report, but are available from the 
authors). For life style items, the individual 
activities were grouped into relatively passive and 
relatively active pursuits on the questionnaire, in 
accordance with the conceptualization of the 
previous section. Participation in both the 
relatively passive and relatively active elements 
of one's life style was measured by asking re-



spondents how many days per relevant period they 

normally participate in each of the activities 

listed. The base period used for responses was 

either a year or a month, depending on the normal 

seasonal! ty of this activity and participants' 

normal frequency of participation (e.g., water 

skiing on an annual basis and photography on an 

monthly basis). For clarity, all measures of 

frequency of participation are reported with 

respect to an annual basis in Tables 1 and 2. 

The instrument used six-point rating scales like 

the following scale, which was used to measure the 

respondent's attitude toward perceived societal 

norms: 

How do you feel about the amount of emphasis that 

our society places on physical appearance? 

Not enough 1, 2, 3, 4, 5, 6 Completely too much 

Demographics and media habits were measured by 

forced choice and open ended items that employed 

standard formats. 

The criterion variable of membership in a market 

segment was measured by response to a question 

about how much money the person spent during the 

last year on clothing and equipment for activities 

included in or related to the set of relatively 

active life style variables. In accordance with 

Twedt's ( 1964) concept of the light and heavy 

halves of the market, three segments were created: 

( 1) the None segment that comprised the 48 (26. 7 

per cent) who spent no money for this purpose; (2) 

the Light segment that comprised the 68 (37.8 per 

cent) who spent 75 dollars or less; (3) the Heavy 

segment that comprised the 64 (35.5 per cent) who 

spent more than this amount. 

Data Analysis 

Given a categorical measure of the criterion 

variable, and four sets of continuous measures for 

the predictor variables (treating the relatively 

passive and active life style variables as two 

sets), four separate discriminant analyses were 

used to test the respective multivariate hypotheses 

of relationship. Canonical loadings with an 

absolute value of .30 or greater denoted those 

variables important enough to be included in the 

interpretation of the discriminant analysis. In 

addition, to provide supplementary information 

about these hypothesized relationships, individual 

analyses of variance were conducted for each of the 

potential predictor variables. 

Results 

Life Style 

Table 1 presents the results of the discriminant 

analysis involving the relatively passive elements 

of one's life style. The results show a statisti

cally significant relationship between the 

predictor set and membership in a market segment 

( p=. 001), as determined by the chi-square value 

computed from the appropriate Wilks' lambda. Tests 

of significance for each individual root found one 

significant root. Its canonical variate is 

dominated by participation in moviegoing, taking 
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vacations of a weekend or less, and watching 

spectator sports. The canonical variate seems to 

represent a variety of ways to "get out of the 

house". This function relates monotonically to 

membership in a market segment when the segments 

are arrayed by increasing level of expenditures. 

Six variables reach significance in ANOVA, 

including the three listed above. Of the six 

significant variables, participation in power 

boating and the three variables listed above as 

important to the discriminant analysis are related 

monotonically to expenditures. However, while 

attendance at the cultural events listed in the 

questionnaire is highest for the Heavy segment, it 

is lowest for the Light segment. Reading books 

finds an inverse monotonic relation to the 

canonical variate, with the None segment being the 

most frequent readers, and the Heavy segment the 

least frequent readers. 

Most fairly, the analyses involving the relatively 

active elements of life style should be considered 

as methods for describing the segments, rather than 

as tools of statistical inference. That is, the 

existence of a relationship between participation 

in and expenditures for these pursuits should be a 

foregone conclusion. Therefore, the emphasis here 

will be to describe the relative importance of the 

individual pursuits in determining one's membership 

in an expenditure segment. The meaning of these 

results should come from the relative importance of 

the set of leisure pursuits in stimulating spending 

for fitness. 

The discriminant analysis, which is summarized in 

Table 2, reveals one significant root. The main 

contributors to this function are weight training, 

playing team sports, playing tennis, snow skiing (a 

sport which is readily available near the area 

surveyed), running and jogging, and swimming. This 

variate represents a variety of pursuits that, for 

the most part, require special facilities to 

support participation. The relationship for this 

function is monotonic to expenditures. The ANOVA's 

show significance for these six variables, and 

these six univariate relationships are all 

monotonic to expenditures. 

Attitudes 

The discriminant analysis for the set of attitude 

variables also finds significance (p=.OOO), with 

one significant root. This function (Table 3) is 

described primarily by three variables that 

dominate the canonical variate: self-perceived 

fitness, activity level relative to one's social 

circle, and self-perceived athletic ability. The 

positive loadings for these three variables 

represent a feeling that one is in good physical 

shape both in some absolute sense and also in 

comparison with one's friends. The centroids for 

the three segments based on fitness expenditures 

show the discriminant function to relate 

monotonically to market segments based on 

increasing expenditures in the order of None, 

Light, and Heavy segment membership. 

These three variables and another, need for tension 

release, find significance at the .OS level by 

one-way ANOVA. Here too the relationships are 

monotonic, and the ANOVA's give the additional in-



formation that the Heavy segment finds a greater 
need for tension release. 

Demographics and Media Habits 

The discriminant analysis involving demographics 
and media habits is significant (p=.OOO), with both 
functions reaching significance by individual test 
(Table 4). The first function (p=.OOO) serves 
primarily to contrast the participants, both Heavy 
and Light, with the non-participants. The 
canonical variate is dominated by being younger, 
being a member of a health spa, not watching TV in 
the afternoon, having greater employment outside 
the home, and having relatively less interest in 
easy listening music. This variate seems to 
reflect youth and a busy daytime existence. The 
first function is monotonically related to 
expenditures. 

The second function for this discriminant analysis 
distinguishes the Light segment from the Heavy 
segment (p=.003). The variate is defined primarily 
by two variables, having a pre-school child and 
living a lesser distance from the nearest health 
spa. In general, the results indicate the Light 
participants (at least the homemakers) may be some
what constrained by having a young child, even 
though they live closer to a spa. However, the 
first influence, at least, exists for only a 
minority of the re-spondents, so one must must be 
careful not to over-generalize from this result. 

Additional variables finding significance in ANOVA, 
but not important to the discriminant analysis, 
are: having a medical reason not to exercise, 
household size, and watching TV in the evening. 
The ANOVA' s revealed both monotonic and 
non-monotonic relationships between the predictor 
variables and expenditures. The Heavy segment is 
most likely to belong to a spa, and least likely to 
have a pre-school child in the home, watch TV in 
the afternoon, and prefer easy-listening radio 
programming. On the average, this segment is 
youngest and has the longest average distance to 
travel to a spa. Thus, this segment may be charac
terized as younger, busier, more mobile persons who 
focus their lives outside the home. The Light 
segment is most likely to have a pre-school child 
in the home and to watch TV at night. This segment 
lives closest to a spa and has the largest average 
household size. 

Discussion 

In general, the results show the Heavy and None 
segments to form the polar extremes in terms of the 
characteristics investigated in this study. The 
Light segment possesses most of the characteristics 
of the Heavy segment, but to a lesser extent. 
Thus, this discussion concentrates on the 
characteristics of the Heavy group, and explicitly 
refers to the Light segment only in those cases 
where this segment was found to possess distinctive 
characteristics of its own. 

The findings with respect to the elements of life 
style indicate ·quite simply that relatively active 
people often find a variety of outlets for their 
energy and interests. Some substitution of active 
for passive pursuits can be seen in the findings, 
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but for the most part the two classes of pursuits 
are complementary. Members of the Heavy segment 
are still more likely to engage in relatively 
passive activities (e.g., spectator sports) than 
are those in the Light and None segments. And 
members of the Light segment are more likely to 
participate in passive activities than the members 
of the None segment. 

The findings for the attitude variables provide the 
clearcut message that those who spend money to 
support fitness activities think of themselves as 
physically fit. There is a link between 
expend! tures and self-image. However, the causal 
direction of influence cannot be inferred from a 
survey such as this one. For instance, it may be 
that (e.g., older) persons who do not see them
selves as relatively fit are not likely to spend 
money to try to preserve or improve their fitness. 
Conversely, (e.g., younger) persons who allocate 
their funds to support a variety of active pursuits 
may rationalize their expenditures by pronouncing 
themselves physically fit. · 

As predictor variables, one's self perceptions fare 
better than variables that reflect the influence of 
other persons. Also, the findings with respect to 
the set of attitudes indicate that the more closely 
the focal point for the attitude relates to fitness 
itself (as opposed to, say, nutrition), the 
stronger the relationship between that variable and 
membership in a fitness segment. 

Several demographic measures define the Heavy 
segment as younger and healthier persons who appear 
to do more for their fitness, even though they have 
less free time for exercise, at least during the 
daytime. They seem less burdened by the 
responsibilities of family and (to a slight extent) 
employment than those in the Light segment. They 
appear more disposed to focus the activities of 
their more mobile lives outside the home. 

As an indication of their enthusiasm, members of 
the Heavy segment are willing to "go the extra 
mile" to pursue their interest in their physical 
condition. These persons live farther from the 
nearest spa than any other segment, although the 
current proliferation of spas may mean this 
distance is a minor concern. They are more likely 
to join a spa, which is an expense in itself that 
does not replace further expenditures on support 
materials. (In fact, a spa membership may create 
social pressures to obtain these materials.) 

With respect to radio programming, the results 
indicate avoidance, rather than participation. 
However, their pattern of preference indicates the 
Heavy segment can be reached through the more 
"lively" types of music. That is, contemporary 
popular and rock music capture the attention of 
this segment more than easy listening programming. 
The patterns of TV viewership are much the same for 
the Heavy and Light segments, concentrated in the 
evening hours. Thus, nighttime messages would be 
one useful means of reaching both these market 
segments. Conversely, less-expensive attempts to 
reach the non-participants would fare relatively 
better in the afternoon, although they too can be 
reached more easily in the evening, as well. 



Summary and Conclusions 

This study has investigated the characteristics of 

persons who form three market segments based on 

expenditures for clothing and equipment to support 
physical fitness activites. The findings show the 

relatively heavy spender to be a younger, 
healthier, generally more active person. This 
person engages in a fairly wide spectrum of leisure 

pursuits, in some cases to provide a channel for 

tension release. The heavy spender pursues a wide 

variety of leisure interests, many of which are 
quite removed from the physically demanding 
pursuits that develop and maintain one's physical 

fitness. While no direction of cause and effect 

between attitude and participation can be 

supported, the heavy spender has the self-image of 

being fit and athletic, both in an absolute sense 
and when compared with friends. In general, the 
light spender possesses many of the characteristics 

of the heavy spender, but to a lesser extent. 
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MARKETING MICROCOMPUTER HARDWARE 

Richard D. Teach, Georgia Institute of Technology 
Linda L. Gregg, Georgia Institute of Technology 

Abstract 

The emergence of the microcomputer has brought 
high tech marketing concepts to the fore. This 
entire industry is new and provides an opportunity 
to study marketing behavior without a lot of 
historical baggage. This paper will illustrate 
techniques used in the marketing of microcomputers. 
Product life cycles, the influence of technology, 
price, promotion, physical distribution and the 
selection of target markets all affect the 
marketing effort. Each of these influences will 
be examined. 

Introduction 

The microcomputer hardware industry is somewhat 
unique in the fact that although the product is 
very technical, the marketing techniques of 
the product can be compared to those employed in 
selling toys and toothpaste. [1] The machine 
itself frequently has little to do with its own 
success or failure. This high tech industry has 
turned into a major marketing gambit and the main 
determinant of the success of the machine is how 
well the company can distribute and market its 
product. [2] 

The purpose of this paper is to try to illustrate 
some of the marketing techniques used by makers of 
microcomputers. Because of the wealth of material 
that is available and constant change in the 
industry, the scope of the paper has been limited 
to the marketing of the microcomputer itself. 
Peripherals such as modems, printers and extra 
disk drives have not been considered. 

Product Life Cycles 

Generally, high tech products, once introduced 
into the market place undergo dramatic changes in 
demand over relative short periods of time. These 
changes in demand over time are known as the life 
cycle of the product and this function varies in 
both length and shape by some unknown process and 
differs from product to product. 

There are generally four phases within a 
life-cycle. The first phase is the incubation 
period in which the product is first introduced 
into the market. 
During this time period substantial effort is put 
forth in order to educate people on how the item 
is used and how it will make their jobs and/or 
lives easier, better and/or more profitable. 
Sales of the product in this stage of the product 
life cycle are generally slow. In the 
microcomputer example this was the time in which 
the "techies" had to be convinced that a 
microcomputer was in fact a possibility, that it 
could do useful work and that it was affordable. 
Following this stage the produce enters a growth 
stage which is a period of rapidly increasing 
sales. For the microcomputers this point in time 
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can be established at the point in time at which 
IBM entered the market. Their entry assured "non 
techies" that some standardization had occurred 
and the product was more than a passing fad. 
After the period of rapid growth the maturity 
phase begins in which there may be continued 
growth but the spectacular growth in demand for 
the product levels off. Eventually the course of 
the product life cycle continues on until it 
reaches a point in time in which demand actually 
declines to a point that the product is not longer 
a viable force in the market place. [3] This 
process can be expected in the Microcomputer 
industry. 

Not only do product life cycles pertain to 
_industries as a whole, they pertain to individual 
products within an industry. One only need to 
look at the history of Atri's various models, The 
Commodore C64 and even the Apple lie. The 
microcomputer definitely is subject to this 
product life cycle. When they first began to 
arrive on the scene about 10 years ago, the 
incubation period involved letting people know 
that they could have a computer in their own home 
or business and showing them ways that it could be 
used to make life easier. This incubation period 
was followed by a period (5-6 years) of rapid 
growth. This growth was basically due to the easy 
sales to the hobbyists, enthusiasts, and 
techno-fanatics. [4] 

In 1985, the industry appears to be entering into 
the maturity phase. PC Week reported that 16% of 
all white collar workers own personal computers 
and at least 57% of the white collar workers are 
using personal computers where they work. [5] 
Many observers agree that the next phase will be 
difficult to obtain growth because the remaining 
market contains those people who are still afraid 
of computers and those who must be convinced that 
a computer can be useful to them or that it can 
solve problems in a faster or easier manner.[6] 

Technology's Influence 

There are technological changes that are 
constantly being made in this industry and it is 
very important for the manufacturers to be aware 
of the new advances that are going to make the 
machines faster, more compatible, easier to use 
and have give larger memory capacity. This type 
of advance is being made now with the emergence of 
market acceptance of such things as the hard disk, 
touch sensitive screens and the microcomputers 
ability to accept audible commands. Not being 
aware that these changes are being made by 
competitors can quickly cause a producer to lose 
his market share. The old ad pitch, "be the first 
on your block to own a .••. " works well in the 
microcomputer industry. 

When new technologies in the form of new features 
first become available, few if anyone one knows 



which ones of them will create a large demand and 
which ones will not. The high tech industries do 
not rely upon marketing research to any 
substantial degree. Many times a producer feels 
that a certain asset will be a definite selling 
point of his machine only to find that once it is 
actually offered to the market, the public likes 
the new feature but feels that it is not worth the 
added expense. This happened to Apple Inc. with 
their Lisa microcomputer. They were certain that 
this would increase their profits because it was 
such a great machine. ·It was very easy to use and 
had outstanding technology behind it. But the 
product was not successful. Most experts feel 
that the reason for its lack of sales was not 
because people did not like what it could do but 
rather that it simply cost too much. Even 
changing it's name to the Macintosh XL did not 
stop its demise. On the other hand the IBM AT is 
an example of new technology that is doing well. 
It uses the Intel 80286 microprocessor and offers 
the speed of the hard disk. This new machine's 
success and the inability of IBM to deliver the 
masses of ordered machines is one reason that has 
caused the production of what is called the "AT 
clones." 

Promptness 

Being able to keep abreast of the new technology 
has a direct affect on another issue, being prompt 
in getting the product on the shelves of the 
retail outlets. The buyers of microcomputers are 
a fickle lot. If a company can be in the market 
before others, it has a chance of capturing a 
larger percentage of the available market. It is 
this aspect that can be a great advantage to the 
"me-too" products if the market leaders such as 
IBM and Apple are slow in delivering the new 
products. Clones that are able to get into the 
market quickly, will be able to establish a 
foothold in the market. This 
is their chance to make high sales, but as soon as 
the shortages of IBM or Apple inventory abate, the 
interest in the compatibles slackens and therefore 
profits diminish. [7] 

Product Modifications 

There are many vital factors involved in designing 
the microcomputer and it is up to each 
manufacturer to decide which items are going to be 
emphasized and which ones will be di.sregarded in 
order to cut down the costs. 

Physical size is one of the main features that 
make microcomputers so attractive to businesses. 
The days of having large rooms dedicated to the 
housing of large mainframes is coming to an end in 
many business. The inaccessibility and the 
special expertise needed to interact with a 
mainframe or even a minicomputer is unneeded or 
unavailable in many businesses. However, micro's 
are not perfect substitutes, many of a businesses 
needs still require a mainframe. Almost all 
microcomputers and even some super minis can sit 
upon a desk top and still leave room for work 
space around it. There are also lap size 
microcomputers available. 
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The physical size of the microcomputer can have an 
influence on which market target a company 
attracts. The lap size micros are targeted to the 
business man on the go. They usually are small 
enough to fit into a briefcase and are perfect for 
using during those hours spent traveling by plane. 
Apple however, is finding that the size of their 
machine can also hinder acceptance into a targeted 
market. They have been trying to get the 
Macintosh into the business realm, but are finding 
that because the product is small in size it is 
often viewed as a toy and not suitable for the 
business desk. Not only physical size but memory 
limitations also affect demand. [8] 

Expandability 

One of the drawbacks to Apple's acceptance into 
the business world has been its closed 
architecture which prevents other companies from 
inventing add-ons that increase the appeal of 
machines. [9] These add-ons include additional 
disk drives, communication products, internal 
backup tapes, and network boards. [10] 

Compatibility 

Along with expandability, compatibility is a major 
aspect that must be included when designing a 
marketing program for a microcomputer. Many 
companies provide IBM compatibility with a lower 
price in order to grab a piece of IBM's market 
share. Since 1982, when IBM joined the 
microcomputer industry, it quickly took over the 
majority of the business market share (63% by some 
estimates). [11] It is for this reason that it 
has become so important for other microcomputer 
makers to be IBM compatible. If they intend to be 
part of the $38 billion business microcomputer 
computer market they must be compatible with the 
leader. [12] Even Apple, who has always strived 
to be an alternative to IBM, has changed its 
strategy and has begun creating software that 
allows compatibility. [13] 

Quality 

The perceived quality that a microcomputer 
exhibits plays a.major part in getting the 
attention of the consumer. "An ideal computer 
would be lightweight, fast and have just about 
every conceivable expansion option built in. But 
a dazzling list of features isn't enough- they 
all have to be useful and they must work." [15] 
Good engineering is a necessary but not sufficient 
ingredient. The failure of IBM's PCjr was 
primarily due to its inferior keyboard. BY the 
time it was corrected the market had already moved 
on to other products and had lost its confidence 
in that particular machine. [16] 

Compaq Computer Corporation's goal is to be known 
as a company that offers quality products. 
Benjamin Rosen, president of Compaq states, "On 
every model we've sold we've offered a little more 
than IBM- faster speed, more memory, a bigger 
screen, words and graphics on the same screen, 
etc ... " Quality is beneficial to company since 



offering these types of products allows them to 
avoid price cutting [17] and the secure repeat 
business. [ 18] 

Standard Features 

Deciding on the quality of microcomputer that will 
be offered involves determining which attributes 
should be standard on the machine. THe 
manufacturer must weigh what is enough memory for 
example, can hinder sales because it would limit 
operations. Having too much technology can drive 
the price up so high that the potential buyer is 
unable to justify the expense. The primary 
objects that are considered currently are 
expandability, graphics capability, and 
portability. 

Price 

The price of microcomputers is an object of great 
variability. They range from around $145 to $6000 
depending on the target market, the amount of 
memory, speed, the state of advanced technology 
and other special features. Pricing appears to be 
the least influential part of marketing these 
machines. [19] The producers are finding that 
having the lowest priced product is helpful only 
in the short run because enventually the 
competition will cut its price to match or beat 
any posted price. [20] specific information on how 
the manufacturers determine their prices is 
unavailable. This bit of strategic information is 
confidential. One source however noted that 
companies use between 42% and 51% of their 
business market sales on making the product and 
the remainder is spent on advertising and 
administration expenses. [21] 

Once a product enters the market, the end user 
price appears to fluctuate with the wind. 
Reductions are based on what the market leaders 
are doing and how high the inventories are 
building up in the warehouse. There are two times 
a year that you can expect the prices to reduce at 
least 15% to 20%.This occurs at the Christmas 
shopping season and in August. [22] These prices 
drop during the Christmas season in order to boost 
sales to the home market. (This failing market 
will be discussed later.) Summer months have 
proven to be a slow sales period, causing 
inventories to increase and prices to fall, 
especially in August. 

Many times when sales are sluggish, dealers will. 
add some extra items to the computer package to 
make the product more valuable. This usually 
means software packages are included in the 
original price the effect of which reduces the 
total cost to the end user. 

Target Markets 

There are many different markets to which 
microcomputers are targeted. The broadest 
categories are the home, school and business 
markets. 
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The Home Market 

The home market is the most curious of the three. 
This is the one that so many people were most 
excited about 5 years ago but now has become a 
major disappointment. Many observers feel that 
the home market is basically dead. Keith 
Thompson, and editor of Microcomputing magazines 
says, "It is my opinion that there's no mass 
market in the foreseeable future for a 'serious' 
home computer. The closest that most consumers 
will ever come to a home computer are the 
microchips that are being designed and built into 
everything from cars to toasters. They're so 
'user-friendly' and useful that consumers won't 
even realize that they're there. Isn't this the 
way it should be? Maybe the home revolution has 
already happened." [23] 

Probably the only way that the home market can be 
touched is catering to the business man who brings 
his work home with him. The Commodore Amiga with 
its advanced 32 bit architecture, fantastic screen 
graphics, supposed MSDOS compatibility, and low 
price is targeted toward this group of buyers. 
[24] 

The School Market 

Apple Computers have had a large impact in 
reaching the school market. They were able to get 
an early jump in this area and it has secured for 
them a substantial share of the market. Apple 
obtained this large lead by offering the equipment 
to the schools. Their object is to lure the 
loyalty of the students that would come through 
their familiarity with working with Apple 
throughout their school career. As an added 
incentive, Apple also offers special discount 
rates for students purchasing their equipment. 
Apple is betting that this market will be a 
stepping stone to the business market. When these 
students get into the work force they will be 
accustomed to the Apple micros and perhaps will be 
instrumental in getting their companies to use 
Apple in the office. [25] 

Apple is really taking a big risk by expecting to 
profit in the long run. It appears to me that the 
microcomputer business is just not a long run game. 
There are too many variables such as competition 
and technology changes. The industry is moving so 
fast that it is very hard making up for lost time 
caused by errors. This is demonstrated by the 
remarkable amount of individuals that have failed 
over the long run in the various aspects of this 
industry. 

The Business Market 

The major target is the business market making up 
$25 billion worth of product. This market can e 
sliced into many segments, only three of which 
will be discussed in this paper. They are the 
novices, women and professionals. 

Apple is striving to get the attention of the 
novices, meaning those people in the business 
sector who have had limited experience in working 
with computers and may even exhibit 



"computer-phobia." Apple feels that they can 
reach this group because their machines are 
user-friendly. This could be a very successful 
strategy because many corporate executives have 
had little exposure to operating computers. [26] 
A market segment that appears to be overlooked by 
the computer producers is the female executive and 
her influence on the professional world. 
Generally advertising has shown the man sitting at 
the keyboard and the woman is merely looking over 
his shoulder.[27] With women becoming more 
involved at higher levels in the working world, 
microcomputer marketing specialists must begin to 
exploit this segment and start meeting the needs 
of this neglected market segment. 

The final business segment to discuss is the group 
of mid management professionals. This group is 
comprised of white-collar non-clerical workers in 
large organi ·~ations. Generally speaking, price is 
not the primary consideration of this segment. 
Microcomputers provide substantial value when 
compared to their cost and the actual dollar costs 
are relatively low as compared to other office and 
manufacturing equipment. These machines save 
money in the long run and can help produce 
tangible income. Professionals expect powerful 
machines that solve problems. The manufacturer's 
brand name on the machine they use is probably not 
as important to them as whether or not their 
business problems are being solved.[28] This is 
why the computer dealer's task is so instrumental. 

Methods of Promotion 

Buyers go to computer dealers and sellers with 
specific problems that need to be solved. It is 
important that computer manufacturers make efforts 
to educate these dealers on the versatility of 
their machines. The manufacturers need to assist 
the dealers in becoming aware of what software 
packages are available and workable on these 
machines and provide ideas on how to promote the 
product lines to the business buyer. 

Software availability is vital to the promotion of 
microcomputers. Manufacturers usually line up 
software contracts before the product is released 
and sometimes even before it is manufactured.[29] 
Software has a major influence on hardware sales 
because buyer want the machine that provides the 
largest variety of applications and solutions to 
their problems.[30] 

Advertising in periodicals is the prominent method 
of promotion in this industry. The actual ads are 
frequently not as important as the critiques that 
are written on the machines in the various 
microcomputing journals and periodicals. These 
reviews report the positive and negative 
attributes of these machines and have a strong 
influence on whether they make much of an impact 
on the market. Given the fact that several of 
these computer magazines primarily cover the same 
machines, the multiple coverage provide the buyer 
added information about a considered or possessed 
machine and increases the confidence of the 
potential or actual purchaser about the machine. 
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The Confidence Factor 

Confidence is an important factor in convincing 
potential customers into becoming buyers. Since 
the industry is so for a manufacturer to 
communicate to buyers that their products will be 
supported for several years into the future. No 
one wants to own an orphan. Steven Greenberg, 
president of Anametrics Services, a marketing 
agency for Commodore International Ltd. stated 
that "One of the premiums people are willing to 
pay for (when purchasing a microcomputer) is that 
if a screw falls out of a unit, they will be able 
to purchase that same screw in six months."[31] 
It's even been claimed by Apple that Apple has 
helped boost confidence in their company be never 
making a computer obsolete.[32] 

Distribution 

The most frequently used distribution channels are 
through direct sales, dealers and VARs (value 
added resellers). VARs, "depend on their ability 
to provide a hardware and software system 
solution," contribute over 17% of hardware 
sales.[33] IBM, Apple and AT&T all use both 
direct sales and retail dealers as distribution 
channels. Compaq, on the other hand, has 
developed a strategy of providing security to 
their dealers by using them as their sole 
channel.[34] They depend on dealer loyalty and 
shelf space for their success. They also provide 
the dealers with generous discounts and liberal 
return policies.[35] This is a major contributing 
factor for Compaq's success because dealers tend 
to promote products which provide large 
profits. [36] 

Conclusion 

The microcomputing industry is a very risky 
venture that cannot be conquered without a 
successful marketing strategy. A necessary but 
not sufficient part of this strategy requires 
having a "quality" product in the eyes of the 
buyer. Current conventional wisdom even requires 
IBM compatibility. While manufacturers may 
provide support for software development, 
independent software firms provide a necessary 
ingredient for successful hardware sales; a large 
variety of available software. While 
microcomputers started out with very small amounts 
of RAM, the original Apple II bragged of 
possessing 4 K and the IBM PC was introduced with 
16 K, the more memory the better is now the rule. 
A producer must get exposure in periodicals and 
trade journals. In addition a manufacturer must 
keep track of even minute changes in the market 
place, and provide continued incentives for 
dealers to promote their product. If 
microcomputer manufacturers are willing to do all. 
of these things, they have a very good chance of 
being successful in the market place. 
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Abstract 

Price discrimination represents a valuable, but 
often overlooked, pricing tool to the marketing 
manager. This is especially the case in the 
marketing of services. This paper briefly reviews 
the theoretical justification and legal implica
tions of price discrimination. The results of an 
exploratory study on attitudes and behaviors re
garding price discrimination in tourism are sum
marized. Suggestions are made for further re
search. 

Introduction 

The nature and dimensions of service marketing 
activities are becoming increasingly well-known in 
the marketing literature (Lovelock 1984). This 
literature suggests that service marketing is 
indeed a significant area of study in contemporary 
marketing thought. Various published articles and 
texts address the unique aspects of service marke
ting (Rathmell 1974; George and Marshall 1984; 
Berry 1980). 

One of the aspects which creates a potential 
problem for marketing stems from the fact that 
services in general cannot be inventoried. This 
"inventory problem" leads to the situation where 
irregular demand coupled with constrained produc
tion capacity can lead to the possibility of lost 
revenues due to not enough production capability, 
or substantial costs, due to excess production 
capacity. Managerial responses to the "inventory 
problem" in the service sector have largely been 
viewed from two opposing perspectives (Sasser 1974 
and Lovelace 1984). Of course, the astute manager 
will usually attempt to blend both of these pers
pectives to arrive at some kind of optimizing 
strategy to this perplexing problem. 

The first perspective can be considered a supply 
side or capacity response. The type of response 
typical in this approach includes the addition of 
part-time staff, rental of extra facilities, 
laying off of staff, automation and creative 
scheduling. These are all potential capacity 
expanders or reducers as demand fluctuates (Sasser 
1976). The opposing perspective views the task as 
a demand problem. Here, such techniques as 
developing a formalized reservation system, 
implementation of a formalized queing structure, 
demarketing, and marketing mix inducements (off
peak pricing; promotional campaigns designed to 
encourage the use of slow times, etc.) have all 
been used to varying degrees to m~n~m~ze the 
dysfunctional consequences of not being able to 
inventory a service. 

The role of price, in particular price discrimi
nation, as a means to modify demand patterns has 
long been acknowledged by markets. Despite this 
acknowledgement, little research has been con
ducted on either the use of price discrimination 
techniques or the views of management on their 
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overall effectiveness. As a result, this paper 
seeks to examine the price discrimination issue in 
more depth. More specifically, the present paper 
first reviews the conceptual foundations of the 
discrimination issue, then presents the empirical 
findings of a pilot study designed to identify 
management views about price discrimination, its 
actual use, and its perceived effectiveness in one 
service industry; namely, the tourism industry in 
Florida. 

Conceptual Foundations of Price Discrimination 

While price discrimination is a widely used 
marketing tool, it is frequently misunderstood by 
practitioners and academicians alike. This 
misunderstanding is due to varying definitions 
(Monroe 1979) and the ambiguous legal situation 
which surrounds the price discrimination issue 
(Johnson and Schneider 1984). As a result, these 
two aspects are addressed in order to clarify the 
conceptual framework that this study was conducted 
under. 

Conceptually, price discrimination can be defined 
as the sale of technically similar products at 
prices that are not proportional to the marginal 
costs of manufacture, sale, and delivery, with due 
allowance for risk and certainty (Koch 1974, p. 
307). In other words, price discrimination can be 
said to occur if 

Price1 

Marginal Cost 1 Marginal Cost 2 

where 1 and 2 represent the sale of technically 
similar products (Stigler 1966, 209-10). The 
reason price discrimination is defined in this 
manner is to account for the situations where the 
prices of two products are equal but the marginal 
costs are different. Under this definition, price 
discrimination is said to occur even though there 
is no absolute difference in the price of the 
products. 

The primary reason for a firm to use price discri
mination in its marketing programs is to increase 
profits. The basic requirements for price discri
mination to be used effectively, and thereby 
increase profits, are that there are two or more 
identifiable classes of buyers whose elasticities 
of demand for the product differ appreciably, and 
that can be separated at a reasonable cost 
(Stigler 1966, p. 210). If these requirements 
cannot be met, then there is little likelihood 
that price discrimination would be used as a 
viable marketing strategy. 

In practice, price discrimination is implemented 
in a variety of ways. A useful classification to 
examine this issue is the one of systematic and 
unsystematic discrimination. Unsystematic discri
mination is usually evident in price bargaining, 



or haggling, where the buyer attempts to negotiate 
the best possible price from the seller. Here, 
there appears to be no consistency or systematic 
basis for price differentials except for the 
voracity of the buyer. 

Conversely, systematic discrimination exists when 
there is some underlying basis for separating 
market segments and subsequently charging discri
minatory prices in one or more of these segments. 
Systematic discrimination is widely used in our 
"one-price" policy society. Here, such factors as 
age (children's discounts, senior citizens' 
discounts), sex (ladies' days and nights, club 
memberships), location of buyers (zone pricing, 
in-state versus out-of-state tuition), buyer's 
income or earning power (professional association 
dues, doctor 1 s fees), time (off season/hour dis
counts, product variables (branding and product 
size) to name a few, have all been utilized as 
bases for price discrimination (Watson 1963; 
Monroe 1979). 

Legal Aspects of Discrimination 

The pillars of legislation dealing with price 
discrimination are the Clayton Act (1914) and the 
Robinson-Patman Act (1936). Neither piece of 
legislation prohibits price differences per se. 
Instead, the legislation, particularly the Robin
son-Patman Act, deals with the situations when it 
may be legal, and illegal, to discriminate on the 
basis of price (Monroe 1979). It is commonly 
accepted that the Robinson-Patman Act and the 
price discrimination issue overall is one of the 
most confusing and complex laws ever enacted by 
Congress (Johnson and Schneider 1984). This 
situation has led to a number of evaluations of 
the Act and its implications for marketers (Posner 
1976; Stern and Eovaldi 1984, pp. 263-79). 

For the purposes of this paper, the legal issues 
surrounding the price discrimination issue in the 
tourism sector are minimal. This state of affairs 
exists because price discrimination in selling to 
ultimate consumers is assumed by the Federal Trade 
Commission, the courts, lawyers, and marketers to 
be legal (Monroe 1979, p.250). As a result, the 
use of price discrimination as a marketing tool in 
the tourism industry, or any consumer-oriented 
industry for that matter, should be strictly 
related to the economic aspects of the technique 
and the views of management toward its usage. The 
present paper deals with these issues. 

A Case Study 

To better understand price discrimination in 
services marketing, we surveyed managers of 
tourist attractions within the State of Florida 
regarding their attitudes and behaviors toward the 
practice. Tourism is an especially illustrative 
type of service, in that this industry has not 
only experienced dynamic growth, and is subject to 
seasonal and cyclical demand fluctuations, but 
also exemplifies many standard characteristics of 
a service. Specifically, tourist attractions sell 
;en intangible goocc •;itr: Khich rrodtocticr, ercd 
consumption occur simultaneously, the ctcstctr:£1 
must be present, the "product" cannot be invento -
ried, and the service cannot be separated from its 
source. While they strive for standardization and 
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uniformity, there is also some variability in what 
is delivered to each customer. Moreover, most 
tourist attractions are both equipment-based and 
people-based. The employees (or actors, as the 
company prefers to call them) at Walt Disney World 
are as critical as Space Mountain or the monorail. 

Method 

Following a pretest using small local attractions 
in the Orlando, Florida area, a structured ques
tionnaire consisted of scaled end multi-response 
items, as well as a few open-ended questions. The 
survey was an exploratory attempt at identifying 
the extent of price discrimination, bases for 
discrimination, effectiveness of the practice, 
satisfaction with the practice, and future inten
tions regarding its use. A self-addressed, 
stamped envelope was also includE:d. The u:>~ of 
mail was decided upon because of the geographic 
dispersion of the sample, cost constraints, the 
fact that it allowed respondents time to respond 
at their convenience, and, importantly, the 
threatening nature of questions regarding a firm's 
pricing practices. 

The sampling frame consisted of the membership of 
the Florida Tourbook, published by the American 
Automobile Association, and those listed in the 
Orlando Sentinel Adventure Guide. Of interest 
were those attractions that charged an admission 
fee. While the total population is relatively 
small, a reliable listing of all such attractions 
was unavailable at the time of the study. A total 
of 158 surveys were mailed, with 70 attractions 
responding, for a response rate of 42 percent. Of 
these, sixty-seven charged an admission fee. 
Mailing took place in early March of 1985, the 
beginning of a very busy season for Florida 
tourist attractions. This may have affected the 
response rate. 

Results 

Because of the threatening nature of the subject, 
and the promise of respondent anonymity, only two 
self-descriptor questions were included, age of 
attraction and size. Most of the respondent 
organizations (84 percent) had been in business at 
least ten years, with only seven percent having 
been in existence four years or less. Size was 
measured by 1984 annual attendance figures. A 
total of 16 respondents (25 percent) had fewer 
than 50,000 in attendance, while 29 (45 percent) 
had between 50,000. Only eight (13 percent) 
attractions handled more than 500,000 patrons. 

For price discrimination to be a meaningful 
tactic, price· itself would have to be a salient 
attribute in t'.he buyer 1 s evaluation process. This 
would seem to be the case, at least in the minds 
of those who manage tourist attractions. Based on 
a five-point scale (very important-not important 
at all), 62 percent of the respondents indicated 
price was important or very important, 9 percent 
rated it of average importance, and 29 percent 
felt it was of little or no importance. 

It appears that price discrimination in tourism is 
a relatively popular practice. Ten different 
bases for discrimination were investigated: age, 
sex, residency in Florida, student status, member-



ship in the armed forces, size of group, member
ship in various organizations (e.g., Boy Scouts), 
time of day, special events, and "other." As 
illustrated in Tab le 1, the most heavily used form 
of discrimination is that based on age, foliowed 
by party size, membership in certain organiza
tions, special events, and student status. Only 
gender has not been used at all. This was inte
resting given the various occasions where its use 
might seem appropriate, such as ladies' nights, 
Mother's Day, and Father's Day. The "other" 
category included members of the clergy, law 
enforcement officers, or attraction employees, 
among others. Separately, the tendency to use any 
of these factors was not significantly related to 
the perceived importance of price on the part of 
attraction managers. 

Table 1 

Bases for Price Discrimination and Their Usage 

Used now, in the 
Basis East or sometimes Never used 

Age 87% 13% 

Sex 0% 100% 
Florida Resident 28% 72% 
Student 61% 37% 
Military 47% 54% 
Party Size 71% 29% 
Organizations 68% 32% 
Time of Day 19% 81% 
Special Events 66% 35% 
Other 52% 36% 

The popularity of age as a factor in pricing may 
be due to a number of factors. Not only is it a 
commonly accepted practice in service businesses, 
but age groupings are fairly easily identifiable, 
reachable, relatively large in size, and often 
fairly homogeneous with regard to their needs and 
buying behavior. The mean number of age catego
ries used by tourist attractions was 2.25. In 
fact, 71 percent of all attractions use between 
two and three age groups in their admission price 
structure. The most frequently used groups 
include a children's category (usually those under 
age 12) and a regular adult group. Also mentioned 
was a junior category and a senior citizen cate
gory. Somewhat suprisingly, however, only 22 
percent of the attractions reported that they 
offered special admission prices to senior citi
zens. 

Three-fourths of the respondents had a "free 
admission" pn.c1.ng category, usually for those 
under a certain age, but in one case, for those 
who were 80 years and older. Those attractions 
that tended to use more age categories were also 
more likely to use other (non-age) bases for price 
discrimination. 

Discrimination on the basis of individual usage 
(i.e., quantity discounts) is not a heavily 
utilized tactic. For example, in examining the 
usage of special admission rates _for various 
lengths of time (e.g. , two-days, three-days, a 
week), it was found that the overwhelming majority 
did not use multiple-day passes. At the same 
time, 41 percent reported the use of annual 
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passes, 14.5 percent provide season passes, and 10 
percent ·offer a lifetime pass. 

Another widely used form of price discrimination 
is the use of coupons. That is, a customer is 
given a price break on presenting pre-issued 
coupons. The majority of respondents (58 percent) 
currently utilize coupons. The managers attri
buted from zero to 40 percent of total 1984 
admissions to coupon use, but with a mean of only 
• 5 percent. Other reduced price admissions 
accounted for zero to 76 percent of total admis
sions, with a mean of 20.5 percent. 

Given the tendency on the part of tourist attrac
tions to use price discrimination in some form, 
the question becomes "why?". That is,. what are 
their underlying objectives? The largest group 
(59 percent) stated that their main objective was 
to increase attendance. Some had more specific 
segmentation objectives in trying to raise atten
dance, such as to encourage more attendance by 
families, large groups, or school groups. While 
none specifically mentioned price elasticity, 
implicit in this attendance objective is an 
assumption on their part that some groups are more 
price sensitive than others. Others cited a 
fairness objective, both in making the attraction 
accessible to segments of society to which it 
might seem less accessible (e.g., military per
sonnel) and in reflecting the value received by 
different segments. Still others cited the need 
to meet government requirements as an objective. 

An attempt was also made to assess the perceived 
effectiveness of price discrimination tactics. 
Almost 54 percent of the respondents indicated 
that charging different prices to different 
customers was either a very effective or fairly 
effective tactic, with 18.5 percent indicating 
indifference, and 23.1 percent claiming it was 
ineffective. Those who see it as ineffective felt 
that price discrimination did not significantly 
affect those who were not currently attending, 
while others would come any way (at a higher 
price). The most effective bases for discrimi
nation appear to be age, student status, group 
size, and organizational membership. Relatively 
less effective was military status. 

Finally, the key concerns and future use plans of 
managers regarding this practice were assessed. 
Where there are concerns, they center around 
administrative problems and fairness problems. 
Some managers felt price discrimination can pose 
accounting and budgetary difficulties, is not 
always fair, and that the practice caused customer 
resentment and confusion. One respondent from a 
large attraction also suggested a concern that 
price discrimination might detract from the 
organization's quality image. None cited a 
concern with legal problems. 

Tourist attraction managers are generally satis
fied with their current amount of usage and their 
current approaches to price discrimination. About 
73 percent of them plan no changes in their pri
cing method in the foreseeable future, while 10.6 
percent indicated the likelihood of increased use 
of price discrimination. There were 7. 0 percent 
who anticipated moving away from such tactics. 



Table 2 

Major Concerns about Price Discrimination 

Concern 

Accounting Problems 
Customer Resentment 
Customer Confusion 
Fairness 
Accessibility 
No Concerns 

Present Responding 

Discussion 

11.5% 
3.8% 
5.8% 

11.5% 
5.8% 

26.9% 

Based on these results, it appears that price 
discrimination is a relatively important demand 
management tool in the tourism industry. Tourist 
attractions rely on price discrimination to a 
significant extent. The primary objective is to 
influence revenues through greater capacity utili
zation. The approach can be termed systematic, 
based on our earlier discussion, as it is predica
ted on an underlying assumption that there are 
individual market segments with distinct demand 
curves. This rationale is judgemental, at best, 
in that it is not typically based on empirically 
derived demand curves or elasticity calculations. 
In some cases it may simply be custom or wishful 
thinking. In fact, the bases for price discrimi
nation which are used most frequently tend to be 
the more traditional and easily applied app
roaches. 

A sizeable number of managers embrace the use of 
price discrimination as an effective tactic. 
Their problems with the practice tend to be more 
operational than legal or ethical. At the same 
time, these managers need to do more to methodi
cally assess the impact of discriminatory schemes, 
both on revenues from the. target segment and on 
overall revenues. An interesting issue in ser
vices marketing concerns the impact of price 
discrimination on those segments who are charged 
standard prices, especially over time. 

Other research issues suggested by these findings 
include the need to better establish the relation
ship between the saliency of the price attribute 
to consumers and the impact of price discrimina
tion. Is price discrimination not actually a 
benefit segmentation scheme? This relationship 
gets more complex, however, when consumers use 
multi-attribute decision rules to make purchase 
decisions. 

In addition, it would be an important contribution 
if specific operational criteria could be deve
loped for evaluating different market segments as 
potential candidates for price discrimination. 
Examples might include segment price elasticity, 
segment cross-elasticity, segment homogeneity, 
segment size, segment reachability, and price 
saliency. Related to this issue is the question 
of whether there are generic bases for price 
discrimination which are consistently more effec
tive (such as age in this study), or whether 
effectiveness is situation specific, 
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Study Limitations and Implications 
for Future Research 

The present study contains two major limitations 
which affect the generalizability of the study's 
results. First, the study is only exploratory 
because there is a current lack of empirical 
research dealing with the price discrimination as 
a demand management technique and the related 
measurement problems. 

Second, the small sample size and limited popula
tion (i.e., Florida tourism industry) makes the 
generalization of the study's results tenuous at 
best. The exploratory nature and lack of external 
validity in this study leads to the need for more 
in-depth research across a wider population before 
any conclusions can be made on the nature and 
effectiveness of the price discrimination issue in 
the demand management area. 
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MARKEI'ERS SHOUlD ENCOURAGE BARGAINING 

Ted Mitchell, University of Nevada Reno 

Marketers Should Encourage Bargaining 

Abstract 

Bargaining models suggest an optimal pricing 
strategy that is not necessarily consistent 
with the conventional theory of setting price 
with respect to marginal cost and marginal 
revenue. This paper suggests that sellers should 
negotiate with large a=unts and should set their 
list prices and discount structures for small 
a=unts in terms of the target profit derived from 
a bargaining model. 

Introduction 

Many marketing managers recognize that bargaining 
for a major a=unt with a major customer is a 
useful strategic alternative to the conventional 
target marketing strategy for achieving penetration 
in a new market. However, firms that are well 
established in a market tend to discourage bargain
ing with customers in the belief that bargaining 
is not an optimal process for achieving profits. 

There are four extreme positions for the seller in 
the spectrum of economic situations: 

1) The powerless environment of perfect 
competition in which the firm is a price 
taker. 

2) The cut throat environment of bidding 
against other sellers for business from a 
monopsonist. 

3) The problematic environment of 
bargaining with a customer in a monopoly 
versus monopsony situation. 

4) The "take it or leave it" 
pricing environment of the monopo
list as a price setter. 

It is generally believed that the ideal market 
condition for sellers seeking max:inrum profits is 
the monopoly. The power of the monopolist flows 
from facing a downward sloping demand curve. It is 
the power to pick a price and adopt a policy of 
"take it or leave it". The conventional wisdom is 
that managers should seek strategies that will 
allow them to move from the undesirable positions 
of perfect competition, cut throat bidding and 
bargaining towards the position of the monopolist. 

Firms are advised to adopt the marketing concept as 
a means to avoid the powerless environment of 
perfect competition (figure 1) . Firms which 
successfully implement the marketing concept can 
gain a competitive advantage by designj,ng product 
offerings that have downward sloping demand curves. 

A well known mechanism for moving away from the 
bidding situation is to adopt a strategy of joint 
problem solving (f igure 1). "By helping the 
customer to. define hi~ own needs, the salesman 
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entered the sale at the very beginning, and in this 
way, could often place his products at a consid
erable competitive advantage (Ring et.al., 1984 
p. 520) • " The strategy of convincing the monopson
ist that a product offering is a "unique" solution 
to the purchasing problem moves the seller into a 
potent~al ain' situation. 

A SINGLE HONOPOL y 
SELLER BARGAIN DIG 

HANY PERFECT 
SELLERS COMPETITION 

BIDDING 

HANY BUYERS A SIIIGLE BUYER 
FIGURE 1 

THE CONVENTIONAL WISIX>M 'IHAT MONOFOLY IS 
IDEAL FOR SEllERS 

Bargaining with a customer who has a unique 
problem to which the seller has a unique solution 
is the classic case of monopoly versus monopsony. 
The conventional wisdom is for sellers to try and 
avoid bargaining situations whenever possible. 
Vending machines don't bargain. Therefore, the 
most obvious mechanism for avoiding bargaining 
situations is to replace salesmen with clerks who 
behave as animated vending machines and have no 
power to bargain (figure 1). Clerks, of course, 
can be trained to be persuasive and tailor product 
presentations to the specific needs of the customer 
in question. 

It is, of course, well recognized that in many 
market situations customers have the power to 
engage their suppliers in a bargaining process and 
wring out extra concessions. Most sellers are 
reticent about engaging in the process because they 
believe they are giving something for nothing. For 
example, many suppliers believe that "in most 
instances, the cost increase to the supplier as a 
result of giving in to the retailer's demands 
(e.g. for advertising monies) will exceed the 
increase in revenues that he will gain from the 
action. Otherwise, the supplier should have 
incorporated the increased costs into his marketing 
strategy (Dickinson, 1981 p. 277)." Thus, the dis
counts and allowances, that some retailers have the 
power to successfully demand, are often perceived 
as costs which detract from an optimal marketing 
mix, but are perceived as costs necessary for 
keeping key a=unts. 

The belief that the monopoly position of "take it 
or leave it" pricing is the seller'a best position 
for optimal mix and profits discourages bargain
ing. Modern marketing theory virtually ignores the 
subject. 

The purpose of this paper is to demonstrate 
that bargaining in bargaining situations is a 
superior approach to the monopolist 1 s formula 



of setting price. There are higher profits 
for the seller and greater savings for the buyer in 
bargaining than in following the monopolist 
strategy of selecting the optbnal mix with "take it 
or leave" pricing. Marketers should encourage 
bargaining in bargaining situations. It is likely 
that there are many firms losing sales and profits 
because of the misguided view that the monopolist's 
strategy is an optbnal strategy. Marketers should 
encourage these firms to give their salespeople the 
power to bargain and to train them in sound 
bargain· tactics (figure 2) . _ 

A SINGLE MONOPOLy 
SELLER 

MANY PERFECT 
SELLERS COHPETITIDM 

MANY BUYERS 
FIGURE 2 

ADOPT 
SALESMEN 

YITH 
BARGAINING · 

BIDDING 

FOR :MANY FIRMS BARGAINING IS 
DESIRABLE FOSITION 

A SINGLE BUYER 

A MORE 

It is obvious that the cost of training and 
maintaining salespeople who are professional 
bargainers is higher than the cost of using 
anbnated vending machines. It is also more diffi
cult to manage salespeople who have the power to 
bargain than it is to manage a conventional 
salesforce, but in many cases the benefits of 
creating transactions through bargaining outweigh 
the extra costs of managerial complexity. Markete
rs should encourage bargaining in those cases where 
the joint benefits of bargaining exceed the addi
tional costs of the bargaining process. 

The monopolist's strategy might appear to be the 
optllnal strategy if the number of customers is so 
large (e.g. , consrnner markets) that the costs of 
bargaining with each individual outweigh the 
potential benefits. However, firms that are facing 
downward sloping demand curves in the consumer 
market can benefit from the bargaining model of 
pricing. This paper will demonstrate how prices 
derived from the bargaining model can be incorpor
ated into the "target-profit" pricing model 
(Kotler, 1984) used by many firms. 

PROFITABLE BARGAINING 

Most marketers are familiar with the tidy lines and 
functions on the diagrams economists use to 
represent supply and demand curves. Marketers 
often define the demand curve as the customer's 
optbnal purchase response to the alternative prices 
that the seller might choose for a given offering. 
The optimal pricing formula for firms facing 
downward sloping demand curves is well known. The 
finn should set its production level ~ (fiqure 3) 
at the point wh~e narginal cost equals narginal 
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revenue and set its price Pm at the level where the 
customer demand is just sufficient to purchase the 
quantity Qm. Most marketers are familiar with 
the argument that under competitive conditions 
the firm is forced to adopt the competitive 
price Pc and the market will respond by purchasing 
the optimal economic quantity Q*. The finn's 
profits with a competitive price Pc is, of course, 
always lower than under the monopoly price Pm· The 
monopoly always produces less output ~ than the 
optbnal output Q*. Thus, sellers are assumed to 
seek monopoly conditions and economists always 
advise governments to encourage competition. 

PRICE 

0.. o• 
O FIGURE 3 

BUYER"S 
UN ACCEPT ABLE 
ZONE 

SELLER"S 
UN ACCEPT ABLE 
ZONE 

THE CONVENTIONAL ILIIJSTRATION OF SUPPLY 
AND DEMAND 

If a supplier chooses the monopolist's marketing 
mix and a list price Pm, then powerful buyers who 
successfully demand price concessions (e.g. adver
tising monies or rebates) are, of course, moving 
the seller away from an optimal point. In such 
cases, sellers can rightly assert that if the 
advertising monies were optbnal, then they should 
have and would have been incorporated into the 
original marketing mix. 

A MORE DETAILED REPRESENTATION OF SUPPLY AND DEMAND 

Many marketers mistakenly believe that points which 
are not on the customer's optbnal response function 
(i.e., demand curve) are unacceptable andjor 
Lmprofitable. The utility functions which econo
mists use to create the conventional supply and 
demand curves also indicate that there are many 
transaction points which are not on the demand 
curves which are profitable andjor desirable for 
path buyer and seller (figure 4) . 

The potential for buyer and seller to achieve 
a superior transaction through bargaining to 
the transaction achieved using the monopolist's 
formula has been recognized by economists for many 
years (Bowley, 1928;Fellner, 1947). For exarrple, 
the monopolist's solution to the serial monopoly 
problem illustrated in f igure 4 is for the chemical 
supplier to set a price of Pm= $180 per drum with 
the expectation that the retailer will resporrl 
with the optimal purchase of Qm=10 drums. At 
the transaction point (Pm=$180, ~=10), the 
supplier makes a total profit Zm of $322 and the 
retailer makes a total profit of $122. The total 
profit for the channel system is $444. 

The optbnal output Q*=15 drums is achieved under 
competitive conditions where supplY and demand 
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intersect resulting in a competitive price of 
Po=$80 per drum. At the competitive transaction 
(Pc=$80, Q*=15) the supplier's total profit Zc is 
reduced to $247 and the buyer's total profit is 
increased to $24 7. The total profit for the 
channel increases by $50 to a total of $494. 

The quantity of 15 drums is considered optimal 
because all the transactions involving Q*=15 drums 
result in total profits of $494 and no other 
quantity produces a higher total profit for the 
channel. However, from a bargaining point of view, 
there are negotiated transactions at Pb1=$160 per 
drum and Pb2=$140 per drum for Q*=15 drums which 
provide superior profits zb for both the buyer 
(i.e., $127 and $157) and seller (i.e., $367 and 
$337) to the monopoly transaction at $180 per 
drum. The optimal transaction for the seller 
is not at the monopoly price, but rather, it 
is at the lower price of Pbl=$160 where the 
customer buys Q*=15 drums. In the transaction 
(Pb•Q*) , the seller gains $45 and the buyer gains 
$5 in their respective total profits carrpared to 
the monopoly transaction (Pm,C2ml. 

The example makes it obvious that bargaining 
can result in transactions that are better for 
buyer and seller than using the conventional 
formula for maximizing profits in terms of the 
customer's downward sloping demand curve. The 
formal proofs and analyses of such problems 
are clearly presented in the economic litera
ture (Fellner,l949; Vatter et.al., 1978). 

Although empirical studies (Siegal and Fouraker, 
1960; Mitchell and Heeler, 1981 stern, sternthal 
and Craig, 1973) consistently support the hypo
thesis that the bargaining process results in 
transactions involving the optimal quantity Q*, 
bargaining is not usually considered to be a 
satisfactory pricing mechanism for the purposes of 
economists because there is no determinant solu-
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tion. However, marketers have different concerns 
than economists and the belief that bargaining 
is not an optimal situation for sellers should 
be considered an obvious myth. A myth should 
not prevent marketers from overlooking the poten
tial of bargaining in bargaining situations to 
irrprove their total profits. 

The immediate implication from analyzing the 
bargaining situation is that optimal profits are 
not necessarily associated with the conventional 
wisdom of setting price in terms of marginal cost 
and marginal revenue. A second irrplication is that 
if a firm produces at the lower levels of output 
associated with ~ rather than Q*, then the 
firm is not gaining the long term cost advantages 
of moving down the learning curve as quickly as it 
could. 

THE PRACTICAL IMPLICATIONS FOR SELECTING PRICES 

It is seldom that sellers find themselves in the 
classic case of having a unique buyer in the serial 
monopoly situation discussed above. The firm's 
downward sloping demand curve is more likely to 
represent the aggregated demands of many different 
buyers. However, the irrplications of the bargain
ing versus conventional pricing in the situation 
remains true. The practical problem is to es
tablish a mechanism that will allow the seller to 
choose his optimal bargaining price Pb and have the 
customer respond with a total purchase of Q* when 
the market's optimal response (i.e., demand curve 
response) is to purchase Q at Pb and where Q is 
less than Q*. For example, if the supplier £fiqure 
4) selected his optimal bargaining price Pb =$160, 
then the market will respond by purchasing Q=ll 
drums. 

The practical solution to this problem is for the 



seller to establish a quantity discount structure 
or rebate structure based on his knowledge of his 
customers' average or specific needs. '!he quantity 
Q* establishes the quantity necessary for the 
manufacturer to sell at pt,1 and Q*/n ("where n=the 
number of customers, f igure 5) establishes the 
c;verage ord~ size that the n customers must adopt. 
1f t;J1e opt1mal transaction (:E},vQ*) is to be 
reallzet;l. 

Bargaining implies that optimal output Q* is 
achieved, and that all customers will be better off 
with prices and volume discounts derived from a 
bargaining analysis than under monopoly pricin;J. 
However, scme customers will do better than ethers 
because they have the power to induce the seller 
into a bargainin;J process. For exai!!Ple, a powerful 

P.l\~ .. l ··;.[1;··;·-~fts:·~+·tst·::·:·::·:;~ 
o• o*,n 

TOTAL hg•r•l llug•r•2 •uvw•i5 •ugw•4 .. ,.r•• 
DEMAND 

D=dl +d2+d3+d4+ .•• +dn 

FIGURE 5 
AN EQUIVAlENT BARGAJNING PRICE FOR MANY 

ars~ 

The inducement for the market to ~ the 
optimal aggregate quantity Q* is to have the . 
quantity discount structure induce each individual 
account or customer to purchase Q*/n at price pt,1 , 

rather than the monopoly quantity ~nat price Pm· 

TARGEI'-PROFIT PRICING AS OPI'IMAL PRICING 

The traditional target-profit pricin;J model is 
a cost based pricing model that is often criticized 
as suboptimal for failing to account for customer 
denand and its implicit asSI.lllption that quantity 
determines price. The conventional view of the 
model (figure 6) is to assume that the firm 
establishes a target level of production Qt (often 
measured in terms of plant capacity) and then 
determines its total costs T to produce Qt. '!he 
final price per unit is determined by addin;J a 
"fair" profit Z to the total costs T and dividin;J 
by Qt (e.g. (Z+T)/Qt). 

The target-pricing model is a valid q>timizing 
~ if sellers actually choose Qt to correspond 
to Q* determined from the bargainin;J analysis of 
supply and denand and the. "fair" profit Z corre
sponds to the anticipated profit zb in the bargain
ing transaction. 

Many firms, of course, have been coping with 
bargaining pressures from key accounts for many 
years and have had their pricin;J formula evolve 
from market experience. Thus, it is possible that 
the target-profit model (with Q~*) is a descrip
tive model of what firms in bargainin;J situations 
have been doing for years, but have not had a 
fomal model with which to rationalize and articu
late their selections of a target quantity Qt 
and a "fair" target profit Z. If we assume 
that sellers have been following some pricing 
formula based on an informal analysis of the 
bargaining process, then the seller's tradi
tional c:anplaint that they have chosen an optimal 
mix for the system and that they are giving 
something for nothing to powerful customers is 
sound logic. However, when powerful customers are 
able to bargain for a lower price at Q* than the 
seller's list price at Q*, the system is not 
suboptimal. 
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customer in the serial monopoly (figure 4) may be 
able to bargain a 15 dnnn transaction for a price 
of pt,2=$140 per drum and a weak customer may 
have to accept the list price with discounts 
P01=$16o per dnnn. 

In theory, every customer is a unique customer 
with a specific downward sloping denand curve. 
Therefore, in theory, every customer is a potential 
bargaining problem. However, in practise, the 
bargainin;J process is expensive and most firms will 
only bargain with large andjor important custom
ers. At the point in tilne when the bargainin;J 
process is initiated with a customer, the finn is 
in the tRosition of considering th~ customer 
as the n or marginal account because the marginal 
costs of seJ:.Ving the account can be determined. 
Thus, the situation can be studied as if it were a 
classic case of serial monopoly. 

The seller's major weakness in such situations 
is that he is already committed to making a 
particular offerin;J in the market. That is to 
say, in the absence of a negotiated transaction, a 
seller can not say that he will refuse to trade 
with the customer, whereas the customer can cannnit 
hilnself to the policy of "no deal, then no transac
tion." The seller's major strerqth in suCh situa
tions is that the seller's marginal utility for the 
additional profits from the marginal customer 
may be considerably .lower than the customer's 
marginal utility for any profits or benefits 
to be gained from accepting the seller's offer. 
'!he final price for the optimal quantity Q* will be 
determined by the relative bargaining strengths of 
the two sides. Under conditions of equal power the 
total net gains available from bargaining will be 
split evenly (Nash, 1950; Raiffa, 1982). In any 
event, the bargaining process leads to a more 
optimal market solution for both buyer and seller 
than conventional monopolistic pricin;J theory. 

CONCIIJSION 

The belief that bargainin;J should not be encouraged 
because monopoly positions are superior positions 
is a myth. Firms that are facing downward slopin;J 
denand curves should evaluate the range of poten-
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tial contracts that would be possible if they were 
to bargain with each customer individually before 
they choose to adopt the conventional pricii'lg 
. fonnula based on setting marginal cost to marginal 
revenue. The conventional pricing fonnula may be 
over-pricing the product, reducing profit and sales 
volume and, thus, retarding the firm's progress 
down its leanring CUIVe. Bargaining in bargaining . 
·situations can produce transactions with more 
profit and higher sales volume than the convention
al monopolistic pricing fonnula. 

;In cases where it is profitable to engage in a 
bargaining process with key accounts, sales: 
deparbnents should be given more power to bargain 
and more training in how to bargain effectively. 

In cases where; there are too many small. accounts to 
bargain with each efficiently, firms should first 
establish t;heir optimal bargaining prices and 
production levels through an analysis of the 
aggregated bargaining situation and then use these 
figures for determining the optimal output and 
"fair" profit in a target-profit model. Tel 
induce individual customers to respond with 
purchases .that wiJl aggregate to the optimal 
production · level, firms should :inplement appro
priate policies regarding volume diSCO\Ults and 
rebates. 
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THE OLDER RETAIL SHOPPER: A REVIEW AND 
DIRECTIONS FOR FUTURE RESEARCH 

Alan J. Greco, The University of North Carolina at Charlotte 

Abstract 

The past 15 years have witnessed increased atten
tion to the older consumer. This paper reviews 
the literature relating to the elderly retail 
shopper. The major findings of pubfished empiri
cal works are presented and areas for future 
research are identified. In the future, greater 
attention should be directed to the analysis of 
cause and effect relationships and to segmentation 
of the elderly market. 

Introduction 

The older consumer market has recently been 
recognized as one of considerable size and eco
nomic potential. The U. S. Bureau of the Census 
(1984) has estimated the 65 and older population 
to be 28.6 million in 1985 and has projected this 
number to increase to 34.9 million (or about 13 
percent of the U. S. population) by the year 2000. 
French and Fox (1985) report that less than 20 
percent of this age group live below the poverty 
level and that their discretionary buying power 
per dollar of income averages more than that of 
persons under SO years old. Thus, the size, 
growth, and purchasing power of the elderly popu
lation should continue to attract the attention 
of both academicians and practitioners. 

The purpose of this paper is to review the emp1r1-
cal research findings pertaining to elderly retail 
shoppers and their behavior with respect to modes 
of retail distribution. Current research in this 
area is organized around patronage behavior, per
ceived importance of store attributes, and 
sources of information used in retail shopping 
and store selection. An examination of this 
literature will provide an indication of our 
present knowledge of the elderly retail shopper 
and suggest directions for future research. 

Patronage Behavior 

Several common findings have emerged from research 
on the patronage behavior of elderly shoppers. 
First, older consumers tend to be store loyal. 
Second, the elderly seem to patronize department 
stores more often than members of other age 
groups. Third, in-home shopping is not commonly 
used by older Americans. Finally, stores located 
in central business districts appear to be popular 
among senior citizens. 

Store Loyalty 

Gillett and Schneider (1978) in a non-product
specific study of the usage of a community-wide 
senior citizen discount card found evidence of 
store loyalty among the 300 respondents. Forty
two percent of the elderly in their study did 
not use their card because of the distance of 
participating retailers or because the partici
pating retailers were not regularly patronized by 
the cardholder. Gillett and Schneider concluded 
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that price discounts alone are not sufficient to 
alter patronage patterns among a substantial pro
portion of the elderly. At the same time, Gelb 
(1978), in another non-product-specific investiga
tion found that 64 percent of the respondents felt 
that shopping around is more trouble than its 
worth. However, 57 percent said they would be 
attracted to a new store that displayed a window 
sign saying "Welcome Seniors" and 56 percent indi
cated that they would pay a little more to shop at 
a store that catered to retirement age people 
(Gelb 1978). 

Several researchers found additional evidence of 
store loyalty among senior citizens in studies 
involving specific product classes. Samli and 
Palubinskas (1972) reported that elderly consumers 
exhibit a high degree of store loyalty for drugs, 
food, magazines, tools, and hardware products. At 
the same time, the elderly were found to be less 
store loyal when purchasing shopping goods such as 
apparel and appliances, perhaps indicating a 
desire for better bargains on these relatively 
high priced items. Martin (1976), however, found 
that elderly female apparel shoppers tended not to 
comparison shop for clothing. These results are 
corroborated by Lumpkin and Greenberg's (1982) 
study of apparel-shopping patterns of elderly men 
and women. These researchers not only found that 
store reputation is more important to persons 65 
and over than to members of younger age groups, 
but also that the older respondents do not like to 
try new stores. Finally, in a study of food shop
pers, it was found that at the time of the study, 
80 percent of the respondents aged 65 and older 
were shopping at their regular store (Zybtniewski 
1979). Shoppers under 65 years of age were prone 
to shop at more than one grocery store. 

Types of Stores Patronized 

In a comparison of alternative modes of retail 
distribution for a variety of consumer goods, 
Barnes and Peters (1982) noted that consumers aged 
65 and over generally prefer shopping at retail 
stores to mail-order, door-to-door, or telephone 
shopping. Regarding specific types of stores, 
Bernhardt and Kinnear (1976) found that persons 
65 and over are less likely to shop at discount 
stores than other age groups. The elderly prefer, 
instead, to shop at department stores. Martin 
(1976) found that women clothing shoppers aged 60 
and older tend not to purchase apparel in special
ty boutiques ---only 1.2 percent of the 60-plus 
women bought clothing from this type of retailer, 
while 6.1 percent of the 40-59 years group and 
21.6 percent of the 18-30 years group did so. On 
the other hand, Lumpkin and Greenberg (1982) 
found that elderly male and female apparel shop
pers patronize specialty shops more often than 
discount stores -- this was not the case with 
younger shoppers. Their findings did, however, 
support Bernhardt and Kinnear's (1976) results 
that the elderly shop most often at department 
stores. 



In-Home Shopping 

Contrary to popular belief, in-home shopping is 
not widely used by senior citizens. In an explor
atory study of 75 residents of a public housing 
complex for the elderly, Mason and Smith (1974) 
found that 79 percent of the residents did not 
engage in any form of in-home shopping. In--
another research project, Mason and Bearden 
(1978a) found that the elderly rarely engaged in 
catalogue shopping. In a subsequent article, 
based upon the same data, Mason and Bearden (1979) 
reported that only 20.8 percent of their respon
dents agreed with the statement, "older people 
prefer to buy groceries by telephone and have 
them delivered." Lumpkin and Greenberg's (1982) 
research indicated that the elderly do not use 
in-home shopping to any greater extent than young
er persons. 

The Central Business District 

Mason and Smith (1974) found that residents of a 
public housing complex preferred ·to purchase 
clothing and personal care items in the central 
business district, while food, home furnishings, 
and automobile maintenance services were shopped 
for elsewhere. Bernhardt and Kinnear's (1976) 
research also indicated that, in general, older 
shoppers prefer to patronize central business 
district merchants.· 

The popularity of central business district 
retailers among the elderly may be the result of 
a continuation of shopping patterns established 
early in life (Mason and Smith 1974), or perhaps 
these downtown merchants are more accessible to 
the elderly via public transportation facilities. 
The latter would seem to be the case for the 
elderly shoppers surveyed by Bernhardt and 
Kinnear (1976) and by Samli and Palubinskas 
(1972). In both studies, the majority of elderly 
respondents used a taxi or bus to reach their 
shopping destinations. These findings are con
sistent with the fact that nearly 40 percent of 
the households headed by a person over 65 do not 
own an automobile (Visvabharathy and Rink 1983). 

Several studies suggest that transportation or 
inaccessible store location may present a problem 
in shopping trips planning for at least some seg
ments of the elderly consumer market. Mason and 
Smith (1974), for example, learned that nearly 
one-third of the respondents in their study of 
low-income elderly relied on friends or relatives 
to take them shopping, while 28 percent depended 
on taxis or buses, and 13 percent walked to near
by stores to shop. In an investigation of older 
consumers' current needs and wants at the retail 
level, Lambert (1979) found that 13 percent of 
their 232 respondents aged 65 and over expressed 
a need for transportation to and from stores and 
shopping centers. Consistent with Mason and 
Smith (1974), Gelb (1978) found that about one 
senior citizen in four reported that at least 
half the time someone younger took him or her 
shopping. Twenty-six percent felt that at least 
half the time they found it more of a problem to 
get to the store than it was a year ago. Fur
thermore, the majority (64%) said shopping around 
is more trouble than its worth. Barnes and 
Peters (1982) found that those elderly restricted 
by a lack of transportation or health limitations 
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reported significantly lower usage of stores for 
food, drugs, clothing, and household item purchases 
than those persons without such restrictions. 

It is noteworthy that at least two studies report
ed that transportation is not a problem for the 
elderly. Both Lumpkin and Greenberg (1982) and 
Dove (1984) found that senior citizens rated store 
location as less important than did members of 
younger age groups, thus suggesting that transpor
tation and decreased mobility may not be wide
spread problems among elderly consumers in general. 

The Importance of Store Attributes 

A consumer's perception of store attributes helps 
form the consumer's attitudes toward a retailer 
and, in turn, may affect patronage decisions 
(Arnold et al 1983, p. 196). In several studies 
of store attributes with respect to elderly con
sumers, conflicting findings have emerged, parti
cularly in the perceived importance of price dis
counts, store selections and brands, and in-store 
services. 

Price Consciousness 

Mason and Bearden (1978a) found that the majority 
of elderly shoppers in their study were willing to 
make special efforts to purchase from retailers 
who offered price discounts specifically designed 
for retirement age shoppers. At the same time, 
Gelb (1978) noted that 56 percent of the senior 
citizens in her Houston study said they would pay 
a little more to shop at a store that catered to 
older people. Subsequently, Lambert (1979) 
reported that price discounts were important to 
59% of his respondents aged 55-64 and to 53% of 
the 65 and older respondents. In a study of 
senior citizen discount card usage, Gillett and 
Schneider (1978) found that the majority of older 
consumers were using their card, and that 76 per
cent of the non-users said they would probably use 
the card in the future. Lumpkin and Greenberg 
(1982) found that elderly consumers are not parti
cularly price conscious and that they do not check 
advertising for price specials any more than 
younger shoppers do. In a survey of California 
residents, Dove (1984) reported no significant 
difference in the perceived importance of price 
among respondents ranging in age from 17 and 
younger to 56 and older. In fact, the older res
pondents reported service and product quality to 
be more important than price. Finally, in an 
investigation of food shopping behavior, Zybtniew
ski (1979) wrote that the over 65 shopper tends to 
be more price conscious than younger shoppers and 
that the elderly use shopping lists and coupons 
more often than their younger counterparts. 

Store's Selection and Brands 

Mason and Bearden (1978a) found that 59 percent of 
their respondents purchase store brands on at 
least every third shopping trip. Zybtniewski's 
(1979) findings revealed that 65 and older grocery 
shoppers tend to be brand loyal and that, at least 
for generic brands, the average number of generic 
products tried is 40 percent fewer among those 
respondents over 65 than for those under 65. In 
shopping for clothing, Lumpkin and Greenberg 
(1982) found that wide variety and brands carried 



were not important store attributes for the elder
ly. Earlier, Gelb (1978) reported that the major
ity (56%) of the elderly respondents said that 
clothing stores should have a special department 
for retirement age people, perhaps indicating a 
desire for a wider selection and/or better ser
vice. In a non-product specific investigation of 
the perceived importance of eight store attri
butes, merchandise selection was ranked fifth in 
importance by consumers aged 56 and older (Dove 
1984). 

In-Store Service and Store Personnel 

In-store service appears to be very important to 
the elderly shopper. Dove (1984) found that 86.1 
percent of elderly shoppers felt that service was 
an important store attribute. Of eight store 
attributes investigated in her study, service was 
ranked first in importance. In an investigation 
of older consumers' unmet needs and wants, Lam
bert (1979) found that about one in five senior 
citizens desired personal assistance in locating 
products in stores. The same study revealed that 
9 percent of the respondents aged 55-64 and 6 per
cent of those 65 and older wanted retailers to 
give purchasing advice on request. The latter 
seems to support Lumpkin and Greenberg's (1982) 
finding that elderly shoppers are not very self
confident when shopping. 

Personal service seems to be especially important 
to older consumers when food shopping. Mason and 
Bearden (1979) found that 97 percent of the elder
ly felt personal services should be available for 
meat packaging in supermarkets. Similarly, Lam
bert (1979) and Zybtniewski (1979) reported the 
older shoppers expressed a desire for smaller 
package sizes for meat and produce. 

While research evidence suggests that the elderly 
value personal service, there is some indication 
that it is not adequately provided on a regular 
basis. Gelb (1978) found that 56 percent of the 
senior citizens in her study felt that store 
owners were not glad to see them come in. 
Twenty-five percent of the 65 years and older 
respondents in Lambert's (1979) research wanted 
to be treated with more patience and dignity by 
store personnel -- about 20 percent of the 55-64 
year old respondents shared these feelings. 
Mason and Bearden (1978b), in contrast to Gelb's 
(1978) findings, reported that only 13 percent 
of their elderly respondents felt that retailers 
do not like to have the elderly as patrons. 

Another service of interest to older shoppers is 
the provision of resting facilities in stores. 
Sixty-nine percent of the respondents in Mason 
and Bearden's (1979) study indicated the need for 
a place to sit and rest in grocery stores. In a 
non-product-specific study, Lambert (1979) found 
that 8 percent of their 65 and older respondents 
desired resting facilities in retail establish
ments. 

Store Reputation 

In at least two studies, store reputation emerged 
as an especially important store attribute for 
elderly shoppers. Dove (1984) found a signifi
cant difference in the importance attached to 
this attribute between older (56+) and younger 
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shoppers. Lumpkin and Greenberg (1982), in 
another trans-generational study, found that elder
ly apparel shoppers valued store reputation more 
highly than younger shoppers. 

Other Store Attributes 

Limited research indicates that parking (Dove 
1964, Lambert 1979), small print sizes on labels 
and tags (Mason and Bearden 1978a, 1979; Lambert 
1979; Visvabharathy and Rink 1983), and stores 
that are too large (Gelb 1978) present problems 
for the older shopper. Product quality is deemed 
to be important to older shoppers just as it is 
for younger shoppers (Dove 1984). 

Information Sources of Older Shoppers 
In Making Store Selections 

It is generally accepted that the elderly are 
exposed to the mass media, especially television 
and newspapers (Mason and Bearden 1978; Phillips 
and Sternthal 1977). Samli and Palubinskas (1972) 
noted that more than 90 percent of their respon
dents read a daily newspaper and that 27 percent 
spend at least two hours a day watching television. 
Bernhardt and Kinnear (1976) extended these find
ings by determining that the elderly are twice as 
heavy viewers of TV as other age groups between 6 
to 9:00 a.m. Heavy viewing among the elderly also 
occurs between 6 to 7:00 p.m. These findings 
suggest that the elderly are at least exposed to 
the primary mass media; however, they are silent 
on the elderly's usage of information obtained 
through these media in making marketplace deci
sions. 

While several studies (Schiffman 1971; Mason and 
Smith 1974; Klippel and Sweeney 1974; Mason and 
Bearden 1978a, 1978b; Michman et al 1979; Lumpkin 
and Greenberg 1982) have investigated the impor
tance of pre-purchase information sources on 
product-related decisions, little is known about 
the importance of information sources on store 
selection. French and Crask (1977), for example, 
found that 72% of their 89 elderly respondents 
said that advertisements, in general, were an 
important source of information. Fifty-five per
cent indicated that media ads influenced their 
choice of stores. Further analysis revealed a 
difference in the reliance placed on advertising 
in choosing a place to shop. Specifically, the 
young-old (under 75) were influenced by adver
tising more often than the old-old (75 and older). 

In a study directly addressing store selection, 
Dove (1984) found that the majority (86.5%) of 
older shoppers did not use television advertising 
in making store selections. Low usage rates were 
also reported for magazines and radio. Older con
sumers reported lower reliance on newspapers than 
did persons in the younger (26-55 years) age 
groups but still more than two-thirds of the el
derly felt newspapers were important sources of 
information. Mail circulars were used by 54.1 
percent of the elderly and about the same percen
tage reported using friends as a source of infor
mation in store selection. Overall, consistent 
with Lumpkin and Greenberg's (1982) findings for 
apparel shoppers, Dove found that older consumers 
tend to rate every information source lower in 
importance in store selection decisions than do 



members of younger age groups. 

Summary of Findings 

The literature reviewed generally suggests that 
older.consumers are more store loyal than their 
younger counterparts. The elderly tend to prefer 
department stores and specialty shops to discount 
stores. In-home shopping is not well accepted by 
the majority of elderly shoppers. Many senior 
citizens are mobile and consequently do not 
experience difficulty in getting to and from 
retail stores. 

The empirical findings regarding the importance 
of price discounts, product variety, and desired 
in-store services are less clear. For frequently 
purchased grocery items the elderly seem to be 
more price conscious than younger shoppers, while 
for shopping goods, such as apparel, the elderly 
are no more price conscious than younger consum
ers. A considerable proportion of older shoppers 
do desire to be treated with more respect and 
dignity in retail stores. 

Relatively little is known about the importance 
of various information sources used by the 
elderly in the store selection process. However, 
it is generally agreed that older shoppers tend 
to rate information sources such as the mass 
media and friends as lower in importance than 
younger shoppers when deciding upon a store to 
patronize. 

Directions For Future Research 

Prior research on the antecedents and processes 
involved in patronage decisions among the elderly 
has been largely descriptive in nature. Such 
efforts are useful in answering "what is" ques
tions. More attention should be directed to 
"why" questions. Why, for example, do older 
shoppers tend to avoid shopping at discount 
stores or using in-home shopping? Why is store 
loyalty greater among senior citizens than among 
younger shoppers? 

Such questions may be partially answered by seg
menting the senior citizens market into addition
al age and non-age-based dimensions (e.g., Towle 
and Martin 1976; Greco 1984;. French and Fox 1985). 
This approach would seem appropriate since the 
vast majority of studies have treated the elderly 
as a homogeneous group. 

Researchers need to move beyond static, cross
sectional research designs. Instead, cohort and 
longitudinal analyses should be incorporated into 
research methodologies when possible (Rentz, 
Reynolds, and Stout 1983). This approach would 
help separate generational and period effects. 

Additionally, clarification is needed regarding 
who the elderly are. So far, different research
ers have used varying chronological ages to de
pict the elderly. Since the elderly are not homo
geneous, it may be more appropriate to use cogni
tive age in addition to the traditional chrono
logical age in future research efforts (Barak 
and Gould 1985). 
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The adoption of the above recommendations, along 
with more representative samples of the elderly, 
should help resolve the equivocation regarding the 
perceived importance of price discounts, product 
assortment, transportation to and from stores, and 
information sources used in store selection. 
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Abstract 

This study investigates national, chain 
department store versus small, independent 
department store attributes that affect store 
choices when making a gift purchase. Gift buying 
represents a significant proportion of retail 
sales and profits. The results indicate that 
consumers prefer buying clothing products as 
gifts in stores where they shop for their own 
personal consumption. Differences that affect 
department store choices when gift buying for a 
male versus a female are described. Marketing 
strategies to stimulate gift purchases are 

discussed. 

Introduction 

Gift ~Jjing r•presents a significant proportion 
of purchases in many product classes and is a 
pervasive retail consumption pattern (Ryans 1977; 
Lowes, Turner, and Wills 1968). The significance 
of gift buying to national and regional economies 
is large in terms of retail sales alone (Belshaw 
1965; Davis 1972; Banks 1979; Caplow 1982). The 
Christmas shopping season alone can account for 
30 percent of annual retail sales and 70 percent 
of profits for department stores (Weiner 1984). 
A major unanswered question is what variables 
affect store choice when making gift purchases 
(Poe 1979; Sherry 1983). 

Previous Research 

Gift giving research has focused on who gives, 
who receives, the types of gifts given, gift 
occasions, and the functions of gift giving (Belk 
1979). Studies have also examined gift giving 
frequency for different occasions as well as 
prices paid (Ryans 1977). Other research has 
focused on factors affecting store choice in 
general, but few studies have identified factors 
that affect store choices in the gift exchange 
process. Research identifying store 
characteristics related to gift store choice 
could serve as a basis for retail strategies to 
influence the gift decision process. 

There are differences in decision outcomes, 
information sources, and shopping behavior when a 
product is purchased as a gift rather than for 
personal use (Belk 1976; Gronhaug 1972; Ryans 
1977; Lastovicka 1979). For example, relative to 
personal use purchases, gift shoppers who 
purchased for friends preferred department stores 
for electrical appliances, to set prices before 
beginning to search, and not to spend much time 
searching (Ryans 1977). People who bought gifts 
for family members tended to rely on instore 
information. Children tended to use television 
or friends as gift product information sources 
rather than store advertisements (Caron and Ward 
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1975). 

Research has shown that consumers are often more 
involved in buying gifts for others than buying 
for personal use. For example, tableware buyers 
visited more shops when buying gifts than when 
buying for personal use (Gronhaug 1972). Clarke 
and Belk (1979) found more stores were shopped 
for gift purchases, especially for uninvolving 
products such as baby bath soap. Consumers may 
shop in more stores when buying a gift because of 
greater perceived risk in buying for others and 
because of lowered price constraints (Hart 1974; 
Shapiro 1970). 

Mattson (1982) found that department stores were 
more likely to be shopped than speciality stores 
when temales engaged in gift buying. He reported 

that salesperson attention, return policies and 
prestige brands were important store attributes 
for gift shoppers. Time-pressured gift shoppers 
visited mass merchandisers, relied on store 
familiarity, liked immediate salesperson 
attention, and broad product selection. 

There are significant differences between male 
and female store choice behaviors (Bellenger, 
Robertson, and Greenberg 1977; Tatzel 1982; 
Andrus and Norvell 1985). There is evidence that 
these differences exist for signature good gift 
decisions. Andrus and Norvell (1~85) found that 
women givers spent more shopping time and 
preferred less store clerk assistance than men. 
Men did not like gift shopping as much as women. 
Women were more fashion conscious consumers who 
preferred upscale department stores to national 
chains and lower scale department stores (Tatzel 
1982, Hirschman 1979; Bellenger and Korgavonkar 
1980). 

There appears to be a void in the literature with 
regard to salient store attributes that affect 
consumer decisions regarding national, chain 
department store and small, independent 
department store choices for gift buying. This 
study examines store attributes and gift 
recipient sex differences that affect store 
patronage decisions for gift buyers. Variables 
that affect choosing small, independent 
department stores versus large, national chain 
department stores are examined. Store choice is 
related to the specific product category of 
designer clothing since clothing is the most 
frequently given gift (Jolson, Anderson and Leber 
1981; Belk 1979; Caplow 1982). Speciality 
clothing represented over $9 billion in retail 
sales in 1983 (U.S. Bureau of Census 1984). 

Methods 

Sample and Procedures 

Questionnaires were administered to 693 eligible 



undergraduate students at a large midwestern 
university. There were 343 males and 346 females 
who had a combined mean age of 20. The 
participants were from several different colleges 
within the university. Eighty-four percent were 
single and nine percent married. The remaining 
seven percent were divorced or widowed. 
Eighty-six percent stated they were in the young, 
single stage of the family life cycle. 

Questionnaires were administered in sections of 
marketing, music, psychology, speech, 
engineering, and home economics classes during a 
two week period. The classes were large and were 
generally taken by a wide cross-section of the 
student body. Students were informed that the 
study examined clothing gift buying and gift 
store choices. They were told they would be 
asked items about buying gifts and selecting 
retail outlets to make a gift purchase. The 
students answered items about four department 
stores. Two of the department stores were small, 
independent retail outlets. Two department 
stores were large, national chain department 
stores. 

Measures 

The independent variable of wanting clerk help in 
selecting a clothing gift for a male or female 
friend (HELP) was rated on a 7-point Likert 
scale. The scale ranged from 1 (very strongly 
agree) to 7 (very strongly disagree). Sex was 
coded 1 for males and 2 for females. The other 
independent variables were which store has the 
most convenient location (LOCATION), offered the 
highest quality clothing for men or women 
(QUALITY), was best liked by your friends 
(FRIENDS), and which store would you most likely 
shop to buy your own clothes (YOURSELF). These 
variables were all coded 1 if a na tiona!, chain 
department store was chosen and 0 if a small, 
independent department store was chosen. 

The dependent variable was which store the 
consumer would choose to buy a signature clothing 
gift for their best male or best female friend. 
National, chain department stores were coded 0 
and the small, independent department stores were 
coded 1. 

Results 

Several descriptive findings provide information 
on how the participants view the stores and gift 
shopping. Ninety percent of the consumers who 
gift shop for a man in major chain stores also 
shop there for themselves. In addition, 45 
percent consider major chain stores to have the 
best quality products, 55 percent find the chain 
store to have the most convenient location, 53 
percent are male, and 82 percent say their 
friends like major chain stores best. 

Ninety-one percent of the consumers who gift shop 
for a 1wman in major chain stores also shop there 
for themselves. Fifty-two percent consider the 
best quality products to be found there, 51 
percent find the chain store to have the most 
convenient location, and 85 percent reported 
their friends like chain stores best. 
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Logit Analysis Results: Male Recipients 

A stepwise logi t analysis was performed on the 
entire data set to identify major factors that 
affected store choice when purchasing for male 
recipients. Five factors were identified using a 
.05 level of significance. One significant 
interaction among the five factors was 
identified. The data were then cross validated 
by splitting the total number of cases into a 
two-thirds analysis sample and a one-third 
validation sample. 

A maximum likelihood logi t regression model was 
run on the analysis sample using the five factors 
and the one interaction selected in the stepwise 
procedure. Each predictor variable's order of 
entry in the stepwise logistic regression 
equation is displayed in Tabl e 1. The odds ratio 
for the dependent variable indicates the 
likelihood of purchasing a gift for a male in a 
major, chain department store versus a small, 
independent department store. 

TABLE 1 
STEPWISE LOGISTIC REGRESSION RESULTS FOR 

MALE GIFT RECIPIENTS: DISTINCTION 
BETWEEN MAJOR CHAIN AND SMALL, INDEPENDENT 

STORES (A) 

Predictor(B) Coeffi- Standard Chi-
Variables cients(C) Error Square 

o. Intercept 0~0777 0.4923 0.02 
1. Yourself 2.0269 0.3434 34.83 
2. Quality 1.8767 0. 3421 30.09 
3. Location -1.8613 0.8760 0.97 
4. Sex -1.7160 0.3394 25.56 
5. Friends 0.7227 0.2957 5.97 
6. Sex X 1.3722 0.5383 6.50 

Location 

(A) Logit Model: 
log p/(1-p) = 0.078 + 2.027 (Yourself) + 
1.877 (Quality) -0.861 (Location) - 1.716 
(Sex)+ 0.723 (Friend) + 1.372 (Sex X 
Location) 

(B) In order of inclusion in stepwise logistic 
regression. 

(C) Numbers are given only when chi-square to 
enter is significant at the 0.05 level. The 
Location variable became insignificant when 
the Sex X Location interaction term entered 
the model. 

For negative coefficients, the probability of 
gift shopping at a major, chain department store 
decreases as the value of the corresponding 
predictor variable ·increases. For positive 
coefficients, the probability of gift shopping at 
a major, chain department store increases as the 
value of the corresponding predictor variable 
increases. Thus, the coefficient of 2. 027 for 
the first predictor variable (Yourself) indicates 
that those who shop at a major chain store for 
themselves increase the probability of gift 
shopping at a major chain store. That is, one 
tends to gift shop at the same type of store that 
is patronized for personal consumption. 
Similarly, the coefficient of 1.877 indicates 
that consumers tend to gift shop at stores they 



perceive as having the highest product quality 
(Quality). The coefficient of 0.723 indicates 
that consumers tend to gift shop at the stores 
where their friends like to shop (Friend). The 
problem of multicollinearity is low since the 
individual correlations between the main effect 
independent variables are all below 0.50. 

The interaction term also needs to be considered 
to interpret the effects of location and sex on 
store choice. If a major chain store has the 
most convenient location, then males tend to have 
a slightly higher probability than females of 
gift shopping at a major chain store. If a 
small, independent store has the most convenient 
location, then males have a much higher 
probability than females of gift shopping at a 
major chain store. Thus, convenient location 
appears to have a very small effect on a male's 
decision on where to gift shop, but has a much 
larger effect on a female's decision. 

The validation process provides unbiased 
estimates of the error rates (Crask and Perreault 
1977). The classification matrix in Table 2 
presents the cross-validation results. The 
matrix correctly identified 79.7 percent of the 
sample for male recipients, 80.1 percent for 
chain store shoppers, and 79.1 percent for small, 
independent store shoppers. The validating 
sample showed 71.9 percent correct classification 
with a 95 percent confidence interval from 66.1 
to 77.7 percent. The percent correct 
classifications by random chance is 52.0. 
Therefore, the legit model is classifying 
significantly better than chance. 

TABLE 2 
CLASSIFIACTION MATRIX FOR 

MALE GIFT RECIPIENTS(A) 

Analysis sample 

Store 
Choice Number 

Chain 266 
Indepen- 177 

dent 
Totals 443 

Validation sample 

Actual Group 

Store 
Choice Number 

Chain 136 
Indepen- 91 

dent 
Totals 228 

Predicted Group 

Number Percentage 
Correct Correct 

213 80.1 
140 79.1 

353 79.7 

Predicted Group 

Number 
Correct 

35 
69 

164 

Percentage 
Correct 

69.9 
75.0 

71.9 

(A) Proportional chance criterion formula: 
C proportional = p2 + (1-p)2 
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Legit Analysis Results: Female Recipients 

The same procedures used to develop the logi t 
equation for male gift recipients were used for 
female gift recipients. A maximum likelihood 
logi t model was run on the two-thirds analysis 
sample using the variables selected in the 
stepwise procedure. Table 3 displays each 
variable's order of entry in the stepwise 
logistic regression equation. The log-odds ratio 
indicates that probability of purchasing a gift 
for a female in a major, chain department store 
versus in a small, independent department store. 

TABLE 3 
STEPWISE LOGISTIC REGRESSION RESULTS FOR 

FEMALE GIFT RECIPIENTS: DISTINCTION 
BETWEEN MAJOR CHAIN AND SMALL, INDEPENDENT 

STORES (A) 

Predictor(B) Coeffi(c) Standard Chi-
Variables cients Error Square 

o. Intercept -2.759 0.408 45.84 
1. Yourself 1.520 0.352 18.60 
2. Quality 1.580 0.284 30.86 
3. Help 0.262 0.073 12.81 
4. Friends 0.872 0.281 9.63 
5. Location -1.216 0. 728 2.79 
6. Yourself X 1.676 0. 779 4.63 

Location 

(A) Legit Model: 
log p/(1-p) = -2.759 + 1.520 (Yourself)+ 
1.580 (Quality) + 0.262 (Help) + .0872 
(Friends) - 1.216 (Location) + 1.676 
(Location X Yourself). 

(B) In order of inclusion in stepwise logistic 
regression. 

(C) Numbers are given only when chi-square to 
enter is significant at the 0.05 level. The 
Location variable became insignificant when 
the Yourself X Lac a tion interaction term 
entered the model. 

The coefficient of 1.580 for the predictor 
variable Quality indicates that consumers tend to 
gift shop at the stores they perceive as having 
the highest product quality. Similarly, the 
coefficient 0.262 for predictor variable Help 
indicates that consumers who want store clerk 
assistance prefer to gift shop in small, 
independent stores. The coefficient 0.872 for 
predictor variable Friends indicates, to a lesser 
extent, that consumers tend to gift shop where 
their friends like to shop. 

In order to interpret the effects of the 
variables Location and Yourself on store choice, 
the interaction term also needs to be considered. 
This interaction effect is quite mild. 

Consumers tend to gift shop where they shop for 
themselves. Consumers are more likely to gift 
shop at a major chain store if it has the most 
convenient lac a tion. However, the interaction 
indicates that convenient location is slightly 
more important to those consumers who shop at 
small, independent department stores for 
themselves. 

The classification matrix in Table 4 correctly 



identified 77.2 percent of the analysis sample 
for female recipients, 77.8 percent for the chain 
store shopper, and 76.1 percent for the small 
independent store shoppers. The validation 
sample showed 75.4 percent correct classification 
with a 95 percent confidence interval from 69.8 
to 81.0 percent. The percent correct 
classification by random chance is 53.9. Thus, 
the logit model is classifying significantly 
better than chance. 

TABLE 4 
CLASSIFICATION MATRIX FOR 

FEMALE GIFT RECIPIENTS (A) 

Anal~sis Sample 

Actual Group Predicted 

Store Number 
Choice Number Correct 

Chain 284 221 
Indepen- 159 121 

dent 
Totals 443 342 

Validation Sample 

Actual Group Predicted 

Store Number 
Choice Number Correct 

Chain 145 111 
Indepen- 83 61 

dent 
Totals 228 172 

Group 

Percentage 
Correct 

77.8 
76.1 

77.2 

Group 

Percentage 
Correct 

76.6 
73.5 

75.4 

(A) Proportional chance 1riterion formula: 
C proportional = p + (1-p) 2 

Conclusions 

Consumers prefer to buy gifts for men and women 
in department stores where they usually shop for 
themselves. They tend to shop in department 
stores that they perceive as having high quality 
gift products. Gift purchasers buy products in 
stores where their friends like to shop. These 
are consistent findings whether consumers are 
shopping for a male or female gift recipient. 

There are some differences between variables that 
significantly affect store choice when consumers 
purchase a gift for a man versus a \'/Oman. Women 
are more influenced than male gift givers by a 
store's convenient location. However, consumers 
in general prefer to buy a man a gift in a 
conveniently located store. When consumers buy a 
gift for a woman at a small, independent 
department store, they desire assistance from a 
store clerk. 

Consumers may be trying to reduce risk and 
anxiety when gift buying for females. Gift 
giving behavior reflects giver and recipient 
perceptions of self and other (Neisser 1973; 
Shurmer 1971). Research has sho1m that there is 
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an element of perceived risk in gift buying 
(Weigl 1975; Vincent and Zikmund 1976; Hart 1974; 
Clark and Belk 1979). Consumers may believe 
there is more risk or anxiety in buying a gift 
for a woman than a man, because women tend to 
shop more and be more fashion conscious than men 
(Tatzel 1982). 

Buying clothing for women as a gift may take more 
consumer skill and product knowledge than buying 
for men, as there are normally more styles and 
brands of women's clothing. Andrus and Norvell 
(1985) found women gift givers enjoyed buying 
gifts more than their male counterparts did. The 
desire to discuss appropriate gifts with friends 
and to seek store clerk assistance may be related 
to the sex of the gift giver. Women may be more 
confident than men about brand and store choices 
when gift buying for men. 

Consumers who shop at small, independent 
department stores prefer more store clerk 
assistance than consumers who shop at national, 
chain department stores. The national chain 
stores emphasize self-service and an impersonal 
atmosphere more than the smaller department 
stores. This may require consumers to depend 
more on their own shopping skills when gift 
buying. Gift purchasers may rely on store clerk 
help to help make gift suggestions, and the store 
clerk assistance may facilitate gift buying in 
the small stores. Consumers may select these 
stores because they like a great deal of 
assistance. 

Marketing Implications 

These results suggest several marketing 
strategies that department stores may use to 
stimulate gift purchases. When consumers gift 
shop in national, chain department stores or 
small, independent department stores they tend to 
desire a high quality clothing product. They 
also like to gift shop in stores of both types 
where they buy clothes for their own personal 
use. Department stores can stimulate gift 
purchases by using suggestive selling in which 
various promotions demonstrate the stores' 
ability to provide gifts. In-s tore displays and 
sales clerks could suggest to current customers 
that the department store is an appropriate 
source for clothing gifts. These gift 
suggestions could produce a reminder effect that 
stimulates clothing gift purchases in the future. 

Both types of department stores should try to 
sell high quality clothing products as gifts. 
This would suggest that stores could advertise 
clothing gifts based on status and prestige. 
Advertisements which are intended to stimulate 
clothing gift g1v1ng should present a high 
quality, fashion conscious image. Higher prices 
are often associated with higher quality products 
(Assael 1984). Since gift shoppers desire high 
quality clothing products, they might pay higher 
prices when gift buying. Department stores may 
persuade consumers to trade-up to more expensive, 
prestigious brands when gift buying and thus 
maximize profits on per unit sales. 

Consumers like to gift shop in stores that are 
conveniently located. Department stores need to 



alter consumer perceptions regarding their 

location. Department store executives who want 

to broaden their gift target markets should 

advertise more heavily based on a convenient 

location theme. The advertisements should stress 

the ease and appropriateness of buying a gift at 

their store. 

Manufacturers of gift products should consider a 

selective (rather than exclusive) distribution 

strategy for their brands. Ho1vever, it is 

important that store image be congruent with the 

gift brand image, or a reduction of the latter 

will occur. Gift manufacturers who use a 

selective distribution strategy for a particular 

product image level could enhance the ease and 

convenience of gift shopping. This strategy may 

be especially profitable for manufacturers who 

wish to sell to the female gift market. 

When buying a gift for females, consumers prefer 

more store assistance and shop in department 

stores that are desirable to their friends. Gift 

advertisements could show satisfied female gift 

receivers that are similar to consumers in the 

target market. Consumers could be portrayed in 

group gift-giving situations where a department 

store label or product brand is receiving very 

positive social acceptance and resultant 

word-of-mouth communication. Word-of-mouth 

communication about gifts could be stimulated by 

department stores using planned secrecy campaigns 

and slogans (Assael 1984). 

Another strategy would be for advertisements to 

present gift givers experiencing difficulty 

making a purchase for a woman. Store clerks 

could offer several products that reduce the 

shopper's anxiety and solve the buying problem. 

This type of advertisement would indicate that 

the gift store can offer the appropriate products 

and service that 1dll satisfy both the giver and 

the recipient. 

Consumers tend to select department stores where 

their friends like to shop for gift purchases. 

Advertisements could show gift shopping as a 

group experience. Promotions could offer price 

discounts on future gift purchases if a large 

number of gift products were bought within a 

specified time period. Advertisements could also 

suggest occasions, such as house-warming parties, 

when consumers should buy gifts for friends. 

A limitation of this study is that the findings 

may be difficult to generalize to more diverse 

populations. However, college students represent 

a large gift giving segment. The authors 

encourage further research utilizing respondents 

from other geographic areas with varied 

background characteristics to determine if these 

findings are consistent in different shopping 

environments with different types of products. 

Future research could focus on sex differences 

with regard to skill and motivation to shop for 

gifts. 
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Abstract 

This paper examines the situation in which con
sumers drive directly by one retail store to shop 
at another retail store of similar type. This 
group of consumers, called ''by shoppers" because 
they drive by one store to get to another, is 
analyzed to see if it differs demographically from 
other customer groups. In addition, characteris
tics of the "host store" (the store driven to) and 
the "competitor store" (the store driven by) are 
analyzed to determine their influence on the "by 
shopper" group. 

Introduction 

The emphasis of patronage studies may focus upon 
the characteristics of the consumer (Crask and 
Reynolds 1978, Bearden, Teel and Durand 1978), the 
host store (Bearden 1977), or the competitor stores 
(Gautschi 1981). Some studies (Pessimier 1980) 
have examined all three. Other patronage studies 
have emphasized spatial rather than behavioral 
aspects (Reilly 1931, Cohen and Applebaum 1960, 
Huff 1966). Some studies focus on intramarket 
patronage (Bucklin 1967, Moore and Mason 1969, 
Haines, Simon and Alexis 1971) and some focus on 
the intermarket (Herrman and Beik 1963, Thompson 
1971, Darden and Perreault 1976). The "by cus
tomer" remains a tangent or ignored orphan in these 
areas. The purpose of this study was to draw upon 
the different variables utilized in the cited 
studies in order to investigate the "by customer." 
This study includes, among others, aspects of 
consumer patronage motives, host and competitor 
store characteristics, and the intraurban shopper. 

Identification and study of the drive-by shopper-
that shopper that drives by one store to shop at 
another store of the same type--is important for 
many reasons. First, identifying the drive-by 
shopper allows the retail store to extend its trade 
area by adding to its periphery. Second, deter~ 
mining the characteristics of this segment makes it 
an easier target to reach for the aggressive re
tailer. Third, arriving at the most important host 
store characteristics makes it possible to promote 
these characteristics to the better defined target 
market. Fourth, identifying the competitor charac
teristics allows the host retail store to position 
itself in the best position, taking advantage of 
its strengths and its competitors's weaknesses. 

Research Design 

In addition to the spotting data, customers 
were asked: 

1. perceived distance from host store. 
2. household weekly grocery expenditures. 
3. patronage of competitor stores. 
4. rating of host store. 
5. rating of competitor store. 
6. customer demographics. 

With the above spotting information, the cus
tomer's location was plotted on a map and,measure
ments were made to determine the mileage: 

1. from customer's home to host store. 
2. from customer's home to each competitor. 

Customers were classified into four categories 
using the spotting data: 

1. Customers who are located nearer the host 
store than to any competitor. 

2. Customers who are nearer to a competitor 
than to the host store but do not have to 
drive near the competitor to shop at the 
host store. 

3. Customer's who are nearer to a competitor 
than the host store but do have to drive 
near the competitor to shop at the host 
store. 

4. Customers who have to drive directly by a 
competitor to shop at the host store. 

Figure 1 shows a representative visual mapping for 
the four categories of consumers. 

FIGURE 1 

Classification for Categorizing Consumers 
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The data base for this research was gathered 
through a customer "spotting" study conducted at 
the host store. The host store was one unit of an 
eight unit suburban supermarket chain located in a 
Standard Metropolitan Statistical Area of 750,000. 
The spotting was done by asking the consumer to 
identify "your street and the nearest identifying 
cross street." 

The total sample size consisted of 1765 cases. 
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Hypotheses 

The hypotheses were designed to test the differ
ences among the four groups of consumers. Three 
sets of variables were tested. They included 
demographic variables, host store characteristics, 
and competitor store characteristics. 

Hypothesis 1. 

There are no demographic differences among the four 
groups of consumers with respect to: 

Hla: 
Hlb: 
Hlc: 

Age. 
Race. 
Sex. 

Hld: Number in Household. 
Hle: Weekly Expenditures on Food. 

Hypothesis 2. 

The consumer's ratings of host store character
istics do not differ among the four groups with 
respect to: 

H2a: Locational Convenience. 
H2b: Specials. 
H2c: Prices. 
H2d: Services/Personnel. 
H2e: Variety (Products,.Departments). 
H2f: Quality (Meats, Produce). 
H2g: Physical Characteristics. 

Hypothesis 3. 

The consumer's ratings of competitor store charac
teristics do not differ among the four groups with 
respect to: 

H3a: Locational Convenience. 
H3b: Specials. 
H3c: Prices. 
H3d: Services/Personnel. 
H3e: Variety (Products, Departments). 
H3f: Quality (Meats, Produce). 
H3g: Physical Characteristics. 

Results 

The analysis was conducted using cross-tabulation 
between the four consumer groups and the hypothe
sized demographic, host store, and competitor 
characteristics. The chi-square statistics and 
levels of significance are presented below. Where 
it will facilitate discussion, the cross-tabulation 
tables are presented. 

Hypothesis 

ma: 
mb: 
me: 
md: 

me: 

TABLE 1 

Demographics 

Variable d.f. Chi-Square Probability 

Age 6 15.116 • 019 
Race 3 15.454 .001 
Sex 6 19.135 • 004 

Number in 15 11.116 .744 
Household 

Expenditures 6 6.35 .385 
on Food 
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The results indicate that three of the five 
demographic variables are highly significant in 
the description of differences between the groups 
of consumer. The age characteristic table was: 

TABLE 2 

Relationship to the Competitor by Age 

1. Host store closest 
2. Do not drive near 

the competitor 
3. Do drive near the 

competitor 
4. Drive directly by 

competitor 

Total 

18-34 

176 
242 

104 

125 

647 

Age 
35-55 Over 55 Total 

156 
318 

105 

126 

107 
134 

56 

54 

439 
694 

265 

305 

705 351 1703 

This table highlights the fact that the older con
sumer (over 55) is less likely to drive near or by 
a competitor in order to shop for groceries. Only 
15.4% of the drive by shoppers were over 55 com
pared to 30.5%, 38.2%, and 16.1% in groups one, 
two and three respectively. 

TABLE 3 

Relationship to the Competitor by Race 

Race 
White Non-White Total 

1. Host store closest 424 15 439 
2. Do not drive near 639 55 694 

the competitor 
3. Do drive near the 251 14 265 

competitor 
4. Drive directly by 296 9 305 

competitor 

Total 1610 93 1703 

In a result similar to the age characteristic, the 
non-white consumers are not as willing to bypass a 
competitor store in order to shop at the host 
store. Only 9.7% of the non-white shoppers fall 
into the drive by category compared to 18.4% of 
the whites. 

TABLE 4 

Relationship to the Competitor by Sex 

Sex 
Male Female Couples Total 

1. Host store closest 78 306 55 439 
2. Do not drive near 104 453 137 694 

the competitor 
3 • Do drive near the 48 166 51 265 

competitor 
4 • Drive directly by 32 220 53 305 

competitor 

Total 262 1145 296 1703 

Males are percentage-wise more willing to patron
ize the host store with 29.8% shopping at the 



closest store versus only 12.2% in the drive-by 
category. Females have a higher incidence of 
driving directly by a competitor's store in order 
to shop at the host store, with 19.2% in the 
drive-by category. 

Table 5 

Host Store Characteristics 

Hypothesis Variable d.f. Chi-Square Probability 

H2a: Loeational 3 65.125 .000 
Convenience 

H2b: Specials 3 8.171 .043 
H2c: Prices 3 10.137 .017 
H2d: Services/ 3 6.427 .093 

Personnel 
H2e: Variety 3 3.513 .319 
H2f: Quality 3 1.298 .730 

(Meats,Produce) 
H2g: Physical 3 1.711 .635 

Characteristics 

The locational convenience, specials, and prices 
were significant host store characteristics at the 
.OS level. The service/personnel was significant 
at the .10 level. 

The following table presents the distribution of 
those consumers who mentioned each of the four 
significant characteristics as a positive influ
ence on their store choice. Each characteristic 
was analyzed individually. The significant 
variables are presented together for comparison 
purposes. 

TABLE 6 

Significant Host Store Characteristics 

Locational Services 
Convenience Specials Prices Personnel 

--- --- -----

1. Host store 187 98 119 129 
closest ( 439) 

2. Do not drive 152 207 251 167 
near the 
competitor (694) 

3. Do drive near 57 80 79 68 
the competitor (265) 

4. Drive directly 83 84 92 66 
by (305) 

*Total 479 469 541 430 

*Each column total represents the number of con
sumers out of 1761 who mentioned the characteris
tic as a positive attribute of the host store. 

Obviously, convenience was rated higher with the 
nearest customers (group #1) with 41.5% noting 
this positive host store characteristic compared 
with 25.6% of the customers in the drive by 
category. This 25.6% convenience percent in the 
drive by category might be explained by the host 
store being on the way to or from work or other 
activities. 

Twenty-six percent of the drive by customers noted 
the specials of the host store while only 21.6% of 
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the nearest group of customers noted this host 
store characteristic. 

Drive by customers note price as a positive 
characteristic of the host store more frequently 
than do the customers in either group one or 
three. Customers in group two ("'nearer to the 
competitor but do not drive by"') rate price higher 
than any of the .other three groups. While the 
difference among these groups is significant, the 
nature of the difference is not clear. 

Finally, service was rated lower by the drive by 
customers as a positive host store characteristic 
than by any of the other customer groups. 

TABLE 7 

Competitor Characteristics 

Hypothesis Variable d.f. Chi-Square Probability 
----

H3a: Locational 3 40.097 .000 
Convenience 

H3b: Specials 3 4.266 .234 
H3c: Prices 3 8.753 .033 
H3d: Services/ 3 .436 .933 

Personnel 
H3e: Variety 3 3.812 .283 
H3f: Quality 3 1.908 .592 

(Meats,Produce) 
H3g: Physical 3 .359 .949 

Characteristics 

TABLE 8 

Significant Competitor Store Characteristics 

1. Host store closest (439) 
2. Do not drive near 

the competitor (694) 
3. Do drive near the 

competitor (265) 
4. Drive directly by (305) 

*Total 

Locational 
Convenience 

62 
190 

74 

99 

425 

Prices 

151 
232 

73 

80 

536 

*Each column total represents the number of con
sumers out of 1761 who mentioned the characteris
tic as a positive attribute of the competitor 
store. 

Only two of the characteristics of the competitor 
store showed significant differences among 
groups--locational convenience and prices. The 
reason for the location convenience is obvious in 
that, because the competitor store is closer to 
the consumer, it would be rated 'as more conve
nient. Price showed to be a significant competi
tor store characteristic in that the drive by 
shoppers showed a lower positive price impression 
of the competitor store (26.3%) than for any of 
the other categories. Percentages for groups one, 
two, and three were 34.4%, 33.4%, and 27.6% 
respectively 



Conclusions 

In summary, the researchers were able to reject 
three null hypotheses dealing with customer demo
graphics (age, race, and sex), three dealing with 
host store characteristics (locational conve
nience, specials, and prices), and two competitor 
characteristics (locational convenience and 
prices). The demographics provide no real sur
prises. The host store and competitor store 
characterisitics, however, show a strong impor
tance of price aspects as opposed to non-price 
aspects in drawing the by shopper. 

TABLE 9 

Summary of Hypotheses 

Hla: Reject H2a: Reject H3a: Reject 
Hlb: Reject H2b: Reject H3b: Accept 
Hlc: Reject H2c: Reject H3c: Reject 
Hld: Accept H2d: Accept H3d: Accept 
Hle: Accept H2e: Accept H3e: Accept 

H2f: Accept H3f: Accept 
H2g: Accept H3g: Accept 

A rejection of the null hypothesis means that 
there are significant differences among groups 
with respect to the hypothesized variable. 

There are two obvious directions in which this 
study can be extended. The first direction is to 
examine not just the attraction factors but also 
the alienation factors. The drive by status of 
the customer may not be a function of the attract
ing feature of the host store as much as the 
alienating features of the competitor store. The 
second direction deals with the relationship of 
variables within the host store, competitor store, 
and· consumer categories and also the relationship 
among the categories themselves. 
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TOWARD MORE STANDARDIZED TERMINOLOGY IN RETAIL BUYING 

Peter M. Banting, McMaster University 
David L. Blenkhorn, Wilfrid Laurier University 

ABSTRACT 

This exploratory study investigates the meanings 
implied by retail chain-store buyers when they use 
terminology that appears to be generally under
stood. 

* * * 
Lack of standardization of marketing terminology 
is one of the problems in arriving at a uniform 
body of marketing theory. This was apparent to 
the authors when studying new product adoption 
decision criteria used by non-food chain store 
buyers. Although a number of studies have been 
conducted in the grocery field establishing adop
tion criteria used by buyers when evaluating new 
products (Hileman and Rosenstein (1961), Gordon 
(1961), Borden (1968), Doyle and Weinburg (1973), 
Heller (1973), Alford and Mason (1975), Montgomery 
(1975)), only one study has directed attention to 
the new product evaluative criteria employed by 
chain store central buying units ( CBUs) for non
food items (Banting and Blenkhorn ( 1982)). Fur
ther research in this area will be pUblished this 
year (Banting and Blenkhorn (1986)). The study 
reported here exCIIIines the meanings of the cri
teria previously identified and is based on per
sonal interviews with 30 CBU executives in a wide 
cross-section of non-food chain operations. 

EXPECTED PROFIT CONTRIBUTION was the most im
portant decision criterion used by buyers, but a 
simple numerical representation was not foremost 
in their minds. A large drug chain: "If a new 
product is an item necessary to our business (such 
as birth control pills), even though little or no 
money is made on the item, we still must carry 
it." 

Buyers were reluctant to divulge their firm's 
minimum numerical requirement. A typical state
ment was: "As a rule of thumb, we expect to price 
a product at about 'doli:lle the price paid to the 
supplier." However, the price they were willing 
to pay was not necessarily the supplier's asking 
price. "We evaluate a new product in terms of the 
price at which we anticipate it can be resold, 
then offer what we are willing to pay for the 
item." 

Without exception, every buyer interviewed could 
estimate the price at which his experience and 
knowledge of the market suggested the product 
could be sold. His definition of expected profit 
contribution hinged upon the conbination of a 
large enough margin together with a large enough 
volume of sales for the new product. Since the 
buyer had already established his selling price 
(and therefore his related purchase price) , the 
only rema~n~ng factor determining his expected 
profit contribution was an estimate of potential 
sales volume. 
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SUPPLIERS' ABILITY TO FILL REPEAT ORDERS QUICKLY. 
Depending on the product, repeat orders are the 
key to profitability. As a result, buyers dealt 
closely with suppliers, built "repeats" into the 
order contract, provided the supplier with a sales 
forecast, and demanded that back-up inventory be 
kept on hand by the supplier at shared financial 
risk. Still, even with the largest suppliers, 
problems occurred. However, communication between 
supplier and buyer could smooth matters somewhat. 
A camera retail chain stated: "Kodak ran into a 
small problem with their disc cameras. Their 
initial supply was good, but not the repeat 
orders. They informed us that we weren't going to 
receive all that was ordered right away; and our 
management were able to prepare themselves." 

"Quickly" had various meanings to the respondents; 
ranging from "as soon as possible", to as much as 
six months - depending on the nature of the pro
duct. The t'WO extremes given as examples were 
high fashion fads (required very quickly) and 
white goods (longer lead time). If delivery did 
not occur within the specified time, usually the 
order is cancelled. "Quickly" was identified in 
the buyer's mind as a constant; that is, a time 
period which was invarient (say, 10 days). Given 
this fixed value, reliability in meeting the 
buyer's time requirement became the key criterion 
in the meaning of the term "suppliers' ability to 
fill orders quickly." 

The type of product affects both the time frame 
for filling the repeat order and the expectations 
of the buyer with respect to product availability. 
With fashion goods, buyers did not expect, nor did 
they want a supplier to have a warehouse full of 
goods, realizing that this back-up stock 'WOUld 
probably affect the price. Respondents were very 
concerned that their customers might become dis
enchanted if a fast-moving item was unavailable 
because of an out-of-stock situation. 

Respondents realized that many manufacturers book 
orders before producing. Sometimes they over
book, and cannot fill repeats. These buyers try 
to determine how much stock suppliers will have in 
reserve, and demand that suppliers hold floor 
stock. As a rule of thumb, suppliers were expected 
to have back-up stock· equal to fifty percent of 
the initial order. 

PRODUCT QUALITY means that each unit purchased 
from the supplier contains the characteristics and 
attributes that the supplier promised to deliver 
and the buyer agreed to purchase. Buyers viewed 
quality in relation to price: value for the money. 
According to a large national department store 
chain: "A plastic four-inch long stapler selling 
for 99¢ 'WOuld pass a product quality test be
cause of low selling price, even though the pro
duct quality is much lower than a metal stapler 
selling for $9". Quality was seen as a vehicle to 
attract and maintain customers. 



Good quality means reliability, so that guarantees 
can be upheld. Chain store buyers did not want 
problems with defective merchandise. PrOblems are 
expensive to handle and affect the firm's image. 
When Rubie's Cube first entered the market, it was 
very scarce; but there were at least a dozen sup
pliers with a facsimile version of the Rubie Cube. 
Stated a book and stationery chain buyer, "They 
were offered to us and we tried several of them 
because we could not get the real one. After a 
short time we discontinued them, because after 
eight turns they fell apart. we thought it in
appropriate to sell them, as they weren't consist
ent with our intended image. • The image issue 
loomed in importance as buyers insisted that the 
quality of their new product be congruent with 
their firm's image. 

The major national brand manufacturer's product 
was considered to be the product quality benclnnark 
for all other similar products, including the 
buyer's private brands. Buyers insisted that qual
ity be visible to the customer, enhance sales and 
improve the firm's image. 

Buyers were unanimous in declaring that their firm 
had minimum quality requirements. Where industry 
standards had been established, buyers wanted the 
manufacturer to do his own testing before offering 
a product for sale to the chain store. other mea
sures of quality typically were maintained through 
continuous testing in-house, by government agen
cies, or by product buyers. A second camera chain 
cited an example: •we lined up in Japan the 
world's second largest manufacturer of pocket 
cameras to produce an exclusive for us - a new 
model. We didn't test it thoroughly enough and 
ordered 5,000 initially rather than the usual 50. 
When you get into large quantities, it is import
ant that you examine and test the product tho
roughly. If it is your exclusive product, you must 
provide the supply, the parts, the warranty. We 
made a mistake which took us five years to fix. 
It was a good product with one faulty part, the 
film advance gear was weak." 

RETAILER OR DEALER MARKUP was expressed in sev
eral ways with •expected profit margin, percentage 
of selling price over and above the total cost, 
margin on selling price, and difference between 
cost and retail" predominating. 

Buyers stated that their firms had a mark-up Ob
jective. Nevertheless, they sometimes would accept 
lower margins on new products for specific rea
sons. "The Black and Decker WOrkmate does not give 
a good mark-up, but because the item is important 
to our national image as a full-line department 
store, that product is carried. Thus, our markup 
plan represents an overall average across several 
product lines.• 

Coinciding with the markup plan many buyers stated 
that they did not have a minimum markup, but did 
have guidelines, depending on the product. One 
guideline for markups is the Objective the firm 
seeks to achieve with the product. Fbr example, a 
firm about to sell "Care Bear• items indicated: 
"Even though the markup is very low, we will still 
sell them, because of the strong consumer demand 
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and the high volume traffic they are likely to 
generate. 

Firms may look at markup and "key price points" 
(such as offering a watch at $9.95) together. A 
typical statement to their supplier might be: 
"This is how much we will pay. Now, can you come 
up with a product?" 

A minimum or "keystone• markup was used by some 
firms in this study. •we must achieve a 40% markup 
for this product line.• As a result, those new 
products which do not meet such a standard were 
screened out immediately. The thought was ex
pressed that "retailer/dealer markup• meant the 
same as "expected profit contribution• and if a 
certain minimum wasn't forthcoming, the buyer 
wasn't interested. Nevertheless, other buyers 
stated that their firms did not have minimum 
markups and charged what the market will bear for 
new items. "Return on investment•, or •turnover• 
were seen by some buyers as more important than 
retailer or dealer markup. A common conclusion 
was that very few decisions were based on gross 
margin alone. 

Firms that did have minimums for specific product 
groups generally had a mix of high and low margins 
among products within each group. 

PRODUCT MEETS GOVERNMENT REGULATIONS included 
CSA (Canadian standards Association) approval (on 
electrical products), labeling (bilingual, met
ric), safety standards, and truth-in-advertising, 
among others. Most buyers saw government regula
tions as a non-negotiable item where a new product 
required government approval; if it didn't have 
it, they would not buy it. Meeting regulations· 
meant that the product had passed the minimal 
standard for acceptability. 

Although buyers put the responsibility on the 
manufacturer to ensure that his products conformed 
to required government regulations, retailers felt 
moral and legal responsibilities to the consumer 
for the products they were selling. They believed 
that the public looks to the retailer for protect
ion. stated a discount department store chain 
purchasing executive: "I do not think as a person 
or a corporation you could accept buying something 
like plastic bags where you know there is even a 
miniscule chance that some kid is going to suffo
cate.• 

Without hesitation, buyers stated that there was 
no choice with new products - they must meet gov
ernment regulations, and this usually is stipu
lated in purchasing agreements. 

COMPETITIVE PRICE was seen as the prevalent 
pn.ce ~n the market for the specific item, or 
something very similar. It was viewed as the 
"fair" price. With it, a retailer could compete 
with the firm next door. However, it did not 
necessarily mean the identical price. 

On the other hand, buyers look unfavourably upon 
suppliers who tried to buy. their way into a market 
with short-term low pricing tactics. Said a dis
count department store executive: "If you were to 



come in to sell me this ashtray for so¢, and I 
already display 12 feet of Anchor Hocking glass
ware in my stores, you could try and buy your way 
in with that ashtray, but is not worth it finan
cially for me. That one ashtray is not worthwhile 
opening up a new supplier. I would rather pay 
10-15¢ more, and stay with my current supplier.• 

What the competition was doing with price was 
viewed as being of paramount importance, with some 
responsibility being put on the supplier to keep 
the buyer informed. ~st buyers didn't aim at 
their chains having the lowest price on each item, 
every day of the year. They realized that this 
would be futile. 

Setting competitive prices presented a challenge 
for buyers. Few new items were viewed as being 
totally new, but rather simply variations of What 
already was on the market. Thus, these latter 
i terns often were used as benchmarks. A discount 
department store executive believed that new pro
ducts are really modifications of old ones. "In 
general there is a fair amount of choice in the 
marketplace," he said. "For example, in the small 
appliance business, you have a number of suppliers 
to choose from. We would compare a new product to 
similar types of products and gauge Whether the 
price was proper. A typical situation would be a 
new popcorn popper. I would ask these questions: 
What are the additional features? Are they worth 
the increase in price? w:>uld customers buy it at 
our required retail price rather than buy our old 
model?" 

If the item is exclusive to one chain, or repre
sents new technology, "What the market will bear" 
pricing is often used. If it is a "Me too" pro
duct, then the prevailing prices in the market
place are the benchmarks. 

SUPPLIER 1 S KNOWN TRACK RECORD was seen as in
cluding a supplier's ab1lity to be reliable, pro
vide quality products or the quality promised, 
deal with defective products promptly, deliver on 
time, have the financial backing to support the 
product and assume part of the risk, and have the 
a~pearance of remaining in the business for a long 
t1me. One buyer defined the issue with the fol
lowing question: "Did our association with a 
particular supplier produce the kind of profit we 
felt it should?" SUpplier reliability, consistent 
quality, and delivery When promised were other 
criteria in a supplier's known track record men
tioned by buyers. 

~st firms rated their suppliers quantitatively in 
terms of performance, financial capabilities (in
cluding Dunn & Bradstreet reports), and management 
background. Some buyers flagged suppliers When 
there were problems and notified them to "shape up 
or be dropped. • Those buyers Who didn't use a 
quantitative measurement of supplier performance 
kept a mental record. All firms watched their 
suppliers' delivery times, product sales, stock 
~ovements, percentages of product returned, qual-
1ty control, etc. Because a good track record 
takes many years to develop, many buyers didn't 
branch out to new suppliers very often, preferring 
to deal with those with whom they had a long-term 
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relationship. Buyers often stated that they knew 
most of the suppliers in the industry and were 
more receptive to new products from old familiar 
reputable suppliers than new ones. 

New suppliers without a track record were given a 
chance for new business, but their background was 
checked out very thoroughly. Buyers giving a new 
supplier a break hoped this would be remembered 
when the new supplier became successful. "I have 
on occasion made decisions for some fairly big 
buys with people who were nobodies. They developed 
into somebodies. we helped put them on the map," 
said a large national department store buyer. "I 
took a chance. It was a gamble; and it worked. 
For example, in stationery products, I bought 
$30,000 worth of school bags from a woman. This 
order just put her into the business. She had a 
great model Which I hadn't seen before anywhere 
except at Holt Renfrews (an upscale store). That 
store was selling a similar one at $35, and I 
retailed it for $14." 

On the whole buyers felt that supplier track 
record was a key issue and preferred to deal with 
suppliers Which had a good one. A camera store 
chain executive pointed out: "With a new product 
from Canon or Kodak, you know from their past 
performance that they will put advertising support 
behind it. Recent examples include the Kodak disc 
camera and Canon AE1 camera. You know there will 
be customer demand and that the firm is reput
able.• From past experience buyers know such 
companies' products sell well, so they patronize 
the supplier with a good track record. 

MANUFACTURER 1 S INITIAL SUPPLY CAPABILITIES were 
perceived as the ability to deliver the product 
on time, in required quantity, and at the speci
fied quality level. The manufacturer's timing was 
considered crucial. Often if a new supplier missed 
delivering the initial order on time, no further 
orders were received. 

The buying firm investigated a manufacturer's 
capabilities through visits to the factory, check
ing the supplier's financial resources, investi
gating his reputation in the industry, and through 
feedback from his other customers. Some buyers 
would not purchase anything until they saw the po
tential supplier's plant and judged for them
selves. An intangible criterion was almost always 
used: Does the buyer have a good feeling about 
the new product and the supplier? 

In discussing small new suppliers, buyers in this 
study were very critical. The buyer felt that 
small suppliers typically come up with something 
new and unique, but are overly optimistic about 
their initial supply capabilities. They usually 
couldn't provide the sheer volume in the required 
time frame. Many cases were cited Where a sup
plier, although excited about landing a sub stan
tial order, subsequently could not deliver. 

Some suppliers were criticized for taking orders 
for a new product before production began. stated 
a large drug chain buyer: "In Canada you have a 
problem Where many manufacturers will go out and 
book orders three months before they release the 



product. Then they manufacture. Suppose they 

book 30,000 units in orders and they manufacture 
40,000. If the reserve of 10,000 goes quickly and 
they can't get back in production, you have a lot 
of unhappy customers.• Some buyers intimated that 
the product item was seen as being less important 
than trustworthiness of the supplier or his abil
ity to fill repeat orders. 

POTENTIAL MARKET VOLUME for a new product was 
typically defined as the total unit sales. The 
goal of each company interviewed was to attain a 
maximum share of these total unit sales. 

Some buyers associated the term with what their 
chain could do with the item if it is properly 
~romoted, both by themselves and by the supplier: 
1n other words, the total market potential of the 
item. They expected the manufacturer to present 
to them projections for the total potential market 
volume. A1 though buyer judgement was based on 
total potential market volume, the incremental 
volume for the retailer was considered important. 
A typical question considered by the buyer con
cerned cannibalism: "Is the new product going to 
replace something for which we have 90 percent 
share of the market, or is it so new that it will 
generate additional sales above our current offer
ing?" 

Thus the meaning of potential market volume was 
actually equated with how much of the new product 
one could sell (in units and dollars) as opposed 
to what total potential market might be. Discount 
department store buyers gave many examples of 
promotional goods which sold very well, but when 
economic circumstances caused the price to go 
beyond a certain point, volume fell tremendously. 
The sale of motor oil by the case is one such 
situation. "We used to sell a lot of it: but when 
the price went above 99¢ per litre, the volume 
dropped by 50%. Today, we sell it for $1.69, and 
sales are down." 

Most buyers did not require a m1n1mum potential 
volume for a product to be accepted. Fbr example, 
a new product may be needed to round out a line, 
regardless of the sales volume. However, other 
firms insisted on a minimum potential market vol
ume to make the introduction of the new product 
worth the effort. 

Some buyers tried to formulate a long-range strat
egy with new products (say, a five-year plan). 

When they launched a new product on the market, 
they had a good idea of how large the market was, 
and what their percentage of it should be. 

Of various techniques used to estimate market 
potential, marketing research studies are most 

often used. Test market results were considered 
important to give signals concerning the potential 
of a product. Buyers often used their larger 
volume centres (say, a particular store or group 
of stores in a large urban area) as a test market, 
feeling that new product trends gradually filter 
down, and that there would be a time lag in 
acceptability in other regions. 
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PRODUCT FITS NEN TRENDS IN MARKET means that the 
retailer/dealer can respond to consumer demand, 
can be responsive to the market and can choose 
products from growth areas to ensure increased 
volume. Buyers were 'concerned that what the 
supplier offered should fit with the way fashions, 
styles and preferences in the market were moving. 
If it didn't, they would not be interested in 
buying the new product. 

A critical element they considered when choosing a 
new product was timing. Many retailers would turn 
down gimmicks or short-term fad items because they 
couldn't respond quickly enough, or the product 
was unsuitable for their image. Most buyers were 
looking for longevity in new products. conse
quently, those which fitted with a trend and were 
part of a growing field of new products were 
favoured. With designer jeans, a discount depart
ment store chain saw a trend taking off. "But our 
store isn't the Calvin Klein type. So we used our 
own brand "Michelle,• with our own stitching. The 
item was very successful, and it outsold the brand 
names for us." 

Buyers were concerned that a need for the new pro
duct was developing and that it was not simply a 
• f1 ash in the pan. • A national drug chain used 
Nielsen's consumer surveys to a great extent to 
assess this. In shampoos, for example, the lead
ers would be identified (such as Vidal Sassoon). 
"If we notice one which has moved from i10 to i3 
in the consumer preference, this might be an 
indication of a new trend. we usually wait a year 
or so to make sure it is staying in the market: 
then move in. • 

Current trends were discovered by Canadian buyers 
~hrough studying shifts in consumer demand, new 
1 terns at the manufacturer level (especially 
design/style changes), trade shows, changes in 
trend-setting areas of the world (Europe, New 
York, California), consumer surveys (A.C. Nielsen 
Company), by visiting the competition and through 
buyer intuition. Sometimes intuition fails: a 
large drug chain operation bought an item called 
"The Screamer," a pressurized whistle in a can 
that a woman can use in case of attack. It came 
from Montreal, Quebec and was very popular in the 
East. "We bought 25,000 pieces on a 100% guar
antee of sale. We put up tremendous displays ::.n 
our stores, and ran big advertisements on it. We 
sold seven or eight. It was a different market in 
the province of British COlumbia. WOmen were not 
afraid of being mugged. We misread the market. • 

New trends are often used to market existing pro
ducts in a new way, such as through changes in 
style, colour, and fashion. Buyers felt that it 
was the supplier's responsibility to make certain 
that the product fits the trends before it is 
presented to the corporate central buying unit. 

~ of the new product being congruent with 
the firm's image means that the product must fit 
the marketing strategy developed by the company. 
Buyers insisted that the new product should be 
compatible with their stores. It must fit into 
the environment they have created. They knew 
viscerally whether this is the case. "If any 



particular product does not meet our image," said 
a national clothing chain buyer, "it stands out in 
our stores - becomes a markdown. I could take you 
around our stores and show you what does not be
long. It does not fit in, and the customer recog
nizes this." 

0 Does the new product have our look?" was a common 
phrase used in assessing whether the product would 
fit the store's image. Buyers believe their 
stores have set a certain standard, and this 
standard is reflected in their image. Buyers 
stated that image is purely qualitative. Some 
items are suitable and some are not. From experi
ence, they know what their customers expect. 

Retail chains invest heavily to create a particu
lar "look". This is intended to attract a certain 
group of customers. The new product's image must 
fit this "look" and be consistent with the firm's 
marketing strategy. Buyers felt that their custo
mers expect certain things (atmosphere, price 
levels, type and quality of products carried, 
service offered etc.) from them and they can't 
disappoint them. 

Also the new product must be one which the firm 
itself is satisfied in selling. "Is it a product 
we are comfortable in selling?" was a typical way 
of stating this. "We will not take on products 
even though we know they will sell very well, if 
they conflict with the company's image. An im
portant aspect of our image is not to offend cer
tain groups, either religious or ethnic. A good 
example is vibrators. We could sell 10,000 or 
12,000 of them per year. But we don't touch them! 
The book The Joy of Sex is another case in point. 
We could sell 25,000 - 50,000 copies, but we don't 
carry it. It is not worth the hassle. It turns 
off too many people." -a large drug chain. 

Buyers, of course, try to buy to fit the store's 
image. All respondents claimed they could immedi
ately recognize products which fit this image. 
They stated that they frequently reject new items 
which are not compatible, even if they know such 
products will sell. 

TRUSTWORTHINESS in suppliers means that they 
live up to their commitments and that everything 
they tell the buyer can be carried out. Trust
worthiness also means that suppliers aren't cheat
ing with their products. It is imperative that 
suppliers provide what they promise, and that they 
do not import brand-name products without going 
through approved channels. Buyers for reputable 
chains avoided the grey market. Buyers felt that 
closely linked to trustworthiness, honesty and 
reliability is the supplier's financial capability 
to live up to his commitments. "It is not good 
for me to buy from a company on a guaranteed sale, 
pay for the product, then try to return it 3 
months later, only to find out he does not have 
the money to give back. Trustworthiness means 
trustworthiness plus financial background," said a 
buyer for a large drug chain. Suppliers were 
expected to make promises sparingly and keep them 
no matter what the cost. 

Many buyers explained that, since it is very dif
ficult to evaluate a new supplier and product, 
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their first purchase with a new supplier might be 
supported by only a cursory assessment of the 
supplier' s integrity • Thus , the onus was on the 
supplier's salesman to be persuasive, convincing 
and appear honest. 

Although it was expected that the new supplier 
would be honest and reliable, most buyers track 
their suppliers' performance quantitatively, rank
ing them on delivery, quality, returns and regu
larity of communication. Some buyers regularly 
sent their products, randomly picked, to an inde
pendent research lab for testing as an audit on 
supplier's reliability. 

CONCLUSION: Common terminology often has dif
ferent connotations to different people. One of 
the difficulties in the developing discipline of 
marketing is the standardization of terms and the 
general acceptance of standardized terminology. 
Another difficulty, particularly for the supplier, 
is making general concepts operational. It is the 
authors' hope that research will continue toward a 
more standardized terminology in retail buying. 
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AN INTEGRATIVE MODEL OF MARKET EVOLUTION 

Jerry Kirkpatrick, Northeastern University 

Abstract 

A conceptual model of market evolution is 
developed by blending together several related 
notions from the fields of marketing, consumer 
behavior, retailing, and economics. The model 
offers answers to questions that have for years 
plagued proponents of the "wheel of retailing" 
hypothesis, as well as answers to questions of 
cause and motive power concerning the process of 
market evolution. The source of these answers is 
argued to lie in the work of marketing theorist, 
Alderson, and in the Mises/Kirzner school of 
"Austrian" economics. 

Introduction 

The aim of this paper is to suggest a theoretical 
framework which incorporates both the product life 
cycle and the wheel of retailing into a broader 
model of market evolution. The foundation of the 
model is based on the work of Kotler, Alderson, 
and, especially, the economists of the "Austrian" 
school. 

The impetus for the model is the wheel-of
retailing hypothesis. This theory, however, has 
been severely criticized by many writers. Its 
scope, for example, is said to be too narrow 
(Hollander 1960) and in some of its assertions it 
is said to be flatly wrong (Goldman 1978). These 
criticisms have led some writers to adopt a 
broader framework within which to explain 
institutional change. Davidson, Bates, and Bass 
(1976), for example, modified the concept of the 
product life cycle and developed a model of the 
retail life cycle. This more generalized 
framework, the authors argue, permits both 
measurability and explanation of high-price 
entrants into the retail market (which the wheel 
hypothesis does not). 

Hollander (1977) points out that although the 
broader theory is more useful than the wheel of 
retailing, the retail life cycle notion fails to 
answer two major questions: 

1. "Why have the innovators of most new types of 
retailing ... chosen price as a major 
competitive weapon?" That is, why do the 
owners of most new forms of retailing enter 
the market on a low-price basis? 

2. "Why, once, having entered at a low-price, 
low margin basis position, do the proprietors 
or managers ultimately fail to maintain that 
position?" I.e., why do they trade up? 

The wheel theory, further, suggests that trading 
up is the cause of institutional change. Goldman 
(1978) and others, however, have found no evidence 
for this. Consequently, a third question can be 
added to Hollander's two above: 

3. What causes the appearance of new 
institutional innovations in retailing? 
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The answer to this question implies a theory of 
. retail or market evolution. McNair & May (1976) 

broached the broader subject of retail evolution. 
Kotler (1984, pp. 375-381) has broadened the life 
cycle concept into a theory of market evolution. 
It is suggested in this paper that a theory of 
market evolution incorporates the better 
explanatory and predictive aspects of both the 
wheel of retailing and the product life cycle, and 
eliminates their respective disadvantages. 

When discussing the notion of market evolution, 
however, two additional questions arise: 

4. What drives the process of market evolution? 

5. Why and how do "strategic windows" open and 
close? I.e., what causes opportunities to 
arise in the market and then to disappear? 

It is suggested here that a an integrative model 
of market evolution, rooted specifically in 
Austrian economic theory (as opposed to the more 
popular, neoclassical equilibrium theory), can 
answer these five questions. 

The Components of the Model 

The model of market evolution can be formulated by 
integrating the principles of several related 
models. 

Broadening the PLC Concept 

Kotler (1984, pp. 375-381) calls for a concept of 
market evolution that broadens the narrower 
product life cycle. The focus of Kotler's notion 
is on how overall markets, rather than products, 
unfold or evolve over time. Kotler divides his 
theory into five stages that exactly parallel the 
stages of the product life cycle. The evolution 
of markets, says Kotler, is a process of attribute 
or benefit competition; it is "the history of 
competitors coming out with new benefits to offer 
to buyers" (p. 379). 

The process begins with the market-crystallization 
stage where some product champion or entrepreneur 
identifies a latent need among the consumers which 
is not presently being satisfied. This product 
champion or entrepreneur develops and introduces a 
new product to meet the latent need. The product 
is a bundle of attributes or benefits that did not 
exist before. With these new attributes, the 
market thus crystallizes. 

During the market expansion stage, competition 
enters, offering essentially the same bundle of 
attributes. Attributes, however, are quantitative 
variables, meaning that the competition can vary 
the actual combination of attributes or the 
quantity of a specific attribute (in order to 
differentiate themselves from the innovator), or 
it can compete head-on with the innovator by 
offering the same bundle. 



Market fragmentation occurs when the market is 
saturated; the abundance of competitors splits the 
market into fragments and fragmentation erodes 
both profits and market shares of all competitors. 
This results from the existence of several 
competitors in each market segment offering 
essentially the same bundle of attributes. 

Extensive competition fragments the market, but 
innovation reconsolidates it. The market 
reconsolidation stage, then, occurs when a new 
attribute or benefit is introduced and is accepted 
by the consumer. (Crest promptly emerged leader 
in a previously "fragmented market when fluoride 
was added to it.) Shortly after reconsolidation, 
however, the competition imitates the new 
attributes and moves the market once again toward 
fragmentation. The market, in fact, may go 
through several fragmentation and reconsolidation 
stages, as competition erodes the advantage of a 
new attribute and as innovation creates still 
newer attributes. (Note that innovation here 
means attribute innovation within a product 
category; a major innovation, such as the 
establishment of a new product category, would 
bring about market crystallization.) 

Market termination occurs when a radically new 
innovation takes customers away from the old 
market and crystallizes a new one. "Thus a 
product form ends when a new form emerges that 
meets consumer needs in a superior way" (p. 378). 

The Product Life Cycle 

The similarities between Kotler's stages of market 
evolution and the stages of the product life cycle 
should be obvious. The maturity stage in the 
product life cycle, for example, occurs when 
markets fragment and reconsolidate. In fact, 
Kotler's reconsolidation stage may offer an 
explanation of some of the quirks found in 
empirical studies of life cycles. That is, the 
emergence of new attributes could well explain 
Levitt's (1965) life-extending scalloped curve and 
Cox's (1967) cycle-recycle curves. 

To elaborate fully a model of market evolution, a 
few points from the PLC concept should be 
mentioned. The theory usually cited to support 
the life cycle concept is diffusion theory (Polli 
& Cook 1969, p. 386; Rogers and Shoemaker 1971). 
The S-shaped PLC sales curve from introduction to 
growth and maturity is explained by the S-shaped 
cumulative distribution curve of innovation 
adopters in diffusion theory. The maturity and 
decline stages of the product life cycle, however, 
are frequently left without strong theoretical 
support. Maturity, usually, is explained as 
saturation of the market; that is, a market 
matures when the product is adopted by all 
consumers who have a need for that product. 
Decline is explained by the introduction and 
diffusion of a new product which takes customers 
away from the old market. This, the present 
writer submits, is not sufficient to explain the 
back half of the life cycle curve. 

Wasson (1968), in attempting to explain swings in 
the fashion cycle, holds that the consumer's 
tendency toward overadoption leads him to seek 
social approval by buying fashions that ultimately 

do not satisfy him. Consequently, an avoidance 
reaction sets in and sales of the product decline 
when the consumer seeks satisfaction elsewhere. 
More preciseley, the present writer suggests, 
decline sets in in accordance with the law of 
diminishing marginal utility; the unsatisfied want 
of the consumer that initially was satisfied 
nicely by the innovation becomes satiated or 
oversatisfied. The value of the product to the 
consumer declines; the consumer becomes uneasy 
about having to buy the same product over and over 
(see Mises 1966, pp. 119-127). It is at this 
point that a perceptive product champion or 
entrepreneur seizes the opportunity to offer a new 
product to satisfy the emerging unsatisfied wants 
of the consumer. The new product takes customers 
away from the older product; eventually, sales of 
the older product decline and the product dies. 

Much has been written on the marketing 
implications of each stage in the product life 
cycle. For purposes of a model of market 
evolution, a few comments about product- and 
price-implications are in order. During the 
introductory stage of the product life cycle, it 

.seems that the new product--the new bundle of 
attributes or benefits--is introduced either as a 
continuous, dynamically continuous, or 
discontinuous innovation (Robertson 1967) at a 
price that is set at either a penetration level or 
a skimming level (Dean 1950). It is suggested 
here that continuous innovations are introduced at 
penetration levels, whereas discontinous 
innovations are introduced at skimming levels. 
Dynamically continuous innovations can and do seem 
to go either way. A continuous innovation is 
essentially a product modification, package 
change, or other minor attribute addition or 
change. A dynamically continuous innovation is 
one that establishes a new product form. A 
discontinuous innovation establishes-a-new product 
category. 
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Two further points should be mentioned: as a 
product moves through the life cycle, its real 
price declines (Day 1981, p. 62)--this is true 
even for initially penetration-priced products-
and the product continually is improved by its 
producer, by making continuous or dynamically 
continuous innovations. 

The Uniformity-of-Profit Principle 

~he sales curve of the product life cycle is 
usually accompanied by a profit curve which rises 
to a peak during growth, then slowly declines 
throughout the rest of the cycle. This profit 
curve is the concrete expression of the profit
motive principle of classical economic theory. 
Reisman (1979) designated this phenomenom the 
"uniformity-of-profit principle," which holds that 
in a market economy there is a tendency toward the 
establishment of a uniform rate of profit in all 
branches of industry. 

... In other words, there is a tendency for 
capital invested to yield the same percentage 
rate of profit whether it is invested in the 
steel industry, the oil industry, the shoe 
business, or whatever. 



The reason is that investors naturally prefer 
to earn a higher rate of profit rather than a 
lower one. As a result, wherever the rate of 
profit is higher, they tend to invest 
additional capital. And where it is lower, 
they tend to withdraw capital they have 
previously invested •... (p. 5) 

The additional capital invested in the more 
profitable industry increases production and, 
consequently, tends to drive down the selling 
price of the products in that industry and the 
industry's profits. The capital withdrawn from 
the less profitable industry tends to reduce 
production and thus raise the selling price of the 
industry's products and increase its profits. 
"Initially higher rates of profit are brought down 
and initially lower rates of profit are raised up. 
The logical stopping point is a uniform rate of 
profit in all the various industries." (p. 6). 

In other words, the product champion or 
entrepreneur who perceives an opportunity to make 
a profit, develops and introduces his new product 
during the first stage of the product life cycle. 
During growth, the innovator shows a profit that 
either climbs to or is expected to climb to above
average levels. The above-average profit attracts 
investors away from other industries; the 
investors produce their own competitive products, 
which eventually causes profits for the industry 
to peak and then to decline. When the profits 
fall below the average level of other industries, 
investors start looking for other, more profitable 
areas to put their money in, hence the products 
enter the decline stage of the product life cycle. 

The lo!heel of Retailing 

The incorporation of the wheel of retailing into a 
model of market evolution is accomplished by 
viewing the wheel hypothesis as a special case of 
the product life cycle. (This is not unlike 
viewing Newtonian physics as a special case of 
Einsteinian theory; the broader theory defines the 
appropriate context of the narrower.) The store, 
according to this viewpoint, is the product 
(Hisrich, Dornoff, & Kernan 1972; Davidson et al. 
1976; Davidson & Johnson 1981). All products are 
bundles of attributes, both tangible and 
intangible. Thus, the store-as-product may 
comprise such attributes as the goods and services 
mix of the store, its location, its average price 
level, etc. 

A revised wheel of retailing theory, consequently, 
which treats the store as a product, holds that a 
perceptive entrepreneur seizes the opportunity to 
introduce a dynamically continuous innovation at a 
penetration-price level. The supermarket, for 
example, when first introduced, was a new product 
form, compared to other retail food institutions 
of its time, and its average price level was below 
market. Other retail innovations, cited in the 
wheel literature, also fall into this descriptive 
pattern. Over time, the "product" is improved by 
adding newer and different attributes, such as 
improving the goods and services mix of the store. 
In other words, "trading up" in retailing is the 
same as the product improvement process of a 
manufactured good that takes place over time in 
response to competitive pressures. 
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Now the wheel theory holds that trading up breeds 
both higher costs and higher prices. The PLC 
concept says prices decline. The cost issue in 
the life cycle literature is not clearly spelled 
out. Smallwood (1973, p. 31) suggests that both 
direct costs and gross margins (selling and 
administrative expenses plus profits) for 
manufacturing firms decline over time. The 
present writer suggests that there is considerable 
confusion between the two literatures over 
terminology and computational procedures; 
therefore, the market evolution model hypothesizes 
that real prices--i.e., the quantity of labor 
consumers must perform in order to earn money to 
exchange for products--decline during the 
retailer's trading-up period, just as real prices 
of manufactured products decline. 

If an analogy between manufacturers and retailers 
can be made--namely, that directs costs roughly 
equal the retailer's cost of goods, that selling 
and administrative expenses roughly equal the 
retailer's operating expenses, and that gross 
margins are roughly equal--then the following 
conclusion results: during the maturity stages of 
both the product life cycle and the wheel of 
retailing, competition drives profits down and 
costs must inevitably rise. This, then, leads 
perceptive entrepreneurs to seek other, more 
profitable uses for their funds. Eventually, a 
perceptive entrepreneur seizes the opportunity to 
introduce a new form of retailing at higher profit 
levels, and thus the wheel turns. 

While the wheel theory applies mainly to the 
evolution of large scale forms of retailing, the 
market evolution model allows other non-wheel
conforming retail innovations to be explained. 
The convenience store, as pointed out by Hollander 
(1960), entered the market as a high-price 
"product." While this form of retailing does not 
fit the traditional wheel pattern, it does fit the 
PLC pattern as a skimming-priced product. 

By viewing the retail store from this macro or 
strategic level, the marketing literature which, 
traditionally, has been written for the 
manufacturing firm becomes applicable to retail 
marketing. And the major differences that do 
exist at the micro or tactical level between 
manufacturers and retailers fall by the wayside at 
the macro or strategic level. 

The Model 

If, then, the life-cycle concepts and the wheel 
of retailing can be integrated into a model of 
market evolution, the literature of strategic 
planning and strategic marketing can be applied to 
retailing. 

Since strategic planning "involves the management 
of any business unit in the dual tasks of 
anticipating and responding to changes which 
affect the marketplace for their products'" (Abell 
1978, p. 21, emphasis his) and aims at developing 
a "strategy for long-run survival and growth" 
(Kotler 1984, p. 35) which matches the distinctive 
competencies of the firm to the "strategic 
windows" that open up in the evolutionary 



unfolding of the market, then strategic marketing 
aims at defining the bundles of product attributes 
and benefits that can fit into the niches of the 
changing market. A model of market evolution, 
then, tries to explain why and how these 
"strategic windows" open and close. In principle, 
there is no reason why· these ideas cannot be 
applied to the field of retailing, which would 
give retailing a theoretical foundation it 
presently seems to lack. 

The Meaning of Market Evolution 

"Market evolution" refers to the process of 
gradual change that occurs in the consumer's needs 
and wants over a period of time and to the 
competitive response of marketers to those 
changes. As new needs in the consumer emerge, 
opportunities for an enterprising product champion 
or entrepreneur arise to develop products to 
satisfy the needs. When the new product is made 
available to the consumer, a new market is born. 
Over time, the needs of the consumer and 
competitive responses to those needs gradually 
change; this, in turn, causes the occurrence of 
the stages of an evolving market. 

Market evolution, to put it another way, is the 
evolution or unfolding of consumer needs and wants 
and the unfolding of competitive reactions to 
those needs and wants. A market is essentially 
people; it consists of consumers and 
entrepreneurs. Hence, market evolution consists 
of changes that occur in consumers and the 
perception of those changes by entrepreneurs. 
Without products to satisfy the consumer's needs, 
there would be no market. The various products 
offered, in turn, influence further changes in the 
consumer's needs. The whole market-evolution 
process, more realistically, might be called 
"proquct-market evolution" or "marketplace 
evolution." In any event, market evolution is a 
broader concept than any of the life cycle 
concepts because it places greater emphasis on the 
consumer than on the product; a market evolution 
model, that is, is a "consumer-oriented" theory. 

Alderson and the Austrian Economists 

The above description of market evolution is 
nearly the same as market descriptions given by 
the economists of the Austrian school (Mises 1966; 
Kirzner 1973) and marketing theorist Wroe Alderson 
(1957 & 1965). The similarities between Alderson 
and the Austrians have been pointed out by Reekie 
(1984, pp. 107-117), Reekie and Savitt (1982) and 
Kirkpatrick (1982). It is the entrepreneur's 
perception of or alertness to the consumer's 
changing needs that drives the evolving market. 
Mises states (p. 299): 

The entrepreneurial function, the striving of 
entrepreneurs after profits, is the driving 
power in the market economy. Profit and loss 
are the devices by means of which the consumers 
exercise their supremacy on the market. The 
behavior of the consumers makes profits and 
losses appear and thereby shifts ownership of 
the means of production from the hands of the 
less efficient into those of the more 
efficient. It makes a man the more influential 
in the direction of business activities the 

better he succeeds in serving the consumers. 
In the absence of profit and loss the 
entrepreneurs would not know what the most 
urgent needs of the consumers are. 

It is competition among entrepreneurs for 
differential advantage in discrepant (i.e., less
than-perfectly-informed), heterogeneous markets--a 
competition which aims at satisfying the 
heterogeneous needs and wants of consumers--that 
is at the .core of the market process. 

As Reekie and Savitt (1982, pp. 61-62) point out, 
however, Alderson stops short of adopting a full 
Austrian position. His notion that a business 
firm seeks to discover its own ecological niche, 
for example, is too passive for the Austrians. 
The entrepreneur of the Austrian economists not 
only seeks to occupy a niche within the kaleidic 
market, but also to create it and to expand it as 
the consumer's needs and wants present the 
perceptive entrepreneur with the opportunity. 
Market evolution (the market process, as the 
Austrians put it) is an active process, driven by 
entrepreneur-marketers and their perceptions of 

. need-satisfying opportunities in consumers. 
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Conclusion 

The five questions asked at the beginning of this 
paper can now be answered, based on the 
integrative model of market evolution. 

1. Why do many new retail forms enter on a price 
basis? As continuous or dynamically 
continuous innovations, new retail forms do 
not have the protection from competition that 
a discontinous innovation would have. In the 
competition for differential advantage, low 
price is frequently the most effective tactic 
to adopt. 

2. Why do they trade up? As the heterogeneous 
market changes, consumers need and want more 
and better value for their money. To 
maintain and expand their niches in the 
marketplace, retail entrepreneurs must 
"improve" their "products" or else lose out 
to the competition. 

3. What causes the appearance of new forms of 
retailing? Below average profits of mature 
retail forms combined with the "overadoption" 
of the mature retail form (the satiation of 
wants) by consumers leads perceptive 
entrepreneurs to innovate new forms of 
retailing to better serve the consumers' 
needs and wants. 

4. What drives the market evolution process? It 
is the entrepreneur-marketer's awareness 
(ahead of others) of unsatisfied consumer 
needs and wants and his ability and 
willingness to do something about them. 

5. What causes "strategic windows" to open and 
close? Most market participants are ignorant 
of the unmet consumer needs and wants (or are 
ignorant of how to satisfy the needs and 
wants). This ignorance opens the windows of 
opportunity for entrepreneurs because 



entrepreneurs--who are more alert and 
perceptive than others--innovate and develop 
new technologies to meet the unmet needs. 
Consequently, the entrepreneurs take 
advantage of the opportunity--and, 
eventually, by meeting the needs and wants of 
consumers contribute to the closing of the 
strategic window. In a dynamic setting, 
however, the technological innovation, in 
turn, influences the market by making 
consumers aware of other needs that remain 
unsatisfied; consequently, this leads to more 
open windows of opportunity. 

Thus, entrepreneurship, the search for 
differential advantage in the face of an uncertain 
and discrepant, heterogeneous consumer demand-
guided by anticipations of profit and avoidance
reactions against loss--is the essence of market 
evolution. It is the matching and sorting process 
of entrepreneurs and their responses to consumers 
that constitutes the market. It is entrepreneurs 
who determine the product life cycle curves, the 
stages of the wheel of retailing, and the stages 
of market evolution. According to the Austrian 
economists (and, to a great extent, Alderson), the 
market is a dynamic process and the entrepreneur 
is the at its center. 
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Abstract 

Entrepreneurs and firms continuously seek oppor
tunities for new businesses which may be exploited 
when a market and a product are matched with their 
capabilities to produce desired results (Tregoe 
and Zimmerman 1979). Although finding and recog
nizing an opportunity is largely a creative act, 
some strategies in pursuing opportunities are 
better than others. This article examines strate
gies for finding and evaluating opportunities by 
looking at newness of products, markets and 
technology. 

Dimensions of Newness 

Before evaluating an opportunity, ideas must first 
be located or generated for screening. One basis 
for a potential opportunity is newness. The basis 
for the new business may be one or IIDre of the 
following: 

1) product, 2) market, 3) technology of manufac
turing, 4) distribution channel, 5) prOIIDtional 
and selling techniques, 6) organizational and 
7) financial structure of a firm. 

Each of these dimensions of newness has a range of 
possibilities from the traditional and the state 
of the art to the radical. 

Robertson (1971) has classified new products 
according to their effect on established consump
tion patterns by examining innovation as follows: 

(1) A continuous innovation has the least disrupt
ing influence on established consumption pat
terns. Alteration of a product is aliiDst 
always involved, rather than the creation of a 
new product. 

(2) A dynamically continuous innovation has IIDre 
disrupting effects than a continuous innova
tion. Although it still generally does not 
involve new consumption patterns, it involves 
the creation of a new product or the altera
tion of an existing one. 

(3) A discontinuous innovation establishes new 
consumption patterns and results in previously 
unknown products. 

Technology of manufacturing ranges from minor 
variations of existing processes yielding greater 
productivity such as new work methods, or sources 
of cheaper labour, through new materials or 
machinery to processes that are in no way related 
to the previous technology. For example, advances 
in tooling materials resulted in improvements to 
conventional lathes that permit greater precision 
and speed. However, the use of spark erosive 
machinery is a technique completely unrelated to 
conventional rotating machinery which represents a 
discontinuous innovation in technology. Although 
same products are merely improvements on present 
products and do not represent discontinuous inno
vation, they may require manufacturing technology 
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that is a discontinuous innovation such as quartz 
watches. Newness spans a spectrum from imitation 
through modification to truly creative innovation. 

The chief distinguishing feature in considering 
newness is that the spectrum is not continuous. 
Variations on a theme based on imitation can only 
be carried so far but then improvement of a prod
uct and technology reaches a limit. To achieve 
further improvement requires a major thrust for
ward which is a discontinuous creative innovation 
not related to the previous ones. Major differ
ences in strategy occur when we IIDVe from con
tinuous to discontinuous innovation. 

One way of classifying and thinking about opportu
nities is to look at newness by constructing an 
n-dimensional matrix for each dimension of new
ness. If we consider only two points labelled 
continuous and discontinuous on the scale, we will 
then have 2n cells to examine which is obviously 
very difficult to visualize depending on the value 
of n. 

Many authors (Kotler 1976) have considered a sim
pler 2x2 matrix by looking at only products and 
markets. In examining a 2x2 matrix we find that 
we can develop new businesses by (1) following 
traditional lines and relying on minor changes in 
markets and/or products, (2) developing new mar
kets for existing products, (3) developing new 
products for existing markets, or (4) developing 
new products for new markets. In each case, new 
implies discontinuous change. One of the earliest 
examples of this two-dimensional approach (Johnson 
and Jones 1957) actually treated the two vari
ables, market and product-technology, by dividing 
the axis into "no change", "improvements" and 
"new"~ thereby IIDVing towards a IIDre realistic 
description. 

The product-market approach to growth strategies 
was first outlined by Ansoff (1957) who outlined 
strategies for market penetration, market develop
ment, product development and diversification. 
Since Ansoff's analysis, IIDre detailed classifica
tions of product-market growth strategies have 
been made. These strategies are reviewed and 
extended by Varadarajan (1983) who has superim
posed upon Ansoff's 2x2 matrix Levitt's (1980) 
prescription for increasing sales by: 

(1) PrOIIDting IIDre frequent uses a~~Dng current 
users. 

(2) ProiiDting new uses aiiDng current users. 
(3) Creating new users by expanding the market. 
(4) Finding new uses in new markets. 

Many opportunities are formed around new manufac
turing technologies or new marketing techniques 
and/or a new financial structure of the firm. 
Taking the newness matrix one step further than 
the 2x2 product-market matrix, this paper focuses 
on markets, products and technology of 



manufacturing and considers a 2x2x2 matrix where 

PC = continuous product usage 

P0 = discontinuous product usage 

MC = present market/users 

Mb = new market/users 

TC = existing manufacturing technology 

T0 = new manufacturing technology 

In the opportunity matrix (F igure 1), the cell 
with the least anDunt of uncertainty is cell 1 
where we consider continuous improvements in the 
product and technology of production, and known 
markets. Cell 8 with its radical discontinuous 
changes in technology, a new product that repre
sents new discontinuous usage patterns and unknown 
markets, represents a very ambiguous region with 
high potential payoffs or losses. 

Searching for Opportunities 

In this section we investigate the advantages and 
of each one of the 8 cells in F igure 1. The key 
features of each cell are presented in Figure 2. 

case 1 MC PC Tc 

In this case, no change in consumption or usage 
patterns or the product is required by the con
st.nner. The markets are understood and the tech
nology of manufacturing is state of the art or an 
incremental improvement of the state of the art. 

Strategies for entering this cell depend on find
ing some advantages over incumbents and finding an 
industry where retaliation is likely to be mini
mal. The emphasis is on market penetration 
through manipulation of the elements of the mar
keting mix. Strategies that can be used here 
include: 

(1) Development of a cheaper method of production 
thus offering greater economies. This usually 
means a large investment in plant to produce 
greater economies of scale. Reduced cost of 
production usually helps the producer pene
trate the market by either lowering prices to 
attract customers or by increasing the profit 
margin given to the members of the channel of 
distribution. Under normal circumstances, the 
strategy of spending more money on advertising 
is hindered by loyalty to the existing brands. 

(2) Product differentiation. Higher quality (as 
perceived by the customer) is always a good 
way to carve out a niche in any large oligo
polistic industry. Development of a higher 
quality product seems to be a sound strategy 
for developing new business without vast capi
tal resources. 

Other strategies for developing opportunities 
based on little change in product, market or 
technology include seeking government protection 
against competition from imports. 

case 2 MC PC TD 

In this case we have a revolutionary new technol
ogy capable of making a previous product or 
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improved product. The technology will permit us 
to develop either a much cheaper product and/or a 
vastly superior product. The conditions for pur
suing a strategy of product line extension are 
prevalent. The product will not require any 
changes in user behaviour and the market is well 
developed in the sense that const.nner needs/wants 
as well as const.nner readiness is established. To 
enter this cell of the matrix a superior technol
ogy of production must have been developed. Dis
continuous and innovative designs such as the jet 
plane, rotary engine and electronic ignition 
represent examples of this case. 

These are solutions to well-known product-market 
problems. These breakthrough technologies are 
more viable whenever we have reached a plateau in 
the technology vs time curve. 

Figure of 
merit for 
technology 

Time (year) 

At times before t*, a new technology has limited 
possibilities for acceptance as the present tech
nology is on a linear or exponential growth curve. 
When the growth curve begins to flatten, then the 
industry is ripe for a breakthrough technology. 

A firm looking at the MC P T cell for opportuni
ties should concentrate oncth~ shape of the figure 
of merit vs time curve for the technology invol
ved. Examples of figures of merit include kilo
meter per hour for air travel, lt.nnens per watt for 
illumination, and kilowatt-hours of electricity 
per ton of aluminium in aluminium refining. 

There are several pitfalls in examining such 
curves. When a plateau (knee) of the curve is 
reached, breakthrough in technology may occur in 
many ways. A plot of the efficiency of thermal 
power stations against time would show that in the 
1950s we were at a knee of the curve. The anDunt 
of electrical energy derivable from a similar 
anDunt of thermal energy was stuck at a certain 
percent. This could mean that efficiencies based 
on fuel price (nuclear power) or generating tech
nique (magnetohydrodynamics) could be at a take
off point. Actually breakthroughs in metallurgy 
took place that permitted higher temperatures in 
fossil fuel stations that resulted in a signifi
cant growth in efficiency of conventional fossil 
fuel plants. This set back the acceptance of 
nuclear power. 

MC PC T0 strategies usually require significant 
anDun"""t.s of basic research and large development 
expenses as the technology is progressing from 
laboratory to pilot plant to full-scale produc
tion. With patent protection and proprietory 
knowledge, retaliation by incumbents is limited 
and entry barriers are raised. The key point is 



to develop a technology that offers significant 
advantages over the presently available technology 
that is stuck at a knee on the curve. 

It also seems that development of a significant 
technology at the right time is still no guarantee 
of being able to sell it to users of the old tech
nology - especially if there is a significant 
investment in the previous technology, e.g. BOF 
steel making could not be sold to U.S. steel pro
ducers who continued to rely on the open hearth 
process because they had a significant investment 
in existing technology. 

To be accepted, new technology has to be intro
duced (1) at a time where the existing technology 
has reached a plateau in its efficiency vs time 
curve, i.e. further improvements are marginal at 
best, and (2) by someone who does not have a large 
investment in the previous technology. Introduc
tion will be slow in a monopolistic situation, in 
a more competitive market the new technology will 
be introduced by a newcomer to the industry or by 
the weakest competitors who have the least to lose 
and the most to gain. 

case 3 ~ P0 Tc 

In this case, we start with a given market and 
technology and are asked to develop new products. 
The basic strategy is one of replacement and a 
certain amount of product line extension. 

Market research is not particularly helpful before 
test marketing radically new products. In fact, 
test marketing may be disappointing if we have a 
long diffusion time. This criticism has been 
developed by Tauber (1977, 1979). 

Marketing's task in this cell is to find and 
develop an innovative segment of the market. In 
fact, Kerby (1972) suggests that: 

If sound reasons for a lack of interest are 
not discovered, the marketer is justified in 
repudiating the research findings and pro
ceeding under the assumption sufficient 
demand exists but is awaiting development. 

Products developed using this strategy usually 
require consumer education. A large segment of 
innovators must be found if the product is to be 
viable. It helps when the product that is being 
replaced has reached a plateau in its improvement 
over time. Color TV might have been more quickly 
accepted if it were introduced when perfect black 
and white reception was available. 

Timing of products is important, as the product 
being replaced is more acceptable when there has 
been a steady history of incremental improvements. 
For example, an alternative to the family car 
would find a bigger "innovators segment" now than 
in say 1920 or 1930. Therefore breakthroughs may 
be earmarked by looking at the history of the 
present products. 

More innovators are likely to be found when tech
nology is stuck on its productivity curve. We 
also find consumers resistant to major changes 
when they have a significant investment in the 
previous technology. A firm or industry tied to a 
given manufacturing technology and product 
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configuration will usually not retaliate to a new 
product that will eventually replace it. 

case 4 ~ P0 T0 

This situation calls for the development of truly 
new products (Pn) by employing discontinuous tech
nology (T ) which are to be offered to an estab
lished ma~et. From the point of view of the con
sumer, the difference between this case and Case 3 
may not be significant or even perceivable because 
the consumer, unlike the manufacturer, does not 
really care whether the new product is the result 
of existing or new technology. 

The introduction of refrigerators when ice boxes 
were still quite popular represents an example of 
this case. The revolutionary acceptance of the 
micro and mini computers in the business world and 
home entertainment domain are further examples. 

From the entrepreneur's point of view, especially 
the profit implications of Case 3 versus Case 4 
are significant. In the latter case, both the 
investment requirements of the discontinuous tech
nology (T ) and the synergy and co-ordination 
needed bePween the technical and production capa
bilities far outweigh what is required in Case 3. 
For those firms that can make the necessary 
investment and sustain the innovative spirit to 
provide a series of new products, this is likely 
to be the most profitable position. According to 
a study of 177 companies (Cooper 1979), the single 
most important dimension leading to new product 
success is product uniqueness and superiority fol
lowed by market knowledge. The potential to be 
ranked very high on both of these criteria exists 
for this cell. Any other combination of product 
and technology attributes is likely to be ranked 
lower in terms of uniqueness as imitation becomes 
easier and moving away from M,... towards M,.. is 
likely to affect the risk factor adversely~ithout 
necessarily improving the profit potential. 

This may be the ultimate example of the classic 
situation exemplified by the proverbial "mouse
trap. n In this case, marketers should not be 
overwhelmed by the marketing concept to the extent 
that they wait until a need is expressed by the 
consumer before the new product is launched (Kerby 
1972) • As consumers do not always know what they 
want or are not articulate enough or willing to 
state their reasons and marketing research tech
niques in attitude measurement are not yet fool
proof, marketing should concentrate more on find
ing ways of creating demand and having the product 
accepted rather than judging it a failure too 
quickly merely on the basis of consumer surveys. 

case s r.n Pc Tc 

As illustrated in Figure 1, market extension is 
the key factor in cell V. The general strategy 
implies product repositioning or modification to 
encourage new uses for the product. Selling bak
ing soda as a refrigerator deodorant to those who 
did not purchase it for baking purposes would come 
under this heading. The strategic emphasis is on 
finding new consumer segments who use current 
products of the firm. 

The key characteristics of this strategy (Figure 
2) are low R & D and technology related 



investments and high marketing expenditures so 
that the new positioning efforts will be 
successful. This is more of a marketing activity 
than many of the other alternatives. The litera
ture indicates that if the product is not doing 
well and if it would be difficult to vitalise it, 
the company may do better by positioning it in a 
new market than eliminating it CO!Ipletely. Of 
course, the opportunity costs for the firm and 
existing alternatives will play an extremely 
important role if this strategy is really viable. 

case 6 ~ PD Tc 

Many companies in their regular R & D activities 
develop new products which are by-products of 
other R & D activities. As cell VI indicates, 
there could be new opportunities for the firm in 
new markets for this product. Of course, the most 
attractive feature of this strategy is the fact 
that it does not call for new technology related 
investments (F igur e 2). Although a very attrac
tive profit picture may not be associated with 
this strategy, since the product was developed 
CO!Ipletely in a vacuum, it does not posit a high 
risk situation and, hence, it may be quite attrac
tive for the firm to pursue if it is prepared to 
invest in marketing and fine-tune its production 
and technology interface. In many cases, barriers 
to entry are more likely to be marketing factors 
due to a lack of knowledge by the would-be CO!Ipet
itors than manufacturing considerations as the 
situation represented by PD Tc is very highly 
prone to imitation since current technology is 
being used in offering a product which is not as 
unique as PD TD. 

case 7 ~PC TD 

In this situation we look for opportunities for 
products produced by unconventional technology for 
new markets. Products that fit this category 
include laboratory curiosities where new technol
ogy produces a by-product. An example in the 
chemical industry is Teflon which was produced 
like this. TCNQ is an organic crystalline sub
stance that is a conductor of electricity in one 
direction, a semiconductor in another and an insu
lator in the third direction. No real market has 
yet been found for this class of interesting 
materials. Rollemite bearings and r.bbius strip 
resistors are other examples of products for new 
markets. 

Looking for opportunities in this cell requires 
creative thinking about uses and markets. Unlike 
case 6 above, many new opportunities are detected 
through new technologies for new markets. Here 
the firm keeps its products but uses the benefits 
of new technology in the production of its prod
ucts and markets the products in new markets. 
With the development of micro chips it became very 
easy for the home electronics manufacturers to 
produce TV sets and sound systems substantially 
cheaper than before. They therefore started 
marketing these products in lower income domestic 
markets as well as international markets. While 
the R & D expenditures may be rather low, market
ing and technical investment costs are high 
(Figure 2). 
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case 8 ~ PD TD 

This cell may yield opportunities but we are un
sure of any positive strategy that will inprove 
one's productivity. The development of radically 
new products requiring a new technology and to be 
used in an unknown market is not something that is 
amenable to rational decision-making. 

If the product and technology exist then the bur
den is on marketing to somehow locate innovators. 
Thinking about opportunities in this cell is not 
very helpful. We can dream up first avant garde 
products, or technologies, or new markets. Start
ing with markets - imagine a new world where life 
is based on ammonia rather than water - what prod
ucts and technologies must we develop? 

Primarily this case implies breakthroughs as all 
the costs are high but profit potential is very 
attractive. Additionally, this situation indi
cates that the opportunities both in the long run 
and the short run are very attractive. When IBM 
developed the first conputer it was facing this 
particular situation. While the uniqueness aspect 
of this cell matches that of Case 4, more caution 
must be exercised in judging marketing aspects of 
the situation due to the fact that the market is 
not known. 

Discussion 

This paper examined strategy using newness of 
products, markets and technology as the variables. 
An understanding of newness with reference to the 
concept of continuous versus discontinuous innova
tion along these three dimensions could facilitate 
determination of various expected costs, profit 
potential and the risk factor. Furthermore, it is 
expected that this classification may suggest new 
business opportunities by indicating gaps in the 
market and pointing out the critical factor (s) 
associated with that opportunity. 
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Existing mai:ket Market development 

New opportunities for existing conditions. New opportunities through new mai:kets. 

I v 

New opportunities through extension of New opportunities through new products 
product lines. for new markets. 

III VI 

New opportunities through new teclmology. New opportunities through new teclmology 
for new markets. 

II VII 

New opportunities through new products New opportunities through new products 
develo~d by new technology. develo~d by new teclmology for new 

markets. 

IV VIII 

Figure 2 

'!HE KEY FEA'.ruRES OF THE OPPORI'UNITY .!111\.TRIX CELLS 

R & D Costs Marketing Costs Teclmology Related Invest:rrents Profit Potential Risk Factor 

case 1 low low low low low 
Case2 low rredium high rredium rredium 
Case 3 high rredium low rredium low 
Case 4 high rredium high high high 
Case 5 low high low rredium low 
case 6 high high low n-edium rredium 
case 7 low high high rredium rredium 
Case 8 high high high high high 
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Abstract 

This paper reports the results of a survey designed 
to assess how consumers i perception of' a retail 
store is affected by its competitive position. 
Specifically, two questions were addressed: (1) 
does the traditional assumption that retail compe
tition tends to be intertype appear to be true in 
practice? and (2) what advantages are gained by a 
retailer positioned in a "competition free'·' envi
ronment? }1anagerial implications are presented. 

Introduction 

The environment in which retailers are operating 
is extremely competitive. The intense competition 
retailers face is generally considered to be of 
two types, intertype competition (between dissimi
lar stores; e.g., traditional department versus 
discount department stores) or intratype competi
tion (between similar stores; e.g., traditional 
department stores versus traditional department 
stores). \ilithin this competitive environment, 
however, the notion of competition-free retailing 
has been identified as an emerging concept in re
tail management (Bates, 1977). Competition-free 
retailing occurs when a retailer is positioned in 
markets in which competitors are either limited in 
number or poorly organized. Aside from the 
obvious economic advantages a relatively noncompe
titive environment offers, a number of strategic 
ramifications exist for retailers selection of 
markets in which to compete. In particular, the 
identification of actual competitors is of impor
tance. Knowledge of who their competition is 
allows retailers to better position themselves to 
compete. 

The study presented was designed to answer two 
important questions. First, is the traditional 
assumption that retail competition tends to be 
intratype (Hirschman, 1978) correct? Second, what 
advantages (or disadvantages) does a retailer gain 
from being positioned in a "competition-free" 
environment? 

Background 

The intent of this paper is to investigate how the 
basis of competition affects the advantage gained 
by the retailers involved. More specifically, the 
intent was to identify the actual domain of compe
tition within the department store retail sector 
and to ascertain how the level of competition 
affects consumers' perceptions of competing re
tailers. 

Department store types have been distinguished by 
Hirschman. The classification system developed 
and empirically tested by Hirschman recognizes 
three types of department stores (Hirschman, 1978): 

1. 
2. 

traditional department stores 
natienal chain department stores 
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3. full~line discount department stores 

Traditional department stores are locally owned 
full-line department stores whereas the national 
chains are similar stores such as J. C. Penny's, 
which operate on a national basis. The discount 
department stores are differentiated from the 
national chain department stores on the basis of 
their price structure. Typically, the discount 
department store competes for the lower price -
higher volume business. 

Hirschman (Hirschman, 1978) states that competition 
tends to be intratype, rather than intertype. For 
example, traditional department stores tend to 
compete mainly with other national chain department 
stores; and discount department stores compete with 
other discount department stores. Based upon the 
three department store types, this study evaluates 
the competitive enviornment in two cities to deter
mine the impact on consumers' perceptions of stores. 

The perceptions of the stores were based upon seven 
attributes. These included (1) quality of sales 
people, (2) size of merchandise selection, (3) 
prices, (4) quality of merchandise, (5) merchan
dise display, (6) customer services; such as credit 
availability and return policies, and (7) special 
services; such as home decorating services. The 
selection of these attributes was based on several 
earlier studies (c.f. Arnold, Oum, and Tigert, 
1983; Hansen and Deutscher, 1980). These studies, 
use the same basic criteria utilized in this study 
for evaluating retail image and patronage patterns. 

The Competitive Situation 

Because the investigation presented is designed to 
ascertain whether the assumption that retail compe
tition tends to be intratype is correct and to 
analyze how consumers' perceptions of stores are 
influenced by the level of competition within a 
market, a description of the competitive situation 
in the market examined is necessary. In analyzing 
the competitive environment which is summarized in 
Tabl e l, it is apparent that the traditional de
partment store market in City is "competition
free." There is only one tra~!itional department 
store (TDS 1 four outlets) operating in this market. 
On the other hand, the competitive environment for 
traditional department stores (TDS's) in City2 can 
be considered highly competitive. There are four 
TDS1 outlets operating, which is identical to the 
situation in City1; however, there are eighteen 
outlets of three other TDS's in City2• Therefore, 
City1 fits the definition of Bates' tl977) compe
tition-free environment, if the assumption that 
competition is intratype is accepted. 

The competitive situation in 
department store (NC) market 
similar in City1 and City2• 

the national chain 
can be considered 
In addition, the 



competitive environment in the full-line discount 
department store (DDS) market is also quite simi
lar in City1 and City2• 

Based upon the earlier findings of Bates (1977), 
one would expect consumers to evaluate a specific 
store differently when the competitive environment 
was different. For instance, TDS 1 _is in a "compe
tition-free" environment in City 1 . but a very com
petitive environment in City2• Therefore, you 
would expect the store to be evaluated differently 
by consumers in the two cities on the seven at
tributes investigated. Because no research has 
been published to date which addresses the impact 
of the competitive situation on consumers •· per
ceptions of retailers, no directionality can be 
hypothesized for this difference. 

One is also lead to believe that department stores 
of the same type in similar competitive environ
ments will be evaluated similarly. In this study, 
it was expected that stores of the first national 
department store (NC1) in City1 and City2 would be 
evaluated similarly as would stores of tfie second 
national department store chain (NC2) which also 
had outlets in both cities. There was also one 
full-line discount department store (DDS1 ) which 
had stores located in both cities. The expecta
tion was that these outlets would be equivalently 
perceived in City1 and City2• 

TABLE 1 
AN ANALYSIS OF COMPETITIVE ENVIRONMENTS 

UTILIZING STORE TYPEa 

City 1 

City2 

Traditional 
Depart .. nt 

Fullllnt!Dluount 
D<opart-nt Storu DepartMnt Store& O.par~nt Stont 

'ha11d upon an actual count of the fellow Pase. lhUna:a of the rupeetive dtlea. 

The Research Setting 

The data used in this study was collected as part 
of a larger research project conducted for a 
traditional department store organization with 
locations in three midwestern states, A random 
telephone survey of 313 women was taken. There 
was an approximately equal representation between 
the two cities; 159 cases from City1 , 154 cases 
from City2• An analysis of the demographics of 
the two c1ties reveal that they are very similar. 
The populations of the SMSA's in which City1 and 
City2 are located are 1,093,316 and 1,166,575 
respectively. The population is 84 percent urban 
in City1 and 82 percent urban in City2• Females 
fifteen years or older make up forty percent of 
the population in both cities. Fifty-four percent 
of the females over sixteen are in the labor force 
in both cities. The median household income in 
City1 is $17,316, in City2 it is $18,674. The 
median ages of City1 and City2 are 28 and 29 
respectively (Census of the Population, 1980). At 
the time of this study, total retail sales were 
$5,314,682,000 in City1 and $5,832,336,000 in 
City2• This ranked these two cities 37th and 34th 
nationally in total retail sales, respectively. 
General merchandise sales were $823,484,000 in 
City1 and $816,561,000 in City2 , ranking the 
cities 34th and 35th nationally. Retail sales per 
household were $12,893 in City1 and $13,538 in 
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City 2 (Sales and :Marketing :Management: 1982 Survey 
o;f Buying Power). Given the similarities in the 
demographics of each city, it is reasonable to 
assume that any differences in the ratings of at
tributes between cities should not be credited to 
differences in the characteristics of the two 
cities•· populations. 

Summary of Findings 

As discussed earlier, it was anticipated that our 
findings would support the results of a previous 
study conducted by Hirschman (1978). She found 
that within the department store industry there was 
a tendency toward intratype competition as opposed 
to intertype competition. In the context of the 
present study, this would lead one to believe that 
given similar competitive environments for a speci
fic department store type there should be no sig
nificant differences between the rankings of attri
butes in the two cities. Conversely, when there are 
differences between the competitive environments of 
specific department store types in the two cities, 
the attributes of the store in the competitive 
environment should be perceived differently than 
the store in the "competition-free" environment. 
The results are summarized in Tabl e 2. 

TABLE 2 
STORE ATTRIBUTE VALUES 

, .. , .. ,_,,,_ ..... 
l.::~, '~"'' 

,_.,,. •···~· ...... . ..... 
..... . .... 

,_,,. ...... , ...... .. .. , 
::::::.:. 

Our findings indicated the following: 

- Traditional department stores in the "competi
tion-free" environment of City 1 were generally 
ranked lower on the seven attrlbutes studied than 
traditional department stores in the competitive 
environment of City2 • 

- National chain department stores in City1 were 
ranked significantly lower than national chain 
department stores in City2 on the seven attri
butes studied, even thougfi the competitive 
environments of the national chain department 
stores were viewed as similar between cities. 

-Full line disc::ou~t.department stores in Cit~! 
were ranked s1gn1f1cantly lower than full l1ne 
discount department stores in City2 on the seven 
attributes studied, even though the competitive 
environments of the full line discount depart
ment stores were viewed as similar between 
cities. 

- Department stores in general were ranked lower 
on the seven attributes studied in the less 
competitive environment of City1 than in the 
more competitive environment of City2• 

Traditional Department Stores 

The traditional department store (TDS~) investi
gated operates in a "competition-free environment 



in City • The expectation was that the differences 
in the llcompetitiveness" of the two markets would 
lead to different perceptions of the store between 
the cities. A difference was found; however, 
consumers' perception of the store was lower in 
the "competition-free'' market of City 1 • This 
finding was surprising especially considering that 
the firm is based in City1 and is considered an 
intregal part of that community, 

Several possible explanations for this finding 
were considered. First, the result could be due 
to conceptual differences in the store outlets 
from city-to-city. After interviewing managers 
of TDS1 , this possibility was rejected because the 
four outlets in City1 are each approximately the 
same size as the four outlets in City~, and the 
store layouts and merchandise assortm~nts are also 
nearly identical. 

A second possible explanation considered was pos
sible variations in the demographic and attitudinal 
characteristics of consumers. This was also 
rejected. Demographically the cities are very 
similar, as was indicated earlier in the paper. 
An attitude survey was not incorporated in the 
study, but intuitively the cities appear very 
similar. The cities are 150 miles apart and are 
both typical midwestern cities with dominant service 
-oriented economies, Extreme differences in at
titude>! between the pair of cities is not likely. 

The explanation which seems most likely in the 
context of this study centers on the nature of the 
competition encountered by TDS1 in the two markets. 
In the more competitive environment of City2 , 
TDS 1 's outlets are generally rated higher because 
they are forced to perform more efficiently than 
their outlets in the "competition-free" environment 
of City1 • 

National Chain Department Stores 

In the two markets examined, there were two na
tional department store chains which had outlets 
located in both cities; NC1 , and NC 2• There are 
a total of eleven national chain department stores 
in City (three NC1 's and eight NC2 's). In City2, 
nine national chain outlets were in operation 
(four NC 1 ~s.and fiv: NC2 's). Thi~ ~auld appear to 
suggest sLmLlar ratLngs between cLtLes for the 
national chain outlets due to their relatively 
similar intratype competitive environments. How
ever, the perceptual ratings of the stores based 
upon the seven attributes measured found the 
national chains in City] rated consistenly lower 
than those in City • Tfiese comparisons were 
conducted within c~ains, so the differences cannot 
be explained by dissimilarities between NC1, and 
NC2 outlets. 

The consistenly lower ratings of the national 
chain department stores in City1 (see Tabl e 2) 
might be explained by intertype competition rather 
than intratype competition. As mentioned earlier, 
the intratype competitive environments are very 
similar in each city; however, the intertype en
vironment (as indicated by the difference in the 
total number of stores in each city) is more 
competitive in City2 than in City1 • The lower 
level of competition among department stores in 
general in CLtYl might explain the lower rankings 
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:for the national chain department stores there. 
These findings seem to indicate that the inter
type competitive environment may be a more im
portant factor than the intratype competitive 
environment when evaluating retailing opportuni
ties. 

Full-Line Discount Department Stores 

The findings concerning discount department stores 
are similar to those of the national chain depart
ment stores. It was anticipated that there would 
be little difference in the ratings in the dis
count department stores between cities due to the 
similar intratype competitive environments (see 
Tabl e 1; 39 discount outlets in City1 , 37 in 
City2). Even though the intratype competitive 
environments for the discount department stores 
were similar in both markets, discounters in Cityf 
were again rated lower on all seven attributes 
under consideration. This would seem to indicate 
that intertype competition may again be a more 
important consideration than intratype competi
tion. 

"Competition-Free" Retailing 

The results indicate that "competition-free" re
tailing does not enhance the market strength of 
retailers. In the "competition-free" market 
(traditional department stores) investigated, the 
retailer performance was perceived lower than in 
the competitive environment. This seems to indi
cate that if the consideration of retail compe
tition is limited to the intratype dimension, 
"competition-free" positioning does not enhance 
consumer perceptions. Rather, it appears to be 
associated with less efficient performance, which 
could invite competitors to enter the market. 

Intratype--Intertype Competition 

An alternative explanation for the "competition
free" position effect on retail perceptions may 
be that retail competition is actually intertype. 
The data investigated suggests that this is the 
case. In every intratype comparison, significant 
differences were found between the two cities 
even though none were expected because there were 
no differences in the level of intratype compe
tition. In each case the direction of the dif
ference was the same; the more competitive inter
type market (City2) was perceived to have better 
perfo,rmance. This would appear to suggest that 
the proper competitive comparison level is inter
type. Thus, "competition-free" retail markets can 
exist, but only where there are no or only poorly 
organized intertype competitors. 

Managerial Implications 

"Competition-free" retailing and the level of 
competition within the industry (intratype versus 
intertype) are concepts which have had wide 
exposure in the retail literature (Bates, 1977). 
The success of a "competition-free" positioning 
strategy depends a great deal upon the retailers 
definition of their competitive boundaries. It 
appears that two alternatives exist. Retailers 
might define their competitive boundaries to be 
intratype as recommended by Hirschman (1978), or 
alternatively the relevant competitive boundaries 



can be considered to be intertype. The findings 
presented in this study indicate that an intertype 
definition may be more appropriate because con
sumers appear to consider competition to exist 
across store types. 

If the relevant competitive boundaries in retail
ing are defined to be intertype as indicated, 
there are several implications for retail managers. 
When a new retail market is under consideration, 
all current competitors should be examined. For 
example, a full-line discount department store 
which is contemplating entry into a new market 
should examine all facets of the department store 
market in the proposed environment not just the 
intratype discount sector. When establishing a 
new retail outlet, it is reasonable to assume that 
their are a finite number of consumer dollars to 
be spent. It is, therefore, imperative that re
tailers properly define their competitive bounda
ries. Consumers spend their dollars based upon 
their own set of criteria, not according to how 
someone else defines their options. Thus, re
tailers must define the boundaries of competition 
according to consumers' perceptions of their al
ternatives. This study suggests that consumers 
perceptions do not delineate the level of compe
tition to a narrow basis. Rather, they appear to 
seek their own "best value. 11 

A second implication of this study involves con
sumers perceptions of the efficiency of retail 
outlets. The results presented suggest that the 
retailers operating in the less competitive en
vironment of City1 were perceived as less efficient 
than those in City • In only one case (out of a 
total of 28) was tte performance of a retailer in 
the less competitive City1 perceived as better 
than the performance of retailers in City2• This 
again stresses the importance of intertype compe
tition. It would seem that a new retail outlet 
which defined its competitive boundaries to be 
intertype could be successful in City1 with an 
efficient performance level. In the more compe
titive environment of City 2, where the current 
market entries are perceived to be relatively 
efficient, it would be more difficult to launch a 
successful outlet. 

It is obvious from these results that the proper 
definition of competitive boundaries is not only 
important in identifying potential market oppor
tunities, but also in the designation of appropri
ate retail strategies. Retailers'' product lines, 
store hours, credit policies, price structure, 
advertising, etc., should be influenced by the 
intertype competitive environment, as well as the 
intratype. An inadequate definition of competi
tive boundaries may cause a retailer to miss 
potential opportunities. Knowing ones competition 
from the viewpoint of consumers can help a re
tailer to avoid such mistakes as overpricing, 
inadequate services, and misspecified product 
assortments. Proper definition of competitive 
boundaries helps stores position themselves to 
effectively compete against their "real" compe
tition. 

Conclusion 

It was anticipated that this study of consumers' 
perceptions of retail establishments would verify 
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the intratype nature of retail competition. In
stead, the findings suggest that competitive bound
aries in retailing should be defined as intertype. 
The study indicates that retail managers should 
consider the intertype competitive environment when 
contemplating strategic alternatives, when evaluat
ing new markets, and when choosing positioning 
strategies. It is also suggested that "competition 
-free" environments be evaluated on an intertype 
rather than an intratype basis. 

Limitations 

While this study did not rule out all the plausible 
alternative explanations for its findings, reason
able care was taken to focus the investigation on 
differences in the competitive environment. There
fore, this work should not be taken as conclusive 
proof that a "competition-free" environment is non
existent or that the basis of retail competition is 
strictly intertype. Rather, it suggests that the 
concept of "competition-free" retailing and lim
iting the analysis of retail competition to an 
intratype basis do not appear applicable to all 
retail markets. Retail managers, thus, should 
exercise care in their employment of theseconcepts. 
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Abstract 

The purpose of this paper is to determine if adver
tising in the motor carrier industry has increased 
since the passage of the Motor Carrier Act of 1980. 
A census of sixty-five common carriers was con
ducted through the use of a mail survey. Simple, 
but meaningful, dependent and independent variables 
were established to test several hypotheses. 

Overall, the results indicate that deregulation has 
had very little effect on the use of advertising in 
the motor carrier industry. Even within a deregu
lated environment, demand for transportation 
remains a derived demand. Apparently, advertising 
efforts are not likely to stimulate primary demand 
for motor carrier service. 

Introduction 

Prior to congressional enaltment of the landmark 
Motor Carrier Act of 1980, motor carriers basi
cally marketed their freight services through 
personal sales efforts. 2 Carrier marketing pro
grams were, in effect, personal sales efforts 
directed toward end-use market segmentation; a 
practice which at best can be euphemistically 
termed "marketing." Obviously, this pervasive 
industry practice fails to conform with the concep
tual framework of marketing found in the litera
ture. 

Carrier marketing efforts were narrowly constricted 
for a variety of sensible institutional reasons. 
First, operating routes and rates were for the most 
part fixed. Secondly, freight service is essen
tially a "wholesale" activity as opposed to 
passenger service which is essentially a "retail" 
activity.3 Thirdly, transportation demand is a 
derived demand functionally dependent upon changes 
in industrial production and ergo, is relatively 
price ~nelastic when examined on an aggregrate 
basis. Fourth, transportation output is 

1u.s. Congress, Public Law 96-296 (July, 1980). 

2see Grant M. Davis, Martin T. Farris, and Jack J. 
Holder, Jr., Management of Transportation Carriers 
(New York: Praeger Publishers, Inc., 1978), 
p. 160. 

3Roy J. Sampson, Martin T. Farris, and David L. 
Shrock, Domestic Transportation: Practice, Theory, 
and Policy, 5th ed., (Houghton-Mifflin Co., 1985), 
p. 109. 

4A majority of empirical studies reveal that trans
portation demand is relatively price inelastic when 
examined on an industry basis. See George W. 
Wilson, Transportation Economics Analysis of Inter
city Freight Transportation (Bloomington, IN: 
Indiana University Press, 1980), chapter 1. 
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ton-mile - and hence, difficult to homogenous 5 - a 
differentiate. 6 Fifth, and lastly, transportation 
dec is ion-makers are difficult if not im7osfiible to 
identify relative to carrier selection. In short, 
the common carrier segment of trucking was treated 
as a classical public utility even though its 
economic characteristics were somewhat incongruent 
with other public utility enterprises. 8 

Since 1980, the motor carrier industry has under
gone rather dramatic restructuring, a process 
continuing to this day. Liberalized entry and 
route restriction elimination has resulted in a 
plethora of new carriers - over 12,0009 - entering 
this finite market, but the majority of these new 
firms are special commodity truckload carriers or 
subsidiaries of existing carriers. Rates still 
have to be published in tariffs and complied with, 
and no price changes can be made in less than 30 
days except under special circumstances.10 Even 
though the industry is undergoing dramatic 

5For an indepth analysis of the putative homo
geneity of the "ton-mile," consult George W. Wil
son, Essays on Some Unsettled Questions in the 
Economics of Transportation (Bloomington, IN: 
Foundation for Economics and Business Studies, 
1962), chapter 2. 

6Third degree price discrimination is one of many 
methods employed that differentiate ton-mile for 
individual consignments; see Grant M. Davis and 
Linda J. Combs, "Some Observations Regarding Value 
of Service Pricing," Transportation Journal, Vol. 
14, No. 3 (Spring, 1975), pp. 49-55. 

7why shippers selected a given carrier is difficult 
to quantify. In many instances, difficulty is 
encountered when attempting to truly determine the 
individual in a given organization who actually 
makes this decision. Tardiff, and Bram Johnson, 
"Shippers' Preferences for Trucking Services: An 
Application of the Ordered Logit Model," Pro
ceedings - 23rd Annual Meeting Transportaticffi" 
Research Forum, Vol. XXIII, No. 1 (Oxford, IN: The 
Richard B. Cross, Co., Inc., 1982), pp. 195-201. 

8see Alfred Kahn, Economics of Transportation, Vol. 
11 (New York: John Wiley and Sons, 1970), pp. 
178-186. 

9u.s. Congress, House of Representatives, Sub
committee on Surface Transportation of the 
Committee on Public Works, Motor Carrier Act of 
1980- Oversight, hearings, (October 23, 1983), 
pp. 1-40. 

1049 CFR 1307.45. 



restructuring and earnings are presently low, 1 1 
carrier marketing strategies continue focusing on 
market coverage and terminal placement, with 
primary emphasis remaining on personal sales ser
vice efforts rather than any careful integration 
of price, promotion, and distribution strategies.12 

Given the climatic impact of regulatory reform on 
the industry, one would expect firms to employ 
strategies other than price discounting, market 
coverage, and terminal placement in the freight 
industries. Obviously, advertising has not been 
employed extensively by the industry prior to 1980. 
Even though the product appears homogenous, the 
presence of an almost infinite number of published 
prices suggests massive and successful attempts to 
achieve product uniqueness.13 Informative adver
tising, moreover, would appear to be appropriate 
in the case of motor freight service because it not 
only increases competition, but if successful can 
inject elasticity in the demand curve, reduce 
prices, and increase revenues for the successful 
practitioner. 14 

Purpose of the Study 

Because of the dynamic nature of trucking brought 
about by liberalized market entry and price 
freedom, the primary purpose of this paper is to 
tentatively evaluate the use of advertising by 
motor carriers in the new market environment. 
Unfortunately, as the reader will note, the results 
were not promising, i.e., the extent of widespread 
product advertising in the wholesale freight mar
kets is questionable. To be more precise, the 
specific purpose of this paper is to determine if 
carrier advertising has increased since the passage 
of the Motor Carrier Act of 1980. 

With all of the regulatory changes which have 
occurred in the motor carrier industry, it is 
important to determine the effect that deregulation 
has had upon the firm's marketing efforts. Of 
particular interest to marketing executives would 
be changes in the use of advertising since deregu
lation. 

The demographic and attitudinal variables to be 
examined include frequency of freight service 
advertising, whether or not an advertising agency 
is employed, perceived importance of the available 
various advertising media used,15 and, more impor
tantly, whether or not a carrier's advertising 
practices have changed since regulatory reform. 
Other important marketing constructs such as per
sonal sales are ignored, for the purpose of this 

11Irvin Silberman, statement before the House Sub
committee on Surface Transportation of the 
Committee on Public Works, U.S. Congress (October 
23, 1983). 

12navis, et.al., loc.cit. 

13navis and Combs, loc.cit. 

14see William J. Stanton, Fundamentals of Mar-. 
keting, 3rd ed. (New York: McGraw-Hill Book Co., 
1971)' p. 535. 

15supra, note 12. 
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paper as previously stated focuses upon carrier use 
of advertising. No attempt is made, moreover, to 
classify advertising ~ se either on a manipula
tive or informative basis~6 Lastly, these 
carriers' primary businesses are in the wholesale 
freight area, not the retail passenger segment of 
the domestic transportation industry where the use 
of advertising is pervasive. 

Methodology Employed 

Since the purpose of this analysis is to identify 
and profile the use of advertising by firms in the 
motor carrier industry, a basic research instrument 
sufficient to accumulate the necessary data was 
essential. In this regard, simple but meaningful 
dependent and independent variables were concur
rently employed to constitute a base for the subse
quent research methodology and subsequent tests of 
hypotheses. 

In order to test certain hypotheses, a census was 
taken of common carriers listed in the Standard and 
Poors Directory. 17 In this particular census 

·sixty-five common carriers are listed in the direc
tory and, hence were selected to form a census for 
examination and testing of hypotheses regarding 
carrier reliance or emphasis upon the use of adver
tising. 

One dependent variable of the study was established 
as "perceived effectiveness of the firm's adver
tising efforts," while a second dependent variable 
was established as the "respondent's perceived 
change in the use of advertising since the passage 
of the Motor Carrier Act of 1980." The independent 
variables which were measured in the study included 
both demographic and attitudinal variables. More 
s.pecifically, the independent variables were: 
(l) frequency of advertising; (2) use of an adver
tising agency; and, (3) media preferences. From a 
pure classification perspective, moreover, adver
tising was considered to be informative in nature. 

Hypotheses and Results 

In order to facilitate presentation, the hypotheses 
to be tested in this manuscript are stated in the 
null form, and each statement of the hypothesis is 
followed by a pithy explanation of the findings. 
Lastly, the .05 level of significance was employed 
for all testing of statistical significance. 

H1 There is no significant difference 
between those freight companies which 
perceive freight service advertising 
as being effective and those com
panies which perceive it as being 
ineffective, with respect to how often 
freight service advertising is used. 

16A11 carrier advertising efforts were assumed to 
be of the informative type. 

17Although other listings of carriers are available 
for sampling purposes, Trines, ad infinitum, Stan
dard and Poor's grouping provides a census of dif
ferent types of motor carrier rather than just 
common, contract, exempt, and private; a classifi
cation schema that is not as important as before 
1980. 



The t-test revealed that at the .05 level, there 
was no significant difference between freight com
panies perceiving advertising as being effective 
and those perceiving it as being ineffective, with 
respect to frequency of advertising. On the aver
age, both groups advertised more on a monthly or 
quarterly basis, but neither advertised more fre
quently or less frequently than the other. These 
observations are reflected in Tabl e 1. 

TABLE 1 
FREQUENCY OF ADVERTISING PLACEMENT 

FREQUENCY OF 
ADVERTISING PLACEMENT 

Weekly 

Monthly 

Quarterly 

Other 

TOTAL PERCENT 
OF OCCURRENCES 

3.8 

38.5 

23.1 

34.6 
100.0 

2 Tail T-Test Probability = .335* 

*This is the 2-tail t-test probability when com
paring those freight companies which perceive 
freight service advertising as being effective and 
those which perceive it as being ineffective. 

H2 There is no significant difference 
between those freight companies which 
perceive freight service advertising 
as being effective and those which 
perceive it as being ineffective, with 
respect to whether or not an adver
tising agency is commissioned to 
develop and place the advertising. 

Tabl e 2, moreover, reveals in the t-test that there 
was a significant difference between the two groups 
at the ,05 level. Those freight companies that 
perceived freight service as being effective used 
advertising agencies significantly more than those 
who did not perceive advertising to be effective. 
This might indicate that advertising agencies do 
a better job of freight service advertising than 
"in-house" advertising given the general industry 
feelings that "wholesale" advertising has little if 
any impact on revenues; hence, the usage of outside 
agencies is more prevalent than in-house adver
tising. This particular finding is not surprising 
simply because freight carriers that use adver
tising are more apt to seek "outside" assistance 
because of an inability or perceived luxury of 
maintaining an "in-house" advertising capability. 
Arkansas Best Freight, for example, has one execu
tive responsible for public relations and one of 
his many responsibilities is advertising. This 
firm, an inordinately large advertiser by motor 
freight carrier standards, uses outside agencies 
for all advertising programs. 
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TABLE 2 
EMPLOYMENT OF ADVERTISING AGENCIES 

BY FREIGHT COMPANIES 

ADVERTISING AGENCY 
IS EMPLOYED 

TOTAL PERCENT 
OF OCCURRENCES 

Yes 

No 

61.5 

38.5 
100.0 

2-Tail T-Test Probability= ,001* 

*This is a 2-tail t-test probability when comparing 
those freight companies that perceive freight ser
vice advertising as being effective and those that 
perceive it as being ineffective. 

H3 There is no significant difference 
between those freight companies who 
perceive freight service advertising 
as being effective and those that 
perceive it as being ineffective, 
with respect to the importance of the 
newspaper as a medium for advertising. 

The t-test revealed that those freight companies 
having a favorable perception of the effectiveness 
of advertising had a significantly stronger pref
erence for newspaper advertising than did those 
companies having an unfavorable perception of the 
effectiveness of freight advertising. In other 
words, newspapers were significantly more important 
to the companies perceiving freight advertising as 
being effective as an advertising medium; an obser
vation is illustrated in Tabl e 3. 

TABLE 3 
MEDIA PREFERENCE OF FREIGHT SERVICE ADVERTISERS 

TOTAL PERCENT* 2-TAIL>'< T-TEST 
MEDIA PREFERENCE OF OCCURRENCES PROBABILITY 

Newspaper 50.1 .034 

Magazine (General) 47.2 . 461 

Spot Radio 24.1 .457 

Television 19.2 .215 

Direct Mail 89.5 .156 

Trade Journals 96.2 .009 

*All freight service advertisers use multiple 
media. 

**This is the 2-tail t-test probability when com
paring those freight companies that perceive 
freight service advertising as being effective 
and those that perceived advertising as being 
ineffective. 

R4 There is no significant difference 
between those freight companies which 
perceive freight service advertising as 
being effective and those which perceive 
it as being ineffective, with respect to 
the importance of magazines, radio, tele
vision and direct mail, as media for 
advertising. 



As shown in Tabl e 3, the t-tests on magazines, 
radio spots, and networks all revealed no signifi
cant difference between freight companies who 
perceived advertising as being effective and those 
who perceived it as being ineffective, with respect 
to the preference of each of the above mentioned 
advertising media. That is, neither group attached 
any more importance to the use of magazines, the 
use of radio, the use of television or the use of 
direct mail for advertising purposes than did the 
other group. Newspaper and magazine preference 
reveals the industrial goods nature of trucking 
rather than any strong perception of the effective
ness of any given medium. Many of these media 
efforts, moreover, are more public relations 
measures than any serious attempt to gain product 
uniqueness. 

H5 There is no significant difference 
between those freight companies which 
perceive freight service advertising 
as being effective and those which 
perceive it as being ineffective, 
with respect to the importance of the 
use of trade journals as an advertising 
medium. 

The t-test revealed that freight companies per
ceiving freight service advertising as being 
effective attached a significantly stronger pref
erence for the use of trade journals than those 
companies who perceived freight advertising as 
being ineffective. Again, as was found with news
papers, the companies perceiving freight service 
advertising as being effective attached more 
importance to the use of trade journals than the 
other group of companies; an observation revealed 
in Tab le 3. Trade journal advertising moreover, 
would be expected given the intangible nature of 
products sold and its market, i.e., ton-miles and 
wholesale markets. 

H6 There is no significant difference 
between those freight companies which 
perceive freight service advertising 
as being effective and those which 
perceive it as being ineffective, with 
respect to the effect of deregulation. 

Tabl e 4 data reveals that the t-test showed no sig
nificant difference between the companies having a 
favorable impression of advertising effectiveness 
in the freight service industry and those with an 
unfavorable impression of ·advertising effective
ness, with respect to the effect of deregulation. 
That is to say, a majority of both groups were 
forced to change their advertising practices since 
deregulation, but neither group changed signifi
cantly more than the other. One partial explan
ation to this observation may be the administrative 
deregulation by the ICC that occurred from 1978 
until 198018, a trend that ultimately resulted in 
the Motor Carrier Act of 1980. 

18Between 1975 and 1980, the motor carrier industry 
was partially deregulated through a series of Ex 
Parte decisions rendered by the U.S. Interstate 
Commerce Commission. For evaluation of these Ex 
Parte activities, see Grant M. Davis, Motor Carrier 
Economics, Regulation, and Operation (Washington, 
DC: The University Press of America, 1981, 
~hapter 6. 
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TABLE 4 
PERCEIVED CHANGES IN USE OF ADVERTISING SINCE 

DEREGULATION OF MOTOR CARRIER INDUSTRY 

PERCEIVED CHANGES IN 
ADVERTISING SINCE DEREGULATION 

Definite Change 

No Change 

TOTAL PERCENT 
OF OCCURRENCES 

73.1 

2-Tail T-Test Probability= .609* 

*This is the 2-tail t-test probability when com
paring those freight companies that perceive 
freight service advertising as being effective and 
those that perceive it as being ineffective. 

The remaining hypotheses arid accompanying tables 
are analyzed to determine if a statistically sig
nificant difference exists between those freight 
service companies which have changed their adver
tising practices since 1980 and those companies 
which have not changed their advertising practices, 
with respect to selected demographic and attitu
dinal factors. 

H7 There is no significant difference 
between those freight service companies 
which changed their advertising practices 
after deregulation and those companies 
which did not change, with respect to 
how often they advertise. 

As shown in Tabl e 5, the t~tests revealed no sig
nificant differences between companies which had 
changed their advertising practices since deregu
lation and those which had made no such changes, 
with respect to frequency of advertising (p=.657). 
That is, both groups advertised mostly either 
monthly or quarterly, and neither group used one 
advertising period significantly more (less) than 
the other. 

H8 There is no significant difference 
between those freight service companies 
which changed their advertising prac
tices after deregulation and those which 
made no such changes, with respect to 
whether or not an advertising agency was 
commissioned to develop and place com
pany advertising. 

The t-test revealed no significant difference 
between the two groups with respect to whether or 
not an advertising agency was used (p=.252). The 
group of companies which had changed advertising 
practices since 1980 showed a slightly stronger 
tendency to use advertising agencies, but not a 
significantly stronger preference. 

H9 There is no significant difference 
between those freight service companies 
which changed their advertising prac
tices since deregulation and those which 
did not change, with respect to media 
preference. 

The t-test revealed no significant difference 
between the two groups of companies with respect to 
the importance of preference of advertising media. 
This means that both groups attached the same 



amount of importance to the use of newspapers 
(p=.925), magazines (p=.079), radio (p=.207), tele
vision (p=.076), trade journals (p=.229), and 
direct mail (p=.097) as advertising media. Thus, 
regardless of whether a company changed advertising 
practices since 1980, the various media used to 
advertise did not change in importance. These 
results support earlier observations regarding 
homogeneity of products produced by members of the 
motor carrier industry, as well as the existing 
dichotomy in the industry between those firms 
committed to advertising and those refraining from 
the practice. 

H10 There is no significant difference 
between those freight service com
panies which changed their advertising 
practices since deregulation and those 
which have not changed, with respect 
to perceived effectiveness of freight 
service advertising. 

As shown in Tab le 5, the t-test revealed no signif
icant difference between the two groups of freight 
service companies, with respect to perceived 
effectiveness of advertising. More specifically, 
the group of companies which had increased adver
tising practices since 1980 perceived freight 
service advertising to be slightly more effective 
than the group which had not changed advertising 
practices, but not significantly more effective. 
In short, deregulation has levied only a miniscule 
effect on perceived advertising effectiveness. 

TABLE 5 
PERCEIVED EFFECTIVENESS OF FREIGHT 

SERVICE ADVERTISING 

PERCEIVED EFFECTIVENESS OF TOTAL PERCENT 
FREIGHT SERVICE ADVERTISING OF OCCURRENCE 

Effective ,654 

Ineffective .346 

2-Tail T-Test Probability .425 

Summary of Findings 

Advertising by motor carriers before 1980 was not 
used extensively except by a minority of carriers 
in the industry. Industry members relied almost 
entirely upon personal sales efforts in lieu of 
advertising simply because of the nature of the 
product produced and marketed: a perceived homog
enous ton-mile. Most advertising was and remains 
institutional because of the "wholesale" nature of 
the business, i.e., industrial goods market. The 
primary purpose of this research effort was to 
measure the impact of the Motor Carrier Act of 1980 
on carrier advertising efforts, a landmark act that 
liberalized market entry, route structure, and 
price. Not surprisingly, given the restructured 
industry, advertising effectiveness has not 
appreciated in terms of acceptance or usage by 
carriers. 

When comparing freight companies respondents who 
perceive freight service advertising as being 
effective to those companies perceiving freight 
service advertising as being ineffective, 
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£elatively few differences were discovered. 
Companies perceiving freight service advertising 
as being effective were found to make greater use 
of advertising agencies to develop and place their 
advertising. With respect to advertising media, 
this same group had stronger preference for news
paper and trade journals, but neither group had 
stronger preferences for the use of magazines, 
radio, networks, or direct mail. 

Also, neither group had a stronger preference for 
how many times freight service advertising was used 
(both advertised more on a monthly or quarterly 
basis). Finally, both groups had changed their 
advertising practices since deregulation, but 
neither group had changed significantly more than 
the other. When those freight service companies 
which had changed their advertising practices since 
deregulation were compared to those freight service 
companies which had made no changes with respect to 
selected demographic and attitudinal factors, no 
significant differences were found between the two 
groups. 

Overall, it would appear that deregulation has had 
very little effect on the use of advertising in the 
motor carrier industry. Even with deregulation, 
the demand for transportation remains a derived 
demand and focuses upon industrial goods, and 
advertising efforts are not likely to stimulate 
primary demand for motor carrier service. Con
tinued research in this area, may, however, reveal 
more extensive use of advertising by general 
freight carriers as restructuring of the industry 
intensifies during the next five years. 

References available upon request from authors. 



THE COOPERATION-CONTROL RELATIONSHIP IN A FRANCHISE CHANNEL 

Stanley D. Sibley, University of Wisconsin Oshkosh 

ABSTRACT 

The relationship between cooperation in the 
distribution channel and member control over busi
ness policies was investigated in a franchise 
channel for farm implements. The results indi
cated that control over pricing and terms and over 
service capability were positively related to the 
perceptions of cooperation and that control over 
dealer operations was negatively related to 
cooperation. In specific, as dealers perceive to 
have greater (less) control over the relevant 
decision issues, their perceptions of cooperation 
increase (decrease). 

PURPOSE OF STUDY 

In distribution channels, cooperation is a 
requisite for firms to function smoothly and 
effectively in performing the necessary tasks 
(Robicheaux and El-Ansary 1976-1977). Yet, other 
than for a few studies cooperation has received 
relatively minor attention by channel researchers. 
The purpose of this study is to investigate the 
relationship between cooperation and control of 
major decision areas in the channel. 

COOPERATION 

The research on cooperation in distribution chan
nels has focused on relationships with perfor
mance, satisfaction, and the sources of power. 
One study indicated that cooperation outperformed 
conflict in explaining differences in performance 
by channel members (Pearson and Monoky 1976). 
However, the relationship between cooperation and 
performance can be modified by the type of perfor
mance measure, resulting either in a positive 
function or aU-shaped function (Brown 1979). 
Limited evidence suggested that perceptions of co
operation can lead to feelings of satisfaction 
(Dwyer 1980). Other research provided support 
that the noncoercive. power sources are related 
positively to cooperation, and the coercive power 
sources were unrelated to it (Sibley and Michie 
1982.) 

CONTROL 

The control over business policies in the distri
bution channel has been hypothesized to be the 
major contributing factor in explaining the level 
of cooperation existing in member relationships 
(Robicheaux and El-Ansary 1976-1977). Very little 
attention has focused on the control over issues 
of another channel member as an explanatory vari
able; instead, channel researchers have tended to 
use the sources of power as explanatory variables 
(Hunt and Nevin 1974; Lusch 1976; Wilkinson 1979; 
Sibley and Michie 1981). Two studies supported 
the relationship between control and some of the 
sources of power (Etgar 1978; Wilkinson 1979). 
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THE PROBLEM 

The problem investigated is whether indeed the 
control over business policies in the channel 
contributes to explaining the level of coopera
tion existing in the channel. In specific, the 
greater the control over the issues by dealers, 
the greater the perceived cooperation will be 
found in the channel. The rationale for this 
hypothesis is that the autonomy from having con
trol over one's destiny would result in greater 
perceived cooperation than in those situations 
whereby another channel member would have con
trol. 

THE SAMPLE 

The data to test the hypothesis were collected 
from a national survey of franchised dealers of a 
farm implement manufacturer. A mail question
naire with a cover letter was sent to 419 dealers 
with a follow-up mailing to nonrespondents in 
1983. For this analysis, 203 questionnaires were 
usable. 

METHODOLOGY 

The level of cooperation in the channel as per
ceived by the dealers was measured on a 5-point 
scale with the points designated as "No 
Cooperation," "Little Cooperation," "Some 
Cooperation," "Much Cooperation," and "Great 
Cooperation." A high score indicated "Great 
Cooperation." This scale was used to measure the 
cooperation for each of 20 business policies 
found through a literature review, interviews 
with representatives from the manufacturers and 
dealers, and a pretest with dealers. These items 
are given in Figure 1. The scores across the 20 
items were summated to derive an overall coopera
tion score. An item analysis correlating each 
item with the overall score showed correlations 
of .60 or better. The alpha coefficient was 
.977. The correlation between the cooperation 
index and a single measure of general cooperation 
was .538. 

Control was measured on a 5-point scale with the 
points described as "Manufacturer Has Almost Com
plete Control," "Manufacturer Has More Control 
Than the Dealer," "Manufacturer and Dealer Share 
Control About Equally," "Dealer Has More Control 
Than The Manufacturer, 11 and "Dealer Has Almost 
Complete Control. 11 The higher score was repre
sentative of the "Dealer Has Almost Complete Con
trol. 11 Control was measured over the same busi
ness policies since it was hypothesized to be 
issue specific (Robicheaux and El-Ansary 1976-
1977). These measures were then subjected to a 
varimax rotated factor analysis resulting in 
three major factors. The items and corresponding 
factor descriptors are given in Figure 1. 



FIGURE 1 

THE ITEMS INCORPORATED INTO EACH VARIABLE* 

COOPERATION 

Office recordkeeping sys
tem 

Local advertising expendi
tures 

Inventory requirements for 
new machinery 

Inventory requirements for 
parts for servicing 

Stocking of competing lines 
Stocking of complementary 

lines 
Sales calls on customer~ 
Service calls on customers 
Working capital requirements 
Credit policies 
Pricing policies for new 

machinery 
Pricing policies for parts 

OPERATIONS 

Office recordkeeping 
system 

Space allocation 
within the business 
facility 

No. of salespeople 
No. of mechanics 
Hours of operation 
Remodeling and ex-

pansion of the 
business facility 

Pricing policies for 
service work (non
warranty) 

SERVICING CAPABILITY 

Pricing policies for service Inventory require-
work (nonwarranty) ments for new 

Pricing policies for war- farm machinery 
ranty service work Inventory require-

Space allocation within ments for parts 
the business facility Stocking of competing 

Sales promotion displays lines 
No. of salespeople Stocking of complemen-
No. of mechanics tary lines 
Hours of operation Sales calls on custo-
Remodeling and expansion mers 

of the business facility 

PRICING AND TERMS 

Pricing policies for 
new farm machinery 

Pricing policies for 
parts 

Pricing policies for 
warranty service 
work 

Credit policies 
Sales promotion dis

plays 

*Control items excluded because of loading at .40 
or higher on more than one factor were local 
advertising expenditures, service calls on cus
tomers, and working capital requirements. 

THE RESULTS 

The purpose of this research was to study the 
level of cooperation in the channel and the con
trol over business policies of the dealer as 
perceived by the dealer. One appropriate method 
is regression analysis. The results are given in 
Tab le 1. The regression equation is significant 
beyond the .001 level, accounting for nearly 15 
percent of the variation in cooperation. 
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TABLE 1 

THE RESULTS FROM THE REGRESSION MODEL 

COOPERATION = (OPERATIONS, SERVICE CAPABILITY, 
PRICING/TERMS)* 

Explana- Unstandard- Standard- "t" Sign. 
tory ized ized Values Level 
Vari- Regres- Regres- II 
ables sion Co- sion Co-

efficients efficients 

Constant 2.491 

Pricing and 
Terms .056 .345 4.95 .001 

Service 
Capability .039 .157 1.91 .050 

Operations -.031 -.145 1.80 .100 

*Multiple R = .383; R-Squared = .146 
# Significance level is for a one-tail if the sign 

were in the hypothesized direction; otherwise a 
two-tail test was used. 

The test of the hypothesis was whether there was 
a positive sign and a statistically significant 
standardized regression coefficient for each of 
the explanatory variables. The two variables on 
pricing and terms and on service capability were 
significant at the .01 and .05 levels, respec
tively. The final variable on operations had a 
negative sign and a significance level of .10. 

CONCLUSIONS 

The regression results support a modest rela
tionship between the control over issues by a 
channel member and the cooperation level per
ceived in the channel. Control over pricing and 
terms and over service capability by the dealer 
contributed to the perceptions by the dealer of 
greater cooperation in the channel. From the 
dealer's perspective, the dealers controlled 
pricing and terms and service capability which 
have a strong influence on the profitability and 
competitiveness of the dealers in selling farm 
machinery. 

The control over operations, however, was per
ceived to be the manufacturer rather than the 
dealer and acted as adverse affect on the per
ceived level of cooperation in this channel. One 
reason for this finding might be the loss of 
autonomy felt by the dealer from the manufacturer 
requiring specific standards to be met in the 
dealer's operations. One channel member model 
(Robicheaux and El-Ansary 1976-1977) suggests that 
both control over issues and autonomy can be in
fluencers on the degree and nature of cooperation 



in the channel. Another reason for this finding 
might be the dealers' perceptions of forced 
cooperation which is inconsistent with the 
spirit of cooperation and working together toward 
mutually desired goals. 

The results to the manufacturer in this channel 
provide useful insight on the management of 
cooperation and its level in the channel context. 
If the manufacturer seeks less (more) control over 
the business policies of the dealers, the manufac
turer can increase (decrease) the perceived 
cooperation in the channel. Whether the manufac
turer desired to increase or decrease its control 
over the issues might well be determined by the 
existing level of cooperation found in the chan
nel, by competitive intensity found in the 
industry, general industry conditions, and the 
opportunities to gain an advantage over its 
dealers or other channel systems. Generally, when 
the level of cooperation in the channel is low to 
moderate, the strategy to increase channel 
cooperation could be considered theoretically best 
since it would be hypothesized that greater 
cooperation would be associated with greater chan
nel member satisfaction and higher channel system 
performance. However, if the manufacturer had a 
narrow perspective of the channel and viewed its 
dealers as simply buyers, it might attempt to use 
its position to take greater control over their 
business policies in attempting to enhance its own 
profitability while disregarding the profitability 
of the dealers. Also, competitive intensity in 
the channel and adverse economic conditions might 
force the manufacturer to become more involved in 
dealer problems and to control more business poli
cies for the purpose of helping its dealers to 
survive. 

This study has several limitations. The findings 
are limited to one manufacturer and its dealer 
network, to franchised dealers, and to the farm 
implement industry. Also, only the perceptions of 
dealers were analyzed on the perceived cooperation 
and control over business policies in the channel. 
The dealers' perceptions, particularly on control 
over issues, may not reflect reality due to per
sonal bias or to the lack of perceiving the 
methods the manufacturer might be using for exer
cising control. 

In the future, more research should be centered on 
the degree and nature of cooperation in the 
distribution channel as they affect behavioral 
relationships since cooperation appears to be a 
valuable variable in helping to undersand channels 
and their members but needs further confirmation 
across different channel situation and industry 
structures. Also, the managing of the level of 
channel cooperation by one or more members, given 
the channel situation and industry structure, 
needs investigation to determine how it influences 
channel system performance and member performance. 
Future research on channel control could focus on 
the control measurement in trying to derive a 
better operational measurement or on the issues 
controlled by either or neither party in the rela
tionship. The operational measure of asking "who 
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controls to what degree on a business policy" may 
not capture the true relationship existing be
tween two channel members concerning the channel 
issues affecting customer relations and channel 
performance. A different research undertaking is 
to challenge the concept of business policies as 
the focal point for control and seek a more rele
vant set of variables for measurement. One or 
both of these approaches might be fruitful since 
the research findings on the control over channel 
issues have provided modest results and insight 
at best. 
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STRATEGIC INTERORGANIZATION MANAGEMENT: AN APPROACH FOR EVALUATING THE 
IMPACT OF NEW TECHNOLOGIES ON DISTRIBUTION CHANNEL STRUCTURES AND 

RELATIONSHIPS 

Adel I. El-Ansary, The George Washington University 
Patricia B. Fox, SRA Technologies, Inc. 

Abstract 

Members of distribution channels for goods and ser
vices are facing a major technology-based upheaval 
caused by the computer and telecommunications revo
lution of the 1980s. So far, many of the effects of 
the new technologies have not been fully capitalized 
on by distributive institutions. Indeed, channel 
members lack a systematic framework for assessing 
new technologies and assimilating them into the 
vertical marketing structure, i.e., the marketing 
channel. The objective of this paper is to provide 
channel members with a framework that will allow 
them to assess emerging technologies from their own 
unique positions and perspectives. The approach is 
Strategic Interorganization Management, an analytic 
technique developed to improve the performance of 
vertical marketing systems in the delivery of ser
vice outputs desired by organizational users and 
final consumers. The Strategic Interorganization 
Management Approach involves three processes or 
stages. 

I. Environmental Scanning: at this stage a 
channel member must: 
(a) Monitor and scan the environment to 

determine changing customer, user,and 
consumer requirements, competitive 
trends, and emerging technologies. 

(b) Define evolving synergies as a result 
of the emerging trends and classify 
these synergies as environmental op
portunities and threats. 

II. Intraorganizational Assessment: at this 
stage a channel member must examine the 
mission_, .. s.tr.ep.J::,ths, weaknesses, and values 
of the key executives in the organization 
to articulate the organization's potential 
in: 
(a) Capitalizing on opportunities, 
(b) Fending off threats, and 
(c) Transforming threats,into opportunities. 

III. Interorganizational Linkage Development: 
at this stage the channel member must exa
mine the interorganizational linkages and 
synergies that may lead to enhancement of 
the intraorganizational mission by enabling 
the organization to capitalize on opportuni
ties and fend off threats by joining other 
channel members in new or modified channel 
arrangements designed to enhance its effect
iveness and efficiency in the delivery of 
outputs desired by users, customers, and 
final consumers. 

In this paper, the authors illustrate the application 
of the Strategic Interorganization Management App
roach to the evaluation and assimilation of the new 
communication technologies of videotex and teletext. 

Introduction 

The computer and telecommunications revolution of the 
past 10 to 15 years ·has affected virtually eyery 
a10ea of modern commerce and, along with it, the . 
structures, relationships, and functions of distrib
ution channels. Yet, with all the changes that have 
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occurred but, by and large, the changes have peen 
on~s of degree rather than nf ki~. 

In the near future, however, distribution channel 
members may be facing a major technology-based up
heaval. This upheaval will be caused by the abil
ity of the consumer to shop from home via ~ompute: 
terminal for virtually any product or servLce avaLl
able in the marketplace. This development, in fact, 
is upon us. A number of services already exist 
that enable the consumer to purchase anything from 
airline tickets to stock to lawn mowers from his 
easy chair. Many services also permit easy compar
ison of price and features among products and re
tailers. 

Widespread acceptance of computer-based at-home 
shopping has the potential to cause major changes in 
channel structures and relationships. The function 
and resulting compensation of channel members could 
alter drastically or permanently shift to new insti
tutions. 

It is beyond the scope of this paper to foretell 
every combination and permutation of channel re~a
tionship and structure that could result from WLde
spread electronic shopping. Even if we attempted 
to do so, we undoubtly would miss many and be wrong 
about others. Our purpose is to provide a frame
work that will allow channel members to assess 
emerging technologies from their own unique posi~ 
tions and perspective. The approach is strategic 
interorganization management, an analytic technique 
developed to improve the effectiveness and effici
ency of the vertical marketing system in t?e d:
livery of service outputs desired by organLzatLonal 
users or the final consumer. 1 

We also do not attempt to predict exactly the struc
ture and ultimate shape of computer-based home
shopping services. There are a number of systems 
in us~ but the ultimate configuration of this new 
technology is not yet clear. However, we do pro
vide a primer to the basic characteristics of the 
industry and an outline of possible future scen
arios along with the reasons why we believe these 
servi~es will account for a large and growing pro
portion of consumer sales in the years to come. 

The Impetus for Electronic Shopping 

The authors bel:i.eve that consumer shopping is on 
the fttteshold of major changes. These changes have 
been predicted for almost 20 years, but never be
fore has there been the necessary synergy in con
sumer behavior trends and ready availability tech
nology and consumer sophistication that is evident 
today. (Doody and Davidson 1967) 

Manufacturers, wholesalers, and retailers have al
ways responded to changes in consumer behavior. To 
survive, all members of the distribution channel 

1 Copyright 1984 International Management Advisory 
Service, Inc., Adel I. El-Ansary, President. 
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must adapt to cultural trends. In the past 15 
years, these industries have undergone significant 
change. Ownership has become more concentrated. 
Primary location preference of retail outlets has 
shifted from the cities to the suburbs. Shopping 
centers have replaced downtown areas as principal 
shopping meccas. Franchising has provided a new 
type of vertical integration. 

Many of the trends may appear contradictory. There 
has been a tremendous growth of retail stores and 
approaches emphasizing low cost. At the same time, 
consumers today seem more prepared that ever to 
spend premium amounts for quality merchandise. 
There has been an increase in huge hypermarkets 
and discount stores at the same time that boutiques 
catering to specific targeted segments of consumers 
have prospered. (Sheth 1977) 

A major impetus for all these changes has been demo
graphics and life style realignments. During the 
1970s and 1980s, the baby boom consumer came of age. 
This group is the most educated and sophisticated 
generation in history. It also has an enormous 
disposable income. Its values include consumerism, 
women's liberation, and self-fulfillment. 

One price this generation is paying for its beliefs 
is known as the "poverty of time." The large num
ber of women in the work-force are in the fore
front of the growing group of consumers who believe 
there never is enough time. Studies have shown 
that working wives devote less time to child rear
ing, household chores, and shopping than do non
working wives.(Strober and Weinberg 1980) The 
second factor contributing to the poverty of time 
is the increasing importance placed on personal 
interests and hobbies. 

These trends have already been reflected in changes 
in retailing. The growth in convenience stores, 
in-home catalog shopping, and direct-response market
ing has been tremendous in the past decade. ("Cata-
logue Cornucopia," Time Nov. 8, 1982) In 
a related change, many consumers have enthusiasti
cally adopted electronic banking.(Welch 1983) 

The leisure time interests of consumers have result
ed in the growth of specialty stores dealing with 
tennis, hiking, b~cycling, or other sports. Special 
stores cater to the working woman, the pregnant 
working woman, and other specific segments. 

these numbers will double.(Siglin 1984) 

Emergence of New Shopping Technologies 

Recognizing the potential for electronic shopping, 
a number of diverse organizations have developed 
systems that link the consumer via computer term
inal to an array of services including in-home 
shopping, banking, news, stock market information, 
and games. A variety of technologies have emerged. 
These include on-line data bases, teletext, and 
videotex. 

On-line data bases allow consumers to use their 
personal computers to tap into centralized inform
ation files via telephone lines. The best known 
services are The· Source and CompuServe. The ser
vices allow interactive communication but generally 
use few if any graphics. So far these services do 
not permit in-home shopping but may provide comp
arative price information. The services are supp
orted by user fees. 

Teletext broadcasts information over the air waves 
and can be picked up by any TV equipped with the 
necessary decoder. The information is continually 
transmitted and the consumer selects what he wants 
to see using a special keypad. A consumer cannot 
interact so would be unable to make a purchase dir
ectly from a teletext system. In addition, the .capa
city of the system is limited to the transmittal of 
a small amount of information. 

Videotex is an interactive system similar to the 
on-line data bases except that the graphics are 
much improved. The consumer uses a personal compu
ter or a special terminal to tap into information 
files through telephone wires or two-way calHa. 

Since the system is interactive, the consumer may 
request information on a specific product, see a 
representation of the product on the screen, order 
the product electronically, and pay for it by pro
viding credit card information-.-

Videotex currently holds the greatest potent.ial for 
electronic shopprung, and is generating considerable 
interest from some major U.S. retailers. 

FIGURE 1 

VIDEOTEX SYSTEM CONFIGURATION Today's more sophisticated consumer also appreciates 
value. Thus we see the increase in generic brands, 
warehouse retailing, and catalog stores. The flip 
side is the consumer's willingness to pay for value. 
Examples are evident in the switch to imports and 
an emphasis on product longevity.(Blackwell and 
Talarzyk 1983) 

Moreover, today's consumer has been raised on cre
dit. Payment in cash is the exception, rather than 
the rule. 

,--------L~':'_: .,~-:J 
E------------- II 

nsumer 1 s Termi~J=-. ~====~i:::~~pera~o~ -] :J ;~~ephone Line [ ~ 
------- ""'-"'";'coblo =-I:= These trends in consumer behavior are paralled by 

the increasing availability and consumer familiar
ty with computer technology. ~fany of today 1 s con
sumers used computers in school and use them fre
quently in their work, According to the Yankee 
Group, a Boston-based consulting and market research 
firm, there are about 13.1 million homes in America 
with computers. By 1988, the Yankee Group believes 
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An illustration of how a videotex system is configur
ed is shown in Figure 1. At the heart of the system 
is the "system operator." This is the firm or vent
ure that is responsible for packaging the service to 
the consumer. The operator has a large data base 
that includes both its own information and that of 
different "information p.roviders." The system oper
ator also can link consumers through to "service 
providers." These are companies that provide inter
active services, such as transaction processing. 

The size and financial resources of either a system 
operator or a service provider necessarily are great. 
Currently, in the U.S., system operators include news
papers, banks, large retailers, and joint ventures. 
Newspapers operating systems include Knight Ridder 
and the Times Mirror Company, banks include Chemical 
and Citibank. The most substantial joint venture 
is that of IBM, CBS, and Sears, announced in the 
spring of 1984. It will be a number of years be-
fore this venture is operational, but the sophistic
ation and power of the members has caused excitement 
throughout the industry. ("Joint Venture Rejuvenates 
Videotex Industry," Direct Marketing June 1984) 
Many major firms not only are operating a system or 
considering the operation of a system, but also are 
participating in other ventures as a service provider. 
J.C. ll'enney is beginning its own system but also is 
participating in the Knight Ridder, Times Mirror, 
and other systems. 

Outside the United States, notable in France, England, 
and Canada, the government is supporting development 
of videotex services. The governments, in effect, 
act as the system operators and provide information 
or a link to other systems just as do the privately 
controlled systems in the U.S. ("A Transatlantic 
Videotex Ferror," Business Week March 22, 1982) 

Before any of these systems really take off, anum
ber of troubling issues must be resolved. The major 
ones are directly related: first, will consumers 
adopt and use the services, and second, who will pay 
for the services--the consumer or advertisers. 
Currently, the systems in use have met with mixed 
results. Many have been subsidized by the systems' 
operators so there are few true tests of their pop
ularity. Many observers believe that ultimately the 
cost must be borne by advertising, because consumers 
will be unwilling to pay what the service costs. 
(Abrams 1983 and Hecht 1983) 

The authors believe that the services will be used 
~ecause of consumer trends and increasing consumer 
technological sophistication. However, widespread 
adoption may have to wait until graphics capability 
is improved. The images transmitted now are not 
true video. They resemble sophisticated cartoons. 
This is a considerable handicap to product sales 
and advertising support. Solution to this problem, 
however, is a matter of time. The results of the 
Sears, IBM, and CBS joint venture will be eagerly 
awaited by industry observers. 

Impact on Distribution Channels 

As can be surmised, the potential impact of video
tex or related systems on distribution channel 
structures and relationships could be profound. 
Videotex and related technologies set up an alter
nate channel that could replace current channels, 
develop alongside them, or redesign existing rela-
tionships. 256 

There are an almost unlimited number of channel 
permutations that could develop. Manufacturers 
could bypass traditional channel members altogether 
and rely totally on videotex-type systems to reach 
the ultimate consumer. A manufacturer would need 
only a small office to process orders, a warehouse, 
and a shipping facility. Alternately, retailers-
or wholesalers-- could continue to assemble assort
ments which they would offer to consumers through 
a videotex system, much as catalog retailers do 
today, reducing the need for retail floor space. 
One can also envision the development of new "trad
itional" retail establishments that serve those 
"technologically underprivileged" consumers. Other 
retail and corresponding wholesaling organizations 
could develop that provide only those goods that 
are either so individualized or expensive that con
sumers will continue to want to see and touch them 
personally. Or less drastic changes might occur. 

Manufacturers could use videotex primarily as an 
advertising, ordering, and payment mechanism. Con
sumers would be referred to local retailing establ
ishments where they would pick up their purchases 
or who would deliver the purchases to them. These 
retailers would become a type of hybrid organization 
that would continue to sell directly to some con
sumers, serve as a pick up and delivery point for 
others, and continue to provide service to both 
classes of customers. 

Sorting out the potential functions, structures, 
and compensation mechanisms will be a difficult 
process, and a potentially costly on~ to any channel 
system member who ignores technological developments. 
To understand the effects of these new technologies 
on distribution channel structures and relationships, 
we propose the strategic interorganization management 
approach introduced briefly earlier. This approach 
enables any distribution channel member to assess 
new technology and manage emerging relationships 
in the vertical marketing system. 

The Concept of Strategic Interorganization Manage
ment 

Strategic interorganization management is the mar
riage between interorganization management and 
strategic management. 

The objective of interorganization management is 
to structure the channel, establish its policies, 
and organize the behavi0r of its members in a man
ner that leads to improved performance of the en~ 
tire channel system. The focus of interorganiza
tion management is on improving channel system 
performance. 

Strategic management related the organization to 
its environment. Strategy formulation involves 
establishing long-term plans for the organization, 
capitalizing on environmental opportunities and 
strengths. It includes a ciiefinition of the mission 
of the organization, specification of its object
ives, and the development of strategies and poli
cies necessary for their implementation. 

Strategic interorganization management, as the 
linking of these two concepts, involves strategic 
management of the interorganizational or vertical 
marketing system. This approach requires the est
ablishment of systemwide performance standards and 
the planning, organization, coordinab.ion, and con-
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trol of member relationships in such a way as to 
achieve the entire system's mission and objectives. 

What is new and exciting about the strategic inter
organization management approach is its explicit 
recognition that individual organizations are not 
the focus of competition, entire channels compete 
to provide service outputs to consumers. The systems 
develop as potentially optimal vehicles to reach 
particular consumer segments. As a distribution 
channel member, individual retailers, wholesalers, 
and manufacturers are only one part of the entire 
system designed to reach the ultimate end users of 
a particular product or service. As old channel 
systems become ineffective or inefficient in reach
ing a target group, new channel systems develop with 
the aim of delivering improved performance. These 
channels may be entirely under the control of one 
member, who may absorb all the functions of the 
channel, or they may be made up of a new configura
tion of autonomous organizations. 

As a channel member, organizations need to audit 
their own performance and that of the channel as 
a whole against environmental developments to 
assess how well the system is performing. This 
audit process includes an assessment of treats and 
opportunities that must be dealt with or capitalized 
on. 

This analysis must be accomplished in terms of the 
principal functions, participants, and other elements 
that define the interorganizational system. Before 
even attempting to assess the impact of a technolo
gical or other change on the interorganizational 
system, each distribution channel member should 
attempt to conduct a current situation analysis, 
i.e., to assess its won role in the channel. Who 
performs what functions? What are members compen
sated for? Is the compensation fair? Who commands 
the resources? A framework for organizing this 
type of analysis is presented in Tab le 1, which 
lists both the elements that define the system and 
the flows that occur. 

TABLE 1 

0EFINING THE INTERORGANIZATION SYST~ 

System 
Dimensions 

1. Functions 

Physical 
cing Distribu 

P-----... 1-----'----~Lt:;.;1;;,;' o,.n,_ _ _t 

2. Participants 

3. Resourees 
- Human 
- Financial 
- Physical 

(a) Hardware 
(b) Software 
(c) Interface 

- Communication 
(a) Hardware 
(b) Software 
(c) Interface 

With this type of analysis complete, a channel mem
ber can proceed to examine the effect of an envir
onmental or technological change. Strategic inter
organization management comprises three processes 
which follow the logic of the strategic interorgan
ization management approach. 

Because the interorganization system must compete 
against other channel systems within the context of 
the environment, Process I is to monitor and scan 
the environment to determine changing consumer/cust
omer requirements, what the competition is doing, 
and the emergence of new technologies. In this pro
cess the organization should look outward to deter
mine emerging trends and synergies and to classify 
them in terms of opportunities and threats. 

Process II is to look inward at the organization and 
to articulate the organization's potential in terms 
of capitalizing on opportunities, fending off threats, 
and transforming threats into opportunities. 

In Process III, the organization should determine 
what interorganizational linkages and synergies 

. might enable it to captialize on opportunities and 
fend off threats. It needs to determine what vert
cial arrangements would enhance its ability to de
liver outputs to users and final consumers. 

In the next section of the paper, we will look at 
how these processes may be applied to consideration 
of a new technology such as videotex. 

Process I: Determine Environmental Opportunities 
and Threats 

In determining environmental opportunities and 
threats, a member of a distribution channel needs 
to be continually aware of demographic, psycho
graphic, and cultural trends affecting its strategic 
business unit. 

But this is not enough. A firm dlso needs to scan 
its environment to determine what new technologies, 
products, and services are developing that better 
meet consumer needs and also what competing distri
bution channels are emerging. 

A scan of the current environment reveals an atmo
sphere that appears to be favorable for the emergence 
of electronic shopping. As we discussed earlier, 
this new technology could develop into a substantial 
revolution affecting distribution channels. To 
recap, the trends that are contributing to this new 
atmosphere include: 

* The poverty of time, contributing to the 
development of convenience shopping and 
at-home shopping, 

* Extensive use of credit and the vast finan
cial networking of communications and finan
cial services, 

* Proliferation of home computer systems and 
increasing sophistication of a large segment 
of consumers about computers and other tech
nological innovations, and 

* The high income and education level of baby 
boom.'consumers. 4. Cost Structures 

5 •. Compensation 
- Structure 

In these trends, we see a synergy in the cultural, 
257 behavioral, technological, and tinancial environ-

- Mechanism 
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ment that suggests a strong potential for widespread 
adoption of at-home computer-based shopping. 

These environmental developments also suggest the 
emergence of new market segmentation criteria that 
may or may not overlap with traditional ones. The 
new segments may be defined as the technologically 
priviledged and the technologically underprivileged. 
We can surmise that the technologically privileged 
will tend to be young, well educated, and upper 
middle class. In the short term, the markets may 
consist primarily of innovators in a range of age 
and income groups. We simply do not know for certain 
at this time. 

Beyond these considerations, distribution channel 
members need to watch closely how the systems dev
elop, who is participating in them, technological 
innovations that make the systems more attractive 
to consumers, the types of products and services 
that are being sold through the systems, and other 
factors that could affect the overall channel and 
the relative prosition of its members. 

Clearly, the emergence of a new technology such as 
video tex poses significant opportunities and just 
as significant threats to almost any organization 
and interorganizational systBm. The opportunity 
is to expand distribution through an exciting and 
potentially enormous new link to the market. The 
threats are many and varied: missing the opport
unity or recognizing it too laue, becoming involved 
too early and neglecting the principal link or 
distribution channel to market, investing too 
heavily in the new channel, and erroneous market 
segmentation, to name just a few. 

Process II: Determine Internal Threats, Opportun
ities, and Synergies 

Each individual firm considering a new technology 
such as videotex needs to examine its own internal 
situation in terms of the needs of its end users, 
its mission, strength, weaknesses, and values, and 
its ~bility to fend off threats and capitalize on 
strengths. Even with videotex and related systems 
still in the early stages, a firm can address basic 
issues. A major one is whether it believes its 
markets are potentially technologically privileged 
or underprivileged and the implications of this for 
its product or assortment. A firm also can address 
the potential role it could play in a videotex or 
related system, looking at possible scenarios, 
their requirements and consequences. This type 
of analysis requires the firm to look at its fin
ancial and management abilities. 

The scenarios that should be developed at this stage 
of the analysis should focus specifically on the 
firm, its individual requirements, and the potent
ial consequences of its actions. Since what is 
potentially being considered is the realignment 
of an existing distribution channel or the develop
ment of new ones, the firm should consider its 
situation not only in the context of its current 
channel but in terms of what other firms in its 
same competitive situation might do, and the effect 
these changes might have on their relative ability 
to compete. 

This map of possibilities should held a firm develop 
its own internal strategy or list of potential 
strategies for competing in a new technological 258 

environment. The requirements of each scenarjo 
that could be considered include: 

* Changes in market definition, 
* Changes in product assortments, 
* Captial investment requriements in research 

and development, marketing programming, 
hardware, software, and infrastructure, 

* Changes in compensation mechanisms allowing 
cost sharing and fair price for services 
rendered; and 

* Adjustments in existing channel structures 
with particular attention to impact on 
physical and communication interfaces with 
other channel members. 

The consequences of each scenario could involve: 

* The realignment of existing function, cost 
structures, and compensation mechanisms 
within current channels, 

* The realignment of power and dependence 
structures, 

* The potential for better serving existing 
markets or the reaching of new markets, and 

* Gaining an edge over competing firms. 

These are only a few of the possible requirements 
and consequences. Each firm must examine its own 
situation, given the overall environment and the 
peculiarities of its own competitive situation. 

Process III: Examine Interorganiztional Linkages 
and Synergies 

In the final stage of the process, distribution 
channel system members need to analyze how they can 
improve overall performance in the vertical market
ing system by examining synergies, applications, 
benefits, and role definition of each participant 
in a new technological environment. 

After completing Process II, a channel system mem
ber should have reached conclusions about whether 
it can or should participate in a videotex or 
related system. In Process III, it needs to deter
mine what type ot system or systems it will par
ticipate in, the benefits of that participation, 
and the definition of roles of all the system mem
bers who are participating. 

In this phase, a channel system member needs to 
work out the details of its participation in a new 
system and at the same time take steps to deal with 
whatever effects participation in a new channel will 
have on existing channels. Of course, the entire 
channel might be involved in the new system, or, 
quite possible, the existing channel will coexist 
with the new technology based system. In either 
case, channel members should attempt to predict 
the effects of the new technology on relationships, 
roles, and benefits. A framework for this assess
ment is presented in Tab le 2. 

Conclusion 

It seems highly possible that technology at long 
last is going to have a profound effect on consumer 
shopping patterns. Although still embryonic, compu
terized at-home shopping technologies are gatfuering 
momentum. Consumer behavior trends suggest that 
the new services will meet with wide spread accept
ance. 
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Th is new technology could affect distribution systems 
by adding new competing distiibution channels or 
changing the structures and relationships of existing 
ones. Channel system members can use the strategic 
interorganization management approach to assess 
whether and how to adapt to the new environment to 
improve the performance of the vertical marketing 
system and provide desired outputs to consumers. 

TABLE 2 
APPLICATIONS, BENEFITS, AND ROLE DEFINITION OF VAR
IOUS PARTICIPANTS IN THE VERTICAL MARKETING SYSTEM 

A/B/R Benefits & iabili-, .Role 
Analysis Applica-, Compensation ties Defini-

tions Structure ~nd Cost tion 
flMS ~tructurE 
!Participant 

~anufact-
turers 

·iarketing 
research 
lt;gencies 

"dvert-
ising 
~gencies 

~edia 

Sales 
Force 
Sales Mgt. 

Agents/ 
Brokers 

Whole-
Salers 

Einancial 
lnstiEu-, 
tions 
Title 
Companies 

!Jlistiibu-
tion 
Center 

Oommon 
Carriers 
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COl11·10N n!FOR11ATION NEEDS FOR MARKETING DECISIONS: 
FOUNDATION FOR PLANNIUG OF INFORMATION RESOURCES 

Nancy A. Haskell, Laval University 
James R. Taylor, University of Michigan 

Abstract 

Faced with the task of discovering ways of improv
ing marketing decision making, many marketers have 
turned to marketing information systems and mar
keting decision support systems. However, the 
efficient and effective planning of such systems 
requires a foundation of knowledge concerning 
which characteristics of the information available 
need to be improved, which information is most 
important for marketing decisions, and which in
formation may have an impact on several products. 
This study explored these issues. Results suggest 
that common information needs do exist across 
products and industries, and the the information 
which is most important to marketing decision 
makers is most deficient. 

Introduction 

The recent growth in the scope and sophistication 
of marketing research activities, including the 
proliferation of marketing information systems and 
marketing decision support systems, is a clear 
indication of the felt need to improve the formal 
information-to-intuition ratio in marketing deci
sions. This has closely followed the trend to 
treat information as a corporate resource, to be 
managed in its own right. This proliferation is 
based on the implicit belief that computerized 
manipulation of relevant information, coupled with 
skilled analysis and managerial experience, will 
lead to better decisions through more informed 
managerial judgment. Since the introduction of 
the concept of a marketing information center 
(e.g. Kotler, 1966), the belief that computers can 
leverage decision making has been echoed by 
numerous authors. For example, Little et al 
(1982) in discussion of the impact of marketing 
decision support systems states: 

"Harketing managers can and should obtain 
better analytic help for their planning 
and operations. It's essential, further
more, that they get control over their own 
data." 

But which data? Uany practical concerns enter into 
decisions surrounding the design and implementa
tion of such systems: Where can we have the 
greatest impact on decision quality? How can we 
plan the use of corporate information sources 
efficiently across products? How can we get the 
fastest payback on information resources? 

To answer these questions is to develop a founda
tion for a strategy of intervention. To be 
efficient, this strategy must be based upon an 
understanding of the common information needs of 
marketing decision makers within product clusters 
and across products. To be effective, it must 
focus on information relating to marketing 
decisions which leverage the business. 

One current stream of research has attempted to 
shed light on the factors which affect the use of 
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research results. The debate concerning 
knowledge utilization stems from the two
communities theory (Caplan 1979) and the bureau
cratization theory (Rich 1979), focusing on 
factors which may inhibit or encourage the instru
mental use of specific research results. ~mrketing 
researchers have also turned their attention to 
the problem of nonuse or misuse (see, for example, 
Deshpande and Zaltman 1982; ~mssy, Greyser and 
Myers 1978). 

However, our concern in this study is the informa
tion that is commonly used by marketing decision 
makers, regardless of its source. 

Furthermore, we do not wish to focus uniquely on 
instrumental use. The unstructured nature of most 
marketing decisions requires a broad information 
base; therefore, designers of decision support 
systems must not focus uniquely on information 
which has a clear impact on specific decisions. 

However, little is known about the information 
that is commonly used by marketing decision makers 
or about important information gaps which may 
constitute a serious competitive disadvantage. 
Therefore, research questions which need to be 
addressed include: (1) whether there are common 
types of information used by decision makers 
(across industries and products) for similar 
marketing decision areas; (2) which information 
areas are most important for the largest number of 
marketing decision areas; (3) how timely, accurate, 
and complete these information sources are in the 
perception of decision makers. 

The literature is silent concerning these issues, 
and no specific research methodology has been 
developed in this regard. Therefore, exploratory 
research is appropriate to formulate a base of 
knowledge which may suggest hypotheses to be more 
specifically investigated. Furthermore, since 
information is a very personal resource, explora
tory research at this stage needs to investigate 
the information environment of marketing decision 
makers as they perceive it. This research was 
designed to provide such a base of information. 
Specifically, we measured the perceptions of 
marketing decision makers, across industries and 
products, concerning their formal information 
environment along several dimensions and the kinds 
of information which they consider most important 
for major marketing decision areas. 

Methodology 

Respondents represented fifty-five firms. Twenty
three were marketing managers, seven were product 
managers, twelve were essentially involved in 
product or marketing planning/development, six 
were principally involved in sales, and seven 
were in general management. Eighty-seven percent 
had past or current responsibilities in marketing, 
forty-four percent in planning, and sixty-one 
percent in marketing research and/or product 
development. All displayed (1) an active interest 



in strategic market planning which involves heavy 
reliance on marketing information, (2) a high de
gree of participation in marketing decision mak
ing, and (3) were very knowledgeable concerning 
the characteristics and use of information for 
marketing decisions within their firm. 

In order to obtain more specific responses than 
would be possible were respondents to answer 
questions globally, that is, relating to all of 
the firm's products, respondents were requested 
to focus on a single product or product line which 
was very important or critical to their firm and 
to answer questions in relation to this product/ 
product line only. 

Within· the context of a specific product or pro
duct line, respondents then described the charac
teristics of ten categories of information and 
their relative importance for six major areas of 
marketing decision making. Information categories 
included economic, financial, distribution, 
social, technological, buyer characteristics, 
buyer response, market characteristics, competi
tive, and legal/regulatory. The six major deci
sion areas were: pricing, advertising, personal 
selling, promotion (other than personal selling), 
distribution, and product decisions. 

Respondents first rated the ten information cate
gories on timeliness, accuracy, completeness, and 
effort or cost to obtain the information on a 
scale of 1 to 5 (very low to very high). They 
then indicated, of the ten types of information, 
the five which were most important for each major 
decision area and their relative importance for 
each area. 

Analysis and Results 

Due to the exploratory nature of the research, 
descriptive statistics were used to respond to 
the research questions. Specifically, results 
suggest that information needs tend to be rela
tively common across products and industries, 
since a large percentage of respondents rated the 
same types of information as very important for 
particular decision areas. Furthermore, certain 
information is judged to be very important for 
several different decision areas (among product, 
advertising, promotion, personal selling, distri
bution, and pricing decisions). Figure 1 lists 
each category of information and the number of 
decision areas (among the six) for which the in
formation was judged as very important (i.e., 
either most important or second most important) 
by a large percentage of respondents. Four of 
the ten types of information are perceived as 
essential for a large number of decisions. These 
are (in order of importance): market characteris
tics, buyer characteristics, buyer response, and 
competitive information. 

We have labeled these four important categories 
as "Type 1" information based upon their similar-
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FIGURE 1 

MOST IMPORTANT INFORMATION FOR ~iARKE'l'ING DECISIONS 

~ of key marketing decision areas of siJ•? for which the information 

JUdged by respondents as very ::..mportant2 
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ities. Such information focuses on events and 
objects outside the firm which specifically relate 
to the firm's markets, customers, and competitors. 
Likewise, the remaining information categories 
share certain similarities and have been grouped 
as "Type 2" information. This information focuses 
on either internal states of the firm or on gene~
al events or objects in the environment. Type 1 
information must usually be obtained through mar
ket research or market intelligence activities, 
and it is often future oriented. Type 2 informa
tion is usually obtained from internal operations, 
from corporate sources, from syndicated or other 
secondary sources, and it is most often historical. 
During our analysis of the data, the four categor
ies of information which comprise Type 1 consist
ently emerged as a group with relatively high or 
low ratings, depending on the variable being in
vestigated, compared to Type 2 categories. As 
will become evident in the following paragraphs, 
this is of great importance in describing the 
information environment of marketing decision ma
kers. Figure 2 shows the specific decision areas 
for which the different information categories 
were most important. 
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The strategic importance of Type 1 information 
would lead one to expect that this information 
would be available to marketing decision makers 
on a timely, accurate, and complete basis. 
However, despite its perceived importance, Type 1 
information was also judged by respondents to be 
among the least timely, accurate, and complete of 
the ten information categories. Since responses 
did not differ significantly among judgments of 
timeliness, accuracy and completeness for any 
category of information, an index was formed using 
the average on these three scales. This was desig
nated a TAC rating. Information categories were 
then ranked on "TAC" ratings as illustrated in 
Figure 3. The four Type 1 information categories 
stand out among the five categories perceived as 
worst along these dimensions. Only market charac
teristics was judged above moderate on the TAC 
index. 

.(" Modarae. 

2.1 z.a 2.9 J.o J.l 1.2 J,J 3.4 1.s 3.6 1.1 J.a 
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Type 1 information also rated as most costly in 
terms of dollars or effort to obtain, compared 
with other categories of information. Figure 4 
illustrates this situation. lfurket characteris
tics, buyer characteristics, and buyer response 
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data are all perceived as more than moderately 
costly in terms of effort or cost. Only competi
tive information was judged as moderate in this 
regard. The fact that competitive information may 
be only moderate in terms of cost or effort is most 
likely due to the various secondary sources of 
competitive information available. These sources 
more rarely provide market characteristics, buyer 
characteristics, or buyer response data. 

We can intuitively compare the perceived character
istics of information with the relative cost or 
effort to obtain it by juxtaposing the TAC ratings 
with the cost/effort ratings. This has been done 
in Figure 5. Type 1 information appears as having 

!'i."!.ncial 

I' au.yar ,.s-.,.onsa 

'Buyer ~.&r 
~1'" ::ioe.!.&l 

\Jo:.mper:it.i.ve .:liar 

{.!larkat Ch.r 

-.4 -.3 -.2 -.1 o .1 .2 .J .4 .s .6 .1 . 11 • 9 •10 

the greatest gap between TAC and cost/effort. Thus, 
the cost or effort to obtain the information is 
perceived as greater than the timeliness, accuracy 
and completeness of the information. On the other 
hand, those information categories which are per
ceived as less important are relatively more effi
cient to obtain, since the TAC rating outstrips 
the cost/effort rating (except for social data). 

Limitations 

This study is exploratory in nature. Its purpose 
is to describe the perceived information environ
ment of marketing decision makers. As such, re
sults may not be extrapolated beyond the immediate 
sample. Furthermore, the study has attempted to 
describe information characteristics and needs 
which are common across industries and products. 
Therefore, unique information needs, i.e., those 
particular to an industry or product, have not 
been the focus of this study and may have been 
lost in the aggregation of data. An adequate plan 
for information resource development requires the 
assessment of both common and unique information 
needs within a multi-product firm. This study re
presents the first step in such an assessment. 
Finally, given the exploratory nature of this re
search, we did not specifically investigate mana
gers' perception of information for long-term ver
sus short-term decisions. Although Type 1 infor
mation is intuitively important for long-term deci
sions, more conclusive research should incorporate 
decision horizon as an explicit dimension, 



Conclusions 

The volatile environment of marketing decisions 
creates a critical need to set and modify strate
gies based on increased knowledge and more inform
ed judgment. The proliferation of marketing in
formation systems and decision support systems has 
been the response to this need. However, we still 
lack the basic knowledge about the use of informa
tion in marketing decisions to properly plan the 
implementation of these systems. Where do we be
gin to improve a decision maker's information en
vironment? One obvious starting point is to in
vest where we stand the most to gain -- on improve
ment of information that is the most important 
to key marketing decisions. 

Our study suggests that improvement of Type 1 in
formation (marke• :haracteristics, competitive 
characteristics, buyer characteristics, and buyer 
response) may represent a clear opportunity to 
increase ROI on scarce resources due to its im
portance in key marketing decisions and its less
than-adequate characteristics at present. new 
data sources, collection methods, processing, 
storage, and analytical techniques for this infor
mation will need to be analyzed to determine 
whether these may lead to a higher return than 
other potential investment projects. Unfortunate
ly, ther·e is an inherent difficulty in evaluat
ing the benefit side of the equation, since it is 
difficult to relate the use of specific informa
tion to particular decisions. Furthermore, tang
ible results are often not directly traceable to 
specific decision inputs. Yet an evaluation of 
the value of information inputs must be made, and 
an information strategy must be planned and imple
mented. Not to do so would result in a competi
tive disadvantage. 

This study suggests that academic research should 
(1) delve further into the commonalities and uni
queness of information needs which may exist among 
products and industries in order to provide guide
lines for the implementation of computerized 
support and (2) develop methodologies for struc
turing the information into a readily usable 
form. For the practitioner, results suggest a 
point of departure, or reflection, in the develop
ment of an information strategy which leverages 
both corporate resources and marketing decision 
making. 
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STRATEGIC MARKET EVALUATION OF TWO RETAIL 
ELECTRONIC FUNDS TRANSFER SYSTEMS (EFTS) 
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ABSTRACT 

This paper deals with research that was used 
to develop a strategic plan for the evaluation 
of two off-site electronic funds transfer 
systems (EFTS). Faced with a choice between 
automatic teller machines (ATM) or an in-store 
banking system (ISB), management must 
determine which approach will provide them 
with the greatest opportunity to penetrate 
selected target markets. Mapping the 
attitudinal and personal characteristics of 
four consumer segments by means of 
discriminant analysis contributed 
significantly to the assessment of the two 
systems with respect to the bank's marketing 
objectives. 

INTRODUCTION 

Bankers have long anticipated the time when 
the bulk of routine consumer transactions 
would be done electronically through 
conveniently located remote computer terminals 
at off-site locations. The benefits would be 
manifold. Expensive brick and mortar branches 
would be substituted by substantially less 
costly kiosks or service counters, and 
investment in real estate or long-term lease 
commitments would be eliminated. The cost and 
delays associated with handling paper 
transactions would be reduced by electronic 
transfers and customer convenience and 
accessibility to bank services would be 
increased many times over. 

The rush to establish off-site banking systems 
has been further accelerated by recent rulings 
that allow banks to compete for a share of the 
deposits held by the money market mutual 
funds. By offering their account holders up 
to 24 hours, seven-day access to their deposits 
through an off-site system, many bankers feel 
they can establish a clear advantage over the 
limited telephone or mail-in redemption 
methods of the mutual funds. 

This paper will focus on research used in the 
development of a strategic plan for the 
evaluation of alternative electronic delivery 
systems. Faced with a choice between two 
major systems, ATM or ISBl, management must 
determine which has: (1) The greatest 
potential for attracting particular target 
markets as well as (2) Assessing the 
difficulty associated with moving the 
non-users of any off-site system or users of a 
competitive system over to the one selected. 

The information on 
was drawn from a 

which this paper is based 
recent study of a major 
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nothereastern bank market in which the two 
electronic systems were widely available. The 
three largest commercial banks in the area 
offered ATM service; there were 40 separate 
locations at the time. Six thrift 
institutions were served by two ISB franchise 
systems with facilities at 200 retail 
locations. In the study area, the ATM 
services were all proprietary, while most of 
the ISB outlets were shared. 

These nine banks had better than 90 percent 
penetration of the retail bank market. They 
aggressively promoted their off-site 
facilities as part of their total 
product/service offer by use of billboards, 
television spots, newspaper and magazine 
advertising, point-of-purchase displays and 
statement-stuffers. It would be reasonable to 
conclude that consumer awareness of the 
availability of ATM and ISB services was very 
high. 

While most research of the market area studied 
was of a proprietary nature, the best 
estimates of the extent of the systems' 
penetration was 5 percent for the ATM's and 20 
percent for ISB. Consequently, non-users of 
any off-site system probably ranged between 
75-80 percent of the total market. Because of 
the intensely competitive market environment 
of the area studied, there was reason to 
believe that usage of off-site services was 
higher there than elsewhere. While the 
uncommitted segment was large, these customers 
were quickly aligning themselves with one or 
another of the services. To postpone action 
on off-site services on the part of management 
meant that the uncommitted portion of the 
market would become smaller, less attractive, 
and be comprised of the segment most resistant 
to changing behaviors relative to new methods 
of banking. 

METHODOLOGY 

Data Collection 

A sample of 301 usable responses was obtained 
by telephone interviewing. Users were defined 
as persons who had made use of the specific 
system in the past six month period. Because 
of the relatively low frequency of ATM users 
in the market area and the resulting high cost 
of attempting to procure a sample through any 
truly random selection process, the ATM users 
were drawn from a customer list supplied by 
one of the banks in the market. The remaining 
sample was chosen randomly from the area 
telephone directory. The individual 
interviewed was "The person in the house who 
does most of the banking for the home and 
personal accounts." 



Earlier bank patronage studies in this market 
area by Arbeit and Sawyer (1974) indicated 
that customers did not differ significantly in 
terms of education, income, household size, 
ethnic background, residential mobility, 
religion, and only slightly in terms of age 
across those institutions offering ATM 
services. The authors also compared the 
proportional amounts of transaction activities 
the respondents in this sample made of the 
ATM's with those reported by Van der Velde 
(1982) for a national sample for the same 
year, 1980, and there were no statistically 
significant: differences. Consequently, 
there was no reason to believe that the users 
drawn from the bank's list differed materially 
from ATM users generally. The sample was 
divided into four groups: (1) users of both 
ATM and ISB off-site services, (2) exclusive 
ATM users, (3) exclusive ISB users, 
and (4) non-users of either off-site system. 
See Figure 1 below: 

(FIGURE 1) 

SURVEY SAMPLE BY TYPE OF USER 

AT M 

I S B User Non-User Totals 

User 78 73 151 

Non-user 73 77 150 

Totals 151* 150** 301 

* Drawn from a list provided by an area bank. 

** Drawn from the area telephone directory. 

Analytical Approach 

As depicted in Figure 1, the 301 respondents 
comprised four mutually exclusive groups: 
#1 -users of both ATM and ISB (n=78), #2 -
users of only ATM (n=73), #3 -users of only 
ISB (n=73), #4- non-users of either service 
(n=77). The group membership tendencies and 
characteristics were analyzed via the SPSS 
Multiple Discriminant Analysis (MDA) program. 

Eighteen potential discriminating variables 
were used in the analyses. The rationale for 
the selection of these predictor variables 
stems from the general body of knowledge 
regarding new product adoption. 
Demographically, there is substantial evidence 
that age, education and income are associated 
with the rate of adoption. Also, given the 
potential that off-site banking has for adding 
temporal convenience one ad hoc variable was 
entered into the model, -ramily size. It was 
used as a proxy measure for overall time 
demand. 

The first four were the demographic variables 
listed below. 
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FAMILY SIZE - an interval variable rep
resenting all members of the 
household 

AGE 

EDUCATION 

INCOME 

- a six category ordinal variable 
(The four central age groups in 
intervals of 10 years each) 

- a five category ordinal variable 

- a five category ordinal variable 
representing total family income 
(the three central income groups 
in intervals of $10,000 each) 

The remaining fourteen variables were 
attitudinal measures toward EFTS 
characteristics. Product characteristics 
which affect the rate of adoption have been 
broadly summarized as; relative advantage 
compatibility, simplicity, observability and 
trialability (Ostlund 1974). The first five 
attitudinal items were chosen to reflect these 
variables. The last two items, "sufficient 
privacy" and "concern for personal safety" are 
product-specific but were also included. They 
addressed two major issues that consumers 
raised during several product concept testing 
panels that the senior author of this paper 
had moderated. Respondents were asked to rate 
the following seven attributes for both ATM 
and ISB services (making 14 ratings in all) on 
a scale of 1 (strongly agree) to 5 (strongly 
disagree): 1. Ea~y to Use, 2. Saves Time, 
3. Accurate, 4. Locational Advantage, 
5. Easy to Learn, 6. Sufficient Privacy, 
7. Concern for Personal Safety. 

For each discriminant analysis model, the 
following approaches were employed. 

1. A split-halves sampling technique was 
achieved by means of the SPSS uniform random 
number generator. About one half of the data 
was used in parameter estimation, and the 
other half "held out" for assessment of 
classification accuracy. 

2. Prior probabilities of group membership 
were established on the basis of relative 
sizes of the groups. 

3. A stepwise 
selection was 

procedure for variable 
used. The criterion for 

selection was 
multivariate F 
group centroids 

the maximization of the overall 
ratio for differences among 

(METHOD=WILKS in SPSS). 

RESULTS 

Three areas of interest were surveyed: 
(1) Usage patterns of ATM and/or ISB, 
(2) socio-economic characteristics of the 
respondents, and (3) Attitudes toward the two 
competing systems. These three areas will be 
summarized in the descriptive sections and the 
discriminant analysis model results which 
follow. 



Usage Patterns 

Frequency of use of the two services, ATM and 
ISB, were about the same. Both yielded a 
median usage rate of three to four times in 
the most recent month examined and nine times 
over the previous six months. In both cases 
there were small segments of heavy-users who 
utilized the systems at about three times the 
median rate. 

At this point the similarity of usage for the 
two systems stops. The dominant use of ATM 
was for cash withdrawal. Other uses such as 
line-of-credit cash advances and transfer 
payments were unique to the ATM system but 
only received limited use. However, credit 
lines attached to checking may have distorted 
the frequency of cash withdrawals reported, 
for if such transactions triggered a 
line-of-credit loan they were in effect a cash 
advance. 

The ISB system was used principally for three 
basic services; cash withdrawals, deposits, 
and as a guarantee device for check cashing. 
Other potential services were not used with 
any appreciable frequency. Since check 
cashing is not possible at the ATM (the 
machine can only dispense money in fixed 
multiples) cash withdrawals undoubtedly 
substitute for that function. This leaves the 
two major differences between the systems; ISB 
was used more frequently for making deposits 
and the ATM received more varied use, such as 
account payments, transfer payments, and 
balance inquiries. 

User Characteristics 

Socio-economically, the ATM user group ranked 
highest. They were the best educated, and had 
the highest median family income of any 
respondent group. At the other end of the 
socio-economic order were the non-users. 
Comparisons of the three user groups to the 
non-user group also shows that users tended to 
have larger families and be markedly younger 
in age. Refer to Figures 2. and 3. 

Figure 2 

EDL.CATION LEVEL OF USER GROUP 

High School Some Call ege Grildua.te 

\J!!t~ ~2!.!12 Q[ l!~~ !;gll!hiiC Q[ ELfl.:. ~t\d2:r! 

ATM 33% :27Y. 40t 

!SB 44% 37X 19X 

ATM/ISB 40/. :zer. ::S2l. 

Non-users 67Y. ••• 14% 

Figur• 3 

MEDIAN DEMOGRAPHIC VALUES BY GFiOUP <RANKl 

E~mi!.:t ~i;.l: 89! l!J~Q!!!I 

ATM 3.~7{2) 37.39{3) S21. 730 ( 1 I 

!SB 3.39<3> 3:S.4~(2) UB,040<3) 

ATH/ISEI 3.92Cl> 34,50(1) S18,910C2) 

Non-User 2.54 (4) 51.17<4) tl5~ 230 (4) 
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In the opinion of these authors, off-site 
system users, as evidenced by their higher 
levels of formal education, income and family 
size are very much like the early-adopter 
groups associated with most new product 
categories, they have the skills, the 
resources and the needs to utilize the 
advantages of the new system. 

Four Group MDA Model 

In this four group MDA model, a maximum of 
three discriminant functions may be derived. A 
comparison of eigenvalues by discriminant 
function (see Figure 4 below), and 
considerations of interpretability as 
represented by the location of group centroids 
(group means) on each discriminant function 
(see Figure 5 below) resulted in the retention 
of two functions for further analysis. 

FiQure 4 

CANONICAL DISCRIMINANT FUNCTIONS 
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Stepwise analysis resulted in a model with the 
twelve discriminating variables listed in 
Figure 6 below. Also listed are the 
standardized discriminant coefficients, the 
rank of the magnitude of the five largest of 
these coefficients in parenthese for each 
function, and the mean values for each 
variable by group.2 

The discriminating power of these variables is 
depicted in Figures 5 and 6. Function 1 
distinguishes ATM - ISB users from non-users 
and displays almost no separation, between 
exclusive ATM users and exclusive ISB users. 
Function 2 does just the opposite, it 
distinguishes exclusive ATM users from 
exclusive ISB users and does not differentiate 
between users of both systems and the 
non-users. 
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The ranking of the standardized discriminant 
coefficients, in Figure 6 shows that for 
Function 1, the key variable which 
discriminates between users of both systems 
and non-users are the "Ease of Use" 
variables. The ATM Privacy, and to a lesser 
extent, the ATM and ISB Accuracy variables 
also tended to differentiate users from 
non-users. For each of these perceptual 
variables, the user group clearly displayed 
more agreement than the non-user group. A 
couple of demographic variables also displayed 
strong discriminating power on Function 1. 
Users of both systems had larger families, 
were more educated, and younger than the 
non-users. 

The strongest discriminating variable on 
Function 2 was ISB Easy to Learn, and this 
variable tended to dominate all of the 
others. Three ATM variables - Easy to Use, 
Easy to Learn, and Accurate - also displayed 
discriminating power on Function 2, as did the 
ISB Easy to Use variable. It is apparent that 
exclusive users of each EFTS simply view the 
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system of their choice to be easier to learn 
and use. 

The final results of this MDA model are 
summarized in Figure 7, the Classification 
Matrix. Results are presented both for the 
analysis sample and the hold-out sample. 
Percents correctly classified and percents 
which could be expected to be correctly 
classified by the proportional chance 
criterion (% Chance) are reported (Morrison, 
1969). 
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The "Hit-Ratio" or percent correctly 
classified was extremely high (70.2%) in the 
analysis sample, and also very good (54.3%) in 
the hold-out sample. Though the purpose of 
this work is not to predict group membership, 
the percent correctly classified is still an 
important test of the validity of the 
discriminant structure. 

CONCLUSIONS 

The non-user group has been distinguished from 
users of both ATM and ISB services 
(discriminant Function 1 in the four-group MDA 
analysis). Figure 8 summarizes the most 
important discriminating variables of these 
analyses. 
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The user groups are younger and more educated, 
but most important, they find their systems 
are easy to use (learn), and recognize the 
time saving features. This latter point is of 
no little importance to developing an 
effective marketing strategy for an EFT 
system. For an economic-theoretic discussion 
of this point, seecGaertthercarid White's (1979) 
examination of the time saving aspect of an 
EFT system for users as a privacy and leisure 
time trade-off. It would appear that the key 
to a successful marketing strategy for EFTS 
promotion is the demonstration of the 
simplicity of access and completion of 
transactions. What is clearly evident is 
"computer phobia" . . a fear of the 
mysteries of electronic data processing 
a reluctance to convert to a system which is 
perceived to be complicated. This phobia 
could be expected to be more prevalent in 
older and/or less educated consumer sectors. 

A review of Figure 5 shows that the Euclidean 
distance between the non-user group and the 
exclusive ISB group is less than between 
non-users and the exclusive ATM group. The 
users of both ATM and ISB are furthest of all 
from the non-user group. One ad hoc 
explanation is that this is becau8,2 the ISB 
service utilizes a third party "surrogate 
teller" to effect the transaction making it 
more similar to traditional bank business. 
This can significantly reduce any apprehension 
which the novice user may feel when going 
"one-on-one" with the ATM. 

Since it does appear that the likely pattern 
of adoption is from non-user to ISB, and then 
to ATM or both, the optimum strategy should: 
1. Introduce both ISB and ATM services, and 
2. Provide demonstration and training at ISB 

sites. 

To build institutional loyalty it is important 
to introduce both services simultaneously. 
Given the reluctance of most customers to 
change their banking relationships once they 
have adopted an off-site system, they will be 
more resistant to the lures of competing 
institutions and more likely to extend their 
usage to the second off-site service at the 
first bank. The net effect of such a strategy 
would not only achieve the benefits of 
shifting more consumer transactions to one of 
the two off-site systemsbut also more firmly 
cement the customer relationship with the 
provider. 

BACKNOTES 

1Briefly, the automatic-teller machine 
(ATM) permits the user to interact directly 
with the bank's computer in a machine-language 
mode and will perform some 80 percent of the 
functions normally handled by the traditional 
inside-the-bank teller. These machines are 
usually located on the outside walls of the 
bank, in factories, schools, hospitals and 
public buildings. The in-store-bank (ISB) 
system requires a third party, usually a 
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retail clerk, to intercede in the transaction 
process between the consumer and the bank. As 
the name implies, ISB systems are usually 
located in supermarkets, drugstores, and 
similar types of retail settings. Use is 
principally for making deposits or withdrawals 
and to verify account balances prior to 
cashing checks. They are sometimes referred 
to as point-of-sale (POS) systems. The retail 
establishment supplies the personnel, the 
space, and even the necessary cash to 
facilitate the transactions. Either system 
has the capability of being offered on a 
shared or proprietary basis. 

2There was very little collinearity 
among the eighteen independent variables. Of 
the 153 (18c2) pairwise correlations, only 
7 were 0.40 or more, and only 2 of these were 
larger than 0.50; the correlation between ISB 
EASY TO USE and ISB SAVES TIME was 0.645, and 
between ATM EASY TO USE and ATM SAVES TIME was 
0.513. This lack of collinearity lends 
credence to the discriminating coefficients, 
and to the comparative importance of the 
discriminating variables as represented by the 
relative sizes of these standarized 
coefficients. 
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THE EFFECT OF PROMOTION VARIABLES AND COMPETITIVE SITUATIONS ON SMALL RETAILERS' PROFITABILITY 
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Abstract 

The primary objective of this study was to explore 
the relationship between a select group of promotion 
variables utilized by small retail grocers and five 
retail store performance ratios (GPM, NPM, GMROI, 
NPROI, and stockturn rate per year). 

Introduction 

With very few exceptions the strategic emphasis for 
retailers at the present time and on into the near 
future is market share management (Davidson et al 
1983, p. 76). In other words if retailers are to 
survive it is at some other competitor's expense. 
One way that retailers can be competitive is through 
effective assortment selection. As one old saying 
properly states, "Goods well bought are half sold." 
Although assortment selection can go a long way in 
developing a competitive position an effective pro
motional program is also necessary to develop a 
winning game in retailing. 

As the 1980's continue to evolve, small retailers 
are facing a period sensitive to competitive posi
tioning and survival. To survive this period of 
transition, small retailers need to concentrate and 
specialize on core markets that they can best serve 
(Cox 1980). Only in this way can small retailers 
reduce the degree of vulnerability in which they are 
subjected. Retailers over the recent years have in
creased their advertising in an attempt to be compet
itive. This increase in advertising has come about 
as a result of the following factors: 

1. The retailer's power within the marketing 
channel has significantly increased. 

2. The retailer's brands have significantly 
increased in importance. 

3. Site locations have increased advertising 
effort (Fenwick 1978). 

With this increased emphasis in advertising, small 
retailers will need to be cautious in allocating 
their promotional dollars to the promotion variables 
that will give them the best "bottom line" results. 
Research in the area of effective retail promotion 
has been limited to results in terms of sales volume 
(Frank and Massey 1971; Curhan 1974). The major 
thrust of this study is to evaluate a select group 
of promotion variables utilized by small retail gro
cers in relation to five retail store performance 
ratios. These retailing indices of success are 
gross profit margin (GPM), net profit margin (NPM), 
gross margin return on inventory investment (GMROI), 
net profit return on inventory investment (NPROI), 
and stockturn rate per year. The study also exam
ines the influence that competitive positioning has 
on the relations between the selected promotional 
variables and the performance ratios. 

Sample And Methodology 

Pretested questionnaires were mailed to 630 members 
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of a grocery retailer-cooperative. The retailer-co
operative is composed of multi-type retail grocery 
establishments that jointly own and operate a whole
sale grocery corporation. Even though the retailer
cooperative is operated by professional managers, 
the member stores operate as individually owned in
dependent merchants. Since each member store em
ploys a unique retailing mix strategy, the members 
of the cooperative were considered appropriate for 
the research study. 

Eight promotion variables were selected for the re
search study. They were 1) newspaper, 2) pure ad
vertising news sheet, 3) television, 4) radio, 5) 
circulars, 6) premiums (dishes, etc), 7) other (in
store sales promotion), and 8) "no" promotion by 
store. The owner/managers were asked to breakdown 
by percentage their business promotion efforts uti
lizing the indicated promotion variables. In addi
tion, each retailer was asked to indicate the per
centage usage of Price Leader Advertising within 
their promotion mix. Each retailer was also asked 
to indicate the strategy emphasis of the "Promotion 
Variable" within their retailing strategy mix. The 
retailers were asked to rate the strategy emphasis 
on a one through six scale (one being first in em
phasis, six being last in importance within a stra
tegy mix, etc). 

The other retailing strategy mix variables used in 
conjunction with the Promotion Variable were Price, 
Customer Service, Store Location, Merchandise Assort
ment, and Quality of Store Personnel (Engel et al. 
1978). The retailers were also asked whether they 
used Trading Stamps as a variable within their pro
motion mix. In addition, each retailer was asked to 
indicate their perceived competitive situation (weak 
or below average, moderate, strong, or vigorous). 
The questionnaire also obtained each retail estab
lishment's average gross profit margin, percent op
erating expenses, stockturn rate per year, yearly 
dollar sales, and store type. Two mailings were 
sent out. The number of usable returns was 379, 
representing 60.2 perc~nt of total questionnaires 
mailed. The 379 cases were analyzed by SPSS Sub
program Frequencies and Subprogram Spearman Cor
relation (Norman Nie et al. 1975). 

To assess the success of the researched respondents, 
five retailing ratios of success were utilized as 
the dependent variables of the study. These primary 
ratios included percent gross profit margin (GPM), 
percent net profit margin (NPM), gross margin return 
on inventory investment (GMROI), net profit return 
on inventory investment (NPROI), and stockturn rate 
per year. Gross profit margin is defined as sales 
minus cost of goods sold and net profit margin is 
defined as gross profit margin less operating ex
penses. The stockturn rate is the number of times 
the average inventory is sold annually. Gross mar
gin return on inventory investment is a single com
prehensive ratio that allows retail management to 
review inventory results from a return on investment 
perspective (Sweeney 1973). For ease of calculation, 
GMROI can be obtained by mulitplying gross profit 



margin by the stockturn rate. Accordingly, net pro
fit return on inventory investment (NPROI) would be 
a logical extension of this retail productivity ra
tio. This latter ratio reflects the same basic com
ponents of the classic DuPont system of return on 
investment (Van Voorhis 1981). These five profit
ability ratios were selected as representative per
formance measures that might reflect the operating 
success of the responding retail establishments. 

Frequencies Analysis 

As noted, each retailer was asked to indicate the 
perceived competitive situation of his retail estab
lishment. For the purposes of the study, the res
pondents are classified into the following four com
petitive situation categories: 1) weak or below 
average, 2) moderate, 3) strong, and 4) vigorous. 
Tabl e I reflects the average percentage usage of 
each promotion variable or average percentage em
phasis of the promotion variable within the retail
ing strategy mix by competitive category. The table 
also reflects the average percentage usage of these 
variables for all the responding retailers. 

For the strategy emphasis of the promotion variable 
within a retailing mix, the vigorous competition and 
strong competition categories indicate the high per
centages for the 1/2 strategy emphasis. However, 
there is only a high of 26 percent for the 1/2 stra
tegy emphasis. All of the categories reflect a high 
percentage for the 5/6 emphasis. The moderate cat
egory has the low 1/2 emphasis and the high 5/6 em
phasis. 

For the percentage of retailers who use "price lead
er advertising" the majority of the time, the strong 
and vigorous categories reflect the high percentage 
usage of this strategy variable. For the usage of 
trading stamps, once more, the strong or vigorous 
categories indicate the high average percentage 
usage. 

For the "average percent of total promotion" for 
the responding retailers by promotion variable, the 

newspaper variable was reflected as the most used 
promotion variable. The strong or vigorous cate
gories favored this variable more than the other 
competitive categories. The circular variable was 
the second highest utilized promotion variable by 
all categories. The weak or below average competi
tive category had the high percentage usage of "no" 
promotion by retail store. 

Tab le II reflects the means of the five indices of 
retailing success by competition category. The 
table also indicates the average retailing success 
ratios for all the responding retailers. The table 
reflects that the moderate category had the high 
average GPM, GMROI, and stockturn rate. The weak 
or below average competition category had the high 
average NPM and NPROI ratios. 

Correlation Analyses 

Table III and IV reflect correlation analysis be
tween a retailer's emphasis of a particular promo
tion variable and retailing success. For the em
phasis of the promotion variable (in relationship 
with other retailing variables) within the retailing 
strategy mix category of the study, an inverse re
lationship is reflected for significant relation
ships within the tables. Thus, a significant posi
tive relationship indicates that respondents who 
rate the promotion variable as having a high prior
ity within their retailing strategy mix tend to have 
less successful store performance. 

Table III reflects correlation analyses between the 
promotion strategy variables and the five indices 
of retailing success for all the responding retail
ers. For the retail strategy emphasis of the pro
motion variable within the total retailing strategy 
mix, the table reflects that less successful retail
ers of the total study emphasize the promotion vari
able within their strategy mix. 

For the emphasis of Price Leader Advertising within 
the promotion mix, the table reflects that less suc
cessful retailers of the total study emphasize this 

TABLE I 

RETAILER USAGE OF SELECTED PROMOTION STRATEGIES BY PERCEIVED COMPETITIVE SITUATION 
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TABLE II 

MEANS OF FIVE INDICES OF RETAILING SUCCESS 
BY PERCEIVED COMPETITIVE SITUATION 

Retailers by Perceived 
N 

Percent Percent Stockturn Percent Percent 

Competitive Situation GPM NPM Rate GMROI NPROI 

~eak. or Below Average 
Competition 47 22.9 7.1 13.780 314.3 86.4 

Moderate 
Competition 75 23.7 6.1 16.034 353.2 75.0 

Strong 
Competition 124 21.9 5.5 15.840 335.6 83.2 

\'igorous 
Competition 129 22.2 4.8 15.732 341.6 75.2 

Iodice Means of all 
Retailer Respondents 379 22.5 5.6 15.561 337.9 79.2 

TABLE III 

CORRELATION ANALYSES BETWEEN RETAILER PROMOTION STRATEGIES AND FIVE INDICES OF RETAILING SUCCESS 
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All Retailer Res2ondents 
(N•379) 

GPM . 3225** -. 3432** -.2235** -.1459** .0126 -.1269** -.0165 -.0820* -.1965** .1277** .2066** 

NPM .2296** -.3075** -.2975** -.1010* -.0664 -.0732 -.0601 -.2190** -.2087** .1094* .2315** 

Stockturn Rate I -.0532 .2316** .2377** .0357 -.1665** .0971* .0067 .1542** .1840** -.0275 -.0956* 

GMROI .0818 .0744 .1253* -.0170 -.1599** .0332 .0172 .1077* .1119* .0761 -.0245 

NPROI .1753** -.1314* -.1332* -.0459 -.1355** -.0292 -.0334 -.0983* -.0519 .0962* .1069* 

*P .<..: .05 
**P <.. .01 

I Negative Coefficients indicate a relationship of high variable importance with higher store performance 

variable within their promotion strategy. For the 
usage of trading stamps, even though the table in
dicates mixed results (plus and minus), the signifi
cant relationships indicate that less successful re
tailers utilize trading stamps within their promo
tion strategy mix. 

For the percentage usage of the selected promotion 
variables, the table indicates that less successful 
retailers of the total study emphasize the usage of 
advertising news sheets and circulars. The table 
further indicates that more successful retailers of 
the total study either emphasize the usage of in
store promotion or indicate "no" store promotion. 

Tab le IV reflects correlation analyses between the 
retailer promotion strategies and the five retail
ing indices of success with the respondents divided 
by competitive situation category. For the weak or 
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below average competition category, the table indi
cates that less successful retailers of this cate
gory emphasize the promotion strategy variable with
in their retailing strategy mix. The table further 
indicates that less successful retailers of this 
category use a high percentage of the radio variable 
within their promotion mix. The table does reflect 
that the more successful retailers of this category 
either emphasize the use of circulars within their 
promotion mix or use "no" promotion at all. 

For the moderate competition category, Table IV in
dicates that retailers who emphasize the promotion 
variable within their retail strategy mix tend to 
be less successful. The table further reflects that 
retailers of this category who emphasize the news
paper variable within their promotion mix tend to 
be less successful. Tab le IV does indicate that 
more successful retailers of this category emphasize 



TABLE IV 

CORRELATION ANALYSES BETWEEN RETAILER PROMOTION STRATEGIES AND FIVE INDICES 
OF RETAILING SUCGESS BY PERCEIVED COMPETITIVE SITUATION 
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I Negative ct~efficients indicate a relationship of high variable importance with hi~her store performant'e 

the usage of trading stamps and premiums within 
their promotion mix. 

For the strong competition category, Table IV indi
cates strong significant correlations for the empha
sis of the promotion variable within a retailers 
strategy mix. Again, as in the other reported cat
egories, the table reflects that less successful re
tailers emphasize the promotion variable within 
their retailing strategy mix. Tabl e IV for this 
competition category further indicates that less 
successful retailers emphasize "price leader adver
tising" and the use of the radio variable within 
their promotion mix. 

For the vigorous competition category, Tabl e IV re
flects "no" bottom line results (GMROI/NPROI) for 
the emphasis of the promotion variable within a re
tailing strategy mix. The table does present posi
tive aspects for the turnover rate but negative 
aspects for the GPM ratio. The table indicates that 
less successful retailers of this category emphasize 
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the usage of trading stamps, advertising news sheets, 
and circulars within their promotion mix while more 
successful retailers emphasize in-store promotions. 

Summary And Conclusions 

A study was conducted to determine the relationship 
between a select group of promotion variables and 
retailing success. An analysis of 379 retail gro
cery establishments belonging to a retailer-cooper
ative revealed the following findings in regard to 
store profitability. 

1. Frequencies analysis of the selected promotion 
strategy variables revealed the following interest
ing results: 

a. For the strategy emphasis of the promotion 
variable within a retailing strategy mix, the 
study revealed that the vigorous and strong com
petition categories had the high percentage (26 
percent and 23 percent) emphasis of the 1/2 rating. 



The study also revealed that all of the competi
tive categories re:Hecteid high percenhqge emphasis 
(45 percent to 73 percent) of the 5/6 rating. 

b. The study revealed that the strong and vig
orous competition categories had the high percent
age usage of trading stamps and "price leader ad
vertising". 

c. For the "average percent of total promotion" 
for the retailers by promotion variable, the study 
revealed that the newspaper variable was the most 
utilized variable and the circular variable was 
the second most used promotion variable within the 
average promotion mix. 

d. The means of the five indices of retailing 
success by perceived competitive situation cate
gories revealed that the moderate category had 
the high average GPM, GMROI, and stockturn rate 
but the weak or below average competition cate
gory had the high average NPM and NPROI ratios. 

2. Correlation analyses between each personnel 
variable and the five indices of ~etailing success 
revealed the following findings: 

a. For the retail strategy emphasis of the 
promotion variable within the total retail 
strategy mix, the correlation analyses for all 
the retailer respondents revealed that less suc
cessful retailers emphasized the promotion vari
able within their retailing strategy mix. 

b. Correlation analyses for all the respondents 
revealed that more successful retailers emphasized 
the usage of in-store promotion or "no" store pro
motion. The study revealed that less successful 
retailers emphasized trading stamps, advertising 
news sheets, circulars, and "price leader adver
tising" within their promotion mix. 

c. For the weak or below average competition 
category, correlation analyses revealed that less 
successful retailers of this category emphasized 
the radio variable within their promotion mix and 
the promotion variable within their retailing 
strategy mix. The study further revealed that the 
more successful retailers of this category empha
sized the use of circulars or "no" store promotion. 

d. For the moderate competition category, cor
relation analyses revealed that less successful 
retailers of this category emphasized the news
paper variable within their promotion mix and 
the promotion variable within their retailing 
strategy mix. The study revealed that more suc
cessful retailers of this category emphasized 
trading stamps and premiums eithin their pro
motion mix. 

e. For the strong competition category, cor
relation analyses revealed that less successful 
retailers of this category emphasized "price 
leader advertising" and the radio variable within 
their promotion mix. The study further reveals 
that less successful retailers empahsized the 
promotion variable within their retail strategy 
mix. 

f. For the vigorous competition category, cor
relation analyses revealed that less successful 
retailers of this category empahsized trading 
stamps, advertising news sheets, and circulars 
within their promotion mix while more successful 
retailers emphasized radio and in-store promotion. 

Possibly the most significant results of the study 
are found in the correlation analyses. One trend 
stands out that needs to be noted. The correlation 
findings for the emphasis of the promotion variable 
within a retailing mix are significant for all 
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except the vigorous competition category. The re
tailers are correct in their high 5/6 importance 
ratings reflected in Tab le I. Another item should 
be noted. The newspaper and circular promotion vari
ables were reported as the most utilized variables 
within the average promotion mix. Neither of these 
promotion variables were reported as having positive 
significant "bottom line" (NPROI) results in either 
correlation analysis table. 

It is particularly important for small retailers to 
select the most effective promotion variables be
cause of limited resources. The results of this 
study point out that small retailers need to be se
lective in choosing promotion variables if they are 
to benefit the most in their particular competitive 
situation. It is essential for them to evaluate the 
influence of promotion variables on "bottom line" 
measures. In this way, they can strengthen their 
competitive situation and reduce their vulnerability. 
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AN ANALYSIS OF THE EFFECTIVENESS OF 
CONSUMER PREMIUM PROMOTIONS 

C. P. Rao, University of Arkansas 
Gerald Crawford, University of North Alabama 

Abstract 

The use of consumer self-liquidating premium 
promotions is widespread. However, little 
research has been published in this area. A 
large amount of data on actual premium 
promotions was obtained from a leading 
manufacturer of consumer packaged goods. Based 
on this information, several questions are 
addressed relating to: (1) sales response 
effectiveness over time, (2) effectiveness in 
attracting competitors' customers, (e) inter
actions between premium prices and required 
proofs of purchase, and (4) findings of follow-up 
surveys as a way of analyzing promotion success. 

Introduction 

Sales promotion has been quietly tucked away in 
the marketing literature for many years. 
Advertising and personal selling traditionally 
receive major emphasis in the academic community 
while sales promotion receives little or no real 
attention. There appear to be four major reasons 
why this should be changed. First, U.S. com
panies spend more on sales promotion than on 
advertising, and the expenditures for sales 
promotion are growing at a faster rate than 
advertising (Burnett, 1974, p. 374). Second, 
there appears to be a great deal of room for 
improvement in the entire sales promotion area 
(Stant, 1976). Third, sales promotion includes a 
set of powerful marketing tools that are 
especially effective in periods of rapid 
inflation (Kotler, 1976, p. 340) such as those 
experienced until recently. Last, the marketing 
literature void should be made less noticeable in 
the sales promotion area. Marketing academicians 
are handicapped in preparing students for 
marketing careers when widely used marketing 
techniques are not covered in depth in the 
classroom. 

Sales promotion typically encompasses several 
diverse promotional activities, many of which are 
not related to each other. This article deals 
with premiums, one of many rather specialized 
sales promotion tools. The use of premiums in 
marketing is growing and was reported at more 
than $5 billion in 1973 (Meredith and Fried, 
1977). This trend continued and, according to 
one estimate, the expenditures on premiums in the 
U.S. reached $9.74 billion in 1981 (Burnett, 
1984). 

Use of premiums as a sales promotion technique is 
widespread. The trade literature cites several 
advantages in using premiums to promote products 
and services. Consumer premium offers are 
normally expected to directly increase sales. 
But there are additional indirect benefits that 
may accrue such as increased brand awareness, 
favorable brand attitudes, dealer cooperation, 
and even brand switching. Despite such 
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widespread use of premiums by marketing 
practitioners, very little research has been 
devoted to this vital area of marketing practice 
(Seipel, 1971). Although some research has been 
done on factors affecting coupon redemption 
rates (Reibstein and Traver, 1982), virtually no 
research is reported that deals with the 
effectiveness of consumer self-liquidating 
premium promotions. 

Scope. of the Present Study 

This paper is concerned with reporting and 
analyzing data relating to the consumer premium 
programs of a major corporation that is a mass 
merchandiser in the consumer packaged goods 
field. The data came from 15 different self
liquidating premium marketing campaigns done by 
the company over a period of 10 years. Based on 
the data obtained, the authors attempted to 
answer, or at least address, the following 
analytical questions: 

1. What is the nature of change over time in 
the sales-response effectiveness of self
liquidating premium promotions? Are there 
any differences in the overall sales effec
tiveness of various types of premium 
promotional campaigns? 

2. How effective are premium promotions in 
attracting potential customers who normally 
patronize competitors' brands? Does 
competitive effectiveness of premium 
promotional campaigns change over a period 
of time? Are the competitive benefits 
temporary or permanent? 

3. How do the interactions between various 
causal variables such as price of the 
premium offer, proof of purchase, etc., 
influence the response variables? 

4. Finally, do consumer follow-up surveys 
support the conclusions reached on the basis 
of hard data? Are there any significant 
differences among the various premium 
promotional campaigns with regard to consumet 
qualitative responses? 

To better discuss these questions, please refer 
to the data presented in Tabl es I, II, and III. 

Overall Sales Response Effectiveness 
of Premium Promotions 

Data relating to 15 premium promotional cam
paigns over a period of 10 years are presented 
in Tabl e I. The price of the premium items 
offered ranged from 50 cents to $5.95. On the 



basis of price of the premium items, the fifteen 
campaigns are grouped under three broad 
categories--higher ($5.95 to $3.50), medium ($1 
to $1.50), and low price (50~ to 75~). The proof
of-purchase requirement was related to the number 
of units of the company brand(s) the consumers 
had to buy in order to obtain the premium item. 
The proof-of-purchase variable was grouped under 
two categories--low (2) and high (10). In the 
last column, the multiple orders for each premium 
campaign were given. Multiple orders referred to 
the average number of premium items redeemed by 
the consumer. 

With regard to sales-response effectiveness of 
premium promotions, on the basis of data 
presented in Tab les I, II, and III, the following 
conclusions were drawn: 

1. The overall sales-response effectiveness of 
premium-promotional campaigns seems to 
decline over a period of time. Thus the 
total unit sales from premium redemptions 
declined over a period of time. This is 
evident when A and B campaigns are compared 
with the N and 0 campaigns in 1969. (Tabl e 
I). However, the time durations of the 
premium campaigns are different. While 
campaigns A and B (1959-60 and 1963-64) were 
conducted for 42 and 63 weeks respectively, N 
and 0 were conducted for 18 and 14 weeks. 
Despite such variation in the time duration 
of the campaigns, the average weekly total 
unit sales and the size of multiple orders 
clearly indicated the declining overall sales 
effectiveness of premium-promotional cam
paigns. 

2. Data in Tab le II also indicate that 
promotions offering premium items at moderate 
prices (with exception of two items, K and N) 
generally proved to be more effective. 
Similarly, the campaigns offering premium 
items at low prices but coupled with high 
proof of purchase proved to be effective in 
terms of increasing unit sales from 
redemption. 

3. Data in Tab le II also indicate that 
promotions with higher priced premium 
with low proof of purchase are less 
effective. 

premium 
items 

Competitive Effectiveness of Premium Promotions 

For those who already buy the company's products, 
premiums may act as an additional incentive to 
continue purchasing the products. It is doubtful 
whether premium offers increase sales to the 
company's present customers over the long run, 
especially in the case of products with short 
repurchase cycles. Premium offers, however, may 
reinforce already existing favorable attitudes of 
the company's present customers. The major 
benefit from the use of premium promotions may 
come in the form of attracting the customers of 
competitors' brands. Sales to competitors' brand 
patronizers who redeem premium offers can be 
considered as net additional sales to the 
company. Because of premium offers, some 
customers of the competitors' brands are likely 
to buy the company's product, and this 275 

facilitates trial usage among noncustomers. In 
a well-established, consumer, nondurable product 
industry, consumers' preferences for various 
brands are typically stable. Under these 
circumstances, getting the customers of 
competing brands to try the company's products 
can prove to be a difficult task. Premium 
offers may facilitate trial in the marketers' 
continuous struggle to shift brand preferences. 
Also such trial may result in switching to the 
company's product. Data on such competitive 
effects of premium campaigns are presented in 
Tab les I, II, and III. 

In Table I under columns 5 and 6 data relating 
to the competitive effectiveness of premium 
promotions are presented. Data under column 5 
refer to the estimated unit sales to 
competitors' customers. The estimate is 
computed by the following procedure. Number of 
individuals who normally patronized the 
competitive brands is estimated from the 
redemption requests. This figure is multiplied 
by the proof of purchase in each case. To 
assess the competitive effectiveness of each 
campaign, these estimated unit sales to 
competitors' customers (column 5 in Tab le I) is 
expressed as percentage of "total unit sales 
from redemption" (column 4 in Tabl e I), and the 
resulting percentage figures for each campaign 
are shown in column 6 in Tab le I. Data 
indicate that the competitive effectiveness is 
fairly stable, accounting for 30 to 45 percent 
of total unit sales in 11 of 15 campaigns. It 
became very unstable in later years. The 
competitive effectiveness of the last three 
campaigns is substantially lower than the 
earlier campaigns, particularly A through H. 
This trend may indicate that "competitive 
effectiveness" of premium campaigns over a 
period of time seems to decline. However, this 
conclusion should be further modified in view of 
the unstable nature of "competitive 
effectiveness" of the premium campaigns of K and 
L. Critical review of campaigns H through K 
indicates that premium campaigns with moderate 
or high price for the premium item will result 
in greater competitive effectiveness. The data 
presented in Tab le II show that the premium 
campaigns with high-priced premium items and low 
proof-of-purchase requirements are very 
effective in attracting competitors' customers. 
In campaigns E and L, 45 percent of the 
redemptions were by competitors' customers. The 
least effective campaigns were those involving 
low-price premiums and high proof-of-purchase 
requirements. In campaigns C and M only 30 and 
20 percent of the respective redemptions were by 
competitors' customers. 

Consumer Evaluation of Premium Promotions 

The general conclusion that premium promotional 
campaigns are effective in attracting 
competitors 1 customers is further supported by 
data presented in Tabl e III. Significant 
differences can be observed with regard to 
competitive brand patronizers redeeming as 
percentage of total respondents (item 3 in 
Tab le III). The premium campaign with a 
medium-price, low proof-of-purchase requirement 



attracted the highest percentage of competitors' 
brand patronizers, It is interesting to note 
that the corresponding percentages for free 
(i.e, , no charge for premium i tern) , low-proof 
offers are substantially lower. This finding 
seems to indicate that competitors' customers are 
likely to be attracted to a greater extent when 
the premium offer carries a moderate price. 
Here, one should note that the nature of premium 
item offered and the company brand promoted are 
the same for all the four campaigns (mentioned 
under "same brand" in Tabl e III). This 
difference may be due to the psychological 
tendency of a consumer to perceive a free premium 
offer as something cheap and hence not worth 
obtaining, This is particularly so with 
competitors' brand patronizers. With a company's 
own customers, a reverse trend can be observed. 
This may be due to the fact that the company's 
own customers will be buying the product anyway 
and if they can get some premium item with a low 
proof of purchase, they are likely to jump at the 
opportunity. But as the price of the premium 
item goes up, the incentive to redeem seems to 
decline with the company's customers. Thus, 
competitive effectiveness of premium promotions 
and sales effectiveness to the company's 
customers seem to move in opposite directions 
when combining price of the premium item with 
proof of purchase for optimum effectiveness. The 
lower interest on the part of competitors' 
customers when the premium offer is free is 
supported by other experimental research 
findings. After conducting a field experiment 
involving three demand levels for reciprocation 
for premium redemption, Seipel concluded: "The 
results seem to strongly indicate that free 
premiums do not necessarily make offers more 
attractive. The interpretation here is that 
people generally resent strong obligation, 
especially when they suspect the motives of the 
person or institution with whom they are 
interacting or find their interaction partner 
unattractive." (Seipel, 1971, p. 32). 

The competitive effectiveness of premium 
promotional campaigns with low-price and premium 
items and high proof-of-purchase requirements is 
generally lower than when a medium-price item is 
offered in combination with both low and high 
proof of purchase. Considering all the available 
evidence across seven different premium 
campaigns, one may conclude that medium-price and 
low-proof or medium-price and high-proof premium 
items may have maximum competitive effectiveness. 

One more indication of competitive effectiveness 
of premium promotions is the repeat purchases by 
the competitors' customers. Data relating to 
the competitive brand patronizers reporting 
repurchase of the company brand as percent of 
total respondents are presented under item 4 in 
Tabl e III. For each promotional campaign 
approximately 40 percent or more of the 
competitors' brand patronizers who redeemed the 
premium item reported repurchasing the company 
brand. The differences relating to different 
types of premium offers (price and proof 
combinations) are pretty much the same as in the 
case of premium redemptions. This seems to 
indicate that if a large number of competitors' 
brand patronizers could be persuaded to buy the 
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company's brand through a premium offer, about 
half of them are likely to repurchase the brand. 
However, this shift in purchasing pattern, which 
can be attributed to a premium promotion, does 
not seem to bring about a permanent shift in the 
brand-patronage behavior of the "triers" and 
"repurchasers" of the company brand. 

In item 5 in Tabl e III, the percentage of the 
respondents reporting a switch to the company 
brands is either very small or zero. It is 
interesting to note that in the case of premium 
promotions with low-price, high-proof premium 
offers (relating to brands X, Y, and Z), none of 
the competitors' brand patronizers reported 
switching to the company brand. This is 
somewhat intriguing in the sense that a 
high-proof offer necessitates that the respon
dent buy more units of the company brand so as 
to obtain the premium. If it is assumed that 
the respondents have consumed the company 
products in such large numbers, we logically 
expect a shift in patronage if the company brand 
is more satisfactory than their customary brand. 
Since no such brand switching seems to have 
occurred in spite of some of the competitors' 
customers exhibiting purchase and repurchase 
behavior, one would suspect that the company 
brand involved failed to satisfy the potential 
customers. Such critical nature of the brand in 
facilitating the brand sw:l.tching in the post 
premium-promotional period is further supported 
by the evidence that some competitors' customers 
have switched to a company brand even with a 
low-proof offer (which implies low levels of 
use). Concurrently, for the same brand when a 
high-proof premium offer is made, the brand 
switching rate is the highest. Thus, the 
evidence clearly indicates the critical nature 
of brand promoted in facilitating brand 
switching. If the company's premium-promotional 
objective is to attract additional "customers" 
to a specific brand, the company should pay 
closer attention to the product-differentiating 
qualities of the company brand and its ability 
to convince the competitors' customers of its 
superiority over their usual brand. This 
finding, to some extent, corroborates the 
previous research findings dealing with sales 
response to promotions and advertising. In this 
respect one of the conclusions by Brown (1974) 
was "promotions do not yield new long-term 
buyers." 

Conclusions 

The use of premium promotions is widespread in 
the real marketing world. Despite such signifi
cance to marketing practitioners, there are very 
few systematic studies in the marketing litera
ture dealing with the nature and dimensions of 
sales response to premium promotions, In this 
paper, the authors had the unique opportunity to 
analyze data relating to 15 nationwide premium 
promotions of a mass merchandiser over a 10-year 
period. Such fine grain data enabled the 
authors to draw conclusions about the efficacy 
of the premium promotions as a promotional tool 
under varying conditions of premium offers. The 
following are some of the major conclusions 
based on the data presented: 



1. The overall sales-response effectiveness of 
consumer premium promotions in terms of total 
unit sales from premium redemptions declined 
over a period of time. 

2. Premium promotional campaigns 
premium items at moderate prices 
proved to be more effective. 

offering 
generally 

3. In terms of total unit sales from redemption, 
premium-promotional campaigns with higher 
price premium items combined with low 
proof-of-purchase requirements are least 
effective. 

4. However, the overall effectiveness of a 
premium-promotional campaign as reflected in 
total unit sales from redemption and the 
competitive effectiveness of the campaign as 
reflected in attracting the competitors' 
brand patronizers required different types of 
premium offerings. To achieve the former 
objective, premium offerings with low prices 
coupled with high proof proved to be 
effective. On the other hand, the latter 
objective can be better achieved by offering 
either medium-price or high-price premium 
items with low proof for redemption. 

The research findings presented in this paper 
supported earlier research findings based on 
experimental research and on limited field 
research data. The research data presented in 
this paper is related to the experiences of one 
major consumer products corporation. Further 

research reflecting the experiences of other 
corporations in diverse product fields is needed 
so that generalizations can be drawn as to the 
sales-response effectiveness of premium pro
motions. 

References 

Brown, Robert George (1974), "Sales Response to 
Promotions and Advertising," Journal of 
Advertising Research, (August), 33-38. 

Burnett, John J. (1984), Promotion Management: 
A Strategic Approach, St. Paul, MN: West 
Publishing Company. 

Kotler, Phillip (1976), Marketing Management, 
Englewood Cliffs, NJ: Prentice Hall, Inc. 

Meredith, George and Robert P. Fried (1977), 
Incentives in Marketing, Union, NJ: National 
Premium Sales Executives Education Fund. 

Reibstein, David J., and Phillis A. Traver, 
"Factors Affecting Coupon Redemption Rates," 
Journal of Marketing, 46 (Fall), 102-113. 

Seipel, Carl-Magnus (1971), "Premiums--Forgotten 
by Theory," Journal of Marketing, 35 {April), 
26-34. 

Stang, Roger A. (1976), "Sales Promotion--Fast 
Growth, A Faulty Management," Harvard Business 
Review, 54 (July-August), 115-124. 

TABLE I 

IMPACT OF PREMIUM PROMOTIONAL CAMPAIGNS ON SALES AND COMPETITION 

PREMIUM PRICE OF PROOF OF UNIT SALES FROM ESTIMATED UNIT SALES 
ITEM THE ITEM PURCHASE REDEMPTION TO COMPETITORS' 

$ ( 'OOOs) CUSTOMERS ('OOOs) 
(1) (2) (3) (4) (5) 

A (PR) .so 10 122,906.8 36,872.1 
B (P) .so 10 56,480.6 16,944.2 
c (U) .so 10 1,233.7 370.1 
D (U) 1.00 10 771.3 231.4 
E (U) 5.95 2 272.1 122.4 
F (U) .so 2 863.8 388.7 
G (R) 1.50 2 1, 726.3 776.8 
H (R) 1.50 2 805.0 362.3 
I (U) 1.00 2 698.0 195.5 
J (PU) .75 2 188.5 36.0 
K (U) 1.00 2 74.4 33.5 
L (U) 3.50 2 45.8 20.6 
M (PR) .60 10 979.8 215.6 
N (PU) 1.00 2 393.6 94.5 
0 {U) 1.00 10 1,396.8 307.3 

R =Related item, i.e., complementary to the product being sold. 
U Unrelated item. 

(5) AS % NO. 0~ MULTIPLE 
OF (4) WEEKS ORDERS 

(6) (7) (8) 

30 42 4.0 
30 63 2.1 
30 17 1.6 
30 16 1.1 
45 17 1.2 
45 18 2.1 
45 21 1.8 
45 14 1.8 
28 16 1.5 
19 14 1.6 
45 11 1.4 
45 17 1.2 
22 14 1.8 
24 18 1.4 
22 14 1.8 

PR Promotionally related item, i.e., the brand name of the company product being promoted on the 
premium item. 

PU Promotionally unrelated item, i.e., premium item is not complementary to the company product but 
* the brand name of the company product being promoted on the premium item. 
Number of weeks during which the promotional campaign was run. 
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TABLE II 

PRICE OF PREMIUM AND PROOF OF PURCHASE COMBINATIONAL ANALYSIS 

PRICE OF 

PREMIUM ITEM 

LOW 

MEDIUM 

HIGH 

F 
J 

G 
H 
I 
K 
N 

E 
L 

1 

863.8 
188.5 

1 

1,726.3 
805.0 
698.1 

74.4 
393.6 

1 

272.1 
45.8 

PROOF OF PURCHASE 

LOW 
2 3 

45 18 c 
19 14 M 

2 3 

45 21 D 
45 14 0 
28 16 
45 11 
24 14 

2 3 

45 17 
45 17 

1 =Total unit sales from premium promotion (in 'OOOs of units). 

HIGH 
1 

1,233.7 
979.8 

1 

771.3 
1,369.7 

2 3 

30 17 
22 14 

2 _3_ 

30 16 
22 14 

2 Unit sales to competitors' brand patronizers as percent of total unit sales from premium redemption. 
3 = Number of weeks the premium offer was promoted. 

TABLE III 

FOLLOW-UP SURVEY RESULTS ON CONSUMER EVALUATION OF PREMIUM PROMOTIONS 

PROMOTIONALLY RELATED PREMIUM ITEM 

SURVEY DATA RELATING TO: DIFFERENT BRANDS 
SAME BRAND LOW PRICE, HIGH PROOF 

Medium Price Medium Price Free Brand X Brand Y Brand Z Total for 
Low Proof High Proof Low Proof x, Y, & z 

1. Total redeemers 
interviewed (484) (318) (364) (384) (326) (342) (1,052) 

2. Company brand patron-
izers redeeming as 
percentage of total 
respondents 47 69 75 83 76 73 78 

3. Competitive brand 
patronizers redeeming 
as percentage of 
total respondents 53 31 25 17 24 27 22 

4. Competitive brand 
patronizers reporting 
repurchase of the 
company brand as 
percentage of total 
respondents 21 17 14 7 10 15 10 

5. Percentage of the 
respondents switching 
to the company brands 1 2 .3 0 0 0 0 

278 



FOOD COUPONS - PERSPECTIVE AND UPDATE 

Lance Masters, California State University, San Bernardino 
Karen Kessinger, California State Universitv. San Bernardino 

ABSTRACT 

It started with wooden nickels. Coupons are issued 
by over 2,000 manufacturers and are used by 86% of 
all U.S. households. Over 140 billion were dis
tributed in 1984, with a 6% redemption rate (over 
8 billion) and with an average face value over 25 
cents plus an eight cent handling fee. The indus
try has grown consistently for over a dozen years, 
and is the largest single category of consumer 
promotion at $2.5 billion. The average household 
redeems about three coupons a week, with the more 
affluent redeeming more than lower income groups. 
Once associated almost exclusively with packaged 
goods, marketers in virtually every sector of our 
economy now use coupons and rebates in some form. 

HISTORY 

"Don't take any wooden nickels" is a phrase still 
heard occasionally in this age of debit cards and 
electronic telecredit. But rarely is it associat
ed with those cents off coupons that are being 
printed, clipped and redeemed at a furious pace. 
Yet the token of the wooden nickel which still 
lingers in our vocabulary is the forerunner of 
modern coupons. The wooden nickels were given 
away at the time of a sale as something the Cajuns 
of Louisiana call a little "lagniape," or some
thing extra. Redeemable only at the store where 
issued, it served as a draw, enticing the customer 
back to the same store for a repeat visit, if only 
to get rid of the "free" money that was burning a 
hole in his pocket! They were also issued as 
commemorative tokens, often with expiration dates 
on the time permitted for redemption (Bowman, 
1985, p. 3). 

The origination of coupons as we know them is 
credited to C. W. Post, then of Battle Creek, 
Michigan, and to the introduction of his health 
product in 1895, Grape Nuts. Customers were given 
a "one cent off certificate" for redemption on 
their purchase of Grape Nuts at their local gro
cery store. This was a landmark in the develop
ment of price promotion incentives in new product 
introductions, designed to give advantage to con
sumer, retailer and manufacturer. (Ibid) 

The use of coupons was sporadic until 1947 when 
Minute Maid introduced its new frozen orange juice 
concentrate in a combination sampling and coupon
ing campaign. Minute Maid gave away cans of con
centrate door-to-door, along with a card redeem
able at the grocer's on a subsequent purchase of 
the product. (Ibid) 

The use of coupons to boost sales>and gain accep
tance of new products by consumers continued then 
with some regularity, but the rates of distribu
tion and redemption were unknown, as no records 
were kept. In 1965 the A.C. Nielsen/Nielsen 
Clearing House began to compile data on coupon 
usage, and started publishing annual volume figures 
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on the distribution of manufacturer's coupons. 
They are the largest provider of coupon redemption 
services, but face stiff competition from a number 
of competitors such as the number two provider, 
Seven Oaks Marketing Services, Inc. 

TRENDS AND INNOVATION 

There are a variety of styles and methods for the 
effective presentation of coupons to the consumer 
beyond the straight cents off coupon. Premiums 
have been widely used since the 1960's, and in 
early 1970's they were heavily used promotional 
vehicles for a myriad of products; brand logos were 
displayed on everything from beach towels to 
children's toys. There has been a recent increase 
in premiums for items related to product usage, 
such as Midori Melon's almost ball shaped "Melon
ball" cocktail pitcher. Tia Maria offered cock
tail glasses with Tia Maria etched on the glass 
along with recipe booklets that promoted the use 
of the product. 

Coupons have been increasingly used as sweepstakes 
entry forms. The entry form is printed on the 
coupon, and when the consumer fills it out and 
redeems it, he is entered into the sweepstakes 
drawing which is normally conducted by the clearing 
house. This also provides a direct mail list of 
known product users which might be useful in later 
promotions. Another coupon innovation is the cus
tomer option coupon. Two coupons overlap for a 
particular product or for alternative product line 
offerings. The quantity and face redemption amount 
usually vary depending on which way the customer 
chooses to clip the coupon. An example would be 25 
cents off one six pack of a beverage or 60 cents 
off two six packs; alternately the coupon might be 
25 cents off regular versus diet or caffein free 
soda. Some manufacturers have confidentially told 
the researchers that they suspect that many consum
ers are confused by option coupons, although this 
should be reduced as option type coupons increase 
in popularity. 

Instant or immediately redeemable coupons have in
creased in popularity because they increase impulse 
purchases by consumers, and are much easier for the 
consumer than either on-pack (printed on the pack
age to be cut out after using the product) or in
pack (usually difficult to see, thus lacking visual 
impact, and often need to be printed with expensive 
food safe materials). Instant coupons are possible 
due to advances in label technology such as top and 
bottom adhesive perforated strips or double faced 
sticky tape. On pack coupons reward the loyal 
buyer and increase repeat sales, while instant 
coupons reward both new and old customers but only 
on the current sale. 

General Foods developed an effective sampling 
coupon combination when they introduced their Birds 
Eye products Awake and Orange Plus. They gave away 
in store samples of the juice along with cents-off 



coupons. This combination yielded a much higher 
rate of sales on the sampling days and a substan
tially higher rate of redemption on the coupons. 
(Ibid) 

Retailers have developed their own coupon techniques 
which differ from those of the manufacturer. One 
of the most frequently employed techniques is the 
in-ad coupon usually featured in the best food day 
market ads in the food sections of newspapers across 
the country. Various stores have used an inte
grated coupon system where they offer double value 
on specific manufacturer coupons that either appear 
within the market's own ad, or are free standing or 
co-op ads appearing elsewhere in the food section. 
Another device popular with consumers and expensive 
to stores is the offering of double and triple 
value coupons redeemable when paired with most 
manufacturers' coupons. Triple value coupons are 
not often used, except in extreme promotional wars 
among chains in very competitive markets such as 
metropolitan Los Angeles. American Stores Alpha 
Beta unit has recently experimented with "write 
your own" coupons, where the consumer chooses any 
item in the store and the coupon is redeemable for 
a fixed amount such as 50 cents. 

METHODS OF DISTRIBUTION 

There are four key institutions concerned with the 
distribution of coupons to consumers: the manu
facturer, the retailer, cooperative programs 
operators, and clearing houses. The "co-ops" in
clude service organizations such as John Blair 
Marketing, George v.alassis & Co., and Newspaper 
Coop Couponing. These organizations feature re
gular distribution of inserts or strip style 
coupons appearing in the food section that offer 
the manufacturer a wide choice of markets with in
creased visibility, higher redemption and lower 
distribution costs than free standing inserts or 
solo run of press (ROP) adds. 

CHART l 

PERCENT OF OISTRIBUTIONS BY MEDIA 

Daily Newspaper 
R.O.P. Solo 

Co-<Jp (All) 

FR. -sr Insert • 

Sunday Paper 
FR. -ST. Insert 

Supplement 

Magazine 
Direct Mail 
In/On Pack 

TOTAL 
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CHART 2 

REDEMPTION RATES BY MEDIA 
Grocery Products 

Daily R.O.P. Solo 
Newspaper Co-op (All) 

Sunday 
Paper 

Magazine 

Free-Standing 
Insert 

Free-Stanaina 
Insert 

Supplement 

On-Page 

Pop-Up 

Average Redemption Rate 

.2.6% 

.2.7% 

-4.2% 

-4.5% 

.2.1% 

.2.0% 

-4.7% 

Middle-Half 
Range 

1.0%- 4.0% 

1.3- 4.1 

2.4- 6.1 

2.7 - 6.3 

1.1-3.0 

1.0-3.0 

2.5 - 6.6 

iiii:8:.1:%:~! 4.7 -13.1 In/On-Pack Regular In-Pack 16.6% 7.0 -27.1 

Regular On-Pack 13.3% 6.3 -24.7 

Direcl Mail 

Instant 
On-Pack 

Cross In-Pack -5.8% 2.6 - 8.7 

Cross On-Pack - 5.1% 2.4 - 8.0 

····~····27.9% 14.0 -47.4 

Manufacturers use several different ways to employ 
coupon promotions. Each has distinctive advantagffi 
and disadvantages, particularly with regard to cost, 
reach and effectiveness. The method chosen for any 
specific coupon drop often is strongly influenced 
by the preferences of key buyers for important 
chains in major market areas. The most familiar 
media for distribution is the newspaper run of 
press on page ad. Six hundred lines, just less 
than one quarter of a page, is the standard size, 
and the ad is almost always just black and white. 
Even though the coupon might not always be at a 
corner of the page where it is easiest to clip or 
tear out, the large circulation and quick redemp
tions keep newspaper media buoyed to about 45% of 
all coupon distribution (NCR Reporter). Redemp
tion rates vary from 3.34% for r egular newspaper 
coupons to 3.66 for co-op ads, but newspapers also 
suffer the highest percentage of "minted gang cut" 
misredeemed ads, at ~3 and 14.3% respectively 
(Seven Oaks 1985). Solo ads are substantially 
more expense for the manufacturer, running $8. to 
$9. per thousand, compared to $3.00 to $3.50 per 
thousand for coop ads (Bowman 1985). 

Sunday supplements are also very popular, and are 
usually in color. Free standing inserts have 
grown substantially in acceptance since their 
introduction in the Seventies. Free standing 
supplements have a 5.3% effective redemption rate, 
and the large coops have a lower rate of 3.78 %. 
Misredemption is about 5.5% for both (Seven Oaks 
1985). Free standing inserts are quite expensive, 
at about $11. per thousand, and again the coops 
are quite a bit less expensive at $2.30 to $10, 
depending on size (Bowman 1985). 

Another popular newspaper based coupon is the 
Sunday comics coop, which features full color but 
lower cost, lower quality newsprint than the 
glossy paper of the supplement. The comics coop 
have effective redemption rates of 2.63%, and 
misredemption of 5.7 % (Seven Oaks 1985). 



Another popular media for couponing is magazines, 
which feature regular on page, tip in or pop up 
coupons, and coop ads. Tip ins are card style 
either bound in the magazine almost forcing the 
reader to open the magazine to the page because of 
the relative stiffness, or simply dropped in to 
fall out into the readers hands as they read the 
magazine. Magazine coupons generally have higher 
redemption rates than newspaper coupons, because 
magazines are closely targeted to very specific 
market segments. Regular magazine coupons have a 
redemption rate of 3.93 and misredemption of 6.0%, 
while co-op inserts are 8.13% and 3. 6% respectively 
(Seven Oaks 1985). 
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Direct mail is one of the most expensive methods 
of coupon distribution, but also has very high re
demption rates: 10.4% for solos and 9.7% for 
coops, and naturally has very low misredemption 
rates, 1.0% and 1.3% respectively (Seven Oaks 
1985). Solo ads might typically run at $90. to 
$130. per thousand, in contract to $5. to $15 per 
thousand for the cooperative direct mailings 
(Bowman 1985). 

In pack regular coupons are a strong incentive to 
loyal customers, and have an expectedly high re
demption rate of 25.61%, with misredemption of less 
than 1%. In pack cross coupons, where the coupon 
in the package is redeemable on one of the manu
facturers other products also have a high redemp
tion rate ~14% with misredemption of about 
1.5%. On pack coupons, where the package has to 
be cut up after the product is used, have lower 
redemption rates of 16.75 for regular and 7.7% for 
cross coupons (Seven Oaks 1985). In or on pack 
coupons offer a very inexpensive mode of distribu
tion for the manufacturer. 

In store handouts, often given away by hostesses 
who serve product samples, also have very high 
redemption rates, a whopping 40.40 percent, and 
have negligible misredemption (Seven Oaks 1985). 
Hostess services vary greatly in cost across the 
country, running from $25 to over $100. per day, 
and obviously the customer count or level of dis
tribution varies dramatically. Manufacturers 
often have a policy of a minimum store size before 
they will offer sampling • 

Bounce backs, the easily removable on pack coupon 
redeemable at time of purchase, offer the highest 
redemption rates of all, at 70.09%. Misredemption 
is also less than 1%. What is amazing is that 
three out of ten customers fail to redeem the 
coupon! 

Companies are getting pickier about who receives 
cents off coupons, made possible through new 
technology. Computerized printers are installed 
now in some stores, and automatically spit out 
coupons to prime sales targets based on items 
scanned at the register (W.S.J. 8/8/85). Such 
precise targeting is obviously very expensive, with 
an average cost per redemption of over $1.00 
(Ibid). 

SUMMARY 

Couponing activity by manufacturers has grown 
dramatically in recent years with coupon distribu
tion reaching a peak of 163.2 billion in 1984 • 
Distribution nearly doubled in the five years from 
1980 when 90.6 billion coupons were circulated by 
manufacturers • 

The popularity of coupons among consumers is re
flected in the fact that consumers redeemed a re
cord 6.25 billion coupons in 1984, according to 
industry figures developed by Nielsen Clearing 
House. This reflects a 12% increase over the 
5.56 billion redeemed in 1983. Through their re
demption of coupons, consumers saved a total of 
$2.06 billion dollars on their shopping bills in 
1984. This brought consumer savings from coupons 
to a record level. 
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More manufacturers than ever are using coupons, and 
more consumers are redeeming them. Eighty six per
cent of coupons users indicated that they were 
loyal to certain brands, but over seventy percent 
of those polled indicated that they might switch. 
Sixty three percent sai d that repurchase was in
fluenced by on-pack couponing. 

Coupons have been the subject of substantial inno
vations in promotional techniques, as typified by 
recent advances in computerized dispensing at check 
stands in super markets. Distribution techniques 
are as varied as the media available, with the high
est r a t es of redemption enjoyed by direct mail. 

In a speech to the Food Industry Association, an 
executive from Procter and Gamble said, "The future 
of couponing should be very bright indeed. Coupons 
have proven to be good for the manufacturer to in
troduce new products and hype sales of existing 
brands, good for the retailer to sell extra volume 
at a profit , good for the clearing house in pro
viding a needed service to the retailer and a pro
fit , and good for the consumer i n stretching the 
food budget." 
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COMPARING THE EFFECTIVENESS OF ADVERTISING APPEALS TO THE "REAL" SELF 
VERSUS THE "IDEAL" SELF IN A PERSONAL INVESTMENT SITUATION 

John H. Holmes, Bowling Green State University 
Timothy M. Calvin, Century Marketing Corporation 

ABSTRACT 

The study considers the appropriateness of two types of 
advertising appeals--one directed to the "'real"' self, 
the other to the "'ideal"' self-and measures their rela
tive effectiveness in promoting a personal investment, 
viz., a graduate degree program. Based upon self
concept theory and previous empirical research, three 
hypotheses were derived and tested using a between
subjects experimental design. Selected analyses of the 
data obtained from 217 subjects produced mixed results. 
Specific findings and their implications are discussed. 

INTRODUCTION 

Individuals demand, purchase, invest in, and consume a 
wide variety of goods and services for an equally wide 
variety of reasons. Prior to making purchases and/or 
investment decisions consumers often process informa
tion (Sternthal and Craig, 1982) in response to one or 
more types of promotional appeals. Knowledge concern
ing the relative effectiveness of selected appeals and 
the circumstances in which they are most useful contri
butes to marketing knowledge and provides insights for 
practitioners. 

The present research contends that advertising appeals 
directed toward the "'real"' self--the way individuals 
presently perceive themselves, in comparison with 
messages directed toward the "'ideal"' self--the way 
individuals would like to see themselves will produce 
significantly different effects. 

CONCEPTUAL FRAMEWORK 

The concept of self has its origins rooted in psychol
ogy (Newcomb, 1950). Over the years, several marketing 
theoreticians and researchers have investigated its 
relevance for explaining and predicting various aspects 
of buyer behavior. 

Martineau (1957) postulated a relationship between a 
person's self-concept or image and brand image and 
suggested that the "'ideal"' self would be a better 
correlate of consumer preferences than the "'actual"' or 
"'real"' self. Both Britt (1966) and Douglas, Field and 
Tarpey (1970) espoused a similar theoretic point of 
view. Notwithstanding, both Dichter (1964) and 
Grossack and Schlessinger (1961) advocated a contrary 
position implying that consumer preferences would more 
closely correspond with the person's "'actual"' or "'pres
ent"' self. Levy (1959), on the other hand, acknowl
edged the importance of both the "'actual"' self and 
"ideal" self in consumer decision making. And Staudt 
and Taylor (1965) suggested consumers will respond 
favorably to products and services whose images 
correspond either with "present" self or move them 
closer to becoming their "ideal" self. Congruency 
between product image and self image could in keeping 
with the theory of cognitive dissonance (Festinger, 
1957) also be considered as a post purchase phenomenon. 

Self theory and the debate as to whether the "real" or 
"present" self or the "ideal" self would be the better 
correlate of purchase behavior spawned numerous empir
ical studies. Birdwell (1965), as he had hypothesized, 
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found congruent relationships between an individual's 
perception of himself and the make of automobile owned. 
Grubb and Hupp (1969) reported as they had predicted 
that the self concepts of automobile owners were sig
nificantly (1) similar to the self-concepts they 
attributed to others owning the same make, and (2) 
dissimilar from the self concepts they attributed to 
owners of a competing make. 

Dolich (1969) investigated the congruence between self 
and consumers most preferred and least preferred brands 
of beer, cigarettes, bar soap, and toothpaste. Data 
obtained from two hundred students indicated (a) 
greater congruence between subjects' self-concept and 
their preferred brands in comparison with their least 
preferred brands and (b) that socially conspicuous 
items, viz., beer and cigarettes showed less congruence 
than private consumption products, i.e. bar soap and 
toothpaste among the least preferred brands. His 
research further revealed no differences in congruency 
between ''real" self and "ideal" self image among female 
students, whereas males did exhibit differences in 
image congruences for least preferred brands. 

Ross (1971) also investigated the relationship between 
self concept and the conspicuousness of the consumption 
situation. In his study he predicted the "'ideal"' self 
would be more closely related to preferences for the 
conspicuous object, viz. automobiles whereas the "'acttt" 
al"' self would be moreclosely related to the less 
conspicuous object, magazines. Contrary to the predic
tion, the "'actual"' self concept was more closely re
lated to the subjects' preference for both product 
categories. 

Landon (1974) measured the relationship between "'self"' 
image and "'ideal"' self image and purchase intentions 
for both males and females across numerous selected 
product categories. He reported (a) positive correla
tions between "self"' image and "'ideal"' self image, (b) 
the purchase intentions for certain products tended to 
be more correlated with the subjects' "ideal"' self 
image, whereas for others the opposite occurred, and 
(c) some subjects--actualizers--were characterized by 
a higher "self"' image/purchase intention correlation 
whereas others--perfectionists--were characterized by 
a higher "'ideal"' self image/purchase intention. 

The relationship between shoppers' self images and 
images of retail stores has also been assessed. Stern, 
Bush, and Hair (1977) collected data on subjects' 
"'present"' self images, "'ideal" self images, and images 
of four different retail outlets. They reported (1) no 
significant difference between shoppers' "'real"' self 
images and their patronized store's image, (2) shop
pers' "'ideal" self images were significantly higher 
than their images of the stores they patronized, and 
(3) consumers' images of self (real and ideal) were 
much different from stores they did not patronize. 

Although the previously cited research has demonstrated 
congruency between either the individual's "'real"' self 
image or "'ideal"' self image and the perceived image of 
the product purchased or consumed or store patronized, 
it has not directly addressed the comparative effec
tiveness of appeals to either of the two self image 



concepts. This is somewhat surprising because of the 
prevalence of lifestyle advertising which shows the 
kind of people who presently consume the product and 
advertising which depicts people enjoying some future 
fantasy turned reality resulting from the acquisition 
of the advertised product or service. 

PRESENT STUDY 

Therefore, the principal concern in this study is to 
assess the relative effectiveness of two advertising 
appeals: one to the "real" self and the other to the 
"ideal" self. Also, in contrast with the previous 
research which considered product purchase decisions or 
patronage decisions, the present investigation centers 
on a personal investment--more specifically furthering 
one's education. 

Investment decisions and product purchase decisions are 
similar in many ways. Both are generally prompted by 
the recognition of a need. Both ordinarily involve 
some degree of information processing and the evalua
tion of alternatives. The actual decision in either 
instance likely provides an immediate psychological 
reaction. For example, the buyer of an automobile may 
experience "the pride of ownership," whereas an individ
ual investing in an IRA experiences a "sense of 
security." 

Although there are many similarities between the two 
decision situations, there are also important differ
ences. One major difference is gratification. A 
physical product frequently provides tangible benefits 
and often facilitates consumption. The automobile 
owner can immediately drive the car home from the 
dealership and thus receives instant gratification. On 
the other hand, the return from an investment is often 
postponed until some future time. The owner of the IRA 
cannot access the funds until age 59-1/2 and thus 
accepts deferred gratification. A second principal 
difference concerns the level of involvement. Whereas 
purchases of consumer durables often occur subsequent 
to the formation of attitudes towards the product in 
question, many non-durables are bought on impulse with 
attitudes occurring after consumption. In most invest
ment decisions there is a high level of involvement and 
investors generally will develop general and specific 
predispositions prior to making their decisions. 

Most consumers, besides purchasing goods and services 
to satisfy immediate needs, recognize the necessity of 
investing time or money to satisfy anticipated or 
future needs; for example furthering one's education to 
prepare for a career or investing in securities to 
provide income for retirement. Thus, before deciding 
upon any given investment they will likely match its 
potential benefits against both their "real" and 
"ideal" self image. Because individuals are contin
uously in the act of becoming (Grubb and Hupp, 1969) 
and moving toward their "ideal," it is probable that 
the anticipated benefits and desired gratification 
associated with most investments will be perceived as 
being more closely akin to what one "would like to be" 
rather than to what one "presently is." Hence, it is 
predicted that an appeal directed toward the indivi
dual's "ideal" self image will elicit more favorable 
responses than a similar appeal directed toward the 
"real" self. 

Therefore, it is hypothesized that in an investment de
cision situation: Individuals exposed to an advertise
ment embodying an appeal to the "ideal'' self in compari-
son with those exposed to a similar advertisement 284 

embodying an appeal to the "real" self wilJ- express 
1) more favorable impressions and attitudes toward the 

advertisement, 
2) more favorable attitudes toward the investment, and 
3) greater intention to act. 

Because of the comparatively high level of involvement 
associated with investment type decisions, it is pos
tulated that the individual consumer will have formed 
general predispositions--either positive or negative-
toward the idea being promoted. Therefore, it is 
additionally predicted that the hypothesized relation
ships will occur regardless of the individual's predis
position toward the specific investment. The rationale 
is as follows: persons favorably predisposed would 
generally be aware that gratification is deferred and 
would thus seek benefits which would correspond with or 
move them closer to their "ideal" self; whereas among 
those negatively disposed, appeals to the "real" self 
could encounter initial resistance or induce counter
argumentation, while an appeal to the "ideal" would be 
suggestive of what it might be like and thus perceived 
in a less contrary or argumentative manner. Notwith
standing, the problematic covariate effects of predis
position on subjects' responses will be addressed. 

METHOD 

Graduate education represents a substantial investment. 
An advanced degree program requires dedication and 
commitment. Matriculation can provide an immediate 
psychological reaction, e.g. a feeling of recognition 
and acceptance, but for most individuals the rewards 
are deferred until after the work has been completed 
and the degree has been conferred. Therefore, an MBA 
degree program was selected as the investment for this 
study. Because undergraduate students comprise the 
principal target market for graduate education, current 
upper division undergraduate students currently en
rolled in business classes at a large midwestern state 
university were chosen as subjects. The individuals 
selected were homogeneous in terms of demographics and 
lifestyles. 

A sequential four-part questionnaire was then con
structed. Part one was designed to determine individ
uals' predispositions and participants were asked, "My 
(present) attitude toward MBA degrees is." Part two 
contained one of two nearly identical versions of a 
demonstration print advertisement promoting an MBA 
program. The only appreciable difference between the 
two ads was that the copy in the first embodied an 
appeal to the student's "real" self, whereas the second 
appealed to the "ideal" self. Both versions had been 
pretested and an overwhelming majority of the 
twenty-four students participating in a pretest 
correctly identified the appeal within each of the two 
respective advertisements. Part three contained a 
series of questions for measuring the subjects' (a) 
impressions and attitude toward the advertisement, (b) 
attitude toward an MBA degree, and (c) intention to (1) 
seek out more information and (2) apply for admission 
in an MBA program. Responses for these questions were 
measured on a seven-point scale. The scaled items used 
for measuring these dependent variables is similar to 
the approach used by Baker and Churchill (1977). Part 
four asked the participant to identify which of the two 
appeals he or she had just seen. This procedure would 
serve as a manipulation check. 

A total of two hundred and twenty-one students partici
pated in a between-subjects (Green, 1978) experiment. 
Pretested questionnaires were distributed on a 



controlled "odd-even" basis with half the subjects 
receiving the first version of the advertisement and 
the balance receiving the second. This procedure 
reduced order of position bias and assured a comparable 
number of responses from subjects exposed to each of 
the respective advertisements. 

RESULTS 

One hundred and twelve subjects responded to the 
advertisement containing the appeal to the "ideal"' 
self, of these eighty percent had expressed favorable 
predispositions toward an MBA while only five percent 
were negatively disposed. The manipulation check 
showed that ninety-two percent correctly identified the 
type of appeal to which they had been exposed. 

One hundred and nine responded to the appeal to the 
"real" self; eightyfive percent were favorably disposed 
with five percent expressing a negative attitude. 
Eighty percent correctly identified the type of appeal. 

A total of 217 sets of responses were included in the 
analyses. Initially a MANOVA was performed to 
determine if there was a statistically significant 
difference between the two groups. The resulting 
multivariate F value was 4.44 which is significant 
beyond .0001. Analyses of covariance were then 
conducted on the responses given for each measure for 
the three dependent variables. The results of these 
analyses are presented in Table 1 which depicts the 
marginal means adjusted for the effects of predispo
sition for each scaled item from both appeal's groups, 
corresponding F values, covariate F values depicting 
the effects of predisposition, and the covariate slope 
indicating the amount of the effect the covariate had 
on the subjects' responses. 

TABLE 1 

Summary of Data Analysis 

Adjusted Marginal Means a Covariateb Covariate 
Scaled "Ideal" "Real" 
Items GrauE GrauE F Value FValue SloEe 

Predisposition 5.37 5.63 2.20 

Impression of Advertisement 
appealing 3.99 3.16 18.17** 16.71** .33** 
believable 4.17 4.81 10.42** 9.98* . 26** 
attractive 3.69 3.00 11.43** 8.45* .25** 
informative 3.43 4.19 14.14** 4.30* .17* 
clear 4.23 4.18 .23 1.58 .10 
convincing 3.38 3.09 2.34 10.01** .25** 
overall reaction 3.97 3. 76 1.40 19.91** .33** 

Expressed Attitude 4.43 4.26 2.04 40.25** .38** 

Intention to Act 
seek information 5.81 6.02 1.02 6.35* .22* 
8J2J21I for admission 3.90 3.89 0.00 95.33** .77** 

8marginal means and F values have been adjusted to control for effects of 
p~edisposition 
*Indicates the covariate effects of predisposition on subjects' responses 

**significant beyond .05 
significant beyond .01 

1 d.f. 

The results in terms of the three hypotheses are as 
follows: 

Hl. Individuals exposed to an advertisement embodying 
an appeal to the "ideal" self will elicit more favor
able impressions and attitude toward the advertisement 
than those exposed to the appeal to the "real" self. 
Here as shown by the F values in Table 1, mixed results 
were obtained. As had been predicted, subjects exposed 
to the "ideal" message rated the advertisement as being 
significantly more appealing and more attractive, than 
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did those exposed to the "present" appeal. On the 
other hand, contrary to the prediction, those exposed 
to the "present" self message rated it as significantly 
more informative and more believable than did those 
exposed to the "real" appeal. Further, as can be seen, 
there were no significant differences between the sub
jects' ratings in terms of either message clarity or 
ability to convince its reader. Similarly, there were 
no appreciable differences in subjects' overall reac
tion to the respective advertisements. In view of 
these conflicting results, hypothesis one cannot be 
accepted. 

H2. Subjects exposed to the appeal to the "ideal" self 
advertisement will express more favorable atti~udes 
toward the investment than those exposed to the appeal 
to the "real" self. The data indicate that while the 
difference is in the predicted direction it is not 
statistically significant. As a consequence hypothesis 
two is rejected. 

H3. Subjects exposed to the "ideal" self message will 
express greater intentions to act than those exposed to 
the "present" self message. Here the data reveal that 
those exposed to the appeal to the "present" self were 
slightly more inclined to (1) seek more information 
about an MBA program and (2) apply for an MBA program 
than those exposed to "ideal" image appeal. The 
differences, however, were not significant. Therefore 
H3 is rejected. 

Analysis of Covariance-Predisposition 

The analysis of covariance indicates the extent to 
which subjects' preexisting attitudes toward an MBA 
degree affected their responses to either of the two 
appeals. The results as presented in Table 1 reveal a 
statistically significant covariate effect among 
subjects on all dependent measures except "clarity. •• 
The effects of predisposition exceed the main effects 
on all measures except for "appealing," "believable," 
"attractive," and "informative." 

DISCUSSION 

Although none of the three hypotheses were confirmed, 
selected findings are noteworthy and will be discussed 
in the paragraphs which follow . 

The magnitude of the covariate effects of predisposi
tion is not surprising. An investment decision such as 
deciding whether or not to apply for admission to an 
MBA program requires considerable involvement. There
fore, while it is reasonable to believe that exposing 
prospective students to a given advertisement one time 
may make a difference, it would not be realistic to 
expect such a treatment to overcome the effects of 
one's prior thoughts and feelings. Because of the 
overwhelming and decidedly favorable predispositions, 
one can only speculate as to whether or not negative 
predispositions would have had a similar impact on 
subjects' responses to either type of self appeal. 
Consequently, a more definitive statement in this 
regard must await future research. 

Impressions and Attitude toward the Message 

Overall Reaction. As shown in Tab le 1, the covariate 
effects of predisposition exceded the effects of the 
respective message appeals. Notwithstanding, subjects 
rated both ads as slightly favorable. There were, 
however, virtually no differences between the adjusted 
marginal means in terms of "overall reaction." This 



finding--if viewed singularly--suggests that one appeal 
is just as effective as the other. This conclusion, 
however, may be overly simplistic as many factors 
contribute to one's overall impression. Therefore, the 
corresponding mean scores for each of the advertise
ment's components needs to be separately considered 
before tendering specific recommendations. 

Attractive. The subjects' responses indicate that the 
appeal to the "'ideal"' self was perceived as being 
significantly more "'attractive"' than the appeal to the 
"'real"' self. This suggests that an appeal directed 
toward the "'ideal"' is the more likely of the two to (1) 
arrest attention and (2) potentially, at least, hold 
the reader's interest. This latter effect may however 
occur because the "'ideal"' self image message would more 
likely communicate how the idea being promoted fulfills 
a future need and thus more closely correspond to how 
the consumer purchaser or investor would like to be. 
Certainly, an advertisement's ability to attract atten
tion is paramount and for that reason an appeal to the 
"'ideal"' self might be preferred; nevertheless, consider
able caution must be exercised because an advertisement 
must often do more than attract attention. 

Appealing. The "'ideal"' self image message was rated as 
significantly more "'appealing"' than the appeal to the 
"'real"' self. This finding similarly suggests an inher
ent interest; in a sense the appeal to one's "'ideal"' 
self conveys future benefits in a way which would like
ly be perceived as corresponding with anticipated needs 
as the individual moves closer to his or her concept of 
the "'ideal"'. Again this suggests the viability of this 
creative approach. Notwithstanding, an effective ad 
should also be "'informative,"' "'believable,"' "'clear,"' 
and "'convincing."' 

Informative. The appeal to the "'real"' self was per
ceived as being significantly more "'informative"' than 
the appeal to the "'ideal"' self. Although this was 
contrary to the prediction, it is not altogether sur
prising. Individuals often process information in 
light of their present circumstance; thus it might be 
more difficult to assimilate new information which 
emphasizes future returns into one's present informa
tion processing system. Obviously, this caveat should 
be kept in mind before developing any message which is 
not specifically related to the prospect's present 
situation. 

Believable. As the marginal means presented in Tabl e 1 
indicate, both versions of the ad elicited comparative
ly high response scores. Nevertheless, those generated 
by the appeal to the "'real"' self were significantly 
greater. Although contrary to the prediction, this 
finding is understandable. In deciding whether to 
believe or not believe, an individual usually compares 
the new information against an established frame of 
reference, viz., the "'real"' self. This suggests that 
appeals to the "'ideal"' self are handicapped in 
achieving comparable credibility as there is no clear 
reference point or basis for making a comparison. 

Clarity. Both versions of the advertisement as illus
trated in Tabl e 1 received comparatively high and 
nearly identical mean scores for .. clarity... This 
implies that each message was well understood. This 
suggests that incorporating the notion of delayed 
gratification or the postponement of the rewards in an 
advertisement and linking them to the way the person 
would like to be does not detract from overall 
"'clarity, .. but neither does it provide any advantage. 
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Convincing. The effects of the predisposition covari
ate exceded the effects of the message appeals on this 
measure. The adjusted marginal mean responses to both 
ads were comparatively low and there were no signifi
cant differences between the scores. The decision to 
attend graduate school is important in terms of time, 
money, and long term implications; therefore, before 
applying one would rely on present feelings and pos
sibly other sources rather than rely on a commercial 
communication. This suggests that both messages could 
possibly be made more convincing by including greater 
documentation of an MBA's advantages, by suggesting how 
perceived risks associated with a graduate program 
could be reduced (Roselius, 1971), or indicating 
additional sources of information. 

Attitudes toward the Idea 

Here, as one would expect, subjects' predispositions 
had a significant impact on expressed attitudes. There 
were, however, virtually no differences in subjects' 
attitudes toward an MBA program resulting from their 
exposure to the advertisements. Considering the simi
larity in mean score responses for subjects' overall 
impressions toward the respective advertisements, this 
result is not surprising. 

Here it is interesting to note as shown in Tabl e 2 the 
change between subjects' predispositions and expressed 
attitudes. One possible explanation is that subjects' 
predispositions were extremely high, thus they likely 

TABLE 2 

A Comparison of Predispositions with 
Expressed Attitudes 

Attitudes 
toward 
MBA 

Ideal Appeal Real Appeal 
Point Expressed Expressed 
Value Predisposition Attitude Predisposition Attitude 

Very Negative 1 2.7% 3.6% .9% 8.3% 
Moderately Negative 2 1.8% 2.7% .9% 5.5% 
Slightly Negative 3 1.8% 7.1% 2.8% 11.0% 
Neither Positive 

nor Negative 13.4% 44.6% 11.0% 40.4% 
Slight,ly Positive 25.9% 25.0% 22.0% 27.5% 
Moderately Positive 39.3% 14.3% 38.5% 5.5% 
Very Positive 15.2% 2.7% 23.9% 1.8% 

Mean Scores* 5.366 4.384 5.633 4.321 

*An .ANOVA to test for significance between predispositions and expressed 
attitudes within both groups yielded an F of 168.72, significant beyond .01. 

reflect a generalized attitude toward an MBA degree, 
whereas attitudes expressed immediately following 
exposure to the ads may have become closely related to 
the act (Fishbein 1967) and thus were reassessed in 
terms of one's own personal circumstances. A second 
possibility is that students from both groups may have 
been disappointed with the advertisments and this, in 
turn, led to the lower attitude ratings. 

Intention to Act 

Seeking Additional Information. Participants from both 
groups expressed considerable interest in acquiring 
additional information. This was as expected because 
graduate education represents a high involvement situa
tion. Those exposed to the "'present"' self appeal were 
slightly more inclined to seek additional information 
than those exposed to the "'ideal"' self message. This 
really is not surprising because the informational val
ue, the principal benefit resulting from the acquisi
tion of new knowledge, tends to be immediate. Thus, an 
appeal to one's "'real"' self appears to be somewhat more 
advantageous when immediate results can be obtained. 



Intention to Apply 

Once again the effects of predisposition far exceeded 
the effects of the respective message appeals. Fur
ther, the mean application intention scores from both 
groups were not surprisingly considerably lower than 
the responses concerning the acquisition of additional 
information. There were no significant differences 
between the two groups. This latter finding is some
what difficult to explain because the benefits result
ing from the completion of the degree program are 
deferred and during the interim the individual will 
have likely moved closer to the attainment of their 
desired "ideal" self and away from their present "real" 
self. One possible explanation which the data would 
tend to support is that subjects from both groups 
discounted the appeals in responding to this measure. 
In either case, the responses could perhaps be 
increased by including a coupon or other device for 
prompting immediate applications with each message. 

In conclusion, it is apparent that an appeal to an 
individual's "ideal" self relative to their "real" self 
has both advantages and disadvantages. Overall, the 
study's findings tend to support Levy's (1959) position 
that congruence with either a person's "real" self 
concept or "ideal" self concept is desirable. They 
also reaffirm Staudt and Taylor's (1965) position that 
consumers will be drawn towards products (investments) 
which are compatible with either their present or 
desired self. 

Before generalizing the results, the present study's 
limitations must be recognized. First, the investiga
tion was restricted to one specific investment, grad
uate education and to one category of investor, under
graduate students. Had either a different investment 
been selected or different individuals served as sub
jects similar results may not have been obtained. 
Second, the experiment was conducted in a controlled 
classroom situation in which students were simulta
neously exposed to one of two demonstration advertise
ments. Had subjects viewed actual finished advertise
ments over an extended time period in a natural 
environment the responses may.have been different. 

Significantly different responses were found between 
those exposed to the "ideal" self message and those 
viewing the appeal to the "real" self on four of the 
ten measures frequently used to assess an advertise
ment's effectiveness. Therefore, additional research 
seems warranted to better ascertain the relative 
strengths and weaknesses of these two advertising 
approaches. More specifically, the authors recommend 
studies which would (a) involve various types of 
decisions; (b) enable a more precise measure of the 
covariate of both negative and positive predisposi
tions; and (c) provide comparisons between investment 
decision making and product purchase behavior. Such 
investigations should insofar as possible be conducted 
in natural settings. 
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ATTITUDINAL AND BEHAVIORAL RESPONSE TO COMPARATIVE ADVERTISING: 
AN EXPERIMENTAL FIELD ANALYSIS 

Z. S. Demirdjian, California State University, Long Beach 

Abstract 

Contrary to the widespread international prac
tice of comparative advertising, most communica
tion-effects studies have found its relative 
effectiveness equivocal. The author uses an 
attitudinal and behavioral response approach in 
a field study to examine the differential effects 
of comparative and non-comparative advertising. 
Results suggest that, while no differences in the 
relative effectiveness are found on attitude 
measures, comparative advertising excels at the 
behavioral criterion. 

Introduction 

Comparative advertising seems to be making regular 
appearances in the kaleidoscope of marketing 
communications. Soldner's (1978) appraisal of 
comparative advertising's international practice 
indicated a very strong gl oba 1 trend toward its 
widespread use and acceptance. Despite its fre
quent use in the media, a growing body of studies 
finds it less effective than its non-comparative 
counterpart. With the advent of Wilkie and Farris' 
(1975) positive evaluation of comparative adver
tising effectiveness against concepts drawn from 
the behavioral sciences, research has primarily 
focused on measuring its effects only on attitudes 
and purchase intentions. Aside from Jain and 
Hackleman (1978), Prasad (1976), and Swinyard 
(1981), who reported some benefits for its use, 
most researchers have expressed doubts about its 
relative effectiveness (Golden 1975; Ogilvy and 
Mather 1975; Wilson 1976; Etgar and Goodwin 1978; 
Levine 1976; Shimp and Dyer 1978; Belch 1981). 

Relevant Literature 

Comparative advertising began to gain momentum 
in the 1970's, partly due to the assumption that 
it would provide the consumer with additional 
information for evaluating the relative merits 
of competing brands ( Schnabe 1 197 4-75) . Chair
man Michael Pertschuk has had a "godfatherly" 
influence on this movement by encouraging adver
tisers to use comparative advertising strategy 
(Cohen 1976). As a result, the networks 1 ifted 
their ban on comparative advertising and began to 
provide inertial guidance to the industry. Wilkie 
and Farris' (1975) inductive reasoning that compar
ative advertising should outweigh its non-compara
tive counterpart by generating increased attention 
and recall, increased comprehension of claims, and 
greater yielding to claims, spurred a surge of 
studies. 

Studies of Pride, Lamb, and Pletcher (1977) and 
Golden (1979) reported claim acceptance of compara
tive advertising was no more effective than non
comparative advertising. Prasad (1976), Levine 
(1976), Boddewyn and Marton (1978), and Wilson and 
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Muderrisoglu (1979) found that comparative adver
tising was less credible. Shimp and Dyer (1978), 
Levine (1976), and Sheluga and Jacoby (1978) found 
comparative advertising to be even less effective 
than non-comparative advertising. Since most of 
these studies had relied on attitudes and inten
tions to buy as dependent variables for the effec
tiveness measurement, Belch (1981) used a cognitive 
response approach to investigat€ the relative 
effects of one- and two-sided comparative and 
non-comparative commercials. Results indicated 
"qualitative" differences in the mediating roles of 
cognitive responses for the two kinds of messages. 
However, no differences in the relative effective
ness of comparative and non-comparative messages 
were found for both attitude and purchase intention 
measures. 

The equivocal findings in the effectiveness of 
comparative advertising could, perhaps, be explain
ed by the theoretical assumptions underlying 
research in this area. 

Attitude As Predictor of Behavior 

Most researchers on comparative advertising seemed 
to have tacitly subscribed to the assumption that 
attitudes predict behavior. For example, in 
Golden's (1976) study respondents were asked 
whether or not they would purchase the brand 
advertised through comparative advertising or the 
competing brand; since she did not find a signifi
cant difference between their intentions to buy 
both brands, she concluded that the effectiveness 
of comparative advertising has no more impact on 
purchase intentions than that of conventional 
advertising. 

"The assumption is made that the stronger the 
emotion (attitude), negative or positive, the 
greater the action-tendency involved and the 
greater the predisposition to buy the product -- an 
assumption as yet unproven," points out Kassarjian 
(1977). Since the relationship between attitude, 
intentions, and purchase (behavior) is tenuous 
(Fishbein and Aizen 1973), the communication-effect 
research results really have not adequately deter
mined the efficacy of comparative advertising. 

An overview of research based on Fishbein's models 
on consumer products does show acceptable high 
correlations between attitudes and behavioral 
intentions (intentions to buy). However, the 
correlations between behavioral intentions and 
overt behavior remain not only poor, but gener
ally lower than those obtained in social psycholog
ical studies (Ryan and Bonfield 1975). In fact, 
such an argument has created a controversy and 
established two schools of thought. There are 
those who be 1 i eve that attitude change results in 
behavioral change, and therefore, both are signifi
cantly related (Grey Matter 1968, p. 1). For 
example, Kair's (1965) study reported that good 
commercials affect both attitude and behavior; 
Fendrich's (1967) study suggested that attitudes 
will predict behavior if proper attention is paid 
to measurement. 



There are others who believe that behavior cannot 
be predicted from attitudes. There is a consider
able body of evidence that shows that attitudes and 
behavior are very weakly related (Day 1973). One 
such finding came from the classical study of 
LaPiere in 1934. Festinger (1964), for example, 
could not find any consistent evidence that atti
tudes and behavior are related. 

A. W. Wicker (1969) reviewed 32 studies on the 
attitude-behavior relationship and concluded "that 
it is considerably more likely that attitudes will 
be unrelated or only slightly related to overt 
behaviors than that attitudes will be closely 
related to actions." Fishbein (1967) provides 
further negative evidence that attitudes and 
behavior are related by concluding that: 

Indeed, what little evidence 
there is to support any relation
ship between attitude and behav
ior comes from studies that a 
person tends to bring his atti
tude into line with his behavior 
rather than from studies demon
strating that behavior is a 
function of attitude. 

Bostrom (1970) warned that there is cons i derab 1 e 
evidence obtained from both social psychological 
and marketing studies that undimensional, affect
type models are poor predictors of subsequent 
behavior. In an attempt to circumvent the single 
component model of predicting behavior, Bagozzi, et 
al. (1979) tested the construct validity of the 
tripartite model of attitudes (affective, cogni
tive, and conative) and found mixed evidence for 
the predictive validity based on actual and intend
ed behaviors. 

Since studies have failed to yield strong support 
for the assumption of attitudes-behavior consJs
tency, the purpose of this study is, therefore, to 
explore the differential effects of comparative 
advertising through both the attitude construct and 
the purchase behavior of consumers. Accordingly, 
two hypotheses were tested: 

The pre-purchase attitudes 
of subjects· toward a low 
cost product will not differ 
significantly when it is 
either promoted through a 
comparative or conventional 
advertising strategy. 

Purchase rate of a low cost 
product will be higher when 
it is promoted through a 
comparative rather than 
conventional advertising 
strategy. 

Unless we measure comparative advertising effects 
on behavior also, we would be running the risk of 
condemning prematurely a form of communication 
which might otherwise prove to be a powerful 
persuasive tool. 
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Method 

Subjects 

Two types of advertisements were manipulated 
randomly on a sample of 273 undergraduate market
ing students. The two different categories of ads 
were comparative and conventional. These ads were 
based on actual advertisements about two virtually 
identical ball point pens, Scripto and Paper Mate. 
The product information was confined to a selected 
number of attributes common to both brands (such as 
carbide point vs. nylon point, price, writing 
performance -- skips or does not skip, supply of 
ink). To be consistent with the previous studies, 
low cost experimental products were chosen for the 
present study. For example, deodorants were used 
by Golden (1975), detergents by Ogilvy and Mather 
(1976), and toothpaste by Belch (1981). 

All of the ads contained objective information, 
regardless of the brand of pen and type of treat
ments. Scripto was compared to Paper Mate in the 
comparative advertisement. The comparative ad for 
Scripto differed from its conventional ad only in 
the way the statements were made about the same 
number and kind of attributes, the only difference 
lay in presenting th'e attributes in a "comparative" 
statement (e.g., Scripto has a hard, rough textured 
carbide ball point which writes on any surface and 
won't skip under any circumstances, while Paper 
Mate has a nylon point which wears out quickly). 
On the other hand, in the conventional ad for 
Scripto the same attributes were put in a "norma
tive" statement form (e.g., Scripto has a hard, 
rough textured carbide ball point which writes on 
any surface and won't skip under any circumstan
ces). In the conventional advertising, the compet
ing brand was not mentioned. 

The experiment was conducted both in the classroom 
and in the marketplace. The classroom was used to 
expose the two experimental groups of students to a 
portfolio of advertisements. To minimize possible 
reactive error due to somewhat artificial setting 
which would bias results, a cover story was used 
under the pretext of requesting students to partic
ipate in a survey study to determine the feasibil
ity of direct marketing of school supplies to 
college students. In an attempt to justify the 
inclusion of the experimental filler ads, students 
were informed that the companies interested in 
the study of direct marketing of college supplies 
wanted to compensate the participants for their 
time and suggestions; since the companies offered a 
number of competing products, ads were included to 
provide the participants with the pertinent infor
mation for correct product selection. 

Procedure 

Each subject received randomly one of two types of 
portfolios of advertisements: for the comparative 
treatment group, the portfolio contained the cover 
story, one comparative advertisement favoring 
Scripto over Paper Mate, one conventional adver
tisement favoring Paper Mate, and two filler 
advertisements about two kinds of dictionaries (one 
in comparative ad, the other in conventional 
format). While the portfolio for the conventional 
treatment group consisted of the same conventional 
advertisement favoring Paper Mate, the two conven
tional filler advertisements, and the same cover 
story, a conventional advertisement favoring 
Scripto was included in this portfolio instead of a 



comparative advertisement favoring Scripta over 
Paper Mate. To avoid any possible interaction 
effects, subjects were asked to read the materia 1 
individually. After reading the material and 
examining the content of the portfolio, subjects 
were asked to complete a brief questionnaire on the 
cover story and then were asked to fill an attitud
inal questionnaire pertaining to the products 
advertised under the pretext that the companies 
wished also to benefit from this occasion by 
knowing what the students thought of their pro
ducts. Finally, each student was given a coupon 
for redemption at a 40 percent discount of the 
retail price toward the purchase of either Scripta 
or a Paper Mate ball point pen. Each pen was 
priced at 98 cents. To hedge against any possible 
order effect, Scri pto and Paper Mate names were 
printed in reverse order on 50 percent of the 
coupons. Subjects were told that they could redeem 
the coupons at the university bookstore, where the 
experimenta 1 pens were di sp 1 ayed at the pen coun
ter. 

Dependent Measures 

To collect data on the purchase variable, coupon 
redemptions were noted for each brand. The effec
tiveness of the sales promotion tool in terms of 
coupon incentives for securing immediate trial 
purchasing has 1 ong been recognized in marketing. 

To render the coupons redeemable only by the 
subjects, each subject was asked to write his or 
her name on the coupon and the clerks at the 
counter were instructed to verify the name appear
ing on the coupon against the student's ID so as to 
avoid collecting biased data. Moreover, the clerks 
at the checkout counter were instructed to circle 
on the coupon the purchased brand. Such a proce
dure made it possible to keep track of the brand of 
pen purchased by the experimental subjects. 

As for the other dependent variable, pre-purchase 
attitude data were collected through the basic 
multiattribute attitude model. The belief state
ments (for determining the subjects' overall 
attitude) were based on the selected product 
attributes which were also used in the experimental 
advertisements for describing the merits of the 
products. Again, in an attempt to avoid possible 
order effect, brand names and sea 1 e va 1 ues were 
reversed in half of the sample. 

Results 

Before discussing the results, it should be noted 
that any generalizations of the findings should be 
confined to the subject of this study. 

Attitudinal Response 

The mean ratings of the experimental products are 
summarized in Table 1. 
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TABLE 1 

MEAN RATING OF SCRIPTO AND PAPER MATE 

Scripta Paper Mate 

Comparative Treatment 1.32 

Conventional Treatment 1.29 

1. 75 

1.36 

Two-way analysis of variance was applied on the 
pre-purchase attitudes toward the experimental 
products. Results did not indicate significant 
main effects for the two treatments (F=2.30, 
df=2,542, p~.os) (see Table 2). 

There is no statistically significant difference 
between the two treatments: the comparative 
treatment has no greater effect on the subject's 
attitude than the conventional treatment. Further
more, pre-purchase attitudes toward Scripta are not 
different at the .05 level. Also, the analysis 
indicates that there is no significant interaction 
effect between treatments by pen (F=.565, df=1,542, 
p::o-.05). H is supported by the data. That is, the 
pre-purcha~e attitudes of subjects toward a low 
cost product will not differ significantly when it 
is either promoted through a comparative or conven
tional strategy. This finding is consistent with 
the results obtained in past studies based on the 
attitude construct (Golden 1975; Ogilvy and Mather 
1975; Wilson 1976; Etgar and Goodwin 1978; Levine 
1976; Shimp and Dyer 1978; Belch 1981). 

TABLE 2 

ANOVA OF PRE-PURCHASE ATTITUDE TOWARD 
THE EXPERIMENTAL PRODUCTS 

Source of Variation ss d.f. MS 

Main effects 1.958 2 .979 
Pen .532 1 .532 
Treatment 1.407 1 1.407 

Interactions .240 1 .240 
PXT .240 1 .240 

Residual 230.192 542 .425 

Total 232.396 545 .426 

*p .>.05 

Behavioral Response 

F 

2.305* 
1.253 
3.313 

.5651 

.5651 

Of the 273 subjects, 174 (63.7 percent) redeemed 
their coupons toward the purchase of either Scripta 
or Paper Mate pens. Tab le 3 summarizes the types 
of pens bought under each treatment. 



TABLE 3 

PENS PURCHASED UNDER COMPARATIVE AND 
CONVENTIONAL ADVERTISING TREATMENTS 

Scripta Paper Mate 
Comparative 

Treatment 84 25 
Conventional 

Treatment 23 42 

Total 107 67 

Total 

109 

65 

174 

Subjects in the comparative group purchased 84 
Scripta and 25 Paper Mate pens; while, in the 
convention a 1 group, 23 Scri pto and 42 Paper Mate 
pens were bought. 

Analysis of the data resulted tn a x2 of 29.99 (1 
d.f., p < .001, corrected X =29.92). The data 
supports H? by showing that subjects. purchased _m?re 
Scripta p~s due to the comparatlVe advert1 s 1 ng 
even though Paper Mate was the preferred one under 
the conventional treatment. The finding for the 
behavioral response in this study can be stated 
that the sponsor brand sold better through the 
comparative ad than through the conventional ad. 
Such a finding contradicts previous studies on 
comparative advertising which implied that compara
tive advertising was not any more effective than 
conventional advertising on consumers' purchase 
behavior as reflected from the respondents' atti
tudes and intentions to buy (Golden 1975; Ogilvy 
and Mather 1975; Wilson 1976). But the finding 
is consistent with the studies which indicate that 
attitudes are weakly related to behavior (Festinger 
1964; Wicker 1969; Day 1973). 

Future Research 

To extend the scope of the research on comparative 
advertising, it would be highly desirable to 
investigate its differential effectiveness across 
various media such as print vs. broadcast. 

Another important research question to be answered 
is whether or not comparative strategy is also 
effective in the sale of high ticket products where 
the consumer tends to form a strong pre-purchase 
attitude before buying an expensive or complex 
product, such as a movie camera or a stereo system. 
Although not difficult, but costly, further re
search is needed to include both low cost and high 
cost products to see if respondents' pre-purchase 
and post-purchase attitudes differ markedly across 
these two categories of products. An inquiry is 
also needed to see whether or not comparative 
advertising is more effective for the promotion of 
a new product than for an established one. The new 
product may elicit curiosity, need for novelty, 
etc. in the consumer and thus, may induce him/her 
to purchase it. 

Finally, to depart from the usual methods of 
measuring comparative advertising effectiveness 
through the consumer's attitudes, further experi-

291 

ments are needed to determine its effectiveness on 
purchase of different categories of products. 
After all, the ultimate success of the marketing 
manager depends on profitable sales which is highly 
congruent with corporate survival and growth 
objectives. 
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BLACK AND 1-JHITE CHILDREN'S RESPONSES 
TO TELEVISION COMMERCIALS 

Joseph H. Miller, Jr., Southeastern Louisiana University 
Thomas Lipscomb, Southeastern Louisiana University 

Abstract 

Children ranging in age from eight to twelve years 
were exposed to a short videotaped commercial in 
order to test for differences in the way in which 
black and white children respond to such advertis~ 
ments. The results indicated no significant racial 
differences for product attitudes, recall, or pro
duct selection. Implications are discussed and 
suggestions for future research are made. 

Introduction 

Several studies indicate that there are differences 
in the way white and black children respond to tele
vision commercials. These studies suggested that 
differences may occur in many different areas: 1) 
degree of influence, 2) request for parent purchase, 
3) liking and disliking of commercials, 4) recall 
ability and 5) product preference. To a large ex
tent the racial variable in television advertising 
to children has been relatively neglected by re
searchers. Because of socioeconomic factors it 
has been suggested that researchers might find dif
ferences in the way black and white children res
pond to television commercials. 

In using the incomplete story technique on fifth 
graders, Sheikh, Maleski and Pradad (1975) tested 
the degree to which children are influenced by 
commercials. They found that black and white boys 
and girls are influenced by television commercials 
to the same extent in asking their parents to pur
chase a toy. They also found that white children 
perceived their parents as yielding to their pur
chase requests significantly more often than did 
black children. 

In a recent study, Donahue (1975) surveyed 162 ele
mentary school children in first, second, and third 
grades. Through the use of an open-ended interview 
technique, he found that black children expressed 
a greater liking for television commercials than 
did white children. 

Barry and Hansen (1973) investigated how race af
fects advertising recall and advertising prefer
ences of children. They found that while there 
were no significant differences between black and 
white second graders concerning their recall abil
ity, there is a significant difference in terms of 
preferences for the commercial, brand of cereal, 
and actors in the commercial. 1-Jhile black chil
dren overwhelmingly preferred one specific adver
tisement, cereal brand and actor (who happened to 
be black) within the test commercials, the white 
children displayed no consistent preferences. 

Hendon (1973) also researched the area of children 1 s 
advertising recall. He conducted research on nor
mal IQ black and white children and educable men
tally retarded black and white children betweenthe 
ages of six and twelve. Hendon found that normal 
IQ white children scored higher on recall ability 
than normal IQ black children, but that educable 
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mentally retarded whites scored approximately the 
same as educable mentally retarded blacks. 

Appleton and Barrett (1973) also studied the adver
tising recall of black and white children. Their 
subjects were second, fourth and sixth grade school 
children in segregated classrooms. Each class was 
shown two 30-second ice cream commercials, and then 
the children were asked eight questions to measure 
advertising recall. The researchers found no sig
nificant difference in the recall ability of black 
and white children; however, they did find a signi
ficant difference in recall for whites based on ag~ 
but this difference did not hold true for black 
children. 

Several difficulties are apparent in the literature 
dealing with the racial variable in children's res
ponses to televised advertising. First, there ap
pears to be substantial conflict in literature in 
certain areas. For instance, Hendon (1973) found 
that whites scored higher on recall tests than did 
black children. Appleton and Barrett (1973), on 
the other hand, found no significant differences in 
recall between black and white children. A second 
nroblem centers on the fact that researchers have 
ignored other potentially important dependent vari
ables, such as attitude toward the advertised pro
duct and product selection behavior. 

Research Objectives 

The main purpose of this study was to compare the 
way that black and white children respond to the 
viewing of a television commercial. The specific 
questions explored are as follows: 

1. Do black and white children respond differently 
to a television commercial? 

2. Do black boys respond differently than white 
boys? 

3. Do black girls respond differently than white 
girls? 

The responses of children were measured in three 
different ways: attitude toward the advertisedpro
duct, recall of the different elements of a commer
cial, and product selection (behavioral measure). 
These three dependent variables were operationalized 
in the following ways: 

1. Attitude toward the advertised product was 
measured on a 5-point smiling face scale. 

2. Recall of the different elements of a commer
cial was measured on a 20-item questionnaire. 

3. Product selection was measured by considering 
whether or not a child selected the advertised 
product when given a choice among four similar 
products. 



Hethodology 

Children in the third, fourth and fifth gradeswere 
chosen for participation in this study. Children 
were selected because they encompassed the typical 
age range of the concrete operational stage of cog
nitive development. Before the actual research was 
conducted, a pre-test was performed using a sepa
rate sample of children. The results indicated 
children between the ages of eight and twelve tobe 
perfectly able to respond to the attitude, recall 
and product selection measures. 

A separate group of 136 children were shown a color 
video tape presentation of a children's show-
Hagicland--into which the treatment commercial had 
been spliced. This same treatment commercial was 
shown twice during the program. (Two repetitions 
within the same program is the testing procedure 
used by Child Research Services, Inc. of New York 
City to test children's television commercials. 
Research has shown that increasing the number of 
commercials from one to three does not significant
ly change either attitude or behavior.) 

The product category selected for this study was 
breakfast cereals. This selection was made for 
several reasons. First, breakfast cereals are a 
common product consumed by children. Second, ce
reals constitute a competitive market situation in 
which alternatives and choices are made. Third, 
other researchers (e.g., Rubin 1972; Shimp, Dyer, 
and Divita 1976) have successfully used breakfast 
cereals in studying children's responses to com
mercials. 

The treatment commercial used in this research 
featured a hypothetical breakfast cereal, Canary 
Crunch. This commercial was made especially for 
the research project. The commercial was spliced 
into a program tape by professional production 
personnel at WRBT-TV in Baton Rouge, Louisiana. 
The professional assistance assured that the pro
gram shown to the children was as technically per
fect as the TV programs they normally watch. The 
Magicland program consisted of the following parts: 
1) Mr. Magic, the show host or personality, per
forming magic tricks, 2) a cartoon featuring a hun
ter and his dog, 3) Mr. Magic sitting in the audi
ence talking with the children, 4) a Bugs Bunny 
cartoon, and 5) Mr. Magic performing more magic 
tricks. The approximate time of the program was 
27 minutes. 

Findings 

Immediately after viewing the program, the children 
were administered a questionnaire. These respon
ses provided the data for two of the dependent 
variables. The first set of hypotheses related to 
how race affects a child's attitude toward the ad
vertised product. 

There is no significant difference between 
the mean attitude scores of black and white 
children when asked for their attitudestoward 
the advertised product. 

There is no significant difference between the 
mean attitude scores of black boys and white 
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boys when asked for their attitudes toward the 
advertised product. 

There is no significant difference between the 
mean attitude scores of black girls and white 
girls when asked for their attitudestoward the 
advertised product. 

The attitude scores were obtained by g1v1ng each 
child a five-point "smiling face scale" and asking 
them to indicate which face showed how he felt 
toward the advertised product. The smiling face 
scale is presented beloH: 

Tabl e I contains a summary of the mean attitude 
scores. Results of t-tests performed on these data 
showed that race had no significant effect on the 
respondents' mean attitude scores. Therefore, hypo
theses 1, 2, and 3 are not rejected. 

Black 
White 

Black 
White 

Black 
White 

TABLE I 

Children's Mean Scores on Attitudes 
Toward the Advertised Product 

Mean Scores 

Childre11 4.10 n=30 
Children 4.16 n=38 

Boys 4.07 n=l6 
Boys 3.75 n=l6 

Girls 4.13 n=l4 
Girls 4.45 n=22 

p=47.7 

p = 24.8 

p = 14.7 

The second set of hypotheses examined how race af
fects the ability of a child to recall important 
elements of a television commercial. 

There is no significant difference between the 
mean recall scores of black and white children 
after viewing a television commercial. 

There is no significant difference between the 
mean recall scores of black boys and white 
boys after viewing a television commercial. 

There is no significant difference between the 
mean recall scores of black girls and white 
girls after viewing a television commercial. 

After viewing the Magicland program the children 
were asked 20 questions concerning the commercial 
that had been spliced into the program. The recall 
measure indicated the number of questions answered 
correctly. (The ability of people to recall dif
ferent elements of commercials is probably the most 
widely used measure of determining the effective
ness of commercials.) 

Table II gives the mean recall scores from this ex
periment. The results of t-tests indicate thatnei
ther race nor race related to sex had any signifi
cant affect on their ability to identify correctly 



elements contained in a commercial. Based onthese 
results, the null hypothesis is not rejected. 

Black 
White 

Black 
White 

Black 
White 

TABLE II 

Mean Recall Scores of Children 
Who Viewed the Commercial 

Mean Scores 

Children 16.30 n=30 p 
Children 16.82 n=38 

Boys 16.25 n=l6 p 
Boys 16.31 n=l6 

Girls 16.36 n=l4 p 
Girls 17.18 n=22 

25.37 

48.20 

21.90 

The third set of hypotheses related to how race in
fluences the product selection decisions of chil
dren after viewing a television commercial. 

There is no significant difference between 
product selection decisions made by black 
and white children after viewing a television 
commercial. 

There is no significant difference between 
product selection decisions made by black 
boys and white boys after viewing a television 
commercial. 

There is no significant difference between 
product selection decisions made by black 
girls and white girls after viewing a tele
vision commercial. 

In order to create an environment for product se
lection, the researcher told the children that he 
wanted to give each child a present for lettingthe 
researcher take up their valuable class time. He 
informed the children that he was going to give 
them a box of cereal, but he was not sure whatkind 
of cereal the children wanted. The researcher 
showed them four different boxes of cereal--Fruit 
Loops, Boo Berries, Kangaroo Hop and Canary Crunch 
--and asked the children to select the cereal they 
would like to receive. 

Black 
White 

Black 
White 

Black 
White 

TABLE III 

Percent of Children Who Selected 
the Advertised Cereal 

Selected Selected 
Advertised No~:Adv~er

_J se 
Cereal Cerea -

Children 56.7 43.3 n=30 
Children 63.2 36.8 n=38 

Boys 63.0 37.0 n=l6 
Boys 63.0 37.0 n=l6 

Girls 50.0 50.0 n=l4 
Girls 63.6 36.4 n=22 

p . 44 

p 1.00 

p . 24 

Tabl e III indicates the percentage of children who 
selected the advertised cereal (Canary Crunch). A 
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test of significance of difference between two pro
portions was performed on the data. Based on this 
test of significance, the null hypotheses 7, 8, and 
9 are not rejected. 

Discussion 

The results of the present study provide no support 
for the premise that black and white children dif
fer in their responses to televised commercials. No 
significant racial differences were found for pro
duct attitudes, recall or product selection. With 
regard to this last measure, however, a trend is 
apparent in that black girls selected the advertised 
product to a lesser degree than did boys of either 
race or the white girls. The reasons for such an 
effect are unclear. If, however, this result is 
replicable it could be of considerable practical 
importance with regard to segmentation of the mar
kets for a variety of children's products. 

An additional dimension of potential theoretical 
and practical significance concerns the possibility 
that developmental differences may exist with re
gard to children's responsivity to televised comm
ercials. Although marketing and advertising re
searchers have not given much consideration to this 
possibility, there is a considerable literation in 
the area of child development to indicate that as 
children grow older the manner in which they think 
and understand the world undergoes considerable de
velopmental transformation. It is quite possible 
that the course of cognitive development in children 
may cause children of different ages to responddif
ferently to a variety of marketing stimuli. Thus, 
the children's market may be much more heterogenous 
than has been generally assumed. 
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Abstract 

Subjects were asked to rate the overall credibil
ity of personal computer print ads designed to 
represent high and low credibility combinations 
for the variables of source, message, and media. 
A three-way interaction was found, and the compen
satory effect of manipulating credibility levels 
for each of the variables was studied. Creative 
and advertising testing implications of the find
ings are discussed. 

Much research in the area of advertising has had 
the objective of improving our understanding of 
advertising effectiveness (see for example Krugman 
1975; Lavidge and Steiner 1961; Cstle and Ryans 
1981; Shiller 1981). The effectiveness of adver
tising can be defined in various ways such as in 
its ability to generate sales, change predisposi
tion toward purchase, develop brand awareness, or 
produce recall of a message. 

A major factor in the effectiveness of advertis
ing, no matter how it is defined, is its credibil
ity •. Past research has shown that credbility can 
be an important factor in producing positive atti
tude change (Golden 1977; Holbrook 1978; LaBarbera 
1982; Sternthal, Dholakia, and Leavitt 1978; 
Sternthal, Phillips, and Dholakia 1978). And 
credibility is often one of the criteria used in 
the selection of featured spokespeople in adver
tising (Joseph 1982; Kamen, Azhari and Kragh 1975). 

Thus, while credibility alone is not sufficient 
for effective advertising, it is recognized as an 
important factor contributing to that effective
ness. It is the purpose of this paper to explore 
three potential determinants of advertising cred
ibility and their relative influences in this 
area. 

Background 

Eecently the Newspaper Advertising Bureau (1981), 
in a study concerning the "believability" (cred
ibility) of advertising, noted the influence of 
"source of the message, the medium in which the 
advertisement appears, and the content of the mes
sage itself (p. 1)." From a practical standpoint, 
source, message, and media are also three factors 
under control of the advertiser. Considerable 
research has explored the impact of each of these 
factors on attitude. 

Research on Source Credibility 

The seminal work of the Yale group (Hovland, 
Lumsdaine, and Sheffield 1949, Hovland and Heiss 
1951), demonstrated the positive effect of source 
credibility on attitude change when attitude was 
measured immediately following presentation. This 
effect was found to reverse, however when atti
tude measurement was made some time after message 
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presentation. ether researchers have also studied 
this "sleeper effect" (Cook and Flay 1978; McGuire 
1969). In a different stream of research, Kelman 
(1958) found that a credible source generated 
stronger and more stable attitudes than either an 
attractive source (representative of the audience's 
reference group) or an authoritarian source. 

Recently, Petty and Cacioppo (1983), and Petty, 
Cacioppo, and Schumann (1983) have suggested that 
the credibility·of the source has an effect on 
attitude change only when the topic is not highly 
involving for the recipient. However, Chao (1964) 
and Craig and UcCann (1973), dealing with trust
worthiness of the source (a component of credibil
ity), report findings that support an opposing 
vie~;. J.ndreoli and Horchel (1978) suggest that 
the persuasiveness of a trustworthy source may be 
greater when a medium in used that highlights the 
source's characteristics. 

In the marketing literature, Sternthal, Dholakia, 
and Leavitt (1978) have reported that highly trust
worthy and expert spokespeople induce a greater 
positive attitude toward the stated position for 
subjects initially opposed to that position. In a 
similar manner, Harmon and Coney (1982) found fur
ther evidence for the mediating role of source 
credibility upon message acceptance. Bagozzi 
(1984), in a conceptual article, provides more 
support for this mediating role of source credi
bility on attitude or behavior change. 

Pesearch on Hessage and Hedia Credibility 

Research relevant to the impact of message credi
bility includes that of Settle and Golden (1974) 
who found that varied claims across product attri
butes increased ratings of confidence. Smith and 
Hunt (1973) also found "perceived truthfulness 
scores" (credibility) increased for varied claims. 
Belch (1981) found no difference in credibility 
ratings for one versus two-sized advertising mes
sage appeals. Hegner, Henzlaff, Kerker, and 
Beattie (1981) found messages using innuendos have 
a negative effect on credibility, while LaBarbera 
(1982) found messages substantiated by factual 
information and endorsed by a third party have a 
positive effect on both credibility and behavior 
intention. 

Co~pared to source and message, the impact of 
media credibility has received very limited re
search. A study by Wright (1974) found that me
dium (print versus broadcast) has a significant 
effect on subject cognitive activity including 
factors related to perceived credibility such as 
support argument activity and source derogation 
activity. \-Iegner, et. al (1981) showed that vari
ations in media credibility (N.Y. Times vs. The 
Enquirer) affected the persuasiveness of a mes
sage. And Fuchs (196Lf) found manipulation of ma
gazine prestige level significantly affected 
subjects' evaluative ratings for advertised 



automobiles and automotive products. 

The Interaction Hypothesis 

Hhile previous studies have explored the impact of 
source, message, and media on perceived credibil
ity as noted, few researchers have specifically 
studied the interaction occurring among these 
three areas of credibility. Logically, such an 
interaction would be expected. Pnd some support 
for an interaction has been indicated. For exam
ple, Hright 's (1974) finding that media differ
ences produced differences in support argument 
activity and source derogation activity of the 
audience suggests that a particular kind of mes
sage presentation may be more successful in one 
medium than another. 

If an interaction exists, it has implications for 
the advertiser whose budget does not allow simul
taneous use of highly credible options in all 
three areas. An interaction would suggest that 
under such circumstances, one could possibly off
set a credibility problem in one area by improving 
the perceived credibility of the remaining areas. 

Based on the above discussion, it was hypothesized 
in this study that a significant interaction would 
be found for source, message, and media credibil
ity and that, consistent with previous research, 
each would significantly affect perceived overall 
credibility of advertising. In addition, an ex
ploratory analysis of the contribution of each of 
the credibility areas was undertaken to determine 
if a compensatory process operates through which a 
deficiency in the level of credibility of one of 
the factors can be overcome by an increase in the 
perceived credibility of the other two. 

l<.ethod 

A 2x2x2 completely crossed design was employed 
with eight print advertisements constructed to 
represent different combinations of high and low 
credibility for source, message, and media. The 
advertisements concerned a fictitious brand 
(Access 85) of personal computer. The product 
category, personal computer, reflects one of gen
eral interest to the subjects involved (students) 
and is new enough in the marketplace that the lack 
of familiarity for the brand name advertised would 
not seem unusual to the subjects. Pre-testing was 
conducted to generate two significantly different 
levels of credibility for source, message, and 
media. 

Credibility ~Bnipulations 

The selection of sources for presentation pre
sented a problem because the definition of adver
tising source is not immediately clear. Fuchs 
(1964), for example, refers to the source of an 
advertisement as "n-dimensional" including such 
factors as the vehicle (e.g., specific magazine 
containing the advertisement), the company pre
sented as the manufacturer of the product, and the 
spokesperson, if any, present in the advertisement. 
However, given the current emphasis in advertising 
and research on the use of product spokespeople 
and endorsers (Atkin and Block 1983; Freiden 1982; 
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Friedman and Friedman 1979), source was defined in 
the current study as referring to the advertise
ment's spokesperson. This definition is also sim
ilar to use of the concept by Starnthal, Phillips, 
and Dholakia (1978). 

Based on this definition, a pretesting of credibil
ity ratings was obtained for three message sources, 
a Vice President of Access Corporation, a market 
analyst, and a graduate student, all identified as 
F. Clark. The most statistically significant dif
ference in rating was obtained between the market 
analyst and graduate student which were, therefore, 
used as the high and low source credibility manipu
lations, respectively. 

Message was defined in the study as the form of the 
claim provided in the advertisement concerning the 
product, this being similar to its operationaliza
tion in the research of Earl and Pride (1980) and 
Smith and Hunt (1978). Based on the discussion of 
presentation form in these two studies, three dif
ferent presentations were developed and pretested 
with the two demonstrating the most statistically 
significant difference in credibility rating se
lected for use in the study. Thus, the high credi
bility message took the form of a comparative/fac
tual advertisement. Previous research (Golden 
1977, LaBarbera 1982, Settle and Golden 1974) has 
shown this form of message increases credibility. 
Th.e low credibility message presented a claim in 
the form of an innuendo. Previous research 
(Wegner, et. al 1981) has shown this type of mes
sage reduces the degree of perceived credibility. 

"Media" can be defined as including both media 
forms (e.g., newspapers and magazines) and vehicles 
within those forms (e.g., different magazine 
options). This recognizes the findings of previous 
research which have shown the varied aspects of 
vehicles within both print (Bass, Pessemier, and 
Tigert 1969) and broadcast (Tigert 1971). To faci
litate control over the experimental variables, 
only print advertisements were employed in the cur
rent study. lf.edia credibility levels were selected 
based on the ratings of 11 newspaper and magazine 
publications by a sample of business school stu
dents who were asked to consider the appropriate
ness of each for acquiring information relating to 
purchase of a personal computer. Time magazine and 
the local city newspaper were found to have the 
most statistically significant difference in rating 
and were, therefore, chosen to represent high and 
low media credibility levels, respectively. 

The Stimulus 

The stimulus consisted of a print advertisement for 
the Access 85 personal computer and incorporated 
one of the eight possible combinations of high or 
low credibility for the three factors of interest. 
At the top of each print advertisement appeared the 
statement, "The following advertisement will be pu
blished in ••• " followed by the logo of either Time 
magazine or the local city newspaper. Underneath 
was shown a picture of the spokesperson, F. Clark, 
as either a female market analyst pictured in an 
office library setting or a male graduate student 
pictured at a kitchen table doing homework. The 
pictures were obtained from actual print advertise
ments for a less popular brand of computer not 



identifiable in the pictures. (There were no indi
cations by subjects of previous familiarity with 
the pictures employed.) The fact that the market 
analyst was female while the graduate student was 
male was not considered a problem for manipulation 
of credibility levels. Although some authors have 
suggested that women may be perceived as being less 
credible than men (Joseph 1982), others have sug
gested that credibility is generally not affected 
by gender (Bernstein and Figioli 1983). Further, 
the selection of these two spokespeople had been 
based on a statistical test of credibility to pro
perly represent high and low levels, respectively. 

Directly under each picture was a brief statement 
by the source concerning his/her use of the Access 
85. This statement was developed by the experi
menter with the purpose of relating the use of the 
product to the source's particular occupation, as 
is often done in advertising. Following this, the 
claim of advertisement in either comparative or 
innuendo format appeared. The format of the sti
muli employing all high credibility levels and all 
low credibility levels is shown in the Figure. 

FIGURE 1 

EXAMPLE OF PRINT STH1ULI* 

tUI~ ADVEltTtSEIU::Ifr WaL ~E P11Ul5l!EO t~: TlllS ADHHISf.l'IEIIT 1/HL a& fUBUS!lUl IN: 

::I!ME --:::=,.._,,. 
introducing lhe new 

i1 L C E 55 BS personal computer 

~. c~f·y 

~ 
~Q~~~~ ,;:,, ..... 

2'·~~~.·:-:;~.:r:·::~::;::.:J:w:;...:::::~:.· 

introducing tile new 
JlC'LE55 BS personal computsr 

o ............... , .. _,, ···~· '" ........ , "'"'"""'' ~· ""' , ..... , .. 

* Finish pictures were employed in the actual 
stimuli. 

Procedure and Heasures 

Subjects, 320 business school students of a large, 
midwestern university, were asked to take part in 
the experiment in a classroom setting. They were 
told that a Canadian company was considering the 
export of its computer to the U.S. market and was 
interested in student reaction to its proposed pro
motion. Subjects were asked to examine a single 
print advertisement for as long as desired and then 
to provide ratings on a set of 6-point scales that 
addressed the various credibility areas of concern. 
All scales were anchored with the words "Strongly 
Disagree" (1) and "Strongly Agree" (6). 

Overall credibility for the advertisement was 
assessed with the general credibility statements, 
"The advertisement you just read was truthful" and 
"I would describe the Access Corp. as being a 
truthful advertiser." The term truthful was used 
because of the recognition by many authors that 
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this component is the most significant determinant 
of credibility (Jurma 1981, HcGinnies and Hard 
1980). Nessage credibility was assessed with the 
statements, "The claims presented by Access Corp. 
about their product were truthful" and "If I was 
in the process of buying a computer, I would be 
interested by the characteristics of the Access 
85." Again the term truthful was used for its 
consistent relationship with credibility. The 
second item, representing a form of behavioral 
intention, was used because it has been shown to 
be related to message credibility (LaBarbera 1982). 

Source credibility was measured with three state
ments, " ••. I would place confidence in F. Clark's 
advice," "I think F. Clark is a competent person 
to recommend personal computers," and "I believe 
that F. Clark is a trustworthy person." The use 
of these multiple statements recognizes that 
source credibility can be a function of a number 
of variables (Applebaum and Anatol 1973). Finally, 
media credibility was measured with the single 
statement, " •.• I would describe the media used by 
Access to publish their advertisement as being a 
credible source of information." 

The two total credibility scales correlated at .71, 
and the two message credibility scales correlated 
at • 75. Reliability for the three source credibil· 
ity scales was .82 using Heise and Bohrnstedt's 
(1970) omega coefficient. 

ANALYSIS AND RESULTS 

A principal components analysis using varimax ro
tation was employed on the three credibility mea
sures for source and the two measures for message 
to determine independence of the manipulations. 
Each measurement set loaded on separate factors as 
expected with loadings above .80. The single mea
sure for media credibility could not be included 
in the factor analysis but was found to correlate 
with the three source credibility measures at .16 
or less and with the two message credibility mea
sures at less than .33. 

Next, t-tests were performed on subjects' ratings 
of credibility for high versus low credibility 
levels of the three constructs (averaging across 
the respective scales for each) to verify proper 
manipulation. Mean differences between high and 
low credibility manipulations for source (3.10 vs. 
2.86), message (4.18 vs. 3.93), and media (4.37 
vs. 4.15) were significant at beyond the .01 level 
using a one-tailed test. 

To test for the relative effect of source, media, 
and message as well as for their interaction on 
overall credibility, a three-way ANOVA was per
formed with the overall credibility rating as the 
dependent measure. As shown on Tab le 1, signifi
cant main effects were found for message and media 
credibility, but no main effect was found for 
source credibility. Finally a three-way interac
tion for source, message, and media significant at 
p (.10 was found as had been hypothesized. 



TABLE 1 

A THREE-HAY ANALYSIS OF VARIANCE FOR SOURCE, 
~fESSAGE, AND MEDIA CREDIBILITY EFFECT ON 

PERCEPTION OF TOTAL JIDVERTISING CREDIBILITY 

Source of l1ean 
Variation Square df F 

Source .06 1 . 06 
Nessage 17.71 1 16.14*** 
Media S.34 1 4.87** 

Source by Hessage .01 1 .01 
Source by Hedia .68 1 .62 
Message by )fedia .39 1 .36 

Source by J>fessage 
by Hedia 3.1S 1 3.S6* 

* p .10 
** p • OS 

*** p .01 

The exploratory investigation of compensatory 
effects for the three credibility factors was 
undertaken through a post-hoc analysis using 
Newman-Keuls: test at the • OS significance level. 
This analysis tested for differences in overall 
credibility generated by manipulation of any one, 
two, or all three of the independent variables. 
Mean ratings for the eight possible combinations 
of source, message, and media are shown on Tab le 2. 
Some deviation from linearity of the results was 
found as it has in previous research (Fuchs 1964). 

TABLE 2 

MEAN OVERALL CREDIBILITY RATINGS FOR COHBINATIONS 
OF SOURCE, MESSAGE, PND MEDIA CREDIBILITY LEVELSa 

Credibility Level 

Source Hess age Media Mean 

1. High Low lDw 3.S6 

2. Low Low High 3. 71 

3. Low lDw Low 3.82 

4. Low High Low 4.03 

s. High Low High 4.0S 

6. High High Low 4.16 

7. High High High 4. 38 

8. Low High High 4.47 

ausing 6-point scales with 1 indicating lowest 

Only three of the 28 possible comparisons were 
found to be significant. High source/high message/ 
high media had a significantly higher credibility 
rating than high source/low message/low media (4.38 
versus 3.S6, respectively). Low source/high mes
sage/high media had a significantly higher credi
bility rating than either high source/low message/ 
low media or low source/low message/high media 
(4.47 versus 3.S6 and 3. 71, respectively). 

Discussion 

It is interesting to note that the overall credi
bility rating of the advertisement which employed 
all low credibility levels could not be signifi
cantly improved through the solo change of any one 
of the three credibility areas. Of course, it is 
possible that this finding was due to a limitation 
in the credibility manipulations employed and that 
with stronger manipulations the impact of a single 
variable may have become significant. 

The interaction among source, message, and media is 
apparent in the results of the post-hoc comparison. 
Message appears to be the most important factor of 
the three since all significant effects on credi
bility occurred with a change in message. However, 
these effects only occurred when certain combina
tions of the remaining factors were present. In no 
case did the manipulation of source credibility 
have a significant effect on overall credibility. 
This finding is surprising given that previous 
studies have indicated the importance of source in 
perceived credibility of a communication, as pre
viously noted. It also runs counter to the current 
trend of using spokespeople who might be perceived 
as more credible in advertising (e.g., respected 
celebrities, recognized experts). 

Again, the finding may be a function of the source 
manipulation employed. The possibility also exists 
that this finding is particular to the product and/ 
or the subject sample involved in the study. It 
should also be noted, however, that most previous 
research has not specifically studied the effect of 
source credibility in advertising communication. 
Therefore, results for much past research demon
strating the importance of source are not directly 
comparable to findings of the current study. 

The laboratory setting of the study and its re
stricted sample suggest caution in generalization. 
With this recognized, results of the study do not 
argue against the use of highly credible sources 
per se, but they do indicate that source alone may 
not be able to compensate for a low credibility 
message or medium employed in the advertising. 
Further, the findings suggest that additional re
search is needed to clarify the impact of source 
credibility on overall credibility of an advertise
ment. 

Results of the study may have important implica
tions when an advertiser must use a low credibility 
source. For example, a corporate executive might 
insist on being the spokesperson in his/her com
panx's advertising though the target audience may 

credibility. Post-hoc comparisons significant at perceive the executive's self interest in the firm 

the .OS level 
vs. 1., 8. vs. 

using the Newman-Keuls 
2.' and 7. vs. 1. 

test were 8. as affecting his/her credibility. Findings suggest 
that the advertising agency may be able to 
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compensate for this factor and raise overall per
ceived credibility of the ad through the use of a 
high credibility message and medium. 

Finally, the finding of a three-way interaction 
for source, message, and media credibility sug
gests that credibility levels and, therefore, 
effectiveness of an advertisement may not be pro
perly pretested if respondents are not provided 
information concerning all three variables. This 
has implications for those advertising pretesting 
techniques which involve presentation of finished 
advertisements to respondents for evaluation of 
the ad or purchase intent measurement in a labora
tory setting. Such pretesting methods generally 
provide information concerni.ng source and message 
but not media (i.e., the particular television 
program or magazine to be used). To the extent 
that media information can be made available to 
respondents, results of the current study suggest 
that the accuracy of such pretesting techniques 
should be improved. 
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LATENT STRUCTURE IN PRINT AD 
SUBJECTIVE STRATEGY: A SUGGESTED METHOD FOR ADVERTISING STRATEGY 

STUDY IN MARKETING EDUCATION 
Karen Blotnicky, Saint Mary's University 
Nathan D. King, Saint Mary's University 

Abstract 

Subjective message strategies for ads in women's 
consumer magazines were examined using a content 
analysis method. The data was then subjected to 
a factor analysis to explore latent components 
underlying the subjective portion of the ads. 
Five unique subjective components emerged from the 
analysis. The exploratory study indicates that 
print ads have unique components. The study of 
subjective print ad strategy can be enhanced by 
understanding the nature of the components of an 
ad. This can facilitate the learning/instruction 
process. 

Introduction 

Instruction in the field of advertising has ap
proached the print ad strategy question by discus
sing the use of photos, copy and various subjec
tive cues, designed to elicit a certain response 
from readers. As research has progressed, theory 
has resulted in numerous copy and illustrative 
techniques which have all been considered valuable 
tools. The result has been somewhat confusing to 
advertising students, faculty, and practitioners. 
It is the authors' contention that these tech
niques may be analyzed for underlying message 
structures, or factors, and that advertising edu
cation may benefit from viewing advertisements as 
possessing, or not possessing these implicit 
message components. Used as an adjunct to current 
educational material in print advertising, these 
components may aid students in understanding the 
goals of the strategies themselves and how they 
combine to influence the consumer. 

The primary objective of this study is to examine 
several message strategies in Canadian women's 
consumer magazines and to explore the existence of 
underlying structures, or components, behind these 
strategies. This information should allow adver
tising educators and practioners to identify 
these structures, or components, and utilize them 
in the study, and/or design of print ads. 

Review of Relevant Research 

To isolate structures in ad strategy, we have 
chosen to study ad information strategies, 
comparative strategies and the use of decorative 
models. 

Information Strategies 

Fletcher and Zeigler isolated ten creative strat
egies used in magazine ads from the work of 
Julian Simon (1971). Their first strategy was 
straight factual rendition of the product, with
out use of explanation or argument. They called 
this the "Information" strategy (Fletcher and 
Zeigler, 1978). 

Their second strategy was "Argument", where es
tablished desires and excuses to buy are manipu
lated in advertising copy, to provide a detailed 
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reason why the product should be purchased 
(Fletcher and Zeigler, 1978). Copy is important 
in this ad strategy. The "Motivation with Psycho
logical Appeals" strategy provides an explicit 
statement of how the product will benefit the con
sumer, with emotional persuasion, to create a de
sire for the product in the mind of the reader 
(Fletcher and Zeigler, 1978). The next strategy 
involves reiteration of one basic product attri
bute which is usually very general in nature and 
seldom supported by factual evidence. This is 
called the "Repeated Assertion" method, and basic
ally constitutes a hard-sell approach (Fletcher 
and Zeigler, 1978). The next strategy is very 
commonly used and deals with source credibility. 
It is the "Command" strategy which involves a 
reminder that is designed to make the audience 
respond favourably toward the product; it is often 
reinforced with an authority figure (Fletcher 
and Zeigler, 1978). 

Next strategy, "Brand Familarization" (Simon, 
1971) stresses brand loyalty, with very little 
selling taking place. The brand name is empha
sized, and a feeling of trust-worthiness is 
communicated. The ad is friendly and conversa
tional in nature (Fletcher and Zeigler, 1978). 
The seventh strategy is called "Symbolic 
Association". Using little copy it functions only 
to establish a psychological symbiosis between the 
product and a particular place, person, event or 
symbol, which has a positive connotation to the 
reader (Fletcher and Zeigler, 1978). Next is 
"Imitation," which uses an individual with whom 
the product user can identify. The individual can 
be a celebrity, or an ordinary citizen, who pro
vides a- testimonial for the product (Fletcher and 
Zeigler, 1978). The next appeal, which is quite 
effective, is known as "Obligation". It is de
signed to arouse feelings of gratitude in the con
sumer, through offering a free gift, information, 
or sentimental wording (Fletcher and Zeigler, 
1978). Their final strategy ''Habit-Starting," 
provides a sample of the product or uses a price
off ploy. The intent of the ad is to invoke the 
consumer to purchase the product regularly 
(Fletcher and Zeigler, 1978). 

Resnik and Stern have developed a classification 
system to effectively objectify and record the 
presence of the information strategy in advertise
ment (Resnik and Stern, 1977). This strategy 
contains fourteen cues which demonstrate the ap
pearance of an informative ad strategy in ads. 
The degree to which the ad is informative is de
termined by the number of informational cues pre
sent in ad copy. The fourteen cues which Stern 
and Resnik identified in informative ad copy were 
as follows: price-value of product; product per
formance; product's components/contents; product 
availability; special offers/deals available with 
product purchase;_ taste superiority of product 
purchase; taste superiority of product according 
to consumer surveys; nutritional content or 
comparison; special shapes available in product, 
or special packaging; postpurchase guarantees/ 



warranties; safety feature of product; results of 
"independent" research firms cited; results of 
"company research" cited; introduction of a new 
concept/idea, and/or its advantages. According to 
Stern and Resnik, if only one such cue appears, 
the advertisement contains Informative ad strat
egy (Resnik and Stern, 1977). 

Decorative Models 

Skinner insists that the pretty face serves to 
capture a reader's attention, and that once ad 
readership begins, the reader is not likely to 
remember that the model exists (Skinner, 1975). 
Chestnut, LaChance and Lubitz (1977) found that 
the presence of female models improved ad recogni
tion. Smith and Engel (1968) discovered that the 
use of female models in automobile advertisements 
yielded higher perceptual ratings on emotional 
and connotative features. Reid and Soley (1981) 
determined that while female models increased 
Starch-measured illustration scores, they failed 
to increase Starch-measured body copy readership 
scores. Researchers Baker and Churchill had male 
and female subjects rate advertisements with male 
and female models for sexually-relevant and 
sexually-irrelevant products. Sexually-relevant 
products included items such as after shave, and 
sexually-irrelevant products included items like 
coffee. They concluded that both males and fe
males demonstrated higher ratings for opposite
sex ad models than ad models of the same sex, and 
higher behavioural intention ratings for sexually
relevant products, than sexually-irrelevant pro
ducts (Baker and Churchill, 1977). 

Reid and Soley (1983) conducted a study where the 
effect of decorative models was measured across 
product categories, using male subjects. The ads 
were tested for male models alone, female models 
alone, and a pair of models, one of each sex. 
Results showed that the attention-getting ability 
of an ad decreased as the model went from being a 
female alone to the male/female pair, and then the 
lone male model. However, the presence and nature 
of the models in the ads did not affect the ad
noted score across the different product categor
ies. Also, none of the model types differentially 
affected male ad readership. Therefore, while 
female models may attract attention to an ad, they 
do not mean an ad's copy will be read (Reid and 
Soley, 1983) . 

Comparative Strategies 

An innovation is comparative advertising. It may 
compare like products to one another to emphasize 
the superiority of one brand of product over the 
other. It may also name the two products, like 
Coke versus Pepsi, or it may use a more subtle 
means of comparison like "better than the lead
ing brand", or "Brand X". Jackson, Brown and 
Harmon define comparative advertising as an appeal 
which compares at least two products, implying 
that tests have been conducted, or that a partic
ular product enjoys a superior market position to 
another product. The products may or may not be 
named outright (Jackson, et. al., 1979). Jackson, 
Brown and Harmon have also isolated two forms of 
comparative advertising: strict and implied com
parative advertising. They identify any ad which 
names and/or shows two or more competing products 
as strictly comparative in nature, and those which 
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make allusions to "Brand X", "all other brands", 
or "the leading brand", as implied comparative ad
vertising (Jackson, et. al., 1979). Previous 
studies indicated higher recall levels for compar
ative ads despite the fact that the same messages 
were often regarded as more confusing and less 
believable than their non-comparative counter
parts (Jackson, et. al., 1979). 

Methodology 

Sample 

To examine the usage of advertising strategies a 
sample of Canadian women's consumer magazines was 
drawn from recent issues of Chatelaine and Canadian 
Living magazines. These publications were specif
ically chosen because of their large distribution 
across Canada. Only Anglophone issues were ana
lyzed. These would be geared to the English 
Canadian cultural segment. A separate Francophone 
magazine is produced which is directed to the 
French Canadian marketplace. These issues were 
not studies. Women's magazines were selected 
because the bulk of general consumer advertising is 
targeted toward housewives. Five issues of each 
magazine were selected. 

The advertisement itself was the unit of analysis. 
Each ad was analyzed according to a basic typology 
questionnaire designed to measure the subjective 
elements present in the ad. The individual ad 
sampled within selected issues was chosen using an 
approach pioneered by Stern, Krugman and Resnik 
(1981). This enabled the analysis of a magazine 
without taking a census of ads in the issue. To 
use this method, an average number of ads per mag
azine was calculated over all selected issues. In 
the current application, the average was calculated 
for each magazine title group. Then, a proportion 
was arbitrarily selected for ads to be sampled in 
each issue. The proportion selected to draw a 
sample of ads was 15 percent. This meant that 15 
percent of the ads in each issue would be selected, 

:as determined by the following formula: 

(Number of ads in issue/Average number of ads x 15 
= Number of ads to be sampled in issue) 

Using the proportional sampling equation, a total 
of 150 ads were selected from the ten issues. For 
the sampling breakdown, please see Figu re 1 . The 
ads in each magazine were then numbered consecu
tively and the required number of ads from each 
issue were drawn using a random number table. 
Each issue was a stratum providing a stratified 
random sampling of each magazine group. This al
lowed three levels of sampling. Each issue was 
randomly sampled; the magazine population overall 
was randomly sampled, and each magazine group was 
randomly sampled, As a result, conclusions may be 
drawn under the assumption that proper representa
tion is provided in the issue, the title, and 
women •·s magazines, 



Chatelaine: 

FIGURE I 
SAMPLE SELECTION 

51 
107 

64 
95 
64 

N JR 1 

157 
76 

11 
21 
13 
17 
13 

75 

25 
12 

61 10 

November, 1 QR3 
Ju!V, 19R3 
Au~ust, 19R4 X 94 
January, 19R4 
June, 1 q,q4 

71 
Inn 
N ~ 471 

852 

Formula for ad number selections = N/X x 15 = n 

11 
l7 

75 

~ 150 
X ~ R1 

From the literature review several variables were 
isolated. The relevant variables were incorpor
ated into a typology which was used to analyze 
selected magazine ads. Please see Figure II for 
the strategies used in the typology. 

FIGURE II 
MESSAGE STRATEGIES DEFINITIONS 

Argument Strategy - Detailed excuses/desires show 
why consumer should purchase. (Fletcher and 
Zeigler, 1978) 

Motivation with Bmod (Behavior Modification) -
Emotional persuasion provides explicit statement 
of how product will benefit consumer (framework 
just for you). (Fletcher and Zeigler, 1978, 
originally "Motivation with Psychological Ap
peals.") 

Repeated Assertion - General aspect of product is 
reasserted with little factual support. (Fletcher 
and Zeigler, 1978) 

Brand Familiarization - Stresses brand loyalty 
with prominent trademark or brand name. (Simon, 
1971 and Fletcher and Zeigler, 1978) 

Symbolic Association - Little copy - establishes 
connection between product and place, person, or 
object, deemed to be positive stimulus to con
sumer. (Fletcher and Zeigler, 1978) 

Testimonial - Individual provides testimonial 
favouring the product. (Author's own addition) 

Imitation - Role model with whom reader can iden
tify presents product. (Fletcher and Zeigler, 
1978) 

Comparative- Direct- naming competitors' pro
ducts outright. Implied - comparing products co
vertly, such as Brand X, etc. (Jackson, Brown 
and Harmon, 1979), and Fletcher and Zeigler, 
1978). 

Pretty Face - Pretty face appears in ad to entice 
readers to stop and look, and read the ad. The 
face can be male or female. (Skinner, 1975; 
Chestnut, Lachance and Lubitz, 1977; Smith and 
Engel, 1968; Reig and Soley, 1981) 
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Eye~catching Art - Low key methods of catching the 
reader's attention, uses striking artwork, the 
subject of which may/may not be related to the 
product being advertised. (Author •·s own addition) 

Personalizing -Mechanism to capture the reader's 
attention, by naming the reader, or using the word 
"you" in the appeal. (Author's own addition.) 

Price-Value of Product Demonstrated - Presence of 
discussion of price-value of product in ad copy. 
(Stern and Resnik, 1977) 

Product-Quality - Presence of discussion of pro
duct-quality in ad copy (Stern and Resnik, 1977) 

Product Performance Demonstrated - Presence of 
discussion of product performance in ad copy. 
(Stern and Resnik, 1977) 

Product-Availability Discussed - Presence of dis
cussion of product availability in ad copy. 
(Stern and Resnik, 1977) 

In the application of the ad typology rules had to 
be developed for consistent treatment of selected 
advertisements. Ads which advertised the magazine 
itself, or offered special project/sales sponsored 
by the magazine, were not included. This allowed 
for sampling of ads of consumer goods and ser
vices only. When a pair of ads occurred in the 
same focal space, often advertising different or 
related products, but by the same sponsor, or 
brand name, the ads were treated as one split-page 
ad. If both ad parts were not in the same focal 
space (ie: not in the space immediately apparent 
to the reader, on the left or right-had sides), 
they were treated as separate ads. Those ads 
which were not eligible were not included when ads 
were consecutively numbered prior to sampling. 

The researchers examined the selected magazines 
using the typology and the presence or absence of 
the strategies was recorded, The resulting data 
were then factor analyzed to determine if latent 
structures existed in the message components of 
the ads surveyed. 

To pretest the typology questionnaire for consis
tency, ease of application, completeness and 
sample size, 104 ads were drawn according to the 
sampling procedure. A simple random subsample of 
thirty ads was drawn from the larger sample of 
104 ads to use in a pretest. 

Following the pretest, the sample size was in
creased to 150 ads, and the application rules 
were noted to allow an accurate testing of all ads 
in the sample. The pretest enabled streamlining 
the sample and research instrument, allowing for 
a more accurate and efficient final test. 

Inter-judge Reliability Testing 

Since the nature of the message strategies is 
quite subjective, it became a matter of personal 
judgement of the researcher to determine whether 
or not an ad strategy (e.g. Motivation with Bmod) 
was present in an ad. To insure that the measure
ment of subjective ad strategies was reasonably 
consistent and reliable, it was necessary to em
ploy judges to analyze various ads according to 



subjective ad strategies, and determine their 
inter-judge reliability. 

Four judges were selected to judge the thirty ads 
selected for the pretest. The judges judged the 
thirty ads for subjective strategies only. The 
Kuder-Richardson coefficient (Anastasi, 1968) 
showed the consistency with which the judges 
judged each ad for subjective factors. The reli
ability coefficient was approximately 1.00 showing 
absolute reliability. From this, we can conclude 
that the subjective factors measured were consis
tent in application, and that their inclusion did 
not leave the analysis open to subjective bias on 
the part of the researchers. 

Results and Discussion 

Factor Analysis 

A principal components factor analysis using 
Varimax rotation with Kaiser normalization was 
performed on the fifteen message variables. Five 
factors with eigenvalues of 1.00 or better were 
obtained. Only factor loadings of .50 or higher 
were considered in the analysis. The resulting 
factor matrix appears in Tabl e. 1. All factors 
accounted for 62.4% of the total variance. The 
first factor accounted for 20.4% of the variance. 
The variables of "quality discussion", "perform
ance discussion", "argument strategy", and "re
peated assertion" all loaded heavily on this 
factor. The first factor was called "Argument 
Component". 

The second factor extracted accounted for 14.9% of 
the variance. Three variables, "motivation with 
bmod", "symbolic association", and "eye-catching 
art", loaded highly on this factor. Given the 
heavy Bmod loading (.831), and the emotional 
context of the other strategies loading on this 
factor, the factor was named the "Emotional 
Component". 

The third factor accounted for 11.2% of the over
all variance in the model. Only two of the vari
ables, "product availability" and "price", had 
high loadings on this factor. Consequently, this 
factor was named the "Product Information Compo
nent". 

Three variables loaded highly on the fourth factor. 
These were "imitation strategy", "testimonial" and 
"pretty face strategy". As a result, the fact~r 
was named the "Role Model Component." This factor 
accounted for 9.1% of the variance in the model. 
The last factor extracted consisted of only one 
~ariable, comparative ad strategy. As a result, 
l.t was named the "Comparative Component". This 
component accounted for 6.8% of the total variance. 
There were no negative loadings on any of the 
factors.. Two variables, "personalization" and 
"brand familiarity" did not load on any factor at 
the .50 level. 
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TABLE 1 

PRINCIPAl. COMPONENTS FACTOR ANALYSIS OF DATA FOR AD TYPOLOGY QUESTION 
(VARIMAX ROTATION AND KAISER NORMALIZATION) 

FACTOR 

~~~ ' 
Quality Discussion .R6J 
Performance Discussion .BJR 
Argument .712 
Repeated Assertions .581 

Motivation - Bmod .831 
Symbolic Aasociation . 771 
Eve-catching Art .716 

Availability Discussed .R29 
Price Discussion .800 

Imitation .805 
Pretty Face (models) . 753 
Testimonial .575 

Comparative .834 

Eigenvalues J.nfi 2.23 1.68 1.17 1.02 
Percentage of 

Total Variance 20.04 14.90 11.20 9.10 6.80 

Discussion 

The factor analysis provides an interesting il
lustration of the apparent latent structures with
in the strategies present. The five factors which 
emerged very strongly in the analysis can be 
easily identified as being distinct from one an
other, and valuable in terms of understanding the 
character of print ads. Interpreted from an 
educational perspective, one can envisage consumer 
print ads as consisting of up to five subjective 
message components. Naturally, the product adver
tised may dictate which component should be used 
to maximize an ad's appeal, or increase ad ad's 
effectiveness. 

Subjective ad strategy may be viewed as argument
ative, informative, comparative, emotional or 
model-based. These five basic components will 
combine to produce an overall ad effect on the 
consumer. Conceptually, they help to describe ad
vertising technique and aid one's understanding of 
the processes resulting from various combinations 
of message strategies. 

The argument component of an ad consists of an 
argument-type of copy presentation. Mainly it 
presents detailed excuses to show why consumers 
should purchase, or listing the desires which the 
product would accommodate, and convincing the 
reader that those assertions are true. In ad
dition, the same assertion may appear more than 
once in an ad. There may or may not be a great 
deal of factual support for the assertions which 
appear. In most cases, product quality or per
formance will be stated in ad copy. 

The emotional component of an ad is that message 
component which uses subjective strategy to cre
ate a "mood" for the ad. Ideally, the reader will 
associate the mood with the product and would 
purchase the product to fill a psychological need 
equated with the product'·s mood, or ambience. 
These ads would have less copy, be more artistic 
and visual, and utilize a behaviour modification 
message strategy •. 

The product informative or informative ad compo
nent would provide more factual rendition and 
rely little on argument or emotional mood to make 
its connection to the reader. It may deal ex-



tensively with discussions of product availabil
ity and price-value of the product. 

A further component implicit in ads appears to be 
a model-based component. These ads would utilize 
figures with which the reader could identify 
(role models), individuals making product testi
monials, or attractive/sexually-appealing models, 
to give the product a certain character. Theor
etically, these ads carry persuasive power by 
providing the consumer with a reference group, or 
status symbol, to which they can aspire through 
using the product. 

The final implicit ad component is comparative. 
This ad would use either direct or implied com
parisons between the sponsor's product and that of 
his competition, to persuade the consumer to pur
chase the "best" product. Naturally, the "best" 
product will appear to be that produced by the 
sponsor. 

Conclusions and Recommendations 

Based on the previous exploratory study, it ap
pears that five basic components exist in most 
print ads. Admittedly, not all ads would use all 
five components, and some appear to be mutually 
exclusive (such as argument vs. emotional). 
However, the documentation of such latent struc
tures in print ads can facilitate the learning 
process by simplifying the aspect of the "message" 
part of the ad. Indeed, this part of the ad is 
often so subjective as to render it very complex, 
hard to visualize, and difficult to measure. 
Consequently, using the component approach init
ially in advertising study can increase one's 
understanding, and inevitably pave the way to a 
better understanding of individual ad strategies 
and how they combine to produce a print ad's total 
effect. 

The techniques used in this analysis are suitable 
for exploring the area but significance tests 
should be done for conclusive purposes. Indeed, 
these components could vary by type of product, 
type of magazine, and the nature of the audience. 
Future research should investigate these areas 
much further. Also, similar latent structures may 
exist within the mechanical aspects of print ads. 
Such variables would include ad size and colour, 
positioning, amount of copy, and the like. It 
would be interesting to explore that area further. 
Nevertheless, the results of the study are encour
aging and may be of interest to educators, stu
dents, and practitioners in the field of advertis
ing. 
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Abstract 

This study investigates the relationship between 
awareness, attitudes, intentions, media habits, 
and demographics and the frequency of flying dur
ing a one year period. Multiple discriminant 
analysis is used to profile market segments based 
on services offered by a general aviation airport. 
Awareness was found to have the least predictive 
power and intentions to use specific services was 
the most useful in characterizing market segments. 

Introduction 

An airport like any other business entity may seek 
to serve consumers on a local, regional, or 
national level. The level on which an airport may 
seek to serve consumers is usually a function of 
product positioning. That is, determining the 
needs of a particular population, defining poten
tial market segments, and then actively seeking 
patrons for the services offered. Within the 
last decade or so, small or reliever airports have 
come into existence (Thurber 1985). These airports 
usually provide services which the larger airports 
with national carriers are unable to because of 
traffic. The reliever airport is usually local or 
regional in scope. With the advent of many local 
airports servicing basically rural communities, 
airport managers need to take a closer look at the 
composition of potential market segments. 

Local airports in rural regions have typically 
concentrated on providing services which they feel 
facilitate the economic development of a parti
cular region and provide services for general 
aviation enthusiasts. Services falling under the 
rubric of general aviation include: charter ser
vice, fueling for corporate aircraft, aircraft 
maintenance, and flight instruction, to name a few. 

The implications for managers of a general avia
tion airport to understand what comprises the 
different market segments using their services 
needs no elaboration here. But the extent to 
which consumer markets have been characterized has 
yet to be documented. Although some airport mana
gers still tend to think of patrons as a homogene
ous group, many have come to view the market for 
airport services (i.e., general aviation, corpor
ate) in terms of segments encompassing people with 
different demographic characteristics, attitudes 
toward the services, and awareness about the ser
vices offered. Therefore, there appears to be a 
need to better understand people who patronize the 
general aviation airport. 

The main purposes of this study are: (1) to 
determine viable market segments for a general 
aviation airport based on demographics because 
demographics in particular have been a successful 
criterion for segmenting markets into non, light 
and moderate users, and (2) to determine the pre
dictive power of awareness of services, attitudes 
toward services, intentions to use services, and 
media habits. The addition of four other 
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variables offers a basis for assesing the predic
tive efficacy of demographics, as well as for en
larging our understanding of the factors under
lying potential users of a general aviation air
port. 

Variables Considered in the Study 

In characterizing 
aviation airport, 
tially important. 

market segments for a general 
many variables could be paten

This study has chosen to con-
centrate on five constructs: awareness of ser
vices being offered, intentions to use existing 
services, attitudes towards proposed services, 
media habits, and demographics. The criterion 
variable was conceptualized to be users of air 
travel. It was thought that the more people 
traveled by air for business, pleasure, etc., the 
greater the likelihood that they would use ser
vices provided by a general aviation airport. 

While demographics are more easily measurable than 
other consumer characteristics, they represent only 
the first phase in market segmentation. Demograp
hics are basic socio-economic characteristics which 
have been used quite extensively in the service 
marketing literature for profiling market segments 
(Guseman and Hatfield 1978). Darden and Darden 
(1981) found demographics useful for segmenting 
users and non-users of legal services; Wood, 
Venkatesan, and Albaum (1984) used demographics 
as a segmenting variable to assess new services in 
medical clinics, and demographics were also used 
to segment users of cancer screening clinics (Smith 
and Scammon 1984). The study which mostly aligns 
itself with the present one, found demographics 
to be useful in segmenting markets for local public 
transportation (Reed 1973). 

Although most of the studies cited are not 
directly related to general aviation airports, the 
conceptual link is that if demographics have shown 
to be an important criterion for other service
related businesses, then there is likelihood that 
they should be predictive for other service
oriented businesses, namely a general aviation 
airport. In fact, most of the literature cited in 
the study is outside the literature on general 
aviation because very little, if any, has been 
done in this area. 

In addition to demographics, basic socio-economic 
characteristics are conceptualized to be media 
habits. These variables, media habits and demo
graphics, allow decision makers to identify con
sumer segments for the purpose of communication. 
That is, the task of designing and communicating 
a particular program that seeks to change con
sumers' usage of services related to transporta
tion can be focused on segments of the population 
specifically delineated by such variables as 
gender, age group, and educational level. Know
ledge of the media preferred by the target group 
can be used to facilitate more effective communi
cation. In short, the variables form a core for 
initial segmentation strategy. 



To provide a broader understanding of usage pat
terns for services offered by a general aviation 
airport, three other types of variables were also 
investigated: awareness, intentions (willing
ness), and attitudes. These three variables 
suggest more of a psychological or psychographic 
segmentation strategy then either demographics or 
media habits. Awareness was selected as a seg
mentation variable because it may be viewed as an 
initial phase of psychological variables which may 
lead to purchase, or in this case, to usage be
havior. Griffith and Wells (1984) have suggested 
that awareness as a segmentation variable must be 
considered when planning strategy for new or 
existing services. Additionally, Lovelock (1975) 
found awareness to be a useful segmentation vari
able in planning public transportation, and 
awareness was also found to be an important seg
mentation variable in developing strategies for 
cancer screening clinics (Smith and Scammon 1984). 

Attitudes toward products have, of course, been 
shown related to consumption or usage behavior in 
numerous studies. Recently, attitudes toward 
specific services have been studied (Tardiff 
1979; Smith and Scammon 1984). Specifically, 
attitudes toward public transportation and alter
native services associated with public transpor
tation were found to be very useful in segmenting 
markets (Nicolaidis, Wacks, and Golub 1977). 
Tardiff (1979) found attitudes to be useful in 
designing new transportation services. Whether 
attitudes toward several proposed services for a 
general aviation airport is a viable segmentation 
variable remains to be seen. 

At a more manifest level, behavioral intentions 
were used as a proxy for actual behavior. 
Rosenstock (1966) has suggested that intentions 
are the last step in the psychological process 
leading to behavior. Fischer and Dobson (1977) 
found intentions to be useful as a segmentation 
variable for introducing public transportation as 
an alternative mode for travel to work. In short, 
these five sets of variables can aid those 
charged with providing services to meet the needs 
of the communities that lie in the domain of the 
service area of the general aviation airport. 

The criterion variable, frequency of air travel 
during a typical year was used because it was 
thought that people who flew more often would be 
more inclined to use the services provided by a 
local airport. Blankenship (1976) conceptualized 
users and non-users of public transportation as a 
dependent variable. Thus, non, light, and moder
ate patrons of air travel were used in the study 
to provide a characterization of market segments. 

Methodology 

Research Design 

The design of this specific research project was 
descriptive. Descriptive research is appropriate 
when the research problem focuses on attitudes, 
awareness, and behavioral intentions. Descrip
tive research seeks to describe the phenomenon 
under investigation by determining the relation
ships, if any, between dependent and independent 
variables. For this study, the independent 
variables were: (1) awareness, (2) attitudes, 
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(3) intentions, (4) media habits, and (5) demogra
phics. The dependent variable for the study was 
the number of times people travel by air in a 
typical year. This research is solely dependent 
upon primary data in which 800 households were 
surveyed. 

Awareness of services offered was measured by a 
0/1 response to a list of services, 6 of 8 were 
actually offered. Attitudes comprised four mea
sures on a 5 point likert rating scale from 
strongly disagree to strongly agree. Eight of 
seventeen intention measures were scaled on 5 point 
willingness rating scales from very unwilling to 
very willing. Seven intention measures were dummy 
coded 0/1 for possible destinations for a new 
commuter service. Finally, two intention measures 
were scaled on frequency of use for two proposed 
services ranging from never to more than 6 times 
per year. The dependent variable, air travel was 
broken down into three groups, non-users, light 
users (i.e., flying one time per year) and 
moderate users (i.e., flying two or more times per 
year). 

Data Collection 

The data were collected by a self-report personal 
interview method comprising eight towns in three 
counties of the Southwestern area of Virginia. 
The population was defined as those adults (18 
years of age and older) living in the designated 
area described above. The total sample, 800 was 
then divided into these three counties proportion
ate to the total population of the three counties 
and then subdivided into eight towns proportionate 
to the population of the town. Each interviewer 
was given a specific town to interview. They were 
instructed to go to every 2nd street, every third 
house until the quota for that specific area was 
complete. Thus, a cluster systematic random 
sample was employed. The interviewers were also 
instructed to leave the questionnaire with the 
subjects and then return within one hour to pick
up the completed questionnaire. Seven hundred 
and fifty-seven surveys were returned and 747 
were usablP.. This represents 93.4% of the target 
sample size of 800. 

Data Analysis 

A multiple discriminant analysis and a stepwise 
discriminant analysis were performed in order to 
characterize potential target markets. These 
analyses were appropriate as the dependent vari
able was categorical and the five sets of indepen
dent variables were continuous. Subjects were 
classified into non-users, light users, and moder
ate users of air travel based on the number of 
times that they fly during a typical year. This 
analysis matches up the five independent con
structs of awareness, attitudes, intentions/be
havior, media habits, and demographics with the 
frequency of air travel. The purpose of this 
analysis was to (1) discern if a relationship 
exists between the sets of independent variables 
and the criterion variable, and (2) characterize 
market segments for a general aviation airport. 
In order to produce a compact portrayal of both 
the independent and dependent constructs, a step
wise discriminant analysis was done which produced 
the 9 most important variables across all indepen-



dent variables in explaining non, light, and 
moderate users of air travel. 

Results 

Discriminant Analysis 

Tab le 1 presents the results of five discriminant 
analyses in which consumer segments based on the 
amount of yearly air travel are characterized. 
Each of the five discriminant analyses was ana
lize in two steps; (1) a univariate F test in 
which each independent variable was analyzed with 
the 3 group dependent variable, and (2) a multi
variate analysis in which all items of each inde
pendent construct were analyzed with the 3 group 
dependent variable. Variables considered to be 
important in explaining a statistically signifi
cant function had an absolute value of .30 or 
greater. The first analysis considers the rela
tionship between awareness and non, light, and 
moderate users of air travel. In the univariate 
analysis, only one variable, aircraft rental was 
significant at the .05 level. Analyzing the group 
means demonstrates that group three or the moder
ate users of air travel are those likely to rent 
aircraft. There were no significant functions in 

the multivariate case. This means that the likeli
hood of a relationship between these awareness 
items and frequency of air travel is virtually non
existent. 

The second analysis presented in Tab le 1 investi
gated the relationship between intentions and fre
quency of air travel as defined in non, light, and 
moderate users. At the univariate level, 14 of 17 
variables were significant at the .05 level. 
Generally, the light and moderate users were more 
willing to use the existing and proposed services 
of the airport than the non-users of air travel. 

The moderate users and the light users were more 
willing to use the commuter service than the non
users, and the moderate users also demonstrated 
that they would use the service more frequently 
than the other two groups. Proposed destinations 
that were statistically significant wereGreensboro, 
Charlotte, Washington, D.C., Richmond, and Atlanta. 
For Greensboro, Charlotte, and D.C., both thelight 
and moderate users were more likely to frequent 
these destinations, and for Atlanta and Richmond, 
the moderate users were more likely to frequent 
these two destinations than the other two groups. 
The non-users of air travel were least willing to 
use the cargo transportation service. 

TABLE 1 

CHARACTERISTICS OF THREE SEGMENTS OF AIR TRAVEL PATRONS 

Variables 

Awareness8 

Aircraft Maintenance 
( D=don' t offer, 1=offer) 

Charter Service 
( D=don' t offer, 1=offer) 

Pilot Training 
(D=don't offer, 1=offer) 

Aircraft Rental 
(O=don't offer, 1=offer) 

Cargo Transportation 
(D=don't offer, 1=offer) 

Car Rentals 
(D=don' t offer, 1=offer) 

Aerial Tours 
(O=don•t offer, 1=offer) 

Commuter Service 
(O=don•t offer, 1=offer) 

Intentionsb 

Aerial Tours (5 pt. scale) 
Charter Service 
Aircraft Rental 
Pilot Training 
Car Rentals 
Aircraft Maintenance 
Convnuter Service (5 pt. scale) 
Frequency Convnuter Service 

( 1 =never, 2= 1-2 times, 
3=3-4 times, 4=5-6 times, 
5=6+) 

Greensboro ( O=no use, 1=use) 
Charlotte 
Washington, D.C. 
Roanoke 
Richmond 
Atlanta 
Tri-Cities 
Cargo Transportation 

(5 pt. scale) 
Frequency Cargo Transport 

(5 pt. scale) 
Group Centroids-Root 1 

Root 2 

Group Means 
None ...b!9.b.L Moderate 

(n=370) (n=164) (n=213) 

.79 .79 .87 

.72 .74 .80 

.64 .74 .76 

.66 • 78 .82 

.38 .45 .40 

.27 .26 .39 

.55 .70 .59 

.29 .33 .24 

2. 72 3.32 3.04 
2.84 3.39 3.58 
2.63 2.75 2.90 
2.64 2.93 2.93 
2.92 3.18 3.41 
2.58 2.84 2.95 
3.19 4.02 3.97 

1.41 1.93 2.63 
.11 .34 .37 
• 10 .24 .41 
.26 .75 .83 
• 16 .26 .24 
• 15 .30 .41 
• 16 .25 .48 
.09 • 11 .06 

3.02 3.49 3.52 

1.35 1.83 2.14 
-.74 .20 1.10 
-.15 .69 -.26 
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F Ratio P 

1. 71 . 18 

.97 .38 

2.44 .09 

4.65 .01* 

.58 .56 

2.62 .07 

2.37 .09 

.82 -.44 

7. 77 .DO* 
23.80 .00* 

2.66 .07 
3.39 .03* 
8.27 .00* 
5.23 .00* 

40.80 .00* 

74.10 .00* 
16.90 .DO* 
19.60 .00* 
5.72 .00* 
2.01 • 13 

12.10 .00* 
17.40 .00* 

.67 .51 

16.60 .00* 

35.00 .00* 

Canonical Loadings 
(Root 1) (Root 2) 

-.23 .63 
.22 -.02 

-.07 -.55 
.02 • 15 

-.05 -.04 
.07 -.24 
• 19 .79 

.51 .53 

.08 .27 

.20 -.10 
• 13 .01 

-.05 .01 
• 10 -.02 
.11 -.35 

-.24 • 10 

.02 .07 

.41 • 16 



TABLE 1 (CONTINUED) 

Group Means 
Moaerate Variables None Llght) ~ .L 

(n=370) (n=164 (n=213) 

Attitudesc 

Medical Service 
4.17 2.52 .08 -.27 (5 pt. scale) 4.13 4.38 

Farming Corronunity Transport 
3.84 4.04 4.05 3.18 .04* .10 Medicine/Equipment 

Airport Improvements 3.51 3.84 3.83 7.24 .DO* .11 

Corronuter Service Needed 3.48 3.96 3.99 17.30 .00* .97 

Group Centroids-Root 1 -.32 .25 .36 

Media Habitsc 

How Often Read Newspaper (1= 
once week, 2=twice, 3=3 times, 
4=4 times, 5=daily, 6=Sunday 

4.42 4.66 4.69 2.06 .13 .01 
only) 

Radford News Journal 
.09 2.26 .11 -.26 

(O=don't read, 1=read) .13 .21 
Southwest Times .15 .14 .08 1.58 .21 -.22 

Roanoke Times & War ld News .78 .83 .86 1.43 .24 -.10 

None .03 .01 .02 .31 .73 .03 

News Messenger .20 .24 .25 .59 .55 -.04 

Wall Street Journal .03 .04 .17 11.70 .00* .40 

Virginian-Leader .19 .10 .10 3.08 .05* -.41 

National ( D=don' t read, 
.86 9.19 .00* .25 

1=read) . 65 .82 . 

Local .92 .96 .96 1.18 .31 .04 

Sports .50 .55 .59 1.13 .32 -.13 

Editorial .40 .45 .59 5.10 .01* .07 

Entertainment .54 .55 .72 4.73 .01* • 15 

Classified .52 .58 .56 .52 .60 .01 

Supplements .49 • 51 .58 . 1.15 .32 -.09 

Business .34 .50 .68 17.00 .DO* .52 

FM95 (O=don't listen, 1=listen) .18 .16 .29 3.35 .04* .18 

K92 .44 .50 .39 1.11 .33 .05 

WUVT .01 .04 .06 2.51 .08 .12 

WJJJ .07 .05 .10 • 70 .50 -.06 

WNRB .11 .11 .06 1.20 .30 -.07 

Q99 .14 .20 .20 1.10 .34 .14 

V105 .10 .09 .15 .95 .39 .07 

FM89 .06 .13 .13 2.73 .07 .21 

WPSK .10 .11 .09 .81 .92 .05 

Group Centroids-Root -.41 .00 .70 

Demogra~hics d 

Gender (O=male, 1=female) .60 .57 .39 6.06 .00* -.20 
Age 41.60 39.43 41.48 .70 .50 .06 
Marital Status ( 1 =single, 

2=divorced, 3=married, 
. 75 .47 -.12 4=widowed) 2.72 2.59 2.68 

Background ( 1=urban, 2=rural) 1.67 1.50 1.51 5.13 .00* -.11 
Occupation (Duncan SES) 39.47 47.82 58.59 28.20 .00* .43 
Own Airplane (O=yes, 1=no) 1.00 1.00 .98 2.48 .08 -.12 
Education ( 12 pt. scale) 7.97 9.28 10.05 34.62 -.00* .55 
Household Income ( 8 pt. scale) 5.52 6.18 6.46 12.71 .DO* .18 
Group Centroids-Root 1 -.49 .17 .72 

aThe first and second functions were non-significant, therefore, no coefficients were 
reported. 

bThe first and second functions were significant at P = . DO 1 • 

cThe first function was significant at P = .001. 

dThe first function was significant at P = . 001. 

eThe first function was significant at P = • DO 1. 

The multivarate analysis between the user groups 
of air travel and intentions produced two signifi
cant linear functions (roots). The first function 
represents a preference for innovative transpor
tion services. The first root characterizes the 
moderate user group as willing to use the commu
ter service and the cargo transportation service 
more frequently than the other two groups. 
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The second linear function significant in this 
analysis represents a general willingness to com
mute on the positive side, and those people who 
prefer to rent aircraft on the negative side. 
The light user group is characterized as willing 
to use the commuter service and use it more fre
quently than the other two groups. In addition, 
this group appears to be more open to taking 
aerial tours than the other two groups. The 
moderate user group was more willing to rent 



aircraft, and use the commuter destination, 
Atlanta, than the light patron of air travel. The 
non user group was also more willing to rent air
craft than the light group, but not as much as the 
moderate user of air travel. 

Considering attitudes toward four issues relating 
to proposed services, 3 of 4 variables were signi
ficant at the .05 level in the univariate case. 
The light and moderate user groups demonstrated a 
more positive attitude than the non-user group con
cerning airport improvements, the need for a com
muter service, and transporting equipment or medi
cine for animals. 

The multivariate analysis produced one significant 
root at the .05 level and represents the attitude 
that a commuter service is needed. Again, the 
moderate user group had the most positive attitude 
that a commuter service is needed, followed by the 
light user group. 

The univariate analysis between user groups of air 
travel and media habits produced 7 of 25 variables 
significant at the .05 level. The Wall Street 
Journal is read mostly by moderate users of air 
travel and the Virginian-Leader is read mostly by 
non-users of air travel. The moderate users are 
more likely to read the editorial, entertainment, 
and business sections of the newspaper than the 
other two groups; whereas, the non-users are the 
least likely to read national news. Finally, FM95, 
an easy listening radio station, is listened to by 
moderate users of air travel more than the other 
two groups. 

The multivariate analysis supports the univariate 
analysis. This analysis produced one significant 
linear function at the .05 level. This function 
describes the moderate users as those people who 
read the Wall Street Journal and the business sec
tion of the newspaper, while the non-users sub
scribe to the Virginian-Leader. 

The last analysis presented in Tab le 1 examined 
the relationship between demographics and the air 
travel user groups. The univariate analysis gen
erated 5 of 8 variables significant at the .05 
level. The moderate user appears to be male, con
siders his background to be urban, has a more pre
stigious occupation, has more years of education, 
and has a higher income level than the other two 
groups. 

The multivariate analysis produced one significant 
function at the .05 level. Education and occupa
tion appear to have the most explantory power in 
this function. Again, the moderate user was more 
educated and had higher status occupations than 
the non or light user. 

The last analysis reported in this paper is astep
wise discriminant analysis in which all the inde
pendent variables were entered into the analysis 
with the three user groups and then the most im
portant variables designated to characterize the 
three groups extracted. Tab le 2 presents the 
9 most important variables that discriminate be
tween the three user groups of air travel. The 
stepwise discriminant analysis generated two sig
nificant functions at the .05 level. Thevariables 
deemed important in the first function character
izes th~~oderate user group as willing to use the 
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TABLE 2 

A COMPACT CHARACTERIZATION OF MARKET 
SEGMENTS FOR AIR TRAVEL PATRONS 

Canonical Loadings 

Variables a 

Commuter Service-Frequency 
Education 
Commuter Service 
Cargo Transport-Frequency 
Tri-Cities-Tennessee 
Wall Street Journal 
Business Section 
Background 
Greensboro-North Carolina 

.49 

.40 

.20 

.38 
-.26 

.11 

.19 
-.09 

.14 

Root 2 

-.75 
.16 

-.85 
.13 
.08 

-.44 
.02 

-.37 
.24 

aFirst canonical discrimant function significant 
at p=.OOl; second function significant at p=.OOl. 
Group Centroids for first canonical root are: 
non, -.88; light, .31; moderate, 1.26. Centroids 
for second functions are: non, -.12; light, .64; 
heavy, -.26. 

commuter service and the cargo transportation ser
vice more frequently, and has a higher degree of 
education than the light user group. 

The second function produced five important vari
ables. The moderate user was more willing to use 
the commuter service, and use it more frequently 
than the light user. Additionally, the moderate 
user was more likely to read the Wall Street 
Journal and considers their background to be more 
urban than the light user. 

Discussion 

Considering the five sets of predictor variables, 
those variables that have found the most general 
applications in a wide variety of market studies 
again showed the best predictive power. Intentions 
to use existing and proposed services, and demo
graphics claimed the strongest links to users of 
air travel and thus, potential users of services 
offered by the general aviation airport. The 
attitudes and media habits items did, however, 
supplement these findings with a portrayal of the 
moderate user that is consistent with the informa
tion contained in the intentions and demographic 
measures. 

Thus, the moderate user appears to be fairly "cos
mopolitan" in attitudes and adopting new innova
tions, even though they live in a primarily rural 
area of Virginia. This person is more highly edu
cated, has a pretigious occupation, reads the Wall 
Street Journal, and has a higher income. Thisper
son seems to fit the image of one who has found 
success within the American social and economic 
systems while choosing not to live in highly urban 
areas. This persons attitude toward innovations, 
namely general aviation services, appears to be 
somewhat progressive. 

Remaining manuscript and references available 
upon request. 
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Abstract 

This paper examines the attitudes and intentions 
of two very diverse segments of the market, general 
consumers and organizational buyers, towards new 
services proposed by a general aviation airport. 
Data were collected from 800 households and 200 
businesses to test differences. These differences 
related to the degree of positivity of attitudes 
and intentions towards the new services. 

Support was found for differences of behavioral 
intentions between the market segments with the 
organizational buyer being more willing to use the 
proposed services. General consumers exhibited 
less variability on two indicators suggesting 
greater homogeneity in that segment. This latter 
result was surprising, and an examination of the 
particular indicators provides a plausible ex
planation for this finding. Marginal support was 
found for differences between groups' attitudes 
towards the new services. 

Introduction 

There is a considerable body of literature on new 
product management and new product adoption (Bass 
1969; Robertson 1967). However, there is rela
tively little research available on new services 
marketing. Given recent estimates (U.S. Dept. of 
Commerce 1982 - 1983) that the American economy 
will continue to get progressively service 
oriented, the importance of research in new ser
vice marketing cannot be understated. This sec
tion attempts to use a popular conceptual frame
work of new product management in new services 
marketing. 

As suggested by Enis, La Grace and Pell (1977) 
there are four degrees of newness to an innovation. 
A fundamental innovation is an entirely new pro
duct concept, ~· when the original typewriter 
replaced caligraphy. A functional innovation re
places an old product with a new, better perform
ing one c~. the electric typewriter replacing 
the manual typewriter). An imitative innovation 
is a new product to the producing company or to 
the market, that mirrors previous products in most 
features. For example, the IBM Selectric was an 
imitative innovation of the IBM Executive series 
of typewriters. Finally, an adaptive innovation 
is a new model of essentially the same product, 
~· the IBM Selectric III replacing the IBM 
Selectric II. This conceptual framework can be 
used in the context of new services as well. For 
instance, air travel represented a fundamental 
innovation, while jet air travel represented a 
functional innovation. Further, wide bodied jets 
were imitative innovations while variations in 
conveniences offered by airlines (~ boarding 
passes provided in advance) could be considered 
adaptive innovations. It can be argued that the 
distinctions presented are artificial operation
alizations of a phenomenon that is essentially 
a continuum on a scale of newness. Nonetheless, 313 

it is a useful framework that is intuitively 
appealing and has been used in a variety of con
texts (Monroe, Rao and Chapman 1985). 

A second issue of interest in the new product man
agement literature has been the adoption process. 
Under the broad rubric of diffusion of innovation 
theories, a number of models have been proposed. 
Bass (1969) used an equation based on an epidemic 
model to forecast future sales of appliances, while 
Fourt and Woodlock (1960) developed a similar model 
for consumer nondurables. Numerous other formula
tions of the adoption process (Learner 1968, Massy 
1969, Parfitt and Collins 1968, Urban 1968) are 
available in the literature. The underlying logic 
that is common to all of these various models is 
segmentation theory. Influential early adopters 
are present at one extreme of a continuum of time 
lag between introduction and adoption, and laggards 
are present at the other extreme. Thus, initial 
sales are to early adopters whose experience with 
the product and degree of influence on prospective 
users will cause a ripple effect that can be 
modelled. 

Clearly, there are numerous theoretical positions 
from which this segmentation process can be viewed. 
The notions of risk taking ability, product know
ledge, previous experience with the company and 
other contextual factors influencing the adoption 
process are just some of these possible perspec
tives. However, the conceptual background pre
sented above is directly applicable to new ser
vices. For, if the adoption process is hypothe
sized to follow a certain model, the same princi
ple likely will apply in the adoption of new ser
vices. Therefore, there should be a segmental 
sequence in the adoption of new services. The 
dimensions of these segments will necessarily be 
service specific, but certain essential principles 
follow directly from new product adoption pro
cesses. 

First, it is argued that the early adopters of a 
new service will comprise buyers who are relatively 
needy of the service. This presupposes buyers 
recognizing the existence of a problem and hence 
the need for a solution. Using traditional notions 
of a dichotomy between organizational and consumer 
buying behavior, it is posited that the former are 
more cognizant of their needs than the latter. As 
a consequence, given a service that is of potential 
benefit to both organizational and lay consumers, 
the former are more likely to have positive atti
tudes towards the service than the latter. 

Second, the notion of the buying center (Webster 
and Wind, 1972) and related ideas of rationality 
in organizational buying suggest that organiza
tions can be segmented more easily than lay con
sumers. In other words, using decision making 
as a segmenting dimension would result in a more 
cohesive organizational segment and a more varied 
consumer segment. 



As a consequence of this rationale, the following 
theoretical propositions are derived. 

a) Given a new service with an established need 
satisfying ability, organizational buyers will 
have a more positive attitude as well as be
havioral intention towards the new service than 
lay consumers. 

b) Given a new service with an established need 
satisfying ability, organizational buyers attitude 
and behavioral intentions towards this new ser
vice will be more homogeneous than the attitudes 
and behavioral intentions of lay consumers. 

Research Setting and Variables 

The propositions were tested using a general avia
tion airport offering new services. 

General aviation airports do not have regional or 
national status because they do not have the 
facilities for national or regional air carriers. 
General aviation airports offer numerous services 
including aircraft rental, aircraft maintenance, 
refueling for corporate aircraft and charter ser
vices. The concept of market segmentation is re
latively new to these smaller airports and there
fore it is necessary to conduct research on seg
ments of the market for proposed services. This 
particular study concentrates on two specific seg
ments of the market - the organizational buyer 
and the lay consumer. While these categories are 
broad, it is argued that this perspective is use
ful for the reasons mentioned in the last section. 

Although many variables could have been used and 
investigated, given the exploratory nature of thj_s 
research, this study focuses on intentions and 
attiutdes. Both of these variables have potential 
for segmenting markets, Within the public trans
portation literature, these variables have been 
successful in differentiating between segments 
(Robinson 1981; Nicolaidis, Wacks and Galub 1972; 
Tardiff 1979; Tischer and Dobson 1977). There
fore, it is anticipated that these variables will 
be appropriate to a different type of transporta
tion service, namely, services offered by a 
general aviation airport. 

Methodology 

Research Design 

The design of this specific research project was 
descriptive. Descriptive research is appropriate 
when the research problem focuses on attitudes, 
and behavioral intentions (Churchill 1983). 
Descriptive research seeks to describe the pheno
menon under investigation by determining the re
lationships, if any, between dependent and in
dependent variables. For this study, the depen
dent or response variables were: (1) Attitudes 
and (2) Intentions. The term response variable is 
more appropriate in this instance as the new ser
vice may be viewed as a stimulus variable rather 
than as an independent variable that is manipu
lated at various levels. Hence, attitudes and 
intentions are response to the stimulus. This 
research is solely dependent upon primary data in 
which 800 households were surveyed and 200 
organizations were surveyed. 
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Data Collection 

The data were collected by a self-report personal 
interview method for consumers and a self report 
mail questionnaire for organizations. The popula
tion of lay consumers was defined as those adults 
18 years of age and older living in three counties 
in Southwestern Virginia. Eight hundred responses 
were collected from the population of interest, 
ensuring that each of the counties was represented 
in proportion to its population. Interviewers were. 
instructed to go to every 2nd street and every 
third house until the quota for that specific area 
was complete. Thus, a systematic random cluster 
sample was employed. The interviewers were also 
instructed to leave the questionnaire with the sub
jects and then return within one hour to pick-up 
the completed questionnaire. Seven hundred and 
fifty-seven surveys were returned and 747 were use
able. This represents 93.4% of the target sample 
size of 800. 

For organizational buyers, reports of local Cham
bers of Commerce were used to generate a list of 
200 businesses. Geographic location was also used 
as a criterion for choosing a particular company 
such that the businesses were located in the ser
vice area of the airport. Additionally, one or 
two person operators were typically not included 
in the sampling frame. The instructions requested 
that the official responsible for air travel re
lated decisions respond to the survey instrument. 
However, no check was made to ensure that this 
request was complied with and this may therefore 
contribute to some inflation in error variance. 
Sixty six survey instruments were returned. 

The usual problems of collected data in primarily 
rural areas did prevail, however. At times, people 
were not at home or they were too old to read the 
surveys, or the housing sections were so spread out 
that the stated sampling procedure was virtually 
impossible. These problems were rectified in the 
data collection process so that randomness was 
maintained. The overall result of this data 
collection process was that the sample was quite 
representative of the geographic areas under in
vestigation. 

Measures 

The first variable analyzed in this study was in
tentions. Two measures of intention appeared in 
the survey instruments for both general consumers 
and organizational buyers. The first measure was 
a 5 point rating scale on willingness to use a 
proposed commuter service. The scale ranged from 
very unwilling to very willing. This same scale 
was used for another indicator, namely, a proposed 
air cargo transportation service. 

The second intentions measure for the proposed ser
vices was scaled to capture the frequency with 
which the respondents thought they would use the 
specific service. The air cargo transportation 
service was scaled on 5 points ranging from 'never 
use' to 'use more than 6 times per year' for the 
general consumer. The same measure was used using 
a 7 point scale ranging from 'never use' to 'use 
more than 10 times per year' for the organizational 
buyer. For purpose of anlaysis, the 7 point scale 
was rescaled to a 5 point scale in order to compare 
differences between organizational and general 
consumer responses. 



Within the two survey instruments, three measures 
of attitudes towards issues involving new services 
were similar. These three items were measured on 
a 5 point Likert scale ranging from strongly dis
agree to strongly agree. The three items were 
attitudes towards the need for: an emergency medi
cal service, a commuter service, and airport im
provements (which, when accomplished would in
crease the number of services offered). 

Results 

In order to test the difference between organiza
tional buyers and general consumers attitudes and 
intentions towards new services, differences in 
mean responses were tested for significance. The 
results of these tests are presented in Tabl e 1. 

All four measures of intentions were significant 
at the .05 level. 

The results in Tab le 1 suggest that there is vir
tually no difference in the degree to which 
organizational buyers have more positive attitudes 
towards new services. Only one measure of atti
tudes were significant at the .05 level. In this 
measure, the general consumer had a more positive 
attitude towards the need for an emergency medical 
service than organizational buyers. There was no 
significant difference on the other two measures. 
These results provide partial support for the 
first proposition in that organizational buyers 
did have more positive intentions towards the pro
posed new services. 

With reference to testing for the homogeneity of 
variance among the two segments, an F-test was 

TABLE 1 

carried out on each of the seven measures that 
measured intentions and attitudes. The tests were 
significant at the .05 level for the intentions 
measures which were the frequency with which the 
sample population would be willing to use the 
commuter and air cargo transportation services. 
Finally, a similar analysis was performed on the 
homogeneity of attitudes towards three issues re
lated to proposed services. The groups were not 
significantly different at the .05 level, suggest
ing that the two groups were equivalently homo
genous in their response. Thus, there was no 
support for the second proposition. 

Discussion 

The results described in the previous section pro
vide only partial support for the propositions 
derived earlier. While organizational buyers did 
display a more positive attitude and behavioral 
intention towards a needed service, that segment 
was not as homogeous as the general consumer in 
its responses. In fact, the F-tests that were 
significant suggested that organizational con
sumers exhibited a greater variance than general 
consumers. 

A closer look at the items on which this contrary 
finding was displayed suggests a possible explana
tion. Given the nature of the businesses sampled 
and the proximity of other airports in the region 
surveyed, it is possible that some businesses were 
strongly in favor of a commuter service and an air 
cargo transportation service while others were not 
likely to view these services favorably. Further, 
and more significantly, the nature of these ser
vices (unlike emergency medical care) are such 

MEANS, STANDARD DEVIATIONS, AND VARIANCES FOR INTENTIONS 
AND ATTITUDE MEASURES OF GENERAL AND ORGANIZATIONAL CONSUMERS 

Organizational 
General Consumers Consumers 

Variables .!!!!!!!. std. Dev.~ Means Std. Dev. !!!.:._ _ t_ _F _ 

Intentions 

Commuter Service-
Willingness 
(5 pt. scale) 3.56 .92B .B61 4.02 • 793 .625 3.Bl* 1.37 

Com.uter Service-
Frequency 
(5 pt. scale) l.B4 .961 .923 2.94 1.42 2.03 B.25* 2.19* 

Air Cargo Service-
Willingness 
(5 pt. scale) 3.21 .BSl .724 3.45 .B23 .67B 16.55* 1.07 

Air Caro Service-
Frequency& 1.66 .BS6 • 733 2.B4 1.93 3.72 B.07* 3.66* 

Attitudes 

Emergency Medical 
Service 4.13 .Bl6 .666 3.56 .947 .B96 5.25* 1.35 

Airport Improvements 3.6B .B04 .647 3.44 .B42 .709 1.62 1.17 
Need for Commuter 

Service 3. 73 .B32 .693 3.B3 .BOB .653 • 92 1.06 

* P = <.OS 

~easures were rescaled from a 7 point scale to a 5 point scale for the Organi

zational buyer data to match general consumer data. 
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that general consumers are likely to be uniformly 
unenthusiatic about them. Therefore, the latter 
segment is likely to exhibit less overall vari
ability than the former. Finally, it is of in
terest to note that the remaining F ratios were 
statistically significant at the .10 level and the 
magnitude of the variances were in the hypothe
sized direction. Therefore, there is overall sub
stantive support for these findings which may be 
of interest to managers of general aviation air
ports. 

The limitations of this research effort are numer
ous. Most significantly, only a thirty three per
cent response rate was achieved from the organi
zational sample. Typically a response rate of 
more than fifty percent is considered necessary 
to make the assumption of non-response bias and 
randomness. Therefore, the likelihood that this 
sample was unrepresentative of the population 
limits the external validity of the study. 

The findings are of importance to both academic 
researchers as well as business practitioners. 
The former can utilize extant notions in new pro
duct theory and segmentation theory in new ser
vices marketing research. Further, the link 
between attitudes and behavioral intentions, 
while not empirically investigated, does seem to 
exist. It is argued that therefore, the link 
between behavioral intention and actual behavior 
will also likely hold. 

Business practitioners have long lacked theoreti
cal input on new services marketing. That the 
distinctions between new products and services are 
relatively inconsequential from a segmentation and 
customer need perspective would be useful in the 
design of marketing programs. For, if practi
tioners can view enduring customer needs for goods 
and services synonymously, in harmony with the 
marketing concept, their probability of long term 
success will likely be enhanced. 

In sum, this research provides some guidelines for 
future research investigating the similarities 
and difference between new products and services 
as well. Further, practitioners stand to benefit 
understanding the link between segments and the 
enduring need for the service. 
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ASSESSING THE IMPACT OF TRANSIT MARKETING CHANGES 
John J. Considine, LeMoyne College 

Assessing the Impact of Transit Marketing Changes 

This study's main focus in on the inability of the 
transit industry to assess the impact of marketing 
changes. A two-stage process was required to ad
dress this problem. First, appropriate performance 
measures that will be sensitive to changes in the 
transit system were obtained. Secondly, a research 
design was developed to isolate the role the market
ing program had in shifting those measures. This 
study illustrates how a technique - intervention 
analysis - can be used to measure the impact of 
changes to a transit system. 

Introduction 

One of the main problems currently facing the transit 
industry is its inability to assess the impact of 
marketing changes. At present, no nationally accept
ed methods exist for evaluating the effectiveness of 
a transit marketing program, particularly where the 
primary objective is more complex than increased 
total ridership. Moreover, the evaluation of mar
keting efforts is essentially difficult because of 
the complex invironment in which a public transit 
system operates. 

Measuring the impact of marketing expenditures and 
establishing some type of control or feedback pre
sent several problems for transit management. First, 
not only the costs of certain marketing strategies 
but, more importantly, the benefits must be calcu
lated. Second, it is often difficult to distinguish 
the effects attributable to marketing strategies. 
Similarily, many of the perceived benefits or re
sults are not immediately apparent. They require 
time, so the efforts can mature and be more pro
nounced. 

Bloom and Novelli (1981) contend that all marketers 
find it difficult to evaluate the impact of a mar
keting program. They suggest a two- stage process 
to address this problem. First, determine appropri
ate performance measures that will be sensitive to 
changes to the system. Second, develop a research 
design that can isolate the role the marketing pro
gram has had in shifting those measures. 

Unfortunately, most research shows very few perfor
mance measures are widely available from transit 
operators, and common performance measures are not 
currently used throughout the transit industry 
(Heaton, 1980). Some believe that many of the most 
useful measures are not being collected at all, or 
that they are being collected, using inappropriate 
sampling and measurement methodologies. 

Similarly, little has been done in employing appro
priate research designs that can isolate the effects 
of a marketing change. To enable transit managers 
to better control their marketing expenditures, 
Tybout and Marks (1981) state that two types of re
search are required. Prospective research is needed 
as a basis for planning a transit program. Retro
spective research is needed for evaluating transit 
programs that actually are implemented. 
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Most research in the transit industry has been 
prospective. Very little retrospective research 
has been conducted. And no one has systematically 
assessed the impact of changes (e.g., fare changes, 
route structure changes, advertising campaigns) 
in operating transit systems. Furthermore, the 
retrospective research that has been completed 
gives only limited insight into the effect of a 
change because rigorous evaluation methods are not 
always employed. The purpose of this paper is to 
illustrate how a technique, intervention analysis, 
could be used to measure the impact of changes to 
a transit system. 

Research Focus 

While the DOT recently suggested that research is 
needed to determine the impact of marketing activ
ities and to develop promising techniques, the 
problem is difficult to address on an industry 
level. Consequently, any effort must begin with 
a micro-perspective. Individual systems should 
be studied, techniques tested, and the findings 
examined. Only then can one generalize research 
to the rest of the transit industry. 

This study used such a micro perspective in ex
amining the effects of a marketing change to a 
transit system in a large southern city. Specif
ically, this research investigates the impact of 
a major change in the transit service itself, 
which involved a complete redesign of the system's 
route structure and scheduling process. The goal 
was to improve the efficiency and effectiveness 
of the transit network. Thus, this overall change 
represents the intervention or treatment. Manage
ment believes that this change, which is based on 
a planning and design method they developed, is 
timely and effective. They believe that improving 
routes, fine-tuning schedules, and reallocating 
service may be more desirable than reducing ser
vice across the board and can result in signifi
cant savings. 

According to Bloom and Novelli (1981), the first 
step in evaluating the impact of a marketing 
change is to determine performance measures that 
will be sensitive to such a change. In this 
study, six measures were used because of their 
measurability and availability. Unfortunately, 
many measures, which are now part of management's 
reporting process, were not collected until re
cently. Certain measures were not used because 
archives were limited or unavailable. 

The six measures that were used are as fol-
lows: 

(1) total ridership 
(2) total operating expenses 
(3) total operating revenues 
(4) total operating expenses/total revenue miles 

- This variable represents the cost efficien
cy of changes. 



(5) total operating revenues/total revenue miles 
- This variable reflects the revenue efficiency 
of changes. 
(6) total passenger trips/revenue miles - This 
variable reflects the ridership efficiency of 
changes. 

The data for the six variables was obtained from 
ATE Management and Service Company, Inc., which 
is the world's largest transit management company. 
ATE's purpose is to assist agencies that are re
sponsible for the provision of mass transportation. 
Managers are assigned to the client systems. ATE 
has become a recognized industry leader in the 
knowledge and skill gained from their experience 
and methods. 

The city studied contracted with ATE in the early 
1970s. Monthly observations were obtained for all 
these variables beginning in 1974 and a total of 
112 monthly observations were obtained. There 
were 73 observations obtained prior to the imple
mentation of the marketing change or intervention. 
The change was implemented in February 1980, the 
74th month. This allowed sufficient post-inter
ventions to be obtained to evaluate the effect of 
the change. 

Methodology 

The second stage of evaluating a marketing change 
involves developing a research design that can 
isolate the change has had in shifting the perfor
mance measures. Since the objective of retrospec
tive research is to identify and measure all the 
effects directly attributable to a particular 
program, transit management would find it very 
beneficial. They could use it to establish ob
jective criteria to aid decision-making about 
continuing, modifying, or deleting existing programs. 

To evaluate the impact of a marketing change to a 
transit system, this study used the interrupted 
time series design. It provides the strongest 
causal inference, and controls any instability in 
the variables and the impact of common environmental 
factors (Tybout, Marks, 1981). 

The interrupted time series design is an appropri
ate technique to use for assessing the impact a 
change has had on a time series. Its name implies 
that time is interrupted by the intervention. In
terrupted time series analysis requires knowing 
the specific point in the series when an inter
vention occurred. 

To permit unbiased estimates in a series, Cook and 
Campbell (1979) recommend that analysts use the 
autoregressive, integrated, moving average (ARIMA) 
models and the associated modeling techniques de
veloped by Box and Jenkins (1976). 

ARIMA models describe a time series as the reali
zation or model of a stochastic process, which 
generated the observed time series. Using this 
model to account for process noise (trend, season
ality, etc.), we can assess the impact of the in
tervention (McDowall, McCleary, Meidinger, Hay, 
1980). 

The ARIMA model is composed of three structural 
parameters: stationarity (d), an autoregressive 
order (o), and a moving-average order (g). Cook 
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and Campbell (1979) outline a three-step reitera
tive procedure: 1) identify a likely model, 2) 
estimate the model parameters, and 3) diagnose 
the adequacy of the model. It is repeated until 
an adequate ARIMA (p,d.g) model is generated. 

ARIMA models were built using this iterative iden
tification/estimation/diagnosis strategy. For 
each measure, the models were built with the in
tervention component being included. Rather than 
add the intervention component after diagnosing 
the basis ARIMA model, the whole model was iden
tified, estimated, and diagnosed. 

All parameter estimates must be statistically 
significant and must lie within the bounds of 
stationarity-invertibility. If they do not, one 
must specify a new model and estimate its parame
ters. Finally, the tentative model is diagnosed. 
To pass diagnosis, the residuals of the tentative 
model must be white noise. If they are not, the 
model is rejected and a new one specified. The 
whole procedure is repeated until an adequate 
model is created for the time series. 

Once a tentative model has been specified and 
found significant, and acceptable parameter esti
mates have been obtained; the impact assessment 
model must then be diagnosed. As before, the re
siduals must not be different than white noise. 
The model-building process continues iteratively 
until a statistically adequate impact assessment 
model is generated. 

All impact parameters are eventually tested for 
statistical significance, so one can interpret 
the model. McCleary and Hay (1980) contend that, 
in addition to drawing conclusions from the assess· 
ment in every case, the analyst must reconcile 
those conclusions with the prevailing theory of 
a substantive area. 

These authors further state that an impact assess
ment model is built for no other reason than in
terpretation. The resulting impact assessment 
model may then be the "best" possible model in a 
statistical sense, but not in the substantive 
sense. Interpretability is everything, and for 
this reason, impact assessment modeling cannot be 
reduced to a set of objective, mechanical steps. 

As a result, two types of transfer functions were 
tested to assess the impact of the intervention. 
First, a zero-order transfer function was used to 
represent a step function. This step function 
was modeled with the original data if the auto
correlation functions (ACF) and partial autocor
relation functions (PACF) did not indicate non
stationarity. Three variables satisfied this 
criteria: ridership, revenues, and passenger trips 
/revenue miles. 

The remaining three variables needed to be dif
ferenced as evidenced by their ACF and PACFs. To 
employ a step function intervention, total differ
encing was required. In estimating the impact 
assessment models, the parameter estimates were 
statistically significant and all estimates lay 
within the bounds of invertibility. The resi
duals of the models were not different that white 
noise so the tentative models were accepted. 



While zero-order 
impacts that are 
ually realized. 
level is implied 

transfer functions adequately model 
abrupt, many impacts will be grad
Such a gradual, permanent change in 
by a first-order transfer function. 

Initially, a first order transfer function was 
modeled with the actual data. However, since the 
impact parameter "S" is constrained to the interval 
-1<S<+1, it became apparent that such a model was 
not adequate. McCleary and Hay (1980) state that 
if the value of the impact parameter lies outside 
these bounds, the impact assessment model is un
stable. This was the case for all the variables. 

A final attempt was made to model a first order 
transfer function with the differenced data. Un
fortunately, an appropriate model could not be ob
tained for diagnosis as there was no convergence of 
the estimates. 

Results 

The following discussion illustrates the impact 
assessment procedure employed. It involves an 
example of the variable ridership in which the in
tervention was added to the basic ARIMA model. 

To begin with, the series appeared stationary and 
therefore did not require differencing. The ACF 
tended to decay exponentially, indicating an auto
regressive process. The examination of the PACF 
indicated a significant spike, thus infering an 
ARIMA (1,0,0) process. The diagnosis determined 
that the residuals were not different than white 
noise and the autoregressive parameters were both 
statistically significant and within the '~ounds of 
invertibility". 

The impact parameter was estimated by a zero-order 
transfer function to reflect a change in level at 
the time of intervention. The resulting impact 
parameter was statistically significant (t=4.34). 
Consequently, evidence exists to support the belief 
that the intervention caused a change in the time 
series. Since the impact parameter is statistically 
significant, we were led to reject the hypothesis 
that the marketing change had no impact on total 
ridership. 

The parameter estimates for the ARIMA (1,0,0) model 
were: 

0(1) = .2561 with at-stat= 2.71 

MU(constant) = 210,631 with a t-stat = 71.5 

The intervention parameter = 21,601 with a t-stat 
4.24. 

The resulting ARIMA (1,0,0) model for the time 
series may be written as: 

Y(t) = 210,631 + .2561Y(t-1) + 21,601I(t) where I(t) 
= 0 prior to the intervention and I(t) = 1 after the 
intervention. 

This procedure was used for all the performance 
measures. A t-value of 2.00 was used to assess 
whether the parameters were significant, which im
plies a 95% degree of confidence for the parameter 
estimates. 
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As mentioned perviously, both types of impact -
gradual and step - were used in determining appro
priate ARIMA models. While the use of a step 
change resulted in determining adequate models 
for all the variables, the attempt to model a 
gradual effort was not helpful. In several cases 
the parameter estimates did not converge thus pre
venting any resulting model from being diagnosed. 
In the cases where estimates were obtained, the 
value of the intervention parameter was outside 
the acceptable interval. McCleary and Hay (1980) 
state that if the value of the intervention para
meter lies outside the acceptable bounds, the im
pact assessment model is unstable. 

The following tables list the performance measures. 
Included are the parameter estimates, intervention 
(impact) parameters, and the t-value for each para
meter. 

Variable 

Ridership 

Revenue 

Expenses 

EXPRM 

REVRN 

PTRM 

Step Function 
Total Differencing 

Step Function 
Original Date 

MA(1)=.7069 T=10.14 
MA(5)=.3213 T=3.30 
INTER=30,308 T=1.59 

MA(1)=.9151 T=9.71 
MA(2)=-.2584 T=2.75 
INTER=.042 T=0.86 

MA(1)=.4288 T=4.65 
INTER=.1022 T=1.20 

MU=210,631 T=71.5 
AR(1)=.2561 T=2.71 
INTER=21,601 T=4.34 

MU=103,711 
MA(5)=-.2175 
AR(l)=.2975 
AR(2)=.3200 
INTER=35,238 

MU=l.45 
AR(l)=.6646 
INTER=.1815 

T=17.42 
T=2 .13 
T=3.19 
T=3.32 
T=3.66 

T=35.3 
T=8.78 
T=2.78 

Conclusions 

McCleary and Hay (1980) contend that while ARIMA 
models per se (the noise component) are a-theoret
ical and uninterpretable, impact assessment models 
(noise and intervention components) are constructed 
only for interpretation. Thus, we must draw con
clusions from the impact assessment analysis. 

Since the impact parameters were not significant 
for all the variables, it is necessary to examine 
the findings and discuss their implications. 
First, it is important to note that ridership was 
significantly affected by the marketing change. 
This significant effect was modeled as a step 
change and the impact parameter was statistically 



significant. Ridership is most likely the key var
iable for transit systems. Taley and Anderson 
(1981) state that since ridership relates to con
sumption, one may label ridership as the public 
transit firm's effectiveness objective. It is 
also one of the variables that have historically 
been collected by most transit agencies (revenues 
and expenses being the others). 

Secondly, the author was encouraged by the signifi
cant findings for total revenue. Again the step 
function was modeled and the marketing change did 
produce a significant effect of revenue. This is 
another measure of effectiveness that UMTA Section 
15 reporting system requires. 

The significant findings for the two main measures 
of effectiveness provide support for the contention 
that the research design was appropriate for assess
ing the impact of marketing changes. This concurs 
with similar findings resulting from the use of the 
interrupted time series design. 

The use of the interrupted time series design, how
ever, has been successful in testing and measuring 
the impact of new traffic laws (Campbell, Ross, 
1968), of decriminalization (McCleary, Mushevo, 
1980), of gun control laws (McCleary, Hay, 1979), 
and of air pollution laws (Box, Tiao, 1975). 
Wichern and Jones (1976) also used this technique 
to assess the impact of Procter and Gamble's promo
tion of the American Dental Association's endorse
ment of Crest. They concluded that intervention 
analysis could be useful for assessing the impact 
of manipulations of the marketing mix. They say 
that the technique is attractive because it has a 
framework for modeling the nature of the impact. 

However, it is more complicated to examine the 
findings for total expenses. An appropriate model 
was determined for expenses yet their impact para
meter was not statistically significant. Transit 
management envisioned that the route structure and 
scheduling change would improve both the efficiency 
and effectiveness of the transit system thereby 
reducing the total expenses. In theory, this goal 
appears feasible. However, the transit industry 
was affected by rampantly increasing costs during 
the 1970s. High inflation, increasing labor de
mands, surging fuel prices, increased costs of 
maintenance, etc. all contributed to escalating 
expenses in the transit industry. It appears that 
while the marketing change was successful in caus
ing a significant change in ridership and revenues, 
it could not alter the pattern of rising costs. 
One could conclude that while the marketing change 
did improve the effectiveness of the transit system, 
its impact had no effect on such uncontrollable 
factors as wage demands, fuel prices, inflation, 
etc. 

One might conclude that without the intervention 
expenses might have risen even more. Thus, it 
could be argued that the intervention was helpful 
in keeping expenses from escalating too much. 

Similar findings were determined for two of the 
efficiency measures, expenses/revenue miles and 
revenues/revenue miles. Appropriate models were 
determined, yet the impact parameters were not 
statistically significant. The former reflects the 
cost efficiency of routing changes, while the latter 
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reflects the revenue efficiency of such changes. 
Thus, while the marketing change produced a sig
nificant effect of total revenues, it did not 
significantly alter the revenue efficiency of the 
alter the revenue efficiency of the change. 

Finally, there was significance for the sixth var
iable - passenger trips/revenue miles - which is 
an indicator of ridership efficiency. The impact 
parameter was statistically significant thereby 
indicating the marketing change caused a signifi
cant shift in this time series. 

Since significant findings were determined for 
ridership and revenue, the two effectiveness 
measures, and passenger trips/revenue miles, one 
of the efficiency measures, and the successful 
uses of the design in other studies, the author 
strongly believes that this technique is applic
able for assessing the impact of such marketing 
changes. 
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DECISION CRITERIA FOR HOTEL SELECTION SEGMENTS 

William J. Quain, University of Nevada, Las Vegas 
and 

Peter W. Hermann, University of New Orleans 

Abstract 

Travelers reported how they had chosen their hotel 
for a specific trip. The trip specific choice 
groups were compared with the respondent's usual 
method of hotel selection by multiple discrimi
nant analysis. Business and pleasure travel seg
ments emerge as being different not only in reason 
for travel, but also in their method of choosing a 
hotel. Business travelers were more inclined to 
have chosen the hotel where the convention was be
ing held or to let the secretary make the reserva
tion. Pleasure travelers seemed more inclined to 
go with a friend's recommendation, or to have 
stayed there before. A second dimension of hotel 
selection emerged relating to the use, or nonuse, 
of a travel agent. 

Introduction 

The hospitality industry slowly has been improving 
its marketing skills to handle today's more com
petitive environment. Unfortunately, comments 
like the following are still far too frequent. 
"When asked how his firm derived guest profiles, 
the senior vice president of marketing for one 
national hotel chain replied, 'We ask the front 
desk clerks.'" (Lewis 1983, p. 81). This situa
tion is being addressed within the industry and 
there is a growing awareness that sales and mar
keting are not synonymous. As with other indus
tries, e. g. banking, this evolution is painfully 
slow. And with this change there is a recognition 
of differences between market segments (Lewis 
1982). The value of marketing research to supply 
data on the differing wants of these segments is 
also gaining recognition. For example the Cornell 
Hotel and Restaurant Quarterly (which is the 
Harvard Business Review of the hospitality indus
try), recently ran a six part series on marketing 
research. 

The purpose of this paper is to continue with the 
identification of market wants within the hotel 
industry and to attempt to identify promotional 
tools to reach potential hotel guests. Respon
dents in the middle of the travel experience were 
asked how they had chosen the hotel they had stay
ed at. They were also asked how they felt they 
generally chose a hotel. A comparison of the re
sponses, along with hotel features and demograph
ics indicate choice differences between the se
lection criteria groups. 

To an extent, this paper could be viewed as an 
illustration of problems in response style, 
(Nunnally 1977), as it examines actual as opposed 
to stated behaviors. The authors argue that the 
selection criteria for a specific trip can be 
quite different from the respondent's generalized 
choice behavior. 

Methodology 

A questionnaire was developed to measure the 
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attributes of what a hotel guest wants, the use 
rates of promotional tools available to the hotel
ier, travel frequency, and demographic information. 

Hotel Guest Needs 

Much research has been carried out in attempts to 
determine just what a potential guest is looking 
for in a hotel. Studies by Lewis and Pizam (1981), 
Swerdlow and Patterson (1983), Lewis (1984), and 
Hermann and Quain (1985) seek to identify the hotel 
attributes desired by various customer groups. Us
ing these sources as well as the personal experi
ence of one of the researchers, (a former hotel 
manager), a set of ten attributes was developed. 
The respondents were asked to rank order the at
tributes from most important to least important in 
the selection of their favorite hotel. While the 
rank order leads to, in a strict interpretation, 
only ordinal data, it also assures an elimination 
of the lack of variance that often occurs with a 
Likert scaling of desirable attributes. The ten 
attributes selected are given in Tab le 1, ques
tions 5 to 14. 

Promotional Tools 

The hospitality industry is confronted with the 
problem of widely scattered customers and rather 
limited promotional budgets. While there is a 
recognition of the value of good promotion 
(Pritchard 1982), the question of how to promote a 
hotel is still being investigated (Lewis and 
Chandrasekar 1982). A list of seven promotional 
tools was developed by the researchers. The re
spondents were asked to indicate their degree of 
use when selecting a hotel. The scaling was from 
4--Use the most, to 1--Do not use. The seven 
items used are listed in Tab le 1, questions 15 to 
21. 

Use Rate and Demographics 

Use rate was measured with a single scale that 
asked how often the respondent traveled. The re
sponse categories ranged from 1--more than once a 
week, to 7--less than once a year. Demographics 
used in this study were age, sex, and income. 

Sample 

The questionnaire was administered at Moisant Air
port, the major air terminal for the city of New 
Orleans, in the fall of 1983 prior to the Thanks
giving holidays1. This was done to avoid a skew
ing towards holiday, as opposed to business trav
elers. Interviewing at the airport also meant 
that all the respondents were in the middle of the 
travel experience, and the objectives of this 
study were very real and immediate concerns to the 
sample. A total of 478 questionnaires were ana

lyzed. 



Data Analysis 

Screening questions asked whether or not the re
spondent was leaving the New Orleans airport at 
the end of a visit after staying in a local hotel 
or motel. Thus, all qualified respondents had 
stayed at a hotel or motel in New Orleans during 
their visit. The primary differentiating.vari
able in this study was, "How did you choose this 
hotel?". Six primary reasons were observed for 
choosing the particular hotel. They were: 

CHOICE GROUP NUMBER PERCENT 

Stayed there before 92 19.2% 
Travel agent 50 10.5% 
Friend recommended 54 11.3% 
Convention was there 165 34.5% 
Business associate recommended 52 10.9% 
Secretary made reservation 65 13.6% 

These are the reasons for choosing the actual ho
tel stayed at. Thus, the remainder of this study 
will deal with the relationships between these 
choice groups and the independent variables. 

A multiple discriminant analysis was run using the 
six actual choice groups as the dependent variable. 
The independent variables related to hotel guest 
needs, promotional tools, use rate demographics, 
reason for travel, expense account, and reserva
tion as the independent variables. Each of these 
variables is specified in Tab le 1. The discrimi
nant analysis resulted in four dimensions signi
ficant at the .05 level. However, given the hu
man weakness in interpreting more than two dimen
sions at once, only the two primary discriminant 
functions were examined further. These functions 
were both significant at beyond the .0001 level, 
accounting for 57.07% and 17.29% of the variance, 
respectively, The standardized discriminant func
tion coefficients are presented in Tab le 1. 

While some sources imply that interpretation of 
multiple discriminant analysis can follow from a 
direct examination of the standardized discrimi
nant coefficients, this is valid if and only if 
the independent variables are uncorrelated. As 
with multiple regression, multicollinearity dis
torts the value of the discriminant coefficients 
so that a direct interpretation is quite hazardous. 
A more appropriate procedure is to examine the 
correlations between the questions and the dis
criminant functions themselves (Johnson 1977). 
These correlations are generally referred to as 
structure coefficients (Klecka 1980). These co
efficients are also presented in Table 1. The 
larger the absolute value of the correlation with 
the function, the more that specific question is 
related to the discriminant axis. This relation
ship implies that the question is more important 
in differentiating between the segments along the 
axis. The multiple R values are analogous to 
those in multiple regression. Therefore, question 
2, traveling for business or pleasure, is most 
highly related to both of the two discriminant 
functions. 

A geometrical interpretation of the results is 
presented in Figure 1 . This graph displays the 
data in a much more direct fashion. Computing 

323 

the mean discriminant scores for each of the six 
segments results for the points in Figure 1. They 
are simply the cannonical discriminant functions 
evaluated at the group centroids. An immediate 
finding is the right-hand side of the graph repre
sents business users, while the left-hand side of 
the graph appears to indicate pleasure users. Con
vention, secretary made the reservation, and busi
ness associates recommendation are the specific 
methods of choosing the hotel on the right-hand 
side of the figure. A friend's recommendation, 
stayed there before, or used a travel agent is on 
the left-hand side of the plot. As was expected, 
this business versus pleasure differentiation oc
curs immediately. 

Visually examining the features that differentiate 
the six segments is taking advantage of a geometric 
characteristic of multiple discriminant analysis. 
The structure coefficients are directly related to 
direction cosines (Johnson 1977). Thus, an attri
bute vector can be plotted for all the questions 
in the study. The attribute vectors visually in
dicate the way in which the six segments differ 
from each other in terms of both the specific at
tribute and the direction of the attribute. To in
terpret the attribute vectors, consider question 2, 
travelling for business or pleasure. From Table 1 
not only are the structure coefficients for ques
tion 2 given, but also a multiple R value and a 
significance level. The significance level is a 
one-way analysis of variance, where the six groups 
are the dependent variable and the mean value on 
each specific question for each group represents 
the independent variable. Before a variable was 
chosen to be plotted as an attribute vector in 
Figure 1 , the ANOVA had to be significant. Next, 
the multiple R was utilized to indicate the 
strength of the relation between a specific ques
tion on both discriminant axes, with only the lar
ger multiple R questions being plotted. 

Question 2, travelling for business or pleasure, 
is significantly different among the six choice 
segments, and its multiple R is the highest. There
fore, it is the most important variable in differ
entiating between the six selection groups. Notice 
also, that it is very close to the first discrimi
nant axis, which accounts for 57% of the total var
iance, Thus, the first discriminant axis, that is, 
the first discriminant function, is a business ver
sus pleasure dimension. This interpretation is 
further strengthened by question 3, on an expense 
account or not, which had the second highest mul
tiple R. This particular question literally sits 
on top of the first discriminant axis. Therefore, 
the primary discriminant axis is differentiating 
between business and pleasure travel, as was ini
tially apparent visually. 

The second discriminant axis, accounting for 17% 
of the variance, seems to be most highly related 
to the use of a travel agent. The multiple Ron 
this question was third overall. The group that 
selected their hotel with the use of a travel a
gent is closest to the head of the vector. 

Respondents who had higher incomes and reservations 
were the more likely to be convention attendees. 
And least likely to have simply, stayed there be
fore. Although dropping a perpendicular from both 
reservation and higher income, one sees a much 



higher income, one sees a much higher tendency to 
have used a travel agent. 

The remaining three plotted attributes friend or 
business associates recommendation, pick on arri
val, or use billboard advertising, were used by 
those who selected their hotel because they had 
stayed there before, or relied on another's recom
mendation. These attribites were more preferred by 
the pleasure traveler. 

The billboard or pick on arrival method would seem 
more common with non-airline travelers. The fact 
that it did emerge, even with airline travelers, is 
an indicator of possible importance of billboard 
advertising. Only 3.1% of the total sample actual
ly chose there hotel by billboard advertising on 
this trip. For this reason, it was not used in the 
discriminant analysis, but use of billboard adver
tising by car travelers may be significant. 

Implications 

Business use, specifically the convention, appears 
to be the most important feature in hotel selec
tion. To some extent, this is fortunate, as most 
hotels "marketing" departments are purely sales re
lated. This sales relation is directed primarily 
towards convention usage. Thus, conventional hotel 
wisdom, in terms of the effectiveness of a sales 
orientation, seems to be fairly appropriate for the 
business segment, which represents about 80% of 
hotel business. 

The present study utilized airport travelers ex
clusively. The automobile traveler has more mo
bility, thus more flexibility, available in choos
ing a hotel. Therefore, the number of air travel
ers who still replied positively to the question, 
pick upon arrival, was surprising. 

Conclusions 

An understanding of the hotel user is an effective 
preliminary for developing a marketing plan for a 
hotel. The above discussion has been based upon 
a perceptual map as opposed to a preference map 
(Myers and Tauber 1977). A more appropriate seg
mentation analysis would utilize preference map
ping. While the authors recognized limitations of 
the present study, it still begins to shed some 
light on the mechanics of actual hotel choice. 

1The authors wish to thank the administration of 
Moisant Airport for the tremendous amount of co
operation provided. Without the free access in
terviewers were given to airport patrons, this 
study would have been impossible. 
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TABLE 1 
DISCRIMINANT COEFFICIENTS AND STRUCTURE COEFFICIENTS 

Question Standardized Structure Multiple 
Discriminant Coefficients R 
Coefficients 

l 2 1 2 

1. Sex -.04 -.27 .24 -.03 .24 * 
2. Traveling for business .72 -.27 .84 -.11 .85 * 

of pleasure 
3. On an expense account .21 .07 .77 -.01 .77 * 
4. Reservation .21 .10 .34 .27 .43 * 
5. Close to transportation -.01 .15 .04 .10 .10 
6. Clean rooms -.03 -.17 -.03 -.20 .20 
7. Knowledgeable staff -.07 -.11 -.11 -.10 .15 
8. Inexpensive .18 -.08 .18 -.04 .19 
9. Close to places you want -.10 -.14 -.10 -.16 .20 

to go 
10. Accurate Billing .04 .15 -.02 .18 .26 
11. Luxurious appearance and .20 .01 .07 -.00 .07 

decor 
12. Friendly staff .00 .09 -.03 .09 .09 
13. Good food for the price .26 -.06 .15 .00 .15 
14. Quick check in and -.14 .25 -.20 .21 .29 * 

check out 
15. Travel agent -.03 .59 .10 .67 .67 * 
16. Friends or business as so- -.15 -.32 -.23 -.37 .43 * 

ciates recommendation 
17. Television advertising -.36 .23 -.27 -.09 .28 * 
18. Magazine advertising .22 .02 -.06 -.15 .14 * 
19. Billboard advertising -.05 -.18 -.22 -.23 .32 * 
20. Past experience with .11 -.10 .02 -.26 .24 * 

hotel chain 
21. Pick a hotel when -.06 -.22 -.23 -.36 .43 * 

arriving 
22. Frequency of travel .42 .22 -.07 .15 .14 
23. Age -.08 .14 .02 .28 .28 * 
24. Income .15 .28 .41 .29 .so * 

*ANOVA between the six choices was 
significant at the . OS level . 
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THE INFLUENCE OF ATTITUDES ON NURSE RECRUITMENT 

Rebecca M. J. Yates, University of Dayton 
Lynn M. Schultz, University of Dayton 

Abstract 

The purpose of this study was to provide quantita

tive data as a basis for the development of a nurse 

recruitment program. Quantitative measures were 

designed utilizing Fishbein's Expectancy Value 
Model and assessed using Chi-Square Analysis, and 

Facotr Analysis. Fishbein's Model provided a list 

of attributes, identified by the nurses as being 
of highest importance when making an employment 

decision. Further, the model represented the de
gree of importance the nurses attached to each res

pective attribute. Cross tabulation of the data 
was performed through Chi-Square Analysis in order 

to examine the interrelationships among the attri

butes. The use of factor analysis provided a 
means to evaluate the attributes in terms of their 

synergistic effects when communicated to the nur
ses as a unified set. Also identified in the study 

were th2 information sources most influential in 
the nurse's employment decision. In conclusion, 

from the perspective of a nurse recruiter, inter
nal and external recommendations were made to suc

cessfully attract potential employees. 

Introduction 

As a result of the current shortage of registered 

nurses, the nature of nurse recruitment has become 

increasingly competitive. [1] A successful re

cruiter can gain a competitive edge by utilizing a 

marketing approach to attract potential employees. 

The goal of the marketer is to maximize consumer 

satisfaction. In terms of nurse recruitment, the 

consumer is a registered professional nurse, the 
product is a nursing position and the consumer 

wants/needs are considerations in employment deci
sions. To build upon this foundation, the task of 

the nurse recruiter is twofold: First, the recruit

er must identify those factors influencing employ

ment decisions. SEcondly, the recruiter should 

assist in both the development of those factors 
within the institution and also the communication 

of what the institution has to offer in terms of 
these needs. [ 2] 

Speculation on methods of attracting nurses into 

the work force and retaining them are prevalent. 

However, there is an absence of quantitative mar
keting research validating these techniques. This 

study was designed to provide quantitative data as 

a basis for developing a recruiting program. This 

was accomplished by: 

a) Identification of nurses' needs/wants when 
making decisions; 

b) Determining the nurses' perceptions of the ex

tent to which a specific hospital is able to 
fulfill these needs; 

c) Obtaining a measure of local nurses attitudes 

toward the hospital as an employer; 
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d) Development of a recruiting program for the 

nursing department utilizing a marketing ap

proach. 

Theoretical Background 

The framwork for this study was Fishbein's expec
tancy value model. (Note Diagram #1) [3] This 

model defines attitude as a summation of beliefs 

about an attribute with consideration given to the 

importance attached to each attribute. 

In this study, the attributes (l-n) were the nurses' 

various employment decision considerations. The 

beliefs (b) are the degree to which the nurses per

ceive a hospital to offer these attributes. The 

evaluation (e) represents the importance of each 
attribute (in this case, the importance of each 

employment decision factor) to the nurse. The re

sult of the beliefs multiplied by the weighted ev

aluation factors forms the nurses' overall attitude 

(A) toward the hospital as an employer. 

DIAGRAM II 1 

n 

A =L 

Methodology 

Montgomery County, Ohio nurses were surveyed to de

termine their attitudes toward the Childrens Med

ical Center (CMC) in Dayton, Ohio. Initially, a 

broad facet design was developed, representing the 
formation of the nurses attitude toward CMC as an 

employer. (Note Diagram II 2) As illustrated, the 
design is based on the interaction of three key 

factors: 

a) Individuals: professional registered nurses; 

b) Beliefs: beliefs about CMC as an employer; 

c) Importance: evaluations of the importance 
attached to each employment decision criterion. 

--

DIAGRAM II 2 

Individuals 

_____1-- Impo"""'' 

Beliefs about CMC 

The first step necessary in the formulation of this 

design was to obtain a comprehensive list of attri

butes affecting nurses' employment decisions. A 

literature review produced a list of 37 attributes 



which were presented as broad statements of belief 
about any employer and statements of belief about 
CMC specifically. For the evaluation of these 
statements, a direct judgement method was utilized 
allowing for a limited scale response. The survey 
yeilded interval scale data fat he belief and im
portance attributes, with positive responses con
sistently on the high end of the scale in order to 
decrease the possibility of respondent confusion. 
Because it was realized that such a format may re
sult in a more sterotyped response, on the CMC seg
ment of the questionnaire the respondents had the 
option of leaving an item blank if they were uncer
tain of their answer. This indicated a true lack 
of familiarity with the hospital and/or the opera
tion of the nursing department, yet did not inter
rupt the interval scale. 

Once the prelimiary questionnaire was designed, 
content validity was examined using expert inter
views and a focus group. These experts were chos
en within the field of nursing on the basis of 
their educational background and experience. The 
focus group consisted of CMC nurses with a variety 
of patient care specialities and a wide range of 
education preparation and experience. Each group 
evaluated the survey for completeness, structure 
and ambiguity. 

Date Analysis 

The data resulting from this survey was broken 
down into three segments: descriptive variables, 
attributes and information sources. The descrip
tive section consists of information pertaining to 
the respondents' employment, preferred areas of 
practice, and educational background. The section 
entitled attributes reveals the degree of impor
tance the nurses place on each employment decision 
factor, as well as their perception of CMC. Also 
included in this section is an evaluation of the 
responses in the form of three different analyses: 
Fishbein's Expectancy Value Model, Chi-Square Ana
lysis and Factor Analysis. The third section, in
formation sources, provides an evaluation of th;-
responses based on the sources of information the 
nurses utilize and how it relates to the institu
tion. The information obtained in each respective 
segment is represented in TAbl e s 1 - 5, please 
note appendix. 

Descriptive 

Approximately 3400 registered nurses live in Mont
gomery County. The desired sample size was 10% 
of the population. Four hundred surveys were 
mailed, forty-one of which were not deliverable, 
making the sample size 359. The subjects were 
randomly chosen with respect to zip code due to 
the possibility of location giving a skewed view 
of attitudes. 

One hundred and twenty surveys were returned for 
tabulation (33.4%). Of those returned, eighty 
percent were employed in nursing. The employment 
breakdown of those surveyed according to place of 
employment and positions held is presented in 
Tabl es 1 and 2. The percentages calculated in 
reference to the place of employment are compar
able to the profile of employed nurses in Dayton. 
In reference to the positions held, the position 
of staff nurse was cited by an overwhelming 
54.3% of the nurses surveyed. Information was 

328 

also obtained regarding the nurses' preferred area 
of practice. (Tab le 3) The top three areas noted 
were: adult Medical Surgical - 22.9%, Pediatrics -
9.5%, and adult/Critically ill - 8.5%. For those 
who indicated a preference for Pediatrics (Tab le 4) 
the top two areas, Neonatal Intensive Care Unit and 
Pediatrician's Office, comprised 60.1% of the total 
responses with ratings of 33.4% and 26.7%, respec
tively. In addition, data was submitted by the 
nurses in respect to the educational preparation 
for their positions. (Table 5) These figures in
dicate that the majority of nurses, 58.9%, are 
diploma graduates. Further breakdown indicated 
that 23.3% hold associate degrees, 16.1% hold a 
bachelor of Science in Nursing, and only 1.8% have 
earned a masters in nursing. These figures are 
very similar to the national profile of nursing 
preparation. [4] 

Attributes 

This data revealed the degree of importance the 
nurses attached to each decision employment factor 
when making a career choice. The attributes high
est in importance were: 

1) adequate staffing to provide optimal patient 
care; 

2) a sense of pride in the nursing care provided; 

3) a nursing staff which works well together; 

4) a well managed nursing department. 

The attributes with the lowest importance ratings 
were: 

1) availability of hcild care services; 

2) availability of dental plan; 

3) the opportunity for career advancement in nurs
ing administration' 

4) availability of primary nursing. 

Although availability of primary nursing was rated 
one of the lowest in importance on average, there 
was a significant number of responses at both ex
tremes, statistically this attribute had the high
est variance of all. 

The nurses' responses to CMC specifically on a 
scale of agree/disagree, resulted in the following 
data replies. The most positive statements that 
CMC received were: 

1) CMC's flexible scheduling for its nursing 
staff; 

2) CMC has modern facilities; 

3) the nurses who work at CMC are recognized as 
making an important contribution to the Dayton 
community; 

4) the nurses at CMC take pride in the nursing 
care they provide. 

On the other hand, CMC received the lowest ratings 
in the following areas: 



1) CMC has enough nurses to provide optimal pa
tient 

2) the salary at CMC is comparable to other Day
ton hospitals; 

3) the nursing department at CMC is well managed; 

4) nurses at CMC are able to impact decisions 
throughout the hospital. 

In reference to the CMC responses, the data re
vealed· that an average of 65% of the respondents 
were not familiar enough with CMC to answer speci
fic questions about either the institution of the 
nursing department. This significant point will 
be used as a basis for recommendations later in 
this study. 

Fishbein's Model 

The measure of Dayton area nurses' attitudes to
ward CMC was determined using Fishbein's expect
ancy value model previously mentioned. In order 
to avoid falsely lowering the rating by including 
those with no opinion of CMC, the calculations 
incorporated only those who considered themselves 
familiar or very familiar with CMC. Each res
pondents' score was determined using only those 
questions that were answered, any unanswered ques
tions were omitted to maintain standardization. 
Further standardization of the responses was 
achieved through amodification of Fishbeins' Mod
el, in which an average for each individual's 
score was obtained. The result of these calcula
tions established a score of 7.603 for CMC on a 
scale of 1 to 25, with one as the most negative 
and twenty-five as the most positive. Since no 
other health care institutions were evaluated, the 
rating of 7.603 is relative to an ideal, not to 
other local hospitals. While the representative 
score standing alone may not reveal a great deal 
the process involved in obtaining it is very bene
ficial. Through this procedure CMC has uncovered 
the importance the nurses attach to each attri
bute, their beliefs that the institution maintains 
them, and the nurses overall attitude toward the 
CMC as an employer. 

Chi-Square Analysis 

Through the use of chi-square analysis, the inter
relationships among attributes were examined. Sev
eral significant interactions were identified as 
follows. The importance of location in employment 
decisions is related to position, with staff nur
ses valuing a convenient location more than head 
nurses, nursing administrators or educators. Nur
ses with both bachelors and masters degrees in 
nursing were shown to value salary as well as the 
opportunity to be creative more than nurses with 
lesser degrees. 

Factor Analysis 

Factor analysis was performed on the improtance 
data in order to identify the "dimensions under
lying manifest variables." [5] Descriptions of 
these factor dimensions can be inferred from the 
variables which comprise each set. A variable 
taken singly may not be considered extremely im
portant, but grouping it with other related vari
ables via factor analysis enhances the value of 
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the combined variables. Factor analysis revealed 
ten areas of importance to nurses in employment de
cisions. The first four of these comprise 73% of 
the variation in the original data and are most 
relevant to this analysis. Factor 1 explains 44% 
of the common variance in the data. This factor 
will be termed "Professional Growth." Dimensions 
included in this factor: 

1) ability to make an important contribution to 
the Dayton community. 

2) opportunity to be creative. 

3) ability of nursing staff to impact decisions 
within the nursing department. 

4) ability of nursing staff to impact decisions 
throughout the hospital. 

5) opportunity for career satisfaction. 

6) open communication channels between nursing 
administration and nursing staff. 

7) high technology available. 

8) nursing considered an integral part of the 
health care team. 

9) opportunity for career advancement in nursing 
administration. 

10) continuing education to provide the opportunity 
to stay abreast of developments in nursing. 

11) nursing administration values continuing edu
cation. 

The recruiter must recognize that the variables 
comprising "professional growth" have a synergis
tic effect when presented as a unit to a nurse 
considering an employment decision. 

An additional 12% of the common variance is ex
plained by Factor 2. Elements of this "Conveni
ence" factor are: 

1) modern facilities. 

2) comprehensive dental plan. 

3) latest equipment for providing patient care. 

4) easily accessible location. 

Furthermore, 10% of the common variance is explain
ed by Factor 3 -- "BEnefits" comparable to other 
local hospitals is the major component of this 
factor. Seven percent of the common variance is 
explained by-Factor 4. This factor identifies the 
nurses' desire to reach a position that requires 
responsibility consistent with their training. 

The importance of factor analysis is manifested in 
the development of a satisfied staff. In order to 
maintain a satisfied staff the most important at
tributes must be provided. The reason for this 
emphasis is that the attributes with the highest 
importance ratings are not necessarily satisfiers 
if present, but are dissatisfiers if absent. 
Therefore, a nursing department must be perceived 
as maintaining the following: 



1) adequate staffing; 

2) pride in the patient care provided; 

3) a nursing staff which works well together; 

4) a well managed nursing unit. 

Based upon factor analysis, satisfying the compon
ents of the professional growth factor will promote 
career satisfaction. Therefore, nursing administra
tion must promote openness in communication, creat
ivity and continuing education in order to provide 
high levels of professional growth. 

For institutions that value baccalaureate or mas
ters prepared nurses, administration must be aware 
that these nurses value salary as well as creati
vity. Therefore, compensation must be competitive 
in order to attract nurses with these levels of 
educational preparation, followed by a program that 
encourages creativity in order to both attract and 
retain these staff members. 

Information Sources 

Data pertaining to the different types of informa
tion sources were also obtained. The rank order of 
the most influential sources in listed below: 

Other Nurses 
Family and Friends 
Newspaper Advertising 
Hospital Recruiter 
Career Day/Job Fair 
Nursing School Counselor 
Nursing School Instructor 
Direct Mail Advertising 
Other 

Total 

48.5% 
14.6% 

5.8% 
3.0% 
2.0% 
1. 0% 
1. 0% 
1. 0% 

23.1% 

100.0% 

The study revealed that the two most frequently 
used information sources are the recommendations 
from other nurses and those from family and friends. 
From this standpoint, it would be most beneficial 
for CMC to reach these nurses through these identi
fied influential sources. What can be done to pro
mote positive "word of mouth" communications? 

Fundamentally, current employees must be satisfied 
with their careers. If staff members' wants/needs 
are being fulfilled by the institution, they will 
promote employment at that institution among their 
friends. Secondly, as Berry points out, nurses 
who are satisfied with their careers will consist
ently provide higher quality care to the patient 
and family. [6] This will result in positive re
commendations by healthcare patients to family and 
friends who may be potential employees. 

Recommendations 

Internal. 

Recommendations for CMC include internal and exter
nal promotion. Internally, nursing administration 
must promote word of mouth communications by en
hancing career-satsifaction among the nursing 
staff. An attitude measure of CMC nursing employ
ees will provide a data base, identifying areas 
that require improvement. Reward for achievement 
in the form of peer recognition will be an incent-
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ive for "professional growth." A feature story in 
the monthly nursing newsletter recognizing the con
tributions of a staff member nominated by their 
peers may be one short term incentive. In the long 
run, a career ladder for identification of career 
achievement can be utilized as an effective tool 
for rewarding professional growth. Overall, ex
tensive efforts must be made by the administration 
to facilitate open communication channels at all 
levels throughout the institution. 

External. 

A significant fact revealed by the survey is that 
65% of Dayton area nurses are not familiar enough 
with CMC to have an opinion about the institution 
or the nursing department. (Note previous section.) 
Therefore, an external promotional program must be 
developed to reach a broad spectrum of nurses in 
the community. The importance attributes depicted 
in the professional growth factor that the hospital 
maintains must be identified through a promotional 
program. VArious measures can be utilized to ac
complish this awareness objective. 

Several media sources such as trade journals, maga
zines and local newspapers provide a means to pro
mote the attributes of the hospital through image 
building ads. The message conveyed would focus on 
the attributes noted in the study as being of high
est importance to the nurses, i.e., adequate staff
ing for optimal patient care, a sense of pride gen
erated throughout the hospital, and a unified, ef
fective and well managed nursing staff. Another 
promotional tool that could be utilized is direct 
mail. Letters or flyers could be sent out to the 
registered nurses or nursing students throughout 
the community describing CMC in terms of support
ing the important personal growth factors. (Refer 
to factor analysis.) Thus, the following factors 
would be emphasized together to create a synergis
tic effect: the integral role the nurses play in 
the hospital as well as the community, the impor
tance of their decisions and resulting impact on 
the nursing department and the hospital, the open 
communication channels that exist, the opportunity 
for career satsifaction and advancement, and the 
high technology put forth by the administration to 
support continuing education. 

Another form of direct mail that Dickson describes 
involves the mailing of ten minute cassette tapes 
to interested nurses. [7] These tapes describe 
philosophy, goals and objectives of the department 
using the voices of staff nurses to add a personal 
touch. This promotion would be a unique way of 
delivering a word ofmouth message reaching a broad 
audience. 

Perhaps a more personal approach would be to pro
vide opportunities for registered nurses and nurs
ing students to visit CMC and speak directly with 
administrative and staff members. THis technique 
would offer the nurses a more in-depth view of the 
hospital. Follow up literature could also be sent 
to interested individuals to further enhance the 
personalization of this appraoch. 

To gain additional awareness, it would be benefi
cial for CMC to reach potential registered nurses 
that are still in the educational stage of their 
career. Arranging for CMC representatives to speak 
at various nursing schools in the community in 



reference to nursing careers (i.e., various fields, 
career opportunities, educational preparation), 
while at the same time providing information about 
the attributes that CMC has to offer. A second 
technique would be for CMC to sponsor interesting 
seminars that provide educational information for 
the nurses (i.e., treatment diagnosis for specific 
diseases, patient care techniques). Taking this 
idea one step further, this concept could be ex
tended to the entire community. With the trend to
ward more personal health care and fitness, many 
individuals may be interested in seminars dealing 
with these issues. This approach would serve a 
dual purpose, the first being community education, 
and the second being promotion of the ideal that 
CMC values continuing education and promotes open
ness and creativity in its nursing staff. 

Conclusions 

Developing a data base of the nurses' need/wants 
is the first step to being able to fulfill their 
needs effectively. This study has identified the 
factors important to nurses in making employment 
decisions and has demonstrated how Children's 
Medical Center is perceived as being able to sat
isfy them. Thus, the major point presented through
out this analysis is the importance of first recog
nizing consumer needs and then, and only then, de
veloping means to fulfill these needs within the 
institution and communicating these attributes to 
the consumer. 

Finally, the marketer must remember that this is a 
dynamic provess. Once a plan of action has been 
implemented, the effects must be evaluated and the 
necessary changes made for improvement. 

Appendix 

TABLE 1 

PLACE OF EMPLOYMENT 

Kettering/Sycamore Hospital 
Miami Valley Hospital 
Doctors' Offices 
St. Elizabeth's Medical Center 
Good Samaritan Hospital 
School Nurse 
Community Aging 
Grandview Hospital 
Nursing Homes 
Psychiatric Institutions 
Children's Medical Center 
Purchase Poe I 
Wright State University 
Occupational Health 
Other 

Tote I 

Percentage 
flnJli.Q.Y~ 

22.7% 
13.6% 
12.5% 
10.2% 

5.7% 
4.5% 
2.3% 
2.3% 
2.3% 
2.3% 
1.1% 
1.1. 
1.1% 
5.7% 

.1.Z...§1 
100.0% 
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Posltlon~l.J! 

Steff Nurse 
Charge/Head Nurse 
Educator 

TABLE 2 

POSITIONS HELD 

Nursing Administrator 
Clinician/Clinical Specialist 
Other 

TABLE 3 

Percentage 
Employed 

54.3% 
15.2% 

7.6% 
5.4% 
1.1% 

.LL...i.1 
Total 100.0~ 

PREFERRED AREA OF PRACTICE 

Preferred Area 
.Qf Practl~;.l! 

Adult Medical/Surgical 
Pediatrics 
AdultCrltlcally Ill 
OB - GYN 
Community Health 
Family Practice 
Adult Psychiatric 
Adu It OR 
Emergency Room 
Teaching In a School of Nursing 
Adult Out-patient Clinic 
Geriatrics 
Nursing Administration 
Adult Orthopedics 
Adult Rehab II ltatlon 
Other 

TABLE 4 

Total 

22.9% 
9.5% 
8.5% 
7·;6% 
5. 7% 
5. 7% 
3. 9% 
3.8% 
3.8% 
3.8% 
2.9% 
2.9% 
2.9% 
0.9% 
0.9% 
~ 

100.0% 

SPECIALTY AREAS IN PEDIATRICS 

Areas of Specialty 
l.JL..iu!J!l.Aiti= 

Neonatal Intensive Care Unit 
Pediatrician's Office 
General 
Newborn NursIng 
Pediatric Intensive Care Unit 
Pediatric Nurse Associate 

TABLE 5 

Total 

Percentage 
of nurses 

33.4% 
26.7% 
13.3% 
13.3% 
6. 7% 
hQ1 

100.0% 

EDUCATIONAL PREPARATION 

Educational 
fJ:JUlJIJ:Ail.lln 

Dlplolla 
Associate Degree 
Bachelor of Science In Nursing 
Masters In Nursing 

Percentl!ge 
QL.l!JJ..r:~ 

58.9~ 
23.2% 
16.1% 

1.....§1 
100.0~ 
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THE PROFESSIONAL SERVICE PROVIDER AND THE CLIENT: 
A DIFFERENT TYPE OF EXCHANGE RELATIONSHIP 

Kenneth E. Crocker, Bowling Green State University 

Abstract 

The paper compares and contrasts the exchange 
process and resulting interactions of a profes
sional and client with a typical commercial 
exchange relationship. Unique aspects of the 
relationship are discussed that highlight the 
need for further research and development of a 
"client" behavior model. 

Introduction 

While there are those who argue that current 
marketing knowledge regarding the behavior of 
individuals towards goods is transferable to the 
service sector of the economy (Levitt, 1972; 
Enis and Roering, 1981), the consensus in the 
literature is that services are different and a 
definitive area of study must be established 
(Rathmell, 1974; Sasser, 1976; Shostack, 1977; 
Bateson, 1979; Hempel and Laric, 1979; Lovelock, 
1979, 1983; and Gronroos, 1980). These differ
ences have been well articulated by those men
tioned and by others not cited; and will not be 
reiterated here. The purpose of this paper is 
to focus on one unique aspect of professional 
services that requires further discussion and 
research; the professional service provider/ 
client interface. It is felt that this relation
ship sets this encounter apart from many other 
service encounters. 

Professional/Client Interface 

There are several aspects of this relationship 
that make it different from the normal service 
encounter, among those are: 

1. The consumer's confidence must reside in the 
source that provides the services; 

2. The consumers may be more involved with both 
the creation and consumption of the service; 

3. The mental image of a service is less con
crete than the image of a good; 

4. The consumer, in many cases, lacks the 
technical knowledge to comprehend the act 
being performed; 

5. A consumer's urgency in selecting the profes
sional may influence the selection process. 

(Rathmell, 1974; Sasser, 1976; Bateson, 1979; 
Gronroos, 1980; and Lovelock, 1983) 

Many commercial transactions have traditionally 
been conducted under the caution, caveat emptor, 
let the buyer beware; whereas in the arena of 
professional services these transactions have 
operated under the credo "credit emptor," let 
the buyer trust. The first phrase is one we 
generally accept notwithstanding the trend 
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toward "caveat vendor," let the seller beware. 
The second phrase, however, strikes a discordant 
note in many but is the essence of the profes
sional/client relationship. Part of the alien 
feeling for this phrase lies in our mode of 
thought that is by tradition bound in consumer 
goods marketing. However, by examining more 
closely the professional/client relationship the 
"credit emptor" phrase is not so alien or 
unwieldy. 

Exchange Relationship 

A buyer and seller who enter into a transaction 
for a good have an understanding on several 
issues. One, it is recognized that the seller 
is, more often than not, motivated by profit. 
Second, the seller is recognized, as having some 
degree of expertise about the item under consid
eration thus is granted some legitimate author
ity. Third, both parties, for the most part, 
expect to be able to receive and ask questions 
regarding the transaction. Lastly, if the item 
that is being transacted for does not meet the 
buyer's expectations, the resulting complaint is 
taken as being based on sufficient knowledge. 
That is, the complaint and resulting discussion 
takes place on concrete issues such as length of 
purchase, care of product, warranty, etc., and 
not on issues of relative experience (Nilson and 
Edelman, 1979; Triandis, 1977). 

The transaction described above provides a frame
work for a comparison to transactions dealing 
with professional services. Involved are at 
least two parties, the buyer and seller, who 
come together for the purpose of attaining some 
benefit. The buyer to achieve some degree of 
satisfaction from the item central to the ex
change; the seller to obtain satisfaction from 
the buyer, usually expressed in monetary terms. 
The individuals are engaged in an exchange situa
tion that is represented by a social process 
that is ongoing between the parties. The situa
tion is bounded by the economic and psychologi
cal constraints of the setting and the individ
uals. 

Baggozi (1978) hypothesized that exchange 
relationships are a function of three 
cons.tructs: 

1. The characteristics of the social actors 
2. The social influence of the actors on one 

another 
3. the situational context of the exchange. 

Each of the constructs will be examined as they 
bear on the professional/client relationship. 

Characteristics of the Social Actors 

Among one of the distinguishing traits that sets 
a professional apart from a tradesman is the 
possession of specialized knowledge based on 
theoretical foundations. Upon this possession 



of knowledge the professionals lay claim to 
autonomy and self-regulation (Carr-Saunders, 
1966; Greenwood, 1966; Daniels, 1973; Friedson, 
1973). As a result, the professional enters 
into the relationship with the client with 
legitimate authority based on expertise and the 
client brings an element of implied trust based 
on the professional's possession of this special
ized knowledge (Greenwood, 1966; Moore, 1976). 
Moore (1976, p. 97) states that "in return for 
the trust that a client places in a professional 
whose help he seeks, the professional owes 
various duties to the client." Among these are: 

1. The obligation to remain abreast of develop
ments in the professional's area of exper
tise; 

2. To preserve the confidentiality of both the 
relationship and information exchanged 
therein; 

3. To attend to the client's welfare. 

This latter duty can be used to highlight how 
this relationship differs from the traditional 
commercial one; it is the corollary duty of the 
professional to refuse service to a client when 
in the opinion of the professional they are not 
needed. This is the positive interest that a 
professional displays on behalf of the client 
(Moore, 1976). This positive interest would 
seem out of place in a commercial transaction. 
It is elements such as these that help create an 
atmosphere in which the client brings a degree 
of trust, and as mentioned earlier why the 
client's confidence must reside in the profes
sional service provider. 

Social Influence of the Actors 

The knowledge that the professional has the 
capacity to utilize a body of theoretical 
knowledge in the solution of a problem for the 
client provides the professional with power over 
the client. By either giving or withholding 
information the professional can improve or 
worsen the client's fate (Thibaut and Kelly, 
1959; Lieberman 1970; Friedson, 1971; Moore, 
1976; and Nilson and Edelman, 1979). Thibaut 
and Kelly (1959) stated that the power of one 
individual over another will vary with the 
ability to affect the quality of outcomes 
attained by the other party. The client then is 
in an unequal position. 

This inequality is enhanced by the professional 
is several ways. An integral part of the profes
sions is the use of technical language. Techni
cal in the sense that, as in the case of law or 
medicine, it must be precise and contain the 
same meaning to other professionals. This lan
guage also serves as a form of identification 
for the professional in that it distinguishes a 
professional from a non-professional (Moore, 
1976). This language, also called jargon, 
esoterica, and dramaturgy, serves to reinforce 
the aura of the professional (Moore, 1976; 
Nilson and Edelman, 1979). In addition to this 
technical language, the professional institutes 
"symbols of authentication." Moore (1976) 
refers to the array of diplomas and certificates 
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of recognition and membership that adorn the 
walls of the professional's office. Other 
symbols are the usage of titles and initials; 
Ph.D., D.D.S., J.D., M.D. 

The use of jargon, symbols, and titles adds to 
the professional's image of authority. Awe is a 
term that is often used when discussing how 
people react to a phenomenon they cannot under
stand, and when that phenomenon is not within 
their control. Myerhoff and Larson (1972) and 
Nilson and Edelman (1979) state that these 
elements; jargon, titles, symbols, etc., are the 
same elements that contribute to the aura of 
magic, religion, and science. It has been noted 
that through the influence of teachers, peers, 
parents, and media representations a lore has 
surrounded the more prestigious professions. 
These myths have as their chief function the 
exaltation of the professional (Nilson and 
Edelman, 1979). Moore (1976, p. 14) offers a 
succinct summation when he states that the 
professional produces a product that is "only 
formally alienable and is inextricably bound to 
the person and personality of the producer." 
Such conditions contribute to the influence and 
power the professional has over the relationship 
with the client. 

Situational Context of the Situation 

One of the accepted dimensions of a service is 
the consumer's involvement with the creation and 
consumption of the service. In the case of 
professional services this dimension is inten
sified in that the service exists as it is being 
performed, its consumption is for the most part, 
simultaneous with the performance of the act •. 
This user participation in production and 
consumption intensifies what Triandis (1977) 
terms the particularism of the service. He 
explains that "it makes a great difference who 
the particular person is whom the act interacts 
with." Each diagnosis is dependent on the 
individual patient, each court plea is tailored 
to individual circumstances. Particularistic 
resources are exchanged in a private setting and 
generally involve intimate behavior; witness the 
lawyer/client relationship where information is 
exchanged in confidence, and indeed a lawyer has 
been referred to as a possessor of guilty 
knowledge. 

In many cases a professional service is not 
contracted or retained until a need for one is 
acute; e.g., a broken bone, fever, accident, 
etc., This urgency may enter into the purchase 
equation as a compression effect on the prospec
tive client's decision process. 

Implications for Future Research 

The above discussion provides a venue for 
examining numerous research opportunities, it 
also points out several obstacles that may 
impede research progress. 

One concept that seems worth research effort is 
perceived risk. In dealing with professional 
services it appears that the perception of risk 
may be somewhat different. The traditional 



model suggests two central points, uncertainty 
and consequences. The consumer, in dealing with 
a professional, is faced with circumstances that 
would appear to impact on those factors. First, 
there are two decisions of importance, the 
initial one, which professional to retain. This 
is within the client's control. The second 
·decision, though, how the act is to be performed 
and results thereof, lies within the profes
sional's locus of control. Additionally, the 
evaluation of the consequences is two-sided. 
The client obviously has a concern with the 
results, while professionals will tend to 
evaluate the performance in terms of technique, 
not results (Moore, 1976). 

The risk literature informs us that while it may 
be beyond consumer's power to change the conse
quences of a poor decision, they can increase 
their certainty that the choice they make is the 
correct one (Sheth and Venkatesan, 1968). This 
procedure is called risk reduction strategy and 
includes such behavior as brand loyalty, 
reliance on information seeking. Two points to 
make; one is the issue of brand loyalty. A 
consumer's relationship with professionals, the 
requirement that they divulge personal informa
tion, tends to develop what Moore (1976) calls 
norms of continuity, that is a client's tendency 
to persist with their original choice among 
professionals. Second, the issue of information 
search in relation to seeking a professional 
service is hindered by the reluctance of many 
professionals to advertise despite the often 
cited lifting of bans on such activities. 

Another focal point of research may be the 
atmospherics issue alluded to in the discussion. 
What effects do atmospherics have on an individ
ual's perception of quality? With the emergence 
of "Doc in the Box'' clinic operations, the 
appearance of dentistry in retail outlets, 
optometry in mall stores, this issue seems 
especially ripe for research. 

Is there such a concept as routinized response 
behavior, or limited problem solving in 
purchasing professional services, or is it all 
extensive problem solving? One would expect 
familiarity and experience to play a role but 
what is the effect of urgency on the decision 
process. 

Lastly, research dealing with professional 
services provides some obstacles. The first of 
these is the subjects involved, the second 
methodology. Who are appropriate subjects for 
research of this kind? Students in most cases 
are not a viable population to study. While 
they may eventually become users of these 
services, deciders, their immediate needs are 
met usually by university services or the 
decision is subcontracted to family. Thus one 
must obtain "real world" subjects and face the 
problems inherent with such sample; response 
rates, non-response bias, time, and money. 

Second, to examine many of the questions that 
emerge relative to a consumer/client search for 
an acquisition of a professional service, an 
artificial scenario may be necessary. This 
requires careful preparation, including input in 
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the creation from both the professionals and 
consumers, and, of course, pretesting. The 
alternative would be an observational type of 
research or case studies approach. This poses 
two problems, the first is the acceptability of 
such research in current journals, proceedings, 
etc. The second problem deals with the 
confidentiality of the interaction between the 
professional and the client. 

The opportunity to develop a model of "client" 
behavior and to test the propositions of such 
models promise to grow with time as the 
professional service provider continues to 
emerge into the marketplace. 
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If it feels like the flu, it must be time to go to the bank: 
Consumer perceptions about alternative health care providers 

David Karns, Wright State University 

ABSTRACT 

Urgent care centers and hospital satellite clinics 
have emerged as competition for traditional pro
viders of primary health care in recent years. 
Sears and other financially integrated consumer 
firms will pose an even greater challenge to tra
ditional practitioners as economic forces in 
health care shift profitability from service de
livery to financial integration. Exploratory 
analysis of consumer reactions to receiving pri
mary health care· from retail firms suggests poten
tial market shares and marketing strengths. 

Introduction 

In recent years health care consumers have faced 
an increasing variety of primary health care pro
viders, that is, providers of treatment for ordin
ary illnesses, minor trauma and preventive medi
cine. Traditionally, personal physicians were the 
principal source for primary care, but now, the 
health care system incl!Jdes free standing neigh
borhood clinics, group practices, preferred pro
vider organizations, hospital satellite clinics, 
and health maintenance organizations. 

Even more recently, organizations not tradition
ally been identified with health care service 
delivery have begun to move into the field. 
Sears, for example, a leading nontraditional 
health care organization, first established a 
dental clinic in several California stores in 
1977. Sears has dental centers in more than thir
ty stores, and Montgomery Wards has dental centers 
in more than a dozen stores. Other dental centers 
have operated in Two Guys, Peoples Drug Stores, 
Jamesway, and other outlets. Sears and other 
retailers also have optical and drug departments 
located within retail outlets for a number of 
years. Even more recently, Sears has test market
ed primary health care in selected retail outlets. 
The expansion of Sears into the health care field 
parallels a similar expansion in,to the field of 
financial services through the acquisition of Dean 
Witter and Caldwell Banker to complement its 
Allstate Insurance operations. 

Expansion of retail consumer organizations into 
the health care del.ivery field raise two important 
questions. (1) What is the motivation to enter 
the health care field? And, (2) what is the po
tential consumer reaction to retail firms entering 
this field? The answers to both of these ques
tions have important implications for marketing of 
health care services by conventional health care 
delivery providers facing competition from major 
retail firms. 

Profit motives in the health care industry have 
moved through several stages. In the first stage, 
the old fashioned family physician held an esteem
ed position in the community, and derived income 
from the deli very of services to patients. As 
medical practitioners became more sophisticated 
financially in stage two, real estate and other 
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activities affiliated with the practice of medi
cine provided an increased percentage of income. 
More recently, there has been competitive pres
sures due to an increased number of competitors. 
Reimbursement procedures by the Federal Government 
under Medicare and Medicaid and insurance compan
ies do not allow physicians to tack on extra pro
fit to services performed outside the office such 
as lab tests and X-rays. An increasing number of 
clinics, both single and multi-physician, have 
begun to generate revenues by bundling services 
within the clinic including X-rays, laboratory 
tests, and even inclinic examinations using mag
netic and radiographic imaging techniques with 
inexpensive devices, such as mammography (stage 
three). Revisions of Federal reimbursement poli
cies through DRG's have pressured health care 
providers to increase profits by reducing costs 
rather than increasing revenue in stage four. The 
same cost reduction motive has encouraged the 
growth of HMO's and PPO's in response to insurance 
and corporate cost containment efforts. Profit 
enhancement focuses on financial leverage and 
manipulations rather than service delivery in 
stage five. 

Financial factors offering profit enhancement pos
sibilities are: (1) reducing the float time be
tween a patient service and payment; (2) the abil
ity to integrate credit and insurance operations 
with health care services, thereby shifting the 
profit margin from medical service to financial 
service charges; (3) integrating financial ser
vices such as insurance policies or consumer loans 
with provision of health care services; and (4) 
expansion of rebates and referral fees as explicit 
transfers payments within the health care industry 
rather than as indirect payments. For example, 
surgeons and radiologists will share fees for 
service with primary care physicians in return for 
patient referrals. Likewise, hospitals will be 
expected to share part of the room charges to 
referring physicians. Formal referral fees are 
not widespread within the health care industry at 
the present time, however, some HMO's and corpora
tions are already requesting such fees from hospi
tals. In addition, referral fees may be encour
aged to level the gross disparity in income be
tween physicians, such as surgeons and primary 
care physicians including pediatricians, obstetri
cians, and internists. 

Clearly, nationally established firms like Sears, 
which have integrated financial services are prime 
contenders to take advantage of financial profit 
enhancements. Sears could contract with a nation
al chain of hospitals to refer patients. Sears 
could also tie health care insurance to its insur
ance network and use the combination of conven
ience of health care services and consumer shop
ping to enhance both aspects of its operations. 
One of the first corporations signed up for the 
new Sears Discovery card in Atlanta was the Hospi
tal Corporation of America (HCA). 

The present research explores potential consumer 
response to a health care delivery system based on 



a national chain offering record transfer and 
quality assurance from location to location. 
Future health care marketing strategies must be 
based on the response of consumers to the movement 
of Sears into the health care area in the same way 
as realtors and stock brokers have had to deal 
with Sears entering their industries. Sears, in 
the future, may let us buy and charge artificial 
hearts to replace worn out hearts, as well as new 
batteries to replace worn out automobile batter
ies. 

DYNVIEW: An exploratory technique 

Focus groups are often used for exploratory re
search on services not presently offered by health 
care institutions. Such research offers signifi
cant advantages over ordinary survey techniques 
involving exploratory questions by permitting 
group interaction and extensive interaction be
tween moderator and participants. Interaction 
allows a moderator to explain the research subject 
if respondents fail to understand significant 
aspects of it. This ability to keep subjects 
focused on the topic under consideration may be 
the most significant advantage of focus groups 
over survey research. 

Dynamic interviewing uses telephone interviews as 
an alternative to focus groups through focus 
groups with one participant. Interviewers are 
trained to probe for answers including substantial 
lengthy discussions of specific points capturing a 
respondent's in-depth reactions. Interviews are 
taped recorded, after prior notification, and 
content analyzed. Thus, the interviews in DYNVIEW 
are a free flowing, free form set of open ended 
questions which allow respondents to express fully 
their own views. The interviewer also interacts 
more extensively than usual in telephone surveys, 
thus being able to explain the purpose of specific 
questions which a respondent does not understand 
and to provide additional supplementary informa
tion in the case of an unfamiliar product. 

DYNVIEW provides a relatively low cost alternative 
to focus groups for exploratory research in situa
tions where subjects can be presented and discus
sed verbally over the telephone and intersubject 
interaction is relatively unimportant. In such 
instances it offers substantial advantages over 
the focus group approach with relatively few dis
advantages compared to the focus group approach. 

Thirty four persons in a medium sized, north cen
tral metropolitan area were interviewed using a 
DYNVIEW protocol. Respondents were selected using 
randomly generated telephone numbers. The re
sponse rate exceeded 80 percent, and interviews 
averaged nineteen minutes in length. 

Current primary health care 
delivery alternatives 

Consumer research in health care consumer decision 
making has indicated that convenience and quality 
are very important. The DYNVIEW respondents were 
asked the following question: 

"Now I would like to turn to some things 
which affect decisions on where to go to a 
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doctor for primary care. Please tell me why 
you think some people would think each is 
important while other people would consider 
unimportant. Assume that the doctor is 
unfamiliar to you, for example when trav
eling or in a new community or if you do not 
have a personal doctor or if you were to 
change doctors. What about ?" 

Respondents discussed seventeen different aspects 
of primary health care delivery. Perceived qual
ity of service was the most important factor fol
lowed by length of wait in the office and conven
ience. Cost and payment factors were relatively 
less important. Important provider characteris
tics mentioned were: doctor concerned about talk
ing to patients (96S), length of wait before see
ing doctor (85S), treated by doctor rather than RN 
or assistant (82S), cleanliness and attractiveness 
of office (76S), computer access to health records 
(72S), convenient hours (6~S), accepting insurance 
rather than immediate payment (60S), expectations 
likely quality of care (50S), feeling comfortable 
with a national company (~6S), close to where you 
are (~2S), refer patients to local hospital (~1S), 
affiliated with national organization (38S), cost 
of services advertised (35S), availability of 
credit through credit card (33S), confidence in 
unfamiliar doctor (30S), cost of services (28S), 
and location closer to stores and restaurants 
(2~S). 

In depth comments helped explain reactions of the 
respondents to the items. For example, location 
closer to stores and restaurants is not considered 
particularly important by most people because the 
expected health care services scenario involves 
going to a doctor for a specific treatment; with
out combining health care shopping with other 
retail shopping. Conversely, convenient hours 
were seen as important by people who worked. They 
preferred services on weekends and evenings, while 
persons who were retired or did not work felt that 
convenient hours were not particularly important. 
Interestingly, preferences for being treated by a 
doctor rather than a registered nurse, nurse prac
titioner, or physician's assistant seemed to cen
ter primarily on the feeling that the physician 
was being paid for his or her services. There
fore, the physician should be the person who sees 
a patient. In addition, some respondents indi
cated feeling more comfortable with a doctor than 
with non physicians, and a very small number indi
cated they felt the doctor was more knowledgeable. 
Consumer reactions were determined more by aspects 
of service delivery than they were by the quality 
of the service being delivered. 

The delivery system for primary health care has 
expanded beyond private physicians offices to in
clude alternative organizations in recent years. 
In preparation for expanding the discussion to 
include organizations such as Sears, banks, and 
grocery stores as health care providers, respon
dents were asked about primary health care ser
vices provided by several alternative providers in 
comparison with receiving primary care in a physi
cians office. The alternative providers were a 
hospital emergency room, a free standing urgent 
care center or a neighborhood clinic, a health 
maintenance organization, and a clinic in a mall 
department store or bank branch. The information 
contained in Tab le 1 suggests that health care 



con3umer3 have definite expectation3 of the type3 
of 3ervice3 to be obtained from each of the organ
ization3 even though 3ub3tantial number3 of re-
3pondent3 were le33 familiar with health mainten
ance organization3 than h03pital emergency room3. 
Better emergency care i3 expected from ho3pital 
emergency room3 and urgent care center3. 
Re3pondent3 expect to wait a longer time 
for 3ervice in a ho3pital emergency room 
than they do in an urgent care center. 
And they expect mall clinic3 to offer 

the package i3 attractive even if the idea of 
having a clinic in a mall i3 unattractive. In 
fact, approximately half the re3pondent3 are will
ing to pay a $25 annual fee to join a national 
health 3ervice 3y3tem. Re3pondent3 who have not 
3een a doctor in the la3t year, do not have a 
per3onal doctor, have changed doctor3, are college 

TABLE 1 

convenient hour3. Mall and department 
3tore clinic3 3uffer from a lower quality 
3ervice image in the average health care 
con3umer3 mind, at pre3ent. Urgent care 
center3, health maintenance organization3 

MAJOR EXPECTATIONS OF SERVICES PROVIDED BY ALTERNATIVE 
DELIVERERS COMPARED TO PRIMARY CARE IN A PHYSICIANS 

OFFICE 

and mall clinic3 were con3idered to be 
le33 tru3tworthy by a 3Ub3tantial percent- Alternative deliverer3 
age of the re3pondent3. The picture pre-
3ented in the table 3trongly 3ugge3t3 that 
the health care market i3 divided into Urgent 

Emergency Care Mall segment3 with very different mental pic
ture3 of quality of 3ervice provided by 
health maintenance organization3 and ur
gent care center3. Conver3ely, con3umer3 
are more consi3tent with regard to the 
quality of 3ervices provided by ho3pital 
emergency room3 and mall clinic3. 

Expectation3 Room Center HMO Clinic 

Better emergency care 
Immediate treatment 

30.0~ 
o.o 

22.0~ 
16.0 

o.o~ o.o~ 
o.o o.o 

Re3pondents were al3o pre3ented with the 
DYNVIEW core re3earch que3tion: 

Convenient hour3 
Good 3ervice 
Lower quality 
Overworked, 

5.0 
19.0 
o.o 

o.o 
9.0 
3.0 

o.o 17.0 
14.0 o.o 
4.0 14.0 

under3taffed 
Do not tru3t 

9.0 
3.0 

o.o 
19.0 

o.o o.o 
34.0 39.0 

"Now con3ider the following health 
3ervice 3ystem. A regional or na
tional company will establish a 
network of clinic3 in local retail 
location3 3uch a3 shopping mall3. 
Each clinic will be open from 8 a.m. 
to 10 p.m. 3even days a week and be 

Go to doctor fir3t 7.0 3.0 4.0 o.o 
About 3ame a3 

phy3ician 1 3 office 
Poor waiting time 
Minor emergencie3 
Cannot choose doctor 

11.0 
12.0 
o.o 
o.o 

3.0 
7.0 
7.0 
o.o 

23.0 4.0 
o.o o.o 
5.0 7.0 

12.0 7.0 

staffed by doctor3 and nur3e practi-
tioner3 at all time3 so that you 
never wait for more than 15 minute3. 
If you need medical care in a different city 
the local clinic doctor could consult your 
complete health record on a computer ter
minal and refer you to a local ho3pital or 
3peciali3t if nece33ary. Your national 
credit card or in3urance could pay the 
treatment cost. A regional or national 
company would guarantee a uniform quality of 
care at all local clinic3. The organization 
might al3o offer health in3urance which 
would be accepted throughout the network. 
What 3pecific part3 of thi3 3y3tem do you 
like? Why?" 

Although a majority of re3pondent3 previou3ly felt 
that mall clinic3 offered lower quality, favorable 
comments or specific part3 of the sy3tem were much 
more frequent than unfavorable comment3. Eighty 
five percent of the respondent3 found 30me feature 
of the propo3ed health care di3tribution 3ystem 
attractive. The mo3t attractive a3pect wa3 con
venience followed by a 3hort waiting time and 
computer records (see Table 2). Conver3ely, for
ty-one percent of the re3pondent3 mentioned 3ome
thing which they di3liked - mo3t frequently, 
switching doctor3 and imper3onal of care. Given 
the relatively 3trong reaction3 of the consumer3 
to mall and retail 3tore clinic3 in the earlier 
que3tion, the packaging of a health care di3tri
bution 3y3tem 3imilar to the propo3ed 3y3tem mit
igate3 objection3 that con3umer3 rai3e. That i3, 

graduate3, and are over thirty-five, and more 
likely than other re3pondent3 to pay the $25 annu
al fee. Groups that evidenced an unwillingnes3 to 
pay an annual fee included tho3e per30n3 who have 
3een a doctor within the la3t year and have a 
per3onal doctor. Their re3ponse3 indicate they do 
not feel a need to find a new doctor and, there
fore, are le33 willing to pay. 

Differential acceptance of an annual fee for 
health care 3y3tem participation rai3e3 question3 
about 3egmenting the health care market. There 
are at lea3t eight attractive target 3egment3 for 
marketing campaigns. The 3egment3 are: (1) a 
3egment which has not 3een a doctor during the 
la3t year (30 percent of the sample); (2) a 3eg
ment that ha3 no per3onal doctor (46~ of the 3am
ple); (3) a market segment for whom the employer 
pays the insurance cost3 (52~); (4) a segment that 
has received treatment away from home (18~); (5) a 
segment who changed their phy3ician becau3e dis
satisfaction with treatment (28~); {6) college 
graduates (53~); (7) the segment under thirty five 
years old (41%); and (8) a high income 3egment 
(31~). Each market segment offers a prime target 
in strategic marketing for the system because it 
is either less tightly linked with a current prac
titioner or payment for services is more easily 
collected. 

The hypothetical design of the propo3ed health 
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TABLE 2 

ATTRACTIVE AND UNATTRACTIVE FEATURES IN 
HEALTH CARE DISTRIBUTION PACKAGE 

Attractive Feature 

Convenience 
Computer records 
No waiting 
Open seven days a week 
Hours 
Whole package 
Location 
Same level of care 
Less expensive 
Confidence 
Large staff 
Guarantee 
Excess of insurance 
Specialist referral 

Unattractive Feature 

Switching doctors 
Impersonal 
Shopping center 
Hours 
Quality of care 
In for the money 

Percent of respondents 

41. 1~ 
25.6 
25.3 
15.4 
13.7 
13.0 
10.8 
8.0 
7.6 
6.6 
4.2 
2.9 
1.7 
1.4 

Percentage of respondents 

21.0~ 
21.0 
7.0 
7.0 
3.0 
3.0 

service delivery system focuses on organiza
tions providing consumer services at a large 
number of locations. Large organizations 
have greater negotiating ability with hospi
tals and specialists. Four organizations 
were mentioned in the DYNVIEW research as 
potential organizers for the health care 
system in addition to Sears: Blue Cross, K 
Mart, Krogers, a large national grocery 
store chain, General Electric, and a bank 
such as CitiBank or Bank One in Ohio. Each 
of these organizations has demonstrated an 
interest in establishing the necessary fi
nancial services network to generate profit
ability through financial manipulations. 

Consumer response to using the national 
health care system by the alternative pro
viders varied. Blue Cross had the greatest 
acceptance followed closely by Sears, al
though twice as many refused to use Sears as 
Blue Cross (see Tab le 3). A majority of the 
respondents indicated that they would not 
use the four remaining organizations, al
though K Mart was acceptable to approximate
ly forty percent. The principal reason for 
Blue Cross's greater acceptance is that it 
is perceived as essentially equivalent to 
the present private physician based health 
care system. In general, Blue Cross has the most 
credibility as a health care provider. Sears 
follows Blue Cross in credibility as a health care 
provider. K Mart appears to be the third most 
credible provider appealing to a smaller market 

TABLE 3 

PERCENTAGE OF RESPONDENTS WILLING TO USE 
ALTERNATIVE HEALTH CARE 

DISTRIBUTOR ORGANIZATIONS 

Provider Would use Might try Would not use 

Blue Cross 40.0~ 10.0% 17.0% 
Sears 30.0 23.0 33.0 
K Mart 23.0 13.0 50.0 
Krogers 13.0 o.o 77.0 
General Electric 10.0 17.0 77.0 
Regional Bank 10.0 7.0 63.0 

than Sears or Blue Cross (see Tab l e 4). 

Conversely, banks and grocery stores were felt to 
operate in very different lines of business and 
that health care service delivery would be an 
overextension. In addition, respondents felt that 
banks would enter the field primarily for profits 
rather than service. GE, Krogers, and banks face 
substantial consumer resistance in entering health 
care delivery, although they would have the attri
butes of large numbers of outlets and significant 
control of profitability through financial manipu
lation postulated as key elements in distributive 
health systems. 

TABLE 4 

MAJOR REACTIONS TO ALTERNATIVE HEALTH 
CARE DISTRIBUTION ORGANIZATIONS 

Blue 
Reaction Cross Sears K Mart Krogers 

Similiar to present 
providers 10.3~ 6.1% 0.0% 0.0% 

No apparent problems 9.1 6.3 8.7 4.9 
Trust them 11.8 3.6 o.o 3.8 
Convenient o.o 5.0 3.6 5.2 
Already in health care o.o 1.4 o.o o.o 
Lesser quality o.o o.o o.o 4.9 
Too much profit 3.8 3.6 3.6 3.8 
Over extension into 

health care o.o 7.0 5.4 21.5 
Long wait 5.3 o.o o.o o.o 
Not familiar with it 10.0 o.o 5.3 o.o 
Not sure o.o 4.0 1.4 o.o 
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Potential users of a Blue Cross service have a 
demographic and psychographic profile similar to 
the general population. Sears users are more 
likely to have a personal doctor, be male, and 
have less education. Non-users of both services 
are likely to have an established physician rela
tionship and have a stable lifestyle. 



Segmentation of the total health ca~e ma~ket into 
the eight ta~get ma~kets suggests that Blue C~oss 
has a compa~ative advantage in acceptability 
ac~oss all ta~get segments. Blue C~oss is least 
att~active to the small ma~ket segment that has 
~eceived eme~gency t~eatment away f~om home. Con
ve~sely, the same segment offe~s the g~eatest 

potential fo~ Sea~s. Sea~s would appea~ to have 
the least potential fo~ ma~ket penet~ation among 
the population unde~ 35 and high income segments. 
Sea~s also has an att~active ma~ket due to quality 
assu~ance among the thi~d of the health ca~e ma~
ket that has changed docto~s because of dissatis
faction with p~evious t~eatment. Finally, con
venience is a majo~ att~action both in the younge~ 
ma~ket segment and in the ma~ket segment that has 
not seen a docto~ in the last yea~. Blue C~oss on 
the othe~ hand would build its appeal upon t~ust 
since thei~ long association with quality health 
ca~e delive~y leads significant p~opo~tions of 
most of the ta~get segments to t~ust Blue C~oss. 

Sea~s and Blue C~oss a~e pe~ceived as compa~able 
to p~esent physician office cha~ges in the ~ela
tive cost of se~vice. The two o~ganizations most 
pe~cei ved to offe~ lowe~ quality se~vice, K Ma~t 
and K~oge~s, a~e expected to cost less than p~i
vate physicians. Finally, banks and Gene~al 
Elect~ic a~e pe~cei ved as being ~elati vely mo~e 

expensive than the othe~ alte~native p~ovide~s. 

Conclusion 

This pape~ p~esents an investigation of consume~ 

~eaction to an eme~ging health ca~e system in 
which p~ofit is gene~ated th~ough financial manip
ulation ~athe~ than se~vice delive~y. The key 
elements to the system a~e c~eation of a national 
netwo~k of p~ima~y ca~e facilities dist~ibuted 
th~oughout existing local outlets of national 
fi~ms such as Sea~s o~ K Ma~t. The national fi~m 
would p~ovide national quality assu~ance as well 
as c~edit and f~ee inte~change of ~eco~ds between 
local locations. Cont~ol of the c~edit float and 
powe~ in negotiating ~efe~~al fees f~om hospitals 
and specialists would be significant p~ofit gene~
ating facto~s. 

Such a national system appea~s to be acceptable to 
a significant p~opo~tion of the health ca~e con
sume~ ma~ket, although, cu~~ent p~ima~y ca~e clin
ics in malls o~ depa~tment sto~es tend to suffe~ 
f~om a pe~ception of lowe~ quality. Neve~theless, 
access to ~eco~ds, quality cont~ol, and conven
ience bundled into one package appea~ to make the 
dist~ibutive health ca~e system an att~active 
alte~native to the cu~~ent p~ima~y ca~e system. 
On the basis of the dynamic inte~viewing ~esea~ch, 
a national dist~ibutive health ca~e system p~e
sents a significant challenge to t~aditional 

341 

health ca~e p~ovide~s. Segmentation of the ove~
all health ca~e ma~ket into ta~get ma~kets which 
a~e most p~ofitable o~ least tied to the cu~~ent 
health ca~e p~ovide~s system suggests that with 
the exception of Sea~s, national ~etail based or
ganizations may have t~ouble penet~ating the 
health ca~e ma~ket to a significant o~ p~ofitable 
extent. 

Clinic p~actices have eme~ged as a majo~ fo~ce in 
the p~ima~y health ca~e delive~y system in the 
last few yea~s due to an appa~ent su~plus of phy
sicians in ce~tain ma~ket a~eas pa~alleling an 
ea~lie~ su~plus of lawye~s and dentists. The 
financial p~essu~es which bea~ing on a physician 
beginning a p~actice and competing fo~ new pa
tients a~e likely to inc~ease the pe~centage of 
new physicians choosing to wo~k fo~ a sala~y at 
clinic ope~ations located in a mall o~ in a u~gent 
ca~e cente~. This economic facto~ pa~alleling 
legal and dental p~actice economics is ~einfo~ced 
by a tendency on the pa~t of new physicians to opt 
fo~ the convenience and leisu~e involved in g~oup 
o~ sala~ied p~actices. Unfo~tunately, neighbo~

hood clinics and p~ivate office p~actices a~e 

unlikely to su~vive the financial competition 
offe~ed by the enhanced p~ofitability of the p~o
posed national dist~ibutive health ca~e system. 

In conclusion, Sea~s has al~eady ente~ed the p~i
ma~y medical and dental ca~e ma~kets. The p~esent 
~esea~ch indicates that if Sea~s we~e to actively 
pu~sue this ma~ket they could expect a p~ima~y 

health ca~e ma~ket sha~e of fifteen to twenty pe~
cent afte~ the DYNVIEW pe~ceptions a~e discounted 
fo~ changing psychog~aphic and demog~aphic fac
to~s, while K Ma~t might se~ve ten to fifteen 
pe~cent of the ma~ket. Sea~s and K Ma~t will be 
fighting each othe~ fo~ ma~ket sha~e, as well as 
othe~ p~ovide~s, since thei~ potential ma~kets a~e 
ove~lapping ~athe~ than complementa~y. 

The pool of new physicians eme~ging f~om medical 
schools p~ovides an ample sou~ce of ~ec~uits fo~ 
staffing a Sea~s medical se~vice. Sea~s has be
come a majo~ facto~ in the insu~ance indust~y, the 
investment indust~y and the ~eal estate indust~y 
th~ough Allstate, Dean Witte~, and Caldwell 
Banke~. It is p~esently attempting to become a 
majo~ facto~ in the c~edit side of financial se~
vices th~ough the development and test ma~keting 
of the Discove~ ca~d and Sea~s Savings Bank. 
Dental clinics have been established in Sea~s 
sto~es a~ound the United States. Sea~s may also 
become the single la~gest fo~ce in the delive~y of 
p~ima~y health ca~e se~vices to the Ame~ican popu
lation, although, p~ofit gene~ation will be 
th~ough the Sea~s integ~ated financial se~vices 

netwo~k. 



A FRAMEWORK FOR CONSUMER BEHAVIOR ANALYSIS IN 
DENTAL CARE MARKETING 
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Abstract 

Expanded opportunities and related choice behavior 
make it imperative that an indepth knowledge of 
consumers be gained by providers of dental care 
services so that more effective marketing efforts 
can be designed and implemented. In view of these 
perspectives, this paper is concerned with inves
tigating the dental consumers' perceptions and 
satisfactions in relation to providers of dental 
care services. 

Introduction 

Health care service markets in general and dental 
care service markets in particular are charac
terized by many competitive developments. While 
the total demand for dental services is declining 
in the U.S., because of declining birth rates and 
improved dental health in general (Wall Street 
Journal, 1980), competition among the service pro
viders-is becoming more intensified. This is 
caused by the increased number of dentists (Time, 
1980). Additionally, new and unconventional forms 
of dental care delivery systems are being intro
duced throughout the country (Business Week, 
1981). These deve1opments are forcing the dental 
care services providers to respond to these 
emerging competitive pressures. As one researcher 
observed: "Dentists throughout the United States 
are discovering that managing their practice is an 
increasingly challenging and complex task. The 
business aspects of their practice is requiring 
greater attention and making more demands of their 
time" (Rodgers, 1982). The net result is that 
providers of dental care services are required to 
develop and implement appropriate marketing stra
tegies for success in dental practice. 

In line with the above developments, one notices 
increasing emphasis on the application of modern 
marketing methods to dental practice. In recent 
years ten professional journals in dentistry and 
related fields are full of exhortations indicating 
the need to use marketing methods (Dental 
Economics, 1981; Denton, 1982; Aguiar, 1982; 
Krauth, 1982; Bonner, 1982; and Rodgers, 1982). 
However, most of these writings while emphasizing 
the importance of the application of marketing 
methods to dentistry, they are typically devoid of 
consumer behavior perspectives as bases for the 
suggested marketing practices. A detailed knowl
edge of the underlying consumer behavior is vital 
for any modern marketing management practice. 
Such need for consumer behavior knowledge is espe
cially pressing in the dental care services area. 

Scope of the Research Study 

Consumer needs and the related satisfactions (or 
dissatisfactions) provide the focal points for 
developing and implementing marketing strategies. 
In the dental marketing literature there is lacuna 
with regard to the various aspects of dental 
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consumer patronage behavior. Hence, the scope of 
the research reported in this paper is limited to 
the following research questions. 

1. What attributes are considered salient by 
consumers in choosing or patronizing den
tal practitioners? 

2. In relation to salient attributes of den
tal practitioners, how satisfied or 
dissatisfied are consumers? 

3. What are the marketing implications of 
the salient attributes and related con
sumer satisfactions (or dissatisfactions) 
for dental marketing practice? 

Research Methodology 

To generate the appropriate information in rela
tion to the questions included in the scope of the 
research study above, a primary source research 
investigation was conducted in a SMSA (Standard 
Metropolitan Statistical Area) in one of the 
Southwestern states of the United States. The 
following research procedures and methodologies 
were utilized in carrying out the primary source 
research. 

1. An extensive background study of the 
available secondary source materials in 
the general area of dental care services 
marketing was undertaken. This phase of 
the research was necessary to identify 
emerging trends in dental professional 
services marketing so that the rest of 
the research investigation would be made 
more realistic. 

2. A limited number of indepth personal 
interviews were conducted with the 
selected dental care service providers in 
the area. The major purpose of these 
interviews was to gain greater insight 
into the changing marketing environment 
in the area as well as to gain an under
standing of consumer behavior from the 
perspectives of the service providers. 

3. A limited number of focused group inter
views were conducted with small groups of 
typical consumers of dental care services 
in the service market area. In recent 
years focused group interviews have 
proved to be most effective means of 
gaining first hand understanding of the 
various facets of consumer behavior in 
the purchase of any product or service. 
Also, focused group interviews are the 
appropriate first step to developing a 
research questionnaire for a subsequent 
more intensive consumer survey. 

4. Following the above mentioned three pha
ses of background research, a mail 



questionnaire survey was conducted in the 
service market area during December, 1983 
through January, 1984. This phase of the 
research involved the following specific 
activities: 

a) Development of a research instrument 
in the form of a structured question
naire; 

b) Pre-testing the questionnaire and 
finalizing the same for the sub
sequent mail questionnaire survey; 

c) Preparation of an area sampling 
design so that a representative 
sample of the area consumers could be 
developed. 

5. As mentioned earlier a mail questionnaire 
survey was conducted during December, 
1983 through January, 1984. A total of 
1,000 questionnaires were mailed to a 
representative sample of the area house
holds. The following are the details of 
the responses to the mailed questionnaire 
survey. 

Total Questionnaires 
mailed 

Questionnaires returned 
without being delivered 

Effective potential 
respondents 

Usable responses received 
Responses as percentage of 

Effective potential 
respondents: 

1,000 

80 

920 
250 

27.2% 

6. An exhaustive list of 18 pertinent attri
butes of dental practitioners was iden
tified through secondary source research, 
indepth interviews with dental prac
titioners and focused group interviews. 
These 18 attributes of dental prac
titioners formed the basis for measuring 
the salience and satisfactions from the 
perspectives of consumers. In the rele
vant questions in the questionnaire the 
18 attributes were arranged alphabeti
cally to avoid any possible order bias in 
responses. To indicate the salience, the 
respondents were asked to rate each of 
the attributes on a six point "impor
tance" scale with 1 representing least 
importance and 6 "most importance." 
Similarly, to measure the consumer satis
faction in relation to the same attribu
tes, the respondents were asked to rate 
each of the attributes on a six point 
'satisfaction' scale with 6 representing 
"most satisfied" and 1 "most dissatis
fied." The data relating to consumer 
perceived salience of the attributes and 
satisfactions in relation to these attri
butes are presented in Tab l es 1 and 2 
respectively. The research data pre
sented in Tab l es 1 and 2 formed the basis 
for the discussion of the following 
research findings. 
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TABLE 1 

IMPORTANCE OF PATRONAGE CONSIDERATIONS: 
DENTAL GENERAL PRACTITIONERS 

Host Somevhat Least No 
-----~!ibute ____ He an ~ortant ~~i ~.!£!~ ~p~ 

No. % No. % No. % No. % 

Location 3.83 9B 39.2 88 35.2 58 23.2 2.4 
Parking Facility 3.53 78 31.2 95 38.0 73 29.2 1.6 
Hours of Oper•tion 4.18 122 48.8 82 32.8 41 16.4 2.0 
Quality of Service 5. 74 233 93.2 10 4.0 .8 2.0 
Reputation 5.41 211 84.4 Jl 12.3 .8 2.4 
Professional Competence 5.77 237 94.8 5 2.0 .4 2.8 
Pen~anality & Attitude 

of Dentist 5. 23 192 76.8 " 20.8 .4 2.0 
Attitude of Support 

Penwnnel 4. 97 180 72.0 59 23.6 2.4 2.0 
Fi':e Charged fo< ServicoHI 4. 92 166 66.4 70 28.0 7 2 .• 2.8 
Fee Pa}'lllent Plan 4.41 134 53.6 74 29.5 36 14.4 2.4 
Ease of Appoint111ents 4. 76 151 60.4 85 34.0 9 3.6 2.0 
Advert:ise111enta 2. 08 30 12.0 44 17.6 169 67.6 2.8 
Office Atmosphe..-e 2. 92 43 17.2 " 37.2 105 42.0 3.6 
Appointments Not 

Required 3.07 67 26.8 67 26.8 104 41.6 12 4. 2 
Waiting Time 4. 73 165 66.0 57 22.8 21 8.4 2.8 
Avaihbility of 

Emergency Services 5.16 189 75.6 48 19.2 2.4 2. 8 
Methods of Pain Control 4. 93 178 71.2 " 20.8 15 6. 0 2. 0 
Service AvaiL1ble on 

Saturday 3. 72 94 36.6 76 30.4 67 26.8 l3 5. 2 

TABLE 2 

CONSUMER SATISFACTION WITH VARIOUS ASPECTS 
OF DENTAL GENERAL PRACTITIONERS 

Moat SOEReWhat Least No 
---~!_~ribute ____ ~~ ~~~~~ !~~!'2! __!~~!:E.!!!.! ~!f~.!_e 

No. % No. % No. % No. % 

Location 5. 02: 159 63.6 68 27.2: 4 1.6 19 1.6 Parking Facility 4.89 150 60.0 70 28.0 11 4.4 19 7.6 Hours of Operation 4.92: 154 61.6 68 27.2 J. 2 20 8.0 Quality of Service 5. 20 176 70.4 50 20.0 2.0 l9 7.6 Reputation 5.21 178 7.12 47 18.8 .8 23 9.2 Profe10sional Competence 5. 25 181 72.4 43 17.2 2.8 19 7.6 Penonality and Attitude 
of Denti&t 5.15 172 68.8 " 20.8 8 3. 2 18 7.2 Attitude of Peuonnel 5.03 165 66.0 57 22.8 9 3. 6 19 1.6 Fee Charged For Service& 4. 39 115 46 .o 97 38.8 19 7.6 19 7.6 Fee Paym.,n t Plan 4. 64 132 52.8 70 28.8 20 8.0 28 11.2 Ease of AppointERents 4.86 149 59.6 73 29.2 9 3. 6 19 7. 6 Advertiaement& 4. 25 93 37.2 82 32.8 28 11.2 47 18.8 Office At1110sphere 4.80 141 56.4 77 30.8 11 4.4 21 8.4 

Appointments Not Required 4.18 88 35.2 87 34.8 30 12.0 45 18.0 Waiting Time 4.61 1J6 54.4 74 29.6 19 7.6 21 8.4 Availability of Emergency 
Services 4. 79 147 58.8 63 25.2 15 6.0 25 10.0 Hethod5 of Pain Control 5.10 168 67.2 56 22.4 2.0 21 8.4 

Servicea Available on 
Saturday 4.03 " 36.8 86 34.4 39 15.6 33 13.2 

Research Findings and Discussion 

The major purpose of this research effort, as 
pointed earlier, was to investigate the critical 
consumer behavioral aspects in relation to dental 
services. To achieve major research goal the 
mail-questionnaire included two major questions 
dealing with the following aspects of consumer 
perceptions: 

1. What attributes of dental practitioners 
are perceived important by consumers? 

2. With regard to what attributes are con
sumers satisfied or dissatisfied in their 
experiences with dental practitioners? 

The above questions address the core aspect of 
consumer behavior which are significant for devel
oping and implementing appropriate marketing 
strategies by dental practitioners. In the 
following discussion of the research findings com
parisons are made between salient set of attribu
tes and the set of attributes with which consumers 



are satisfied or dissatisfied and implications for 
marketing practice are indicated. 

On the basis of the data in Tab le 1, the following 
have emerged as the top six most important and the 
bottom six least important attributes as perceived 
by dental consumers. These lists of attributes 
are based on the mean importance scores of the 
attributes which are indicated within parenthesis. 

Top six most important attributes in order of 
most importance 

1. Professional competence (5.77) 
2. Quality of service (5.74) 
3. Reputation (5.41) 
4. Personality and attitude of dentist (5.23) 
5. Availability of emergency services (5.16) 
6. Methods of pain control (4.93) 

From the above listings of salient attributes, it 
may be concluded that three key characteristics 
dominated the dental consumers' decisions to 
choose and patronize the dental practitioners. 
These three characteristics are related to pro
fessionalism, overall reputation and congeniality 
of the dental practitioner. From the list of 
least important attributes, it is interesting to 
note that a number of ancillary services provided 
by dental practitioners are not considered 
salient. This research finding is significant in 
the light of the growing emphasis placed on these 
ancillary services as means for effective 
marketing of dental services. It is also impor
tant to note that "advertising" ranked lowest as a 
salient attribute. This seem to indcate that 
undue emphasis on advertising of dental services 
may be counter productive in effective marketing 
of dental services. In the initial stages of 
extending marketing to any field of activity, 
there is a typical tendency to misconstrue that 
marketing mainly consists of advertising. The low 
salience of advertising in the context of dental 
marketing clearly indicates the importance of 
integrated marketing. 

The data on dental consumer satisfaction 
(dissatisfacton) in dealing with dental general 
practitioners are presented in Tab le 2. By sum
marizing the data, the following six areas of con
sumer satisfaction and six areas of dissatisfac
tion can be identified. The mean values for each 
of the six attributes are indicated within 
parenthesis. 

Six attributes of consumer satisfaction: 

1. Reputation (5.27) 
2. Professional competence (5.25) 
3. Personality and attitude of dentists (5.15) 
4. Methods of pain control (5.10) 
5. Quality of service (5.03) 
6. Attitude of support personnel (5.03) 

Before drawing any definite conclusions about con
sumer satisfaction or dissatisfaction it is impor
tant to note some of the critical aspects of the 
data. First, from the data in Tab le 2, it can be 
observed that on all items included, the "no 
response" category is quite considerable, in some 
cases reaching as high as 19 percent of the total 
respondents. This appears to indicate that some 
of these respondents were not willing to take a 
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firm stand as to their satisfaction or dissatis
faction with the various attributes of general 
dental practitioners. In spite of such 'am
bivalence', it is significant to note that a very 
high proportion of the respondents are either 
"very satisfied" or "somewhat satisfied". The 
proportions under the "very dissatisfied" category 
are quite small for a number of attributes, the 
highest for any attribute being only 15.6 percent. 

Bottom six least important attributes in 
order of least importance 

1. Advertisements (2.08) 
2. Office atmosphere (2.92) 
3. Appointments not required (3.07) 
4. Parking facilities (3.53) 
5. Services available on Saturdays (3.72) 
6. Location (3.83) 

Thus, it is evident from the data that most of the 
respondents are reasonably satisfied with various 
attributes of dental general practitioners. This 
is also reflected in the mean values computed for 
the various attributes in Table 2. 

While the overall consumer satisfaction level as 
reported by the respondents is generally high, a 
comparison of the "importance" sets of attributes 
with "satisfaction" sets of attributes will pro
vide important insights for dental marketing prac
tice. The data presented below provides a 
comparison between the top six most important 
attributes and the top six attributes of consumer 
satisfaction. 

From the comparison of the top salient attributes 
and the top attributes with which the dental con
sumers are satisfied, some very interesting 
conclusions, which appear at the top of the next 
page, emerge which have significant implications 
for marketing dental services. First, it may be 
noted that with the exception of one attribute, 
viz., "method of pain control" for all the top 
salient attributes the mean importance ratings are 
consistantly higher than the corresponding mean 
satisfaction ratings. Thus, the top five salient 
attributes consumers' performance expectations, as 
reflected in the mean importance ratings, are 
higher than the consumer perceived satisfaction 
levels as reflected in the mean satisfaction 
ratings. This performance-satisfaction gap could 
potentially provide a basis for designing the 
appropriate dental marketing strategies so that 

Six attributes of consumer dissatisfaction: 

1. Services available on Saturdays (4.03) 
2. Appointments not required (4.18) 
3. Advertisements (4.25) 
4. Fee charged for services (4.39) 
5. Waiting time (4.61) 
6. Fee payment plans (4.64) 

greater parity can be achieved between consumer 
performance expectations and perceived satisfac
tions. For individual dental practitioners, this 
research finding can provide a basis for differen
tiating their dental service offering and thereby 
deliver greater consumer satisfaction. For 
example, with regard to the attribute "quality of 
service", one can observe a wide gap between the 
performance expectations of consumers and their 



Attribute: ----- Perceived Importance Perceived Satisfaction 
Mean Rank Mean Rank 

Professional competence 5.77 

Quality of Service 5.74 

Reputation 5.41 

Personality and attitude of dentist 5.23 

Availability of emergency services 5.16 

Method of Pain control 4.93 

perceived satisfaction. In the light of this 
finding, dental practitioners can gather addi
tional information about consumers' perceptions 
and expectations as to what constitutes "quality 
of service" and, equipped with such knowledge, 
improve the quality of service or emphasize the 
same in their promotional efforts. A careful ana
lysis of the performance-satisfaction gap with 
regard to each of the top salient attributes will 
provide guidelines for improving the marketing of 
dental services. Such detailed analysis and iden
tification of specific marketing management impli
cations are highly situation specific which is 
beyond the scope of this paper. 

Similarly, a comparison of the bottom six least 
important attributes and the six attributes of 
consumer dissatisfaction yielded the following 
insights. 

1 5.25 2 

2 5.03 5 

3 5.27 1 

4 5.15 3 

5 4.79 10 

6 5.10 4 

analysis of importance-performance gaps of various 
attributes should form the basis for developing a 
well integrated marketing program for effective 
marketing of dental services. From this perspec
tive, it is significant to note that two attribu
tes ("fee charged for services" and "fee payment 
plans") which appeared in the six attributes of 
customer dissatisfaction have not appeared in the 
six "least important" attributes. Thus, these two 
attributes are important to consumers, and con
sumer dissatisfaction in relation to these attri
butes will be detrimental to effective marketing 
of dental service. With regard to one attribute 
in particular, viz., "fee charged for services" 
while the mean importance rating is 4.92, the 
corresponding consumer satisfaction rating is 
4.39. The gap between these two ratings clearly 
provides a good basis for an appropriate marketing 
effort. From the above discussion, it is evident 

Perceived 
Attribute: Least 

Mean 

Advertisement 1.08 

Office Atmosphere 2.92 

Appointments not required 3.07 

Parking facilities 3.53 

Services available on Saturdays 3.72 

Location 3.83 

It is evident that consumer mean satisfaction 
(dissatisfaction) ratings are consistantly higher 
for all the six attributes which are identified as 
"least important." From this, it may be cone luded 
that the performance of dental practitioners on 
these six 'least important' attributes is more 
than adequate from the consumer perspective. A 
detailed look at some of these "least important" 
attributes seem to indicate that these are likely 
to be the attributes emphasized in adapting a 
marketing approach to dental services marketing. 
For example, advertisements, office atmosphere, 
and services available on Saturdays are likely to 
be some of the attributes which may be emphasized 
in dental marketing efforts. But the research 
evidence shows that the consumers are already ade
quately satisfied with the present level of these 
attributes. Any additional emphasis on these 
attributes will not result in any significant 
benefits to the dental practitioners. A careful 
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ImEortance Perceived Satisfaction 
Rank Mean Rank 

1 4.25 3 

2 4.80 

3 4.18 2 

4 4.89 

5 4.03 1 

6 5.02 

that clues for effective dental marketing flow 
from a careful and detailed analysis of consumer 
needs as reflected in their importance ratings and 
corresponding performance as reflected in consumer 
satisfaction ratings. 

Conclusions 

One of the health service areas to which marketing 
approach is being extended in recent years is den
tal services. Application of marketing methods to 
dental services is necessitated by declining 
demand for dental services while at the same time 
the number of services providers is increasing. 
Such intensifying competitive environment emphasis 
on the use resulted in increasing marketing 
methods and innovations. However, while the 
growing literature in the dental marketing area 
has numerous exhortations concerning the need for 



marketing approach, systematic research studies 
providing consumer perspectives as inputs for 
effective dental marketing practice are lacking. 
In this paper, the salience of dental practitioner 
attributes are determined from the perspectives of 
dental consumers. In relation to the same set of 
attributes the degree of dental consumer satisfac
tion (dissatisfaction) is determined. The 
resulting data were used to perform an importance
performance gap analysis of the dental prac
titioner attributes. The gaps between consumer 
perceived importance ratings and consumer satis
factions ratings were identified and the implica
tions for dental services marketing indicated. 
One general conclusion that emerged from the 
empirical research reported in this paper is that 
importance-performance gaps existed with regard to 
more important dental practitioner attributes 
which in turn should form the basis for marketing 
efforts. On the otherhand, with regard to a 
number of less important attributes, the perfor
mance as perceived by consumers exceeded the 
attached importance. Additional improvements in 
these attributes will not be beneficial for dental 
services marketers. While the empirical findings 
are limited to one dental services market area in 
the Southwestern part of the United States, the 
overall research and analytical framework provides 
a useful approach for generating significant den
tal consumer behavior information inputs for 
effective dental service marketing practices. 

References 

Aquiar, Albert v. (1982), "Are You Marketing Your 
Practice Effectively?," Dental Ma~emen~, 
(May) pp. 30-40. 

Bonner, Phillip (1982), "Patient Relations Hold 
the Key to Future Success," Dental Economics, 
(November) pp. 67-70. 

Business Week (1981), "Moving the Dentist's Chair 
-~Retail Stores," (January 19), p. 56. 

Dental Economics (1981), "Market Dentistry or 
Perish!" (May, pp. 40-46. 

(1981), "How to Communicate," (June), 
pp. 56-70. 

(1981), "The Role Advertising Plays" 
-- (July), pp. 38-44. 

Denton, David (1982), "Modern Marketing for 
Traditional Dentistry," Dental Practice, 
(September), pp. 24-28. 

Rodgers , William C. (1982), "Improving and 
Expanding Dental Patient Care: A Market 
Research Perspective," Journal of Health Care 
Market~ vol. 2, No. 4, (Fall), pp. 34-40. 

Time (1980), "Drilling for New Business," 
(December 1), p. 110. 

Wall Street Journal (1980), "Dentists Ponder Case 
of Missing Patients as Appointments Lag," 
(October 10), p. 1. 

346 



DYADIC PERFORMANCE IN A NONPROFIT SERVICE SETTING: THE IMPORTANCE OF MATCHING 

Irene M. Thorelli, University of Wisconsin-La Crosse 

Abstract 

Within the broad area of marketing of nonprofit 
service organizations, the matching of volunteers 
to clients within social service agencies has re
ceived no attention in the marketing literature. 
Three theories were successfully applied to matching 
in a direct-service setting. The theory of referent 
power, based on an analogy with the buyer-seller 
dyad, was used to predict success in a volunteer
client dyad. Additional theories were Schutz' 
theory of compatibility and Bierman's model of in
terpersonal facilitation. 

A total sample of 502 participants in 251 relation
ships was gathered from Big Brothers/Big Sisters of 
Austin. Dyads most compatible in their interper
sonal needs were most successful in the program 
(Schutz). Volunteers who were active and affection
ate with their clients instead of passive and rejec
ting were more effective (Bierman). Finally, volun
teers were more successful if they were older and of 
higher occupational status than the clients, showing 
the importance of identification within the frame
work of referent power. 

Introduction 

Voluntary nonprofit organizations have increasingly 
recognized that marketing is an activity which must 
be successfully practiced by other organizations 
besides businesses. As Kotler and Levy (1969) 
argued in their classic article, the marketing con
cept should be broadened to include the nonprofit 
sector of society. Since that breakthrough article, 
Kotler has significantly advanced the field of know
ledge about nonprofit marketing and has been one of 
its prime proponents, including the publication of 
a text that is now in its second edition (Kotler 
1975, 1979, 1982). Although only briefly alluding 
to volunteers in his book, Kotler does make clear 
that volunteers--the focus of the current research-
need to be treated as a target market as much as 
other publics nonprofit organizations must cater to. 
As Kotler (1982, p. 413) states, "the proper way to 
attract and motivate volunteers is to recognize them 
as a distinct market segment with certain needs and 
expectations with whom the organization exchanges 
benefits." Similarly, "a marketing approach means 
understanding the volunteers' needs and meeting them 
in a way which draws their support and hard work" 
(p. 51): 

One critical area within nonprofit marketing that 
has not previously been explored within the market
ing literature is the matching of volunteers with 
clients within a special type of nonprofit organiza
tion--the social service agency. Many social ser
vice agencies engage in the pairing of a volunteer 
with a needy client, and to do this, some set of 
matching criteria is needed. Criteria used to match 
volunteers with clients are typically subjective and 
based on the experience of individual agency person
nel with previous matches. 

Turning to the published research on volunteers for 
possible answers, much of the existing literature 
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is in the form of speculative pieces or else des
criptive narratives, presenting a particular volun
teer program. Discussions of program effectiveness 
or characteristics of volunteers are of the impres
sionistic variety, not based on empirical data. 

The research literature has been particularly scant 
on the issue of matching volunteers to clients in 
the myriad one-to-one relationships typical in 
direct-service voluntarism. Only five studies were 
found which in any way examined the match in charac
teristics between volunteer and helpee. None of 
these measured more than one or two traits and sev
eral did not consider any outcome measures. Some of 
the most sophisticated studies of matching between a 
helper and a helpee have been attempted in the men
tal health field. However, the research has failed 
to yield meaningful or consistent results, as re
viewed by Goldstein and Simonson (1971) and later by 
Parloff, Waskow, and Wolfe (1978) in the first two 
editions of the Handbook of Psychotherapy and 
Behavior Change. 

Thus, very little research exists on the matching of 
volunteers to clients in social service or other 
settings. In order to provide a basis for the res
earch, then, theoretical perspectives were intro
duced which might throw light on volunteer-client 
matching. These will be discussed below. The spe
cific context chosen was the nationwide Big Brother/ 
Big Sister program. The Big Brother program com
bines the friendship of a volunteer with the skill 
of a social worker to help boys from fatherless 
homes develop into mature manhood. 

Literature Review 

There are several different approaches that could be 
used as a basis for matching volunteers to clients 
within a social service agency. Each of these ap
proaches was used in the current research as a 
theoretical framework. 

Buyer-Seller Dyad. One approach that has found fav
or within the marketing literature is the concept of 
the buyer-seller dyad. The relationship between a 
buyer and a seller can be compared to the relation
ship between a volunteer and a client in a nonprofit 
social service agency along several dimensions. 
Both relationships are one-to-one. Both relation
ships are between people who were not previously ac
quainted. Both relationships have a specific goal 
in mind. The goal in the buyer-seller dyad is a 
successful sale. The goal in the volunteer-client 
relationship is improvement in the functioning of 
the client. Both relationships may be long-term. 
This would be especially true in settings such as 
the Big Brothers/Big Sisters program and in much 
industrial buying. 

On the basis of the above analogy, the buyer-seller 
literature was examined to provide dimensions rele
vant to dyadic interation. Evans (1963) opened a 
new vista in consumer behavior research when he py
p.othesized that characteristics of the seller and 
the buyer in interaction would be the most accurate 
determinants of the sale. The more similar the 



parties in the dyad are, the more likely a favorable 
outcome, a sale. Specifically, Evans studied a 
group of male life insurance agents and their pros
pects. He found that the more alike the salesman 
and his prospect were, the greater the likelihood 
for a sale. This was true for physical characteris
tics (age, height), other objective factors (income, 
religion, education), and variables tangentially 
related to personality factors (politics, smoking). 

Several research projects have been conducted since 
Evans' study, the vast majority supporting there
sults he found. It appears that one important area 
in the interaction between a salesperson and a cus
tomer is the referent power of the salesperson as 
perceived by the customer (Assael 1981, 1984). If 
the customer can identify with the salesperson due 
to the similarity in characteristics between them, 
then the salesperson's referent power is increased. 
The salesperson in this case is seen as a means of 
personal identification, or a source of friendship, 
attraction, or shared identity. The referent power 
of the salesperson will also increase the likelihood 
of a sale (Brock 1965; Gadel 1964; Churchill, 
Collins, and Strang 1975; Riordan, Oliver, and 
Donnelly 1977). 

Based on the notion of referent power, it was hypo
thesized that the more similar the volunteer and 
client within a nonprofit setting, the greater the 
likelihood for a successful relationship. This is 
founded on the hypothesized identification between 
the volunteer and the client due to their perceived 
similarity. The dimensions that were chosen to exa
mine the usefulness of -t:he similarity concept were 
ethnic origin, age, occupation, education, area of 
residence within city, social class, and the clini
cal assessment of each volunteer or child as to 
their suitability for the program. 

Interpersonal Compatibility. A second theoretical 
framework for the study was the theory of interper
sonal compatibility. This is t:he theory developed 
by William C. Schutz (1958, 1966, 1978) emanating 
from his work at the Naval Research Laboratory. 
The relevance of Schutz' t:heory to matching research 
is 1) it provides a theoretical framework in which 
to examine the interpersonal compatibility of the 
volunteer and the client; 2) it specifically pre
dicts that those dyads that are more compatible will 
be more successful than those dyads Chat are less 
compatible; 3) the theory is directly tied to a mea
suring instrument, the FIRO-B, that can be adminis
tered to both the volunteer and the client; and 4) 
the theory and therefore the FIRO-B have generated 
a substantial amount of research, the vast majority 
of which is supportive. 

Schutz claims that the three interpersonal needs of 
inclusion, affection, and control are sufficient to 
explain and predict interpersonal behavior. The 
unusual need here is inclusion. Inclusion refers .to 
the need for being included in activities of others 
(wante~ inclusion) and the need to include others in 
one's own plans (expressed inclusion). The use of 
both wanted and expressed needs was a novel dimen
sion in the theory. Inclusion, then, has to do with 
interacting with people, with prominence. 

The critical part of Schutz' theory states that if 
the compatibility of one group, h, is greater than 
that of another group, m, then the goal achievement 
of h will exceed that: of m. Goal achievement (g) 
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refers to the degree of optimal performance toward 
a goal. Examples of group goals are productivity, 
cohesion, and satisfaction. The relevant overall 
hypothesis for the purposes of the present research 
would be that the more compatible the volunteer and 
client are in their interpersonal needs, the more 
successful the relationship. 

Interpersonal Facilitation. A third and final frame
work for the research was the notion of interpersonal 
facilitation. Interpersonal facilitation is clearly 
what is occurring in the case of a volunteer-client 
relationship. The volunteer is the facilitator and 
the client is the person to be helped. 

Bierman (1969) has postulated that interpersonal fac
ilitation can be adequately described by the two dim
ensions of activity-passivity and affection-rejec
tion. After conducting an extensive literature 
review, Bierman filtered out two central dimensions 
which accounted for significant findings. These are 
active expressiveness versus passive restrictedness, 
called activity-passivity, and the affection-rejec
tion dimension. Activity-passivity includes such 
dichotomies as structured versus ambiguous, concrete 
versus abstract, confronting versus evading, and 
genuine versus guarded. Affection-rejection includes 
such dichotomies as rejecting versus prizing, hostile 
versus loving, and cold versus warm. 

"Bierman's model cons.iders the outcome of dyadic in
teraction as dependent on the characteristics of the 
helper. He postulated that the more active and af
fectionate the facilitator, the more successful the 
outcome of the relationship between the two. Con
versely, the more passive and rejecting the helper, 
the les.s successful the dyadic outcome will be. 

Method 

Subjects were 251 volunteer-child dyads who were 
actively participating in the Big Brothers/Big 
Sisters of Austin program at the beginning of data 
collection. Of these dyads, 150 were Big Brother
Little Brother dyads and 101 were Big Sister-Little 
Sister dyads. This made a total of 502 subjects in 
the research. Subjects were also the six agency 
caseworkers who provided the judgments of success of 
the volunteer-client relationships. 

Defining what is to mean success in an interpersonal 
relationship is difficult, and finding a way to mea
sure that indicator of success is more difficult 
still. Ultimately, success was defined as a criter
·ion composed of two parts. One requirement of a 
successful dyad was one where the volunteer and the 
child appear to be enjoying a mutually satisfying 
relationship. The second requirement of a success
ful dyad will be one where the child is making sig
nificant progress toward alleviating some of his/her 
difficulties (such as improved grades in school, 
better r-elations with teachers, improved relations 
with mother). 

To -provide the success judgments, caseworkers were 
asked to perform a Q-sort on their caseload. Thus, 
they were asked to sort their caseload into three 
piles of varying effectiveness, from least effective 
(bottom 20%) to moderately effective (middle 60%) to 
most effective (top 20%) relationships. Two months 
later, a second evaluation was obtained, using an 
open scale from 0-20, with 10 representing average 
success. 



An instrument was developed to test Bierman's (1969) 
model of interpersonal facilitation. Some items 
looked at the affection-rejection side of the rela
tionship, such as whether the volunteer and child 
feel close to each other and whether the volunteer 
is physically or verbally affectionate toward the 
child. Other items addressed more the activity
passivity aspect of the match, such as whether the 
child ever asks the volunteer for advice, whether 
the two of them talk about personal concerns, and 
the frequency and length of their meetings. 

Information on the seven variables used to test the 
similarity model emanating from the buyer-seller 
dyad literature was abstracted from agency files. 
Ethnic origin, age, area of residence, education, 
and occupation were easily gleaned from application 
and interview materials. Social class and a clini
cal assessment as to overall suitability for the 
program was assessed by the investigator after read
ing all agency documentation--the application and 
the interview materials. 

A final part of the study involved the actual admin
istration of Schutz' compatibility instruments and 
the interpersonal questionnaire to the subjects. 
The agency director felt that a mail survey was the 
only viable approach. Thus, each of the 2Sl volun
teers was sent a packet of materials. Each packet 
included three surveys and a cover letter explaining 
the purposes of the study. One survey was the 
FIRO-B for the volunteer to complete, and a second 
survey was the children's version, called the FIRO
BC, for the child to complete. A third survey was 
the questionnaire designed to assess the dimensions. 
of interpersonal facilitation. This was intended 
for the volunteer to complete. The volunteers were 
requested to return all three surveys in a return 
envelope. 

Results 

Each of the 2Sl relationships was evaluated as to 
success by agency caseworkers. Information on each 
of the seven background variables was obtained for 
each of the S02 study participants from the agency 
files. However, after two follow-up letters were 
sent, complete FIRO-B and FIRO-BC data were obtained 
for only 77 matches, representing about one-third of 
the total respondents. In much similar work with 
volunteers, response rates of 10 percent would be 
typical, so results were encouraging. A correlation 
of .67 (p < .001) was obtained between the first and 
second caseworker ratings, which was quite high 
given the ultimate subjectivity of the caseworker 
judgments and the variability in the client's beha~ 
vier being assessed. 

A total of 93 volunteers returned the interpersonal 
questionnaire,representing approximately 37 percent 
of the sample. However, based on a t-test compari
son of the nonrespondents with the respondents on 
the demographic variables, there were no significant 
differences between respondents and nonrespondents. 
Distribution statistics were computed for all vari
ables used in the study, as well as Pearson product
moment correlations. 

To test the theory of compatibility and the theory 
of interpersonal facilitation, Pearson product
moment correlations were used as the statistical 
measure. The total score on the interpersonal ques
tionnaire was used as the measure of the degree of 
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actLvLty and affection expressed by the volunteer. 
The questionnaire had been scored such that a higher 
numerical score on any particular item indicated a 
higher degree of activity or affection. To test the 
hypothesis of referent power or similarity, the third 
framework for the study, seven one-way analyses of 
variance were conducted using the caseworker rating 
as the dependent variable and the various demographic 
groupings as the independent variables. 

Interpersonal Compatibility. The main hypothesis 
related to compatibility of interpersonal needs re
ceived moderate support. Although there was no sig
nificant relationship between compatiblity and effec
tiveness using the Q-sort rating, there was a signi
ficant relationship using the open scale (r = .27, 
p < .OS). When both caseworker ratings were combined 
to form a composite rating, a significant relation
ship was also obtained (r = .2S, p <.OS). Thus, 
Schutz' overall hypothesis was supported. Single
parent children showed more improvement in their 
behavior when matched with adult volunteers they were 
compatible with than when matched with volunteers 
they were not compatible with. Looking at the vari
ous partial compatibility indices, there was a signi
ficant relationship between success and reciprocal 
compatibility for the second caseworker rating 
(r = .26, p <..OS) and the composite caseworker rat
ing (r = • 2S, p < . OS). Reciprocal compatibility 
refers to the extent that the things one person needs 
are the things the other wants to give and vice 
versa. To the extent that the needs of the volunteer 
and the client complement each other, then, the two 
will work together successfully. 

Examining other compatibility indices and individual 
needs, the most critical area appeared to be the area 
of inclusion. The single variable emerging from the 
FIRO surveys with all three caseworker ratings .was 
the total originator of inclusion index for children 
(r ~ -.24, p c .OS; r = -.33, p < .01; r = -.29, 
p <.OS, respectively). This means that the volun
teer-child relationship has the best chance of turn
ing out well if the child has a preference for being 
included in others' activities or being invited to 
join others in what they are doing rather than if the 
child has a preference for being the person who does 
the including or inviting. An attempt can be made to 
interpret this finding. The volunteer will by design 
usually be the one to invite the child to participate 
in activities. The volunteer will usually be the one 
to arrange and plan out the details. So the rela
tionship will be much smoother if the child is happy 
to be in the position of receiving inclusion behavior 
instead of wanting to be the one who initiates it. 
behavior. 
Interpersonal Facilitation. The main hypothesis of 
the activity~affection model was also supported. The 
overall score on the interpersonal questionnaire cor
related significantly with all three caseworker rat
ings (r = .26, .24, .27, respectively, all with 
p <..OS). Thus, the volunteers that were more active 
and affectionate with the Little Brothers and Little 
Sisters were more successful as volunteers than were 
those volunteers who were more passive and rejecting 
with their charges. So, activity and affection are 
related to successful outcomes in volunteer-client 
relationships. 

Buyer-Seller Dyad. Considering the theory of sLmL
larity in characteristics, based on the concept of 
referent power gleaned from the buyer-seller litera
ture, some interesting findings arose. Although 



results appeared initially contradictory, after in
terpretation support was received for the idea that 
referent power through "similarity" in backgrounds 
will lead to more effective relationships. 

For the first caseworker rating, there was a signi
ficant difference between dyads of differing combin
ations of ages, using a one-way analysis of vari
ance (F = 2.SS, df = S, 24S; p <.OS). The combin
ation of volunteer in the oldest age range (36 years 
old and older) and the child in the youngest age 
range (6 to 8 years old) yielded the most effective 
relationships. The opposite combination yielded the 
least effective matches. For the match in clinical 
assessment, there was a significant difference bet
ween groups of differing assessment (F = 2.04; df = 
8, 242; p <.OS). The combination of the volunteer 
in the medium range on suitability and the child in 
the highest range on suitability yielded the most 
effective matches, supporting the use of a global 
assessment of each candidate before being accepted 
into the program. 

For the second caseworker rating, there was a mar
ginally significant difference between dyads of 
differing combinations of educational backgrounds, 
using a one-way analysis of variance (F = 2.40, 
df = 3, 20S; p < .10). The combination of volunteer 
and the child's parent both in the high educational 
range (college or graduate)yielded the most effec
tive relationships. For the match in occupational 
status, there was a marginally significant differ
ence between groups of differing occupational back
ground (F = 1.96; df = 7, 199; p < .10). The com
bination of the volunteer in the highest occupa
tional status and the child's parent in the lowest 
occupational status yielded the most effective re
lationships. The opposite combination yielded the 
least effective relationships. 

Discussion 

Buyer-Seller Dyad. Several important findings 
emerge from the research. First, consider the hy
pothesis of referent power based on the analogy 
with the buyer-seller dyad. This is the hypothesis 
discussed at the end of the previous section. The 
main result obtained is that peer-oriented matches 
do not seem to do as well as those that are separ
ated by a larger age difference. Those volunteers 
who are the youngest do not have very successful 
relationships with the oldest children. Those vol
unteers who are the oldest do the best with the 
youngest children. Intuitively, this has appeal. 
In a program such as Big Brothers/Big Sisters, the 
crux of the program is the provision of an adult 
role model to a single-parent child. For there to 
be the respect and admiration necessary for effec
tive role modeling, the volunteer needs to be signi
ficantly older than the child. If the two are close 
in age, there will not be that element of sex-role 
modeling of an adult by a chi.ld. The relationship 
would be more one of equals, which might not yield 
the kind of progress and improvement in the child 
that is crucial for an effective match. 

Following the same logic, similar reasoning applies 
to the results obtained on the variable of occupa
tional status. The best relationship occurred when 
the volunteer was of high occupational status and 
the child's parent was of low occupational status. 
Once again, it appears that if the volunteer has 
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the upper hand, as it were, the relationship between 
the two members of the dyad will work out for the 
best, whereas if the child has the upper hand, the 
relationship will not work out as well. 

The results on clinical assessment and education show 
direct support for the similarity model. Most succ
essful relationships occurred if the volunteer and 
the child's parent were both of high educational 
background. Most successful relationships also oc
curred if the volunteer and child were both of medium 
to high suitability for the program. In viewing the 
findings on all four variables where significant dif
ferences were found, it would appear at first blush 
that the results are contradictory. However, the 
results do fit the hypothesized model, if similarity 
and referent power are distinguished from each other. 

In a volunteer-client relationship, there lS an un
equal relationship. The volunteer is the "superior" 
person, and the client is the "inferior" person. The 
volunteer is to help the client in the client's func
tioning. This relationship, possibly more complica
ted than a typical buyer-seller relationship, may 
account for the findings obtained. It may well be 
that the volunteer and client must be similar to each 
other on some characteristics in order to achieve a 
minimal level of rapport. They should both be suit
able for the program and of about equal suitability. 
They should come from somewhat analogous backgrounds, 
in that the educational levels will be similar. So 
this foundation of common ground lends support to the 
similarity view proposed in Evans' (1963) classic 
article. 

But since the relationship is this case is based on 
the role modeling of the volunteer by the child, it 
is also necessary for there to be true referent 
POWER, the kind of difference in status between the 
two that will enable the client to identify with the 
volunteer and try to emulate him or her. For there 
to.be role modeling, the volunteer almost by neces
sity must be older than the client in the case of 
the Big Brothers/Big Sisters program. And the occu
pational status of the volunteer can serve as an 
additional basis for a role modeling effect to occur. 
So in this sense one finds both the influence of 
similarity in providing a common frame of reference 
for dyadic interaction and the influence of referent 
power in providing the client with a volunteer that 
he or she can truly identify with and that can serve 
as a role model. From this latter perspective, the 
older age and higher occupational status of the vol
unteer provides the necessary referent power for the 
child. 

Interpersonal Compatibility. The results of the 
current research support the use of Schutz' theory 
of compatibility in the area of dyadic interaction. 
If a volunteer and a client are involved in a one
to-one relationship, then they will be most produc
tive together if they are compatible with each other. 
Specific areas of most importance are reciprocal 
compatibility and inclusion compatibility. Most 
successful dyads are those where the needs of the 
two members are complementary, i.e., the behavior 
that one person expresses is the same as the behavior 
the other person wants to receive, and vice versa. 
In addition, most successful matches are those where 
the client is willing to be on the receiving end of 
invitations to meet. The volunteer would do the 
initiating, and the client would accede to the sug
gestions. The implication of the study for nonprofit 



social service agencies is that use of the FIRO-B-
a short, simple, self-administered survey with exe 
tensive reliability and validity data (Schwartz 
1978)--would help these agencies to better match 
prospective volunteers with prospective clients in 
a one-to-one relationship. 

Interpersonal Facilitation. The third area for 
consideration is Bierman's two-dimensional model of 
interpersonal facilitation. Results indicated that 
activity and affection expressed by the volunteer 
toward the client was associated with successful re
lationship outcomes. Although the statistical rela
tionship was not tremendously strong, it was signi
ficant. Thus, if agencies want to have the highest 
success rate in their matches, they should try to 
select volunteers from among their applicant pool 
who are the mos.t active and affectionate. 

As most direct-service volunteers are involved in 
one-to-one relationships with clients of various 
kinds, the results of the study have general appli
cability. With so many Americans involved in volun
teer service, proper selection and matching of these 
volunteers with clients becomes a critical issue. 
An inappropriate pairing of a volunteer with a 
client means that the organization has not .fulfilled 
its side of the exchange process, an exchange pro
cess that is as vital to the nonprofit sector as to 
the profit sector. Appropriate selection and place
ment of volunteers is the primary means of efficient 
volunteer use by social service agencies. In this 
way, nonprofit service agencies can make the best 
use of their primary manpower market--volunteers 
used to carry out the goals of their programs .. 
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IMPLEMENTING THE MARKETING CONCEPT: A CASE OF CHANGE MANAGEMENT 

Danny R. Arnold and Louis M. Capella, Mississippi State University 

Abstract 

By combining a strong cultural emphasis and an ex
ternal orientation dictated by implementating the 
marketing concept, a firm can improve its chances 
of being successful over the long run despite 
changing environmental and competitive situations. 
This paper focuses on providing an overview of the 
change process as it relates to strengthening a 
firm's culture and implementing the marketing 
concept. 

Introduction 

Various companies have adopted the marketing 
concept as an operating philosophy and have 
implemented it by incorporating specific techniques 
in their business practices. When adopted and 
implemented, the marketing concept becomes an 
integral part of a firm's culture. The underlying 
framework of the marketing concept consists of four 
basic cornerstones: customer orientation, 
integrated marketing, customer satisfaction, and 
organization goals. Companies that can establish 
each of these cornerstones are in a much better 
position to cope with rapidly changing environments 
and customer preferences and, therefore, be 
successful. The primary benefit of the marketing 
concept is that it provides a central, external 
focus for company planning and decision making--the 
customer. 

A major study of executives found virtual unanimity 
that marketing is the critical management function 
in their firms from a strategic viewpoint and that 
it will become even more important in the 1980s. 
One senior executive noted (Webster 1981): 

••. getting the marketing concept understood 
and accepted is still the biggest challenge 
faced by any organization, despite the fact 
that the concept is now more than a quarter 
century old •.. marketing tends to degenerate 
into a sales orientation and an exclusive 
concern for marketing communications. 

Many feel, for example, that AT&T's success in its 
new ventures may well depend upon the development 
of a strong marketing and customer orientation 
(Uttal 1983). 

Many managers have recognized the potential 
benefits of the marketing concept, but have then 
encountered major difficulties in attempting to 
move their organization toward adopting and 
implementing it. Unfortunately, very little sound 
advice is readily available for those managers 
interested in creating a genuine marketing and 
customer orientation in their company. Kotler's 
popular textbook is one of the few available 
sources, for example, but he devotes less than two 
pages to this vital issue. His advice, however, is 
sound (Kotler 1984): 
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1. The president's leadership is a key pre
requisite. The vice president of marketing 
cannot unilaterally direct other company 
officers to bend their efforts to serve 
customers. 

2. The president should appoint a marketing 
task force to develop a plan for bringing the 
marketing concept to the company. It should 
consist of the officers responsible for each 
functional area and other key individuals. 

3. The task force should seek the guidance 
of outside consultants. 

4. Establish a corporate marketing 
department that is responsible for reviewing 
each division's marketing resources and 
needs. 

5. Sponsor in-house marketing seminars first 
for top management and, then, for all other 
managers and employees. These seminars 
should focus on modifying the beliefs, 
attitudes, and behavior of the various groups 
toward marketing and customers. 

6. Try to promote market-oriented 
individuals to positions in management. 

Although Kotler's advice is useful, many managers 
need much more guidance in this critical area. 
Consequently, this article focuses on a variety of 
issues related to the process of change and 
managing those changes needed to embrace the 
marketing concept as part of.the overall organiza
tional culture. 

The Organizational Change Process 

Before attempting a major change in a company, 
managers must understand the overall change 
process in an organization. Change is not an 
event--it involves a dynamic balance of forces 
working in opposite directions (Lewis 194 7). A 
status quo situation is in a state of equilibrium 
when forces constantly pushing against .one another 
are balanced. Resistances to change tend to act 
to maintain the status quo, while pressures for 
change are acting in the opposite direction. The 
combined effect of these two sets of forces 
results in a "frozen" or equilibrium situation. 

Initiating change is an attempt to "unfreeze" the 
equilibrium situation. Change initiative must 
therefore involve at least one of the following: 

1. Increase the strength of the pressures 
for change. 

2. Reduce the strength of the resisting 
forces or remove them completely. 

3. Change the direction of a force or 
convert a resistance into a pressure for 
change. 



Successful initiation of change requires that 
managers become skillful at diagnosing and under
standing the forces pressing for change and the 
resistances to change. Further, managers must 
understand which forces they can and cannot 
effect. Very often managers waste precious time 
considering actions related to forces over which 
they have little or no control. 

Is Change Necessary? 

Before any major decisions are made and 
implemented, management must carefully evaluate the 
organization 1 s need for the marketing concept and 
the cost of the corresponding organization changes. 
Essentially, management must perform a cost/benefit 
analysis. 

Management must determine the costs of the change 
process. Two tough facts must be faced--change is 
time consuming and expensive. Keep in mind that 
moving an organization toward adopting the 
marketing concept also involves changing the 
organization 1 s culture, which cannot be done 
overnight. Some researchers estimate that such 
changes require all employees to devote an average 
of 5 to 10 percent of their time to the change 
process for an entire year. The cost of this time 
equates to 5 to 10 percent of a firm 1 s annual 
salaries and wages (Deal and Kennedy 1982), In 
addition to this cost, consultants must generally 
be hired to assist management in such major 
changes. 

To determine the benefits of developing a planned 
change program, management must determine the 
present situation (where the firm is now) and the 
desired situation (where the firm needs to be ) 
relative to its culture and a marketing and 
customer orientation (Arnold and Capella 1985). 
The gap between the actual and desired positions 
represents the amount of change needed by the firm. 
Management should probably consider efforts to 
reshape culture when (Deal and Kennedy 1982): 

1. The environment is undergoing fundamental 
change and it is clear that traditional 
cultural values will lead to serious decline 
in performance, if not organizational 
destruction. 

2. The industry is highly competitive and the 
environment often changes rapidly. 

3. The company's past performance record is 
mediocre, or worse. 

4. The company is growing very rapidly. 

Since a firm's culture has a large influence on its 
ability to adopt and implement the marketing 
concept, it can also be helpful to consider both 
culture and the marketing together. One way to do 
this is with the simple 2x2 matrix shown in Figure 
1 (Arnold and Capella 1985). 

Weak-Closed Cultures 

A weak-closed culture (quadrant 1) has nonuniform 
individual attitudinal and behavioral patterns and 
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FIGURE 1 

ORGANIZATION CULTURE GRID 

ORIENTATION 

closed open 

high Strong, Strong 
closed open 
culture culture 

STRENGTH 

Weak, Weak, 
closed open 

low culture culture 

an internal focus; the internal focus indicates 
that the firm has not adopted and implemented the 
marketing concept. This is the least desirable 
situation because of the lack of unified 
activities and direction and the inability to 
respond to environmental changes. Newer firms may 
face this problem more frequently than firms with 
a long, successful history. 

This situation is characterized by a lack of 
understanding by employees of "what to do" and 
"what the firms stands for," Employees generally 
have little sense of personal belonging to the 
firm and little personal investment in the goals 
or direction of the firm. This weak culture does 
not lend itself to implementing an external 
orientation (the marketing concept) when the 
internal situation is so fragmented, 

A hospitable environment for a firm of this type 
would probably involve reasonable growth 
opportunities and unorganized or weak competition. 
However, firms in. this quadrant will find it 
difficult to compete in a dynamic environment or 
one with strong competition. Firm's finding 
themselves in this situation must initiate a 
change strategy that both (1) strengthens its 
overall culture and (2) improves its external 
orientation, such as with the marketing concept. 

Strong-Closed Cultures 

A strong-closed culture (quadrant 2) has 
relatively uniform core attitudinal and behavioral 
patterns, but an internal orientation. A firm in 
this quadrant knows "who they are and what they 
are about", but lacks the external relationship 
with the environment needed to cope with changing 
situations. Implementation of the marketing 
concept may or may not be difficult, depending on 
why the external orientation has not previously 
been developed. Firms in the utilities industry, 
banking, and the steel industry may fit into this 
quadrant. 

In this situation, the strength of the culture can 
benefit the firm only if the firm operates in a 
relatively stable environment. Conversely, a firm 
with a strong but internally focused culture 



typically has trouble coping with rapid 
environmental changes. The firm must therefore 
develop a change strategy that adds an external 
orientation to its cultural characteristics. 

Weak-Open Cultures 

A weak-open culture (quadrant 3) has nonuniform 
individual attitudinal and behavioral patterns and 
an external orientation. The weakness of the 
overall culture, however, actually limits the 
degree to which a firm can effectively adopt and 
implement the marketing concept and, therefore, 
maintain a true external orientation. For example, 
the non-uniform individual attitudinal and 
behavioral patterns imply that only a few 
individuals (perhaps the marketing department) have 
an external focus. Or, the marketing concept might 
be adopted in theory, but not implemented or 
practiced by many in the organization. Some larger 
retail organizations are in this cell. 

An openness to the environment and little internal 
identification with the organization indicates a 
high degree of flexibility or possibly an 
unorganized, fragmented situation. Increased 
identification with the organization and more 
structure and managerial control is probably 
necessary to fully implement the marketing concept. 

Firms in this quadrant can probably succeed in 
situations where creativity and innovativeness are 
necessary for survival. However, the success of 
the firm is highly dependent on individuals with an 
orientation outside the f~rm. Results may be 
positive at various periods, but a continuity of 
effectiveness may not be present. 

Without hindering the creative process, a stronger 
culture needs to be implemented. Firms with this 
type of culture must strive to develop a change 
strategy that creates more uniform attitudinal and 
behavioral patterns while building upon the 
existing external focus. 

Strong-Open Cultures 

A strong-open culture (quadrant 4) has relatively 
uniform attitudial and behavioral patterns and an 
external orientation. This type of firm knows who 
and what they are and employees generally 
understand and agree with the culture. An external 
orientation provides a basis for effective 
marketing decisions and adapting to environmental 
changes. Many successful firms would fit into this 
quadrant, including some of the firms mentioned by 
Peters and Waterman in their book In Search of 
Excellence such as IBM, 3M, and Delta Airlines. 

A firm in this situation should be able to succeed 
in most competitive environments. Since this type 
of culture is the most desirable, firms in this 
quadrant should simply monitor its culture to help 
ensure that it stays strong and open. 

Determining a Firm's Position on the Matrix 

Previous research has been undertaken to address 
the matrix issue presented in Figure 1. Since the 
research was not designed for this particular 
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purpose, the measuring instruments require 
modification and validation. This process is 
on-going and should be completed in 1986. Firms 
could use those measuring instruments to determine 
their position in the 2x2 matrix. 

Attain:f.ng a Strong-Open Culture 

The changes required within an organization to 
move in the direction of a strong-open culture 
will, of course, depend on the quadrant in which a 
firm is presently situated. Increasing the 
strength of an organization's culture requires the 
development of beliefs, attitudes, values, and 
behaviors that focus on a core issue of what the 
organization is, what it stands for, and how it 
fits into the existing environment. A strong 
philosophy of purpose or mission must be 
established and inculcated through-out the 
organization. 

Establishing the marketing or external orientation 
within an organization requires a focusing of 
efforts toward the constituencies served by the 
organization. Designing the organizational 
structure along with an external orientation of 
attitudes, values, and behaviors outside the 
organization must be accomplished. Giving 
marketing a wider range of decision influence and 
gathering more external data for decision making 
are minimal requisites for implementing the 
marketing concept. 

Resistance to Change and to the Marketing Concept 

Management must anticipate resistance to any 
efforts to change the existing culture and 
specific resistance to the marketing concept. 
This resistance can arise from individuals within 
the organization and from the organization itself. 
The key to coping with this resistance involves 
understanding the underlying reasons for the 
resistance. 

Individual Resistance to Change 

1. Habit: In relatively stable situations, 
individuals generally respond to stimuli in 
their accustomed way. 

2. Selective attention and retention: 
People resist change because they tend to 
read or listen only to those things that 
agree with their present views and ways of 
doing things, by conveniently forgetting any 
knowledge that could lead to opposite 
viewpoints, and by misunderstanding 
communication that would be incongruent with 
their preestablished attitudes. 

3. Dependence: Dependency on others can 
lead to resistance to change if people have 
not developed self-confidence and self-esteem. 

4. Security: Many people are comfortable 
and secure in their job--they know how to do 
the job well and like those with whom they 
work. Security threatening changes, such as 



restructuring an organization to improve 
customer service, can encounter resistance. 

5. Fear of the Unknown: Confronting the 
unknown makes most people anxious and each 
major change in an organization carries with 
it an element of uncertainty. 

6. Economic Reasons: Since money weighs 
heavily in people's considerations, they 
usually resist changes that pose the 
possibility of lowering their income directly 
or indirectly. 

Organizational Resistance to Change 

Organizations are designed to promote continuity 
and therefore, to a certain extent, resist change. 
Strong defenses are often created to resist 
undesirable changes, thereby fostering stability 
and ensuring reliability of the pr.escribed 
operations. Although there are positive aspects to 
this situation, the major problem is that organized 
resistance (relative to the present functioning of 
the organization) to any change initiative can 
arise, including adopting the marketing concept. 

To fulfill its responsibility, marketing must 
naturally seek to obtain some influence on such 
decisions that influence customer satisfaction. 
Other departments tend to resent what they perceive 
as marketing attempting to take center stage in the 
firm. Marketing personnel therefore face a 
marketing problem of their own. They must convince 
other organization members that the focus should be 
on the customer--not on marketing. 

Organized resistance is especially conspicuous in 
industries where the marketing concept is being 
introduced or proposed essentially for the first 
time, such as the legal and accounting professions, 
public utilities, libraries, hospitals, and 
colleges. The lawyers, accountants, professors, 
and others tend to think that marketing their 
services would be degrading. 

Five categories of reasons for organizational 
resistance to change are identified (Hellriegel, et 
al 1983). 

1. Power and territory: Many people derive 
satisfaction from their ability to exercise 
power and influence in their "territory." 
These people resist encroachment in any form, 
whether from other employees or from 
organizational change. 

2. Organizational structure: Rigid 
organizational structures tend to be self
reinforcing and highly resistant to change. 
Change initiatives often get screened out, 
buried, or lost because they threaten the 
status quo. 

3. Resource limitations: Some forms would 
like to change the status quo, but simply do 
not have the necessary resources. 
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4. Sunk costs: Some firms experience 
resistance to change because of sunk 
costs in terms of money and people. 

5. Interorganizational agreements: 
Proponents of change may find their plan 
delayed by arrangements with competitors, 
commitments to suppliers, pledges to public 
officials in return for licenses or permits, 
promises to contractors, and so on. 

Selecting a Change Approach 

Considerable controversy exists over the best 
approach for changing an organization or its 
employees. Although many different approaches 
have been successfully used in organizational 
change efforts, what works for one organization 
may fail in another. Since there is no single 
best approach to change, management must select 
one or a combination of approaches. 
Unfortunately, neither is there a ready-made or 
agreed-upon formula for determining the best 
approach or combination of approaches. The 
choice, therefore, should be based on an accurate 
diagnosis of organizational problems and the 
firm's position in the matrix discussed above 
(Burke 1982). The four major steps involved with 
selecting a change approach are discussed. 

Define the Change Problem 

As with any problem solving process, the problem 
must be precisely defined. Management must 
recognize that specific problems and behavior are 
the product of many interacting forces or causes. 
Management must also be careful to distinguish 
between problems (causes) and symptoms 
(results)--failure to do so can lead to serious 
errors. For example, increased attention on 
marketing issues will not lead to increased sales 
if the real problem lies in R&D or production. 
Determine the Organization's Readiness and 
Capability for Change. 

At this point, management must be willing and able 
to commit the necessary resources for changing. 
Approaches that require a massive commitment of 
funding and personal energy and time will probably 
fail if the company has few resources and its 
people do not have time to think through the 
issues. In such situations, the company may 
benefit most from starting with a more moderate, 
less demanding approach and increasing the depth 
and breadth of the change as additional resources 
become available. 

Determine the Change Goals 

Management must determine the change goals or 
desired results. Part of this determination 
involves choosing the initial focus of change 
activities. The choice is based on addressing the 
following questions: 

a. Do attitudes need changing? If so, 
whose and which ones? 



b. Does behavior need changing? If so, by 
whom and to what? 

c. Does knowledge and understanding need 
changing? If so, where? 

d. Do organizational procedures need 
changing? 

e. Do practices and ways of work need 
changing? If so, whose? 

Planned change can focus on any of four interacting 
variables: task, structure, people, and technology 
variables (Hellriegel, et al 1983). Each general 
approach mentioned can be viewed as a category that 
consists of more specific change strategies. 

The people variable consists of the individuals 
working within the organization, including their 
attitudes, personal styles, and motivations to work 
in the organization. The people approach attempts 
to change organizations by modifying the attitudes, 
values, behavior, and interpersonal process of the 
organization's members. Specific people-focused 
strategies include survey feedback (Hellriegel, et 
al 1983; Nadler 1977), team building (Beer 1980; 
Beckhard 1972; Sherwood 1972), and process 
consultation (Scheing 1969; Kaplan 1979). 

The task variable involves the job and whether it 
is simple or complex, novel or repetitive, or 
standardized or unique. The task approach 
therefore focuses on the jobs performed by 
employees. Specific task-focused strategies 
include job design (Griffin and Woodman 1983) and 
management by objectives French and Hollmann 1975). 

The technology variable 
methods or techniques in 
computers, typewriters, 
technological approach 
problem-solving methods. 
often used for both task 

is the problem-solving 
the organization, such as 
and drill presses. The 

focuses mainly on 
The same strategies are 

and technology approaches. 

The structure variable involves the system of 
communication, authority, and responsibility in the 
organization. Note that an organization's 
structure specifies power relations among 
individuals. The structural approach therefore 
focuses on changing the interal structure of 
organization, such as the respons:!.bilities and 
relationships, the number of levels, and so on. 

Choose a Change Strategy 

Management should now be ready to choose a game 
plan involving a specific strategy or combination 
of strategies. Each change strategy requires the 
gathering of data, organizing data, diagnosis of 
the specific problems, planning a change program, 
implementation, and evaluation of the changes. 
Although a detailed discussion of specific change 
strategies is beyond the scope of this article, a 
variety of strategies are briefly described below. 

Conditions Required for Successful Change 

Although the specific details of successful change 
programs will vary, these situations have several 
common prerequisites (Beckhard 1973). 
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First, 
change 
member 
minimal 

organization members must recognize that 
is needed. Without this recognition, 
involvement and participation will be 
and half hearted. 

Second, organization members must be committed to 
changing. To build this commitment, participation 
and involvement of members in reexamining problems 
and practices is necessary. This participation 
also helps enhance consensus-building processes. 

Third, the scope of early change efforts should 
generally be somewhat limited. For example, small 
scale, trial-and-error projects can be initiated. 
This can help insure early success and prevent 
major failures that can slow down the momentum of 
change. 

Fourth, new ideas and concepts should be brought in 
from the outside to help organization members find 
new approaches to improve effectiveness. 

Fifth, there must be two-way trust in all matters 
pertaining to the change. Communication channels 
must be numerous and open. 

Sixth, those effected by the change must have the 
skills necessary to cope with the new situation. 
It may help to think of change as skill-building 
and include training as part of the change 
process. 

Seventh, the organization must allow enought time 
for the change to take hold. The time needed is a 
function of the distance the organization must 
move to close the gap between its present and 
desired situation. For firms with a closed system 
and internal orientation, the time may be measured 
in years. 

Pitfalls of the Change Process 

Managers must be aware of the potential problems 
encountered in change efforts. Some of the key 
problems are discussed. 

First, many change initiatives have poorly defined 
goals. Poorly defined change goals are likely to 
create uncertainty and anxiety for those whom the 
change effects. Properly defined goals help 
ensure that the correct change strategies are 
chosen. Further, when people are informed of an 
understand participation in the change process, 
they are more receptive to the change itself 
(Marrow, Bowers, Seashore 1967). 

Second, change attempts are often characterized by 
poorly defined problems. Symptoms are too often 
mistaken for problems, which results in misguided 
change initiatives. For example, poor sales 
volume may be a symptom of an underlying problem, 
such as poor products, poor sales training, and so 
forth. 

Third, change attempts are often characterized by 
poor implementation tactics. For example a job 
design change strategy that looks good on paper 
can be so poorly implemented that everyone 
continues to do the same thing. 



MARKET SEGMENTATION IN THE COLLEGIATE BASKETBALL MARKET 

Kent L. Granzin, University of Utah 
Janeen E. Olsen, University of Utah 

Abstract 

This study investigates the characteristics of 
three market segments based on patronage in the 
collegiate basketball market and provides 
suggestions for marketers who operate in this 
market. This research gives special recognition 
that this "semi-professional" product competes with 
the true professional offering in a number of 
markets. Those segments investigated were 
non-at tenders, low at tenders, and high at tenders. 
They were characterized in terms of their general 
market orientation, interests in leisure pursuits, 
opinions about the competing product, professional 
basketball, and demographics. 

Introduction 

Americans are a leisure-oriented society, one that 
spent 141.3 billion dollars on recreation in 1983, 
including 2.6 billion on spectator sports (U. S. 
Dept. of Commerce 1985). In particular, Americans 
have turned collegiate athletics into a 
multi-million dollar business. This study 
investigates the characteristics of one important 
part of this market, the market for collegiate 
basketball. Its magnitude may be gauged by the 
level of attendance during the season of 1982-83, 
when members of the National Collegiate Athletic 
Association drew 31,471,135 spectators to their 
games alone (U. S. Dept.of Commerce 1985).Assuming 
an average ticket price of $7.00, one can estimate 
revenues of 220 millions dollars for this service 
offering. 

Clearly, from an economic standpoint, collegiate 
basketball provides a professional service, the 
legal definition of amateur athletics 
notwithstanding. In fact, professionalism on the 
part of collegiate athletic organizations has often 
been charged and often been substantiated 
through formal investigation. Sports Illustrated 
magazine reported that the Executive Director of 
the NCAA feels that "Many college sports programs 
are already semiprofessional, and he's merely 
suggesting that administrators end the hypocrisy 
and acknowledge as much." (McCallum 1984). It 
appears that many colleges sponsor basketball teams 
that are professional in all but name. Given the 
professionalism of the service provided to 
spectators, it is apparent that they compete in a 
broadly defined market that in many areas includes 
acknowledged professional teams in basketball and 
other winter sports, teams that appear both in 
person and on television. Given the size of these 
markets, collegiate basketball can easily be called 
"big business." 

Thus, the body of knowledge that has been developed 
to aid decision-makers in industry can be of 
potential benefit to decisio"c-makers responsible 
for the success of collegiate basketball programs. 
In particular, these managers face a continual need 
to make marketing decisions at the strategy level. 
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Given their need for marketing information upon 
which to base their decisions, these managers can 
benefit greatly from the managerially-oriented 
research into the nature of their markets. This 
paper provides information that can be of such use 
in planning marketing strategies for reaching their 
markets. 

The purpose of this study is to characterize the 
market for collegiate basketball in terms of 
managerially useful variables. Measures of the 
market are associated with patronage, the important 
criterion variable for those charged with finding 
success in this market. The research serves 
further to show how managers in this service 
industry can benefit from marketing research to 
find information that will aid the success of their 
business operations. Also, this report includes 
specific recommendations on how the research 
findings can be translated into elements of 
marketing strategy. 

Conceptual Scheme Underlying This Study 

The broadly defined market includes both 
professional basketball and hockey teams. The 
criterion used to indicate success in this market 
is patronage, the extent to which persons in the 
target market support the service offerings of the 
team from the local university. The conceptualiza
tion specifies that segments based on patronage of 
college games can be isolated, and these segments 
can be predicted by characteristics of this market 
that are useful for marketing decision making. The 
characteristics treated in this study fall into 
four broad categories of variables: general market 
orientation, interest in leisure pursuits, interest 
in sports, and demographics. 

Space limitations prohibit a full discussion of the 
rationale for expecting each of the relationships 
between patronage and the potential predictor vari
ables. However, illustrative variables from each 
set of potential predictors in the conceptual 
scheme will be introduced. These variables were 
selected on the basis of their potential usefulness 
for decision making for marketers in the target 
market investiated by this research. 

The first three sets of variables represent what 
has become known as psychographies or AIO' s. As 
mentioned, the AIO's used in this study reflect the 
attributes potential customers seek in the 
marketplace, their interest in leisure pursuits, 
and the opinions they hold about about issues 
relevant to sporting events (including the 
professional alternative). 

Market Orientation reflects the predisposition of 
the customer to engage in a range of marketing 
activities such as pre-purchase planning, and to 
respond to attributes of marketing offerings, such 
as price and product quality. The measures include 
items such as information search (Bettman 1979) and 
product involvement (Traylor 1981). The rationale 



for including these variables is that the general 
market orientation of the customer may influence 
his behavior in a specific market such as that 
investigated in the present study. The potential 
value of these variables for management in the 
collegiate basketball market stems from their 
demonstrated usefulness in guiding marketing 
decisions in other contexts. 

Interest in Leisure Pursuits relates more directly 
to the market in question. The sources for 
research findings involving these measures found 
them predictive of behavior involving the general 
market for recreation services and products. Here, 
recreation-oriented behavior was found linked to 
such predictors as the influence of early 
experiences in sports (Sofranko and Nolan 1972; 
Andreasen and Belk 1980); the desire for 
companionship during leisure pursuits (Martens 
1971), and a person's preferred use of leisure time 
(Holbrook and Lehman 1981). 

Even more directly, Opinions about Sports reflects 
the nature of the market in which the collegiate 
basketball must compete. In 23 of the largest 
metropolitan markets, the National Basketball 
Association fields teams that vie for the 
customer's entertainment dollar. And various 
admitted semi-professional men's teams, women's 
teams, and other winter sports attractions add to 
the clutter of competition that must be overcome by 
collegiate basketball offerings. The extent to 
which spectators receive and identify with these 
offerings can considerably influence the financial 
success of collegiate programs. 

Opinions about Sports includes variables previous 
research has found predictive of participation, 
attendance, and interest in sporting events. Vari
ables in this category include the nature of the 
interaction between the individual spectator and 
the crowd (Hocking 1982), the perceived intensity 
of the rivalry between competing teams (Ruder and 
Gill 1982), one's use of athletes as a reference 
group (Chorbajian 1978), and intrinsic satisfaction 
with a recreation activity (Hawes 1978; Unger and 
Kernan 1983). 

Method 

The hypothesis of a relationship between membership 
in a market segment defined by patronage and the 
four types of potential predictors was tested with 
data collected in a large metropolitan area. This 
area features direct competition between the state 
university basketball team and an NBA franchise, as 
well as professional hockey and other competing 
forms of entertainment. Trained interviewers 
personally administered a self-completion question
naire to an age-and-sex quota sample of 225 adults 
aged 18 and over. Socioeconomic representation of 
respondents was ensured by assigning the 
interviewers to various sections of the metropoli
tan area. 

AIO's were measured using six-point rating scales. 
For example, the item for quality proneness asked: 
When you are buying a product, how important is it 
to get the highest quality? This item was anchored 
with "Not at all important" and "Extremely 
important." 

The broad category of demographics featured both 
socioeconomic measures and media preferences. In 
addition, it included item-s on attendance at 
contests of the local professional basketball and 
hockey teams. Measures of demographics used the 
format of both forced choice and free response 
items, as indicated in Tab le 1. Type of dwelling 
and preferred radio programming were collected as 
nominal measures and subsequently coded as dummy 
variables for analysis. The criterion measure of 
patronage came from an open-ended question that 
asked how many games of the university team the 
respondent attended during the preceding basketball 
season. 

Many respondents had limited or no interest in the 
offerings of the university team. Thus, 62.2 per 
cen.t of the sample attended none of the games. 
Those attending one or more games were coded in 
accordance with Twedt's (1964) concept of the light 
and the heavy halves of the market. Those 
attending one or more games were split as closely 
as possible at the median number of games attended, 
giving 19.6 per cent who attended one, two, or 
three games, and 18.2 per cent who attended four or 
more games. For convenience, these three 
categories of patrons will be referred to as the 
None, Low, and High patronage groups. 

With a categorical measure of patronage, and 
continuous measures for the predictor variables, 
univariate analysis-of-variance and multiple 
discriminant analysis (MDA) were selected as 
techniques for analysis. Each of the four sets of 
predictor variables was treated separately for 
multivariate analysis of the hypothesis of 
relationship between patronage and the predictor 
set in question. MDA results were interpreted by 
using those loadings that had an absolute value of 
.30 or greater. 

Results 

Tabl e 1 presents the results from analyses of the 
hypothesized relationship between membership in a 
patronage segment and each of the statsitically 
significant sets of hypothesized predictor 
variables. Three of the four multiple discriminant 
analyses produced one root significant at the .OS 
level. Thirteen predictors reached significance in 
univariate analysis-of-variance. No variables in 
the Market Orientation set reached significance in 
ANOVA; nor was the set significant in MDA. 

The MDA involving Interest in Leisure Pursuits was 
significant at p=.OOO, and produced one significant 
root. The probability of a Type I error for the 
second root was p=.057; loadings for this root are 
given to provide supplementary information to that 
for the significant root. The centroids for the 
first root increased monotonically from the None 
segment, through the Low segment, to the High 
segment. The first root is defined by four 
variables: taking pleasure from sporting events, 
preferring active (as opposed to passive) pursuits, 
having a self-image as being athletic, and 
attending more sporting events as a child relative 
to other.children. The four significant ANOVA's 
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TABLE 1 

Characteristics of the Market for College Basketball 

Variables 

Interest in Leisure Pursuitsa 

Need for change from work routine 
Need for independence in leisure choice 
Need for companionship during leisure 
Preference for active (vs. passive) pursuits 
Self-image as athletic 
Childhood attendance at sporting events 
Pleasure from sporting events 

Opinions About Professional Sportsb 

Pro athletes as a reference group 
Excitement from enthusiastic crowd 
Excitement from animosity between teams 
Acceptance of alcoholic beverages at pro games 
Enjoyment from large crowds 
Enjoyment when standing at games 
Excitement of professional basketball 
Satisfaction from professional basketball 
Importance of a winning team 

Demographicsc 

Years in local area (no. of years) 
Sex (O=female, 1-male) 
Marital status (O=single, !=married) 
Household size (no. of persons) 
Rents Apartment (O=no, l=yes) 
Rents a House 
Owns a House (0/1) 
Owns a Condo (0/1) 
Occupational prestige of self (NORC scale) 
Job leaves evenings free for entertainment 
Prefers easy listening radio programming (0/1) 
Prefers Contemporary Popular music radio (0/1) 
Prefers Rock music radio (0/1) 
Prefers Country-Western music radio (0/1) 
Prefers Talk & News radio programming (0/1) 
Education (years of schooling) 
Age (years) 
Annual Household Income 
Monthly Personal Expenditures on entertain

ment for household (dollars) 
Attendance at professional basketball 

games (last year) 
Attendance at professional hockey matches 

(last year) 

None 
(n=l40) 

4.15 
4.91 
4.81 
3.57 
3.61 
3.35 
3.09 

3.51 
2.59 
3.74 
2.81 
3.84 
3.43 
4.05 
3.23 
2.61 

24.97 
.39 
.62 

3.14 
.20 
.06 
.62 
.05 

67.95 
.850 
.37 
.17 
.12 
.15 
.09 

13.00 
42.46 
5.05 

92.33 

.81 

1.00 

Means 
Low 

(n=44) 

4.27 
4.66 
5.11 
4.30 
4.70 
3.93 
4.00 

3.20 
2.43 
3.30 
3.18 
4.30 
3.52 
4.23 
4.07 
2.32 

21.66 
.59 
.48 

3.22 
.36 
.14 
.43 
.oo 

79.93 
.932 
.30 
.27 
.20 
.16 
.05 

13.88 
35.27 

4. 77 

89.66 

3.09 

1.98 

High 
(n=41) 

4.59 
5.17 
5.05 
4.88 
4.56 
4.44 
4.31 

2.76 
2.44 
2.88 
3.37 
4.39 
3.76 
4.56 
4.56 
2.22 

18.17 
.68 
.51 

3.20 
.27 
.15 
. 36 
.10 

70.80 
.902 
.37 
.24 
.24 
.09 
.02 

15.10 
33.54 
5.17 

106.22 

5.85 

2. 56 

F-Ratio 

1.56 
2.20 
1.68 

14.20 
11.04 
8.86 

14.46 

4.59 
,30 

4.85 
1.63 
3.25 

.78 
2.68 

16.58 
1.50 

3.05 
6.90 
1.81 

.05 
2.53 
2.34 
5.60 
2.19 
1.63 
1.19 

.43 
1.08 
2.19 

.42 
1.40 
7.69 
6.67 

.69 

.348 

19.61 

2.46 

• 214 
.113 
.189 
.ooo 
.ooo 
.ooo 
.ooo 

.011 

.740 

.009 

.199 

.041 

.458 

.071 

.ooo 

.226 

.049 

.001 

.166 

.953 

.082 

.099 

.004 

.114 

.199 

.360 

.652 

.341 

.115 

.659 

.250 

.ooo 

.002 

.504 

.707 

.ooo 

.088 

Loadings 
I II 

.23 .23 

.03 .58 

.24 -.14 
• 72 • 33 
.64 -.29 
• 57 • 28 
.75 .os 

.42 

.11 

.44 

.26 

.36 

.17 

.32 

.82 

.24 

-.27 
.40 

-.18 
.03 
.16 
• 23 

-.36 
.07 
.19 
.13 

-.04 
.13 
.23 

-.08 
-.18 

.43 
-.39 

.01 

.07 

.68 

• 24 

acanonical discriminant analysis significant at 0=. 000, first function significant. Centroids for the 
market segment groups are None, -.37; Low, .51; High, .72. Second function significant at .057. 
Centroids for the second function are None, .02; Low, -.41; High, .36. 
bcanonical discriminant analysis significant at p=.OOO. Centroids for the market segment groups on the 
first function are None, -.35; Low, .38; High, .79. 
ccanonical discriminant analysis significant at p=.OOl, first function significant. Centroids for the 
market segment groups are None, -.43; Low, .38; High, 1.11. 
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support this portrayal of the three segments, with 
the exception of a slight reversal from monoton
icity. 

The second, marginally non-significant root defines 
a function for which the highest value of the 
centroid falls to the High group, and the lowest to 
the Low group. Thus, this function contrasts the 
two segments which do attend university games, 
wherein the Low group is less likely to need 
independence in making a decision on how to spend 
leisure time and to prefer passive, rather than 
active, pursuits. 

Opinions about Sports also reached significance in 
MDA at p=.OOO. The function for the single 
significant root is dominated by finding intrinsic 
satisfaction in professional basketball games. 
Other variables contributing to this function are 
gaining excitement from animosity between teams, 
supporting the use of professional athletes as a 
reference group, enjoying large crowds, and finding 
excitement in professional basketball. The 
centroids show the High group to score highest and 
the None group lowest on this function. ANOVA' s 
found the first four variables significant, with 
the means falling in monotonic order from the None 
to High segments. Thus, one measure relating to 
the professional sport clearly distinguishes among 
the segments, and another such measure provides 
marginal distinction. 

Demographics, too, produced one significant root in 
an MDA that was significant at p=.OOl. Again, the 
centroids for the groups fall in monotonic order 
from None to High. The function was defined by 
attending more professional basketball games, 
having a higher level of formal education, having a 
greater likelihood of being male, being younger, 
and being less likely to own a house. In addition, 
its significant univariate F showed the High group 
to have spent fewer years in the local area than 
the None group. 

Implications for Marketing Management 

The results show that the market segments for 
collegiate basketball can be characterized with 
respect to a variety of measures suggested by 
previous studies in related areas. Clearly, 
rna rke t i ng research can help the managers of 
collegiate sports programs to better understand 
their spectator markets. Demographics again help 
to portray the nature of the market in question. 
With respect to AID's, the variables that are more 
specific to recreation services, which here range 
from leisure pursuits to basketball, relate 
statistically to patronage; the general measures of 
Market Orientation do not. Thus, further research 
into this market should concentrate on those 
variables that reflect more specific interests and 
opinions, and avoid those more general marketing 
measures that have been useful for marketing 
research into food, clothing, automobiles, etc. 

This section summarizes the findings on the nature 
of the market for collegiate basketball, and offers 
suggestions for marketing management (while 
recognizing that many of the organizations to which 
these findings apply have not organized around a 
truly marketing orientation). 

High Attenders 

The demographics for the High segment show the most 
frequent patrons of collegiate basketball games 
tend to be youthful, educated males who are less 
established in the community. In some respects, 
their aggregate characteristics suggest they are 
older versions of the students who constitute an 
obviously large part of the market for these 
games. In other respects, however, they represent 
the general characteristics of all residents of the 
geographical area. That is, they do not differ 
from members of the other segments with respect to 
income, marital status, occupational prestige, and 
preferences for radio programming. 

While they do not differ significantly in the total 
amount of money they pay for entertainment, they do 
prefer to allocate more of their funds to spectator 
sporting events. More broadly, analysis of the 
AID's shows they gain more pleasure from athletics, 
both as spectators and as participants. Their 
interest in sporting events was developed early in 
life. These frequent patrons find intrinsic 
satisfaction from the professional alternative to 
collegiate basketball and identify with its 
performers. They like the excitement of games in 
general and the excitement of the combative nature 
of the contests in particular. 

It is clear that the members of this segment are 
basketball enthusiasts in general. The data 
suggest they are sports fans first, basketball fans 
second, and collegiate basketball fans third. In 
any case, while there may be conflicts from split 
loyal ties toward the professional and collegiate 
teams, the data do not support the oft-heard 
contention that an NBA offering tends to 
cannibalize the offering of a local university. 

On this basis, an appropriate marketing strategy 
for the university's athletic department would be 
to encourage patrons to first maintain their in
terest in sports in general, then their interest in 
basketball in particular. To the extent these 
marketers can increase interest in a variety of 
sporting events, they will sustain the overall 
interest of the fans, who will likely allocate a 
portion of their money and time to the college 
offering. Although the data do not provide direct 
evidence on this matter, it would of course seem 
advantageous to emphasize interest in university 
teams. 

College athletes could make visible appearances at 
a number of lesser sports contests, at health clubs 
and gymnasiums, and at other athletic events in the 
metropolitan area, thereby encouraging fans to 
identify with the university when it comes to 
sports. To the extent these athletes become known 
to younger participants (e.g, those in "little" 
leagues and public school leagues), they will be 
communicating a message to the paying spectators of 
the future. The university could provide 
sponsorship for some local athletic contests, 
particularly those that involve the younger 
participants. 

To further build identification with these 
athletes, public relations and promotional 
materials could convey information on several of 
the players, who would be portrayed as the "good 
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guys J.n the athletic struggles with the "bad guys 
of the opposition. To attract younger fans, on 
dates when the visiting team cannot draw enough 
spectators to fill the arena, special prices could 
be advertised for the entire family, or at least 
for younger fans. 

The programs, and 
further build the 

perhaps free handouts, could 
fans' identification with the 

players through action shots of their athletic 
heroes. Verbal portraits, concentrating on the 
athletic deeds and statistics of these players, 
would satisfy the rabid sports fans in the audience 
and build their desire to return to see their team 
in action again. 

The sense of action could be accentuated through 
public address announcements at the games that are 
designed to heighten the excitement of the moment. 
The overall appeal would be that one who is a 
spectator is an important part of a great crowd of 
active people who are at the center of considerable 
excitement. The radio announcers chosen or 
accepted by the athletic department can be trained 
to further this feeling of excitement and 
combativeness at the games. In this vein, all 
references to the games would stress that they are 
activities, that is, fraught with action. To 
further this feeling of activity and spectator 
involvement, spectators could be drawn by lot to 
engage in short contests during halftime, such as 
free-throw or field-goal shooting contests. 

Low Attenders 

The Low segment falls between the High and the None 
segments in almost all significant measures of the 
market. Both individual items and the overall 
pattern of the data suggest that many of these 
infrequent patrons attend games because they want 
to accompany someone else, likely someone who has a 
greater interest in the proceedings. Left to their 
own choice, they would probably select another way 
to spend the evening (or afternoon). 

Marketers might possibly make some inroads with 
this segment by using the same strategy suggested 
for the High segment. More likely, rather than 
using an appeal based on excitement and action, 
these patrons may be reached by pointing to the 
social aspects of the game, and the chance to get 
out with a wide variety of different kinds of 
people. In this vein, even the person with a 
passive orientation may be attracted by the human 
spectacle of thousands of interesting people in 
attendance. More, directly, it may be more 
effective to appeal to members of the High segment 
to create members of the Low segment by taking 
others to the game. 

Non-At tenders 

Those who do not attend these games are older, more 
established persons who nonetheless do attend a 
small number of professional basketball and hockey 
contests. The results provide only limited 
evidence upon which to base recommendations for 
marketing the collegiate game to these persons. 

Ads in the programs sold at the professional 
contests may be used to remind them there is an 
appeal in collegiate basketball, as well. They may 
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respond to attempts to link them with "their" local 
school, whether they attended it or not. They may 
be shown how their college team represents their 
community in intra- and interstate basketball wars, 
and this may furnish a point of identification with 
the team. Also, the non-at tenders may be shown 
that tickets to games provide an appreciated gift 
for someone else who is a sports fan. 

Persons in this segment form the basis for further 
marketing research to determine what they like to 
find in leisure time pursuits. Perhaps collegiate 
basketball does possess some of the attributes they 
seek, and these characteristics could be properly 
promoted to the non-attenders to spark their 
interest. 

Summary 

This study examined the nature of the market for 
collegiate basketball, with a special recognition 
of its part in the larger market for winter 
spectator sports. Demographics and two types of 
AIO' s served to distinguish among the High 
attenders, the Low attenders, and the 
Non-attenders. Once again, marketing research was 
shown to provide useful information for managers 
charged with running a profitable operation in a 
service industry that has not yet fully embraced 
the marketing concept. 
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IS THE MARKETING OF ART EXHIBITIONS ECONOMICALLY JUSTIFIABLE? 

James A. Brunner, The University of Toledo 
J. Marc De Korte, The University of Toledo 

Abstract 

As art museums are in the nonprofit sector, they 
are oftentimes perceived as economic drains. How
ever, as is demonstrated in this research, museums 
also have a major economic impact when they present 
major art exhibitions. The economic contribution 
of an international exhibition on one region is 
estimated to have been approximately $18 million, 
and was considered to have been an outstanding 
success, economically as well as culturally. 

Introduction 

Art museums, while renowned for their contributions 
to the cultural enhancement of their communities, 
are frequently perceived as economic burdens. 
Although financial support is provided by their 
endowments, in recent years most museums have ex
perienced economic strains, and their need for 
public support is evident. Unfortunately, limited 
research has been conducted on the economic impact 
these institutions have on the communities in which 
they are located. The objective of this study has 
been to measure, quantitatively, the economic im
pact of a major art exhibition and to demonstrate 
its economic significance to the local economy. 

In 1982, El Greco of Toledo: An International 
Exhibitionwas shown in The Toledo Museum of Art 
in Toledo, Ohio, as well as other museums: Madrid, 
Spain; Washington, D.C.; and Dallas, Texas. The 
exhibition was an outstanding cultural success, 
resulting in record breaking attendance in Washing
ton, D.C. and Toledo, Ohio. Over 182,000 visitors, 
including approximately 10,000 school children, 
attended the showing in Toledo, and it was consi
dered by G. L. Olsen, Director of the Toledo 
Chamber of Commerce Convention and Visitors Bureau, 
to be a "block-buster" art presentation. 

Objectives 

Several objectives justified this research on the 
economic impact of the El Greco show. The magni
tude of the exhibition's impact on the Toledo, Ohio 
area provided a gauge of the contribution of The 
Toledo Museum of Art, not only as a major institu
tion which enhances the quality of life of the 
Toledo area inhabitants, but its impact upon· the 
region's economy as well. 

The economic impact data provide a basis for com
parison with similar data from cultural institu
tions in other cities. The data also serve as a 
measure of the effectiveness of the museum in 
economically enhancing the geographic region in 
which the museum is located. The success of the 
El Greco exhibition will undoubtedly serve as an 
inspiration for future efforts to create new exhi
bitions which will be beneficial to the region, 
aesthetically as well as economically. Further, 
one of the principal benefits of the El Greco ex
hibition has been to broaden the awareness of 
Toledo, Ohio, as the location of a nationally sig-
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nificant art museum. A concomitant result has been 
an increased sense of pride within the city's inha
bitants. The national reputation gained should 
serve to identify Toledo as a desirable place to 
live; it should attract visitors, not only to the 
museum, but to Toledo's other attractions as well. 
Finally, businesses have been made cognizant of the 
economic impact of the museum's exhibition on the 
local economy and should h~ve a greater appreciation 
of the mutuality of interest in future art exhibi
tions. 

Data Collection Methodology 

TheEl Greco exhibition was held for eight weeks, 
and attendance was 168,891, excluding students 
through high school age. To ascertain the spending 
patterns of these visitors, as well as their demo
graphics, 1,626 persons were questioned on a sys
tematic sampling basis by interviewers of The Man
agement Center of The University of Toledo, using a 
structured questionnaire. Of these respondents, 
429 were from the Toledo area, 1,197 were from 
other regions, and 196 came on packaged tours. 
Interviews were conducted during 109 time periods 
throughout the eight-week period, and on 44 of the 
49 days on which the exhibition was held. 

Visitors' Demographics 

Reflecting the effectiveness of the marketing pro
gram of the museum, 74 percent of the visitors were 
from outside the Toledo SMSA. Of the total number 
of visitors, 45 percent were men and 55 percent 
were women. Thirty-one percent were 18-34 years of 
age and 58 percent were in the 35-64 age group. 
Thirty-five percent were college graduates and an 
additional 29 percent had either completed some 
post-graduate work or had advanced degrees. Forty
eight percent of the household heads were in pro
fessional fields, 11 percent managers, and 9 per
cent retired. Only 6 percent were from households 
whose heads were craftsmen or operatives. The 
inference can clearly be made that the visitors 
were predominantly from the upper socioeconomic 
strata. 

Economic Data 

The economic information gathered in this survey is 
based, primarily, upon estimates by the visitors of 
their anticipated expenditures while in the Toledo 
area. Visitors were questioned immediately after 
they left the exhibition, the assumption being that 
they could provide reasonably accurate estimates of 
their expenditures while in Toledo. 

Visitors were queried as to the amounts they had 
spent or expected to spend for specific items di
rectly related to their visit to the exhibition, 
such as transportation to and from museum, parking, 
meals, and babysitters. Visitors from outside the 
Toledo Standard Metropolitan Area were asked an 
additional set of questions regarding their expen-



ditures for lodging, food, other entertainment, and 
for shopping while in the area. The non-Toledo 
visitors were also asked whether they came to To
ledo specifically for the El Greco Exhibition in 
order to differentiate them from other non-Toledo 
visitors who came primarily for a reason other than 
to attend the exhibition. 

The respondents were also asked what they expected 
their total expenditures would be in connection 
with their visit to Toledo and the exhibition. 
These estimates were compared with the summation of 
average expenditures for the specific items to 
measure the accuracy of the estimates. Following 
the pattern of other economic impact studies, re
spondents were asked to provide all these estimates 
for their group or party rather than for themselves 
individually; it was found to be easier to estimate 
expenditures on a group basis. These estimates 
were then divided by the number in the party in 
order to reduce expenditures to a per person basis. 

Summarized Average Expenditures for Specific Items 

A primary objective of the economic analysfs was to 
estimate the total expenditures. To determine 
this, it was necessary to estimate the average 
visitor's expenditures for various items, taking 
into consideration the fact that not all visitors 
purchased all the items. For example, a Toledo 
area visitor may have spent $4.95 for a restaurant 
meal in connection with the exhibition visit, but 
as only a certain percent actually did this, the 
average for all Toledo area attendees was estimated 
to be considerably less, or $2.81. 

When all the expenditures directly related to 
visiting the exhibition were totaled, visitors from 
the Toledo area spent an average of $12.18 per per
son. Those from outside the region who came speci
fically to attend the exhibition spent $18.17, 
while those who had come to Toledo for other rea
sons than to attend the exhibition spent, on aver
age, $17.09. Persons on packaged tours spent an 
average of $30.79 on items directly connected with 
their museum visit (Tab le I) . 

Visitors from outside the Toledo region were also 
queried concerning expenditures which were not 
directly related to their visit to the exhibition, 
such as lodging, meals and shopping. For these 
non-exhibition items, those who specifically visi
ted Toledo to attend the exhibition spent an aver
age of $4.63, and those on packaged tours spent 
$3.59. The average expenditure of $17.80 by those 
who had not planned to visit the exhibition, how
ever, was not included in the determination of the 
exhibition's economic impact. 

To summarize briefly, the typical Toledo area visi
tor's expenditures were estimated to have been 
$12.18; those of non-Toledoans were $22.80; those 
on packaged tours spent on average of $49.64 per 
person in the Toledo area, of which $15.26 was for 
the tour's expenditures made in Toledo. Those who 
had not planned to attend the exhibition spent 
$17.09 personally on those items directly related 
to the exhibition, and $17.80 on purchases not 
related to their attendance at the exhibition 
(Tab le I). 
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TABLE 1 
AVERAGE TOTAL EXPENDITURE PER VISITOR 

Type of Purchase 

In Connection with 

Toledo SMSA 
Resident 

Visit to Exhibition $12.18 

Additional 
Expenditures in 
Toledo Area 

TOTAL 

Packaged Tour Cost 
(50%) - not spent 
in Toledo 

TOTAL SPENT BY 
THOSE ON 
PACKAGED TOURS 

$12.18 

*Not included in analysis e 

Average Expenditures 

Non-Toledo SMSA 
Visitor (not in 
Tour Group) 

Planned Did not plan 
to attend to attend 
exhibition exhibition 

$18.17 $17.09 

~ 17 .80* 

$22.80 $17.09 

Packaged 
Tour 

$30.79 

~ 

$34.38 

15.26 

$49.64 

Summarized Visitor and Museum Expenditures. Utili
zing these suru;;aries of average expenditures, the 
total exnenditures by the three types of visitors 
are presented in Tab le 2. To determine the total 
expenditures, the visitor's average expenditures 
were weighted by the appropriate proportion of the 
three classes of visitors: Toledo area (26 per
cent), non-Toledo area (62 percent), and tour group 
members (12 percent). The total number of visitors, 
162,714, was multiplied by these percentages in 
order to determine the number of visitors from the 
Toledo area, non-Toledo area, or tour group members. 
Thus, of the total audience, 42,306 were estimated 
to have been from the Toledo area, 100,883 from 
outside the Toledo area, and 19,526 on packaged 
tours. This number of visitors was then multiplied 
by the average expenditure per person for each 
group in order to derive the total amount spent by 
each of the three groups. The Toledo area visitors 
spent $515,288 (42,306 x $12.18); non-Toledo visi
tors spent $2,233,675; while those on packaged 
tours spent $671,304, for a grant total of 
$3,440,267 (Tab le 2). 

In addition, The Toledo Museum of Art spent appro
ximately $750,000 locally for such items as tempo
rary staff, additional guards, publicity, posters, 
installation, tour brochures, special evening show
ings, and extra utilities. Thus, the total expen
diture related to the exhibition was estimated to 
be $4,190,267 (Tab le 2). The expenses associated 
with bringing the exhibition to Toledo, as well as 
the shipping and insurance, were covered by a 
special grant by a source other than the museum, 
and therefore are not included in these calcula
tions. 

Economic Multiplier Effect 

In order to estimate the full economic impact of 
the exhibition, using the conservative estimates 
presented in Tab le 2, the secondary spending or 
"rippling" effect was determined by applying an 
appropriate "multiplier" to these estimates. This 
"multiplier effect," as explained in a Baltimore 
Arts study (1977), describes the phenomenon whereby 
a dollar directly spent in a community is expected 



TABLE 2 
VISITORS' AND MUSEUM'S EXPENDITURES 

(By Sunnning Estimated Amounts Spent on Specific Items) 

Percent Estimated 
of Adult Number of Per Person Total Type of 

Visitor Sample Visitors Visitors Expenditure Expenditures 

Toledo SMSA 26% X 162,714 = 42,306 $12.18 - $ 515,288 

Non-Toledo 
Planned 
to attend 
exhibition 57% X 162,714 92,747 X $22.80 2,114,631 

Did not plan 
to attend* 5% X 162,714 8,136 X $17.09 139,044 

Packaged 12% X 162,714 19,526 X $34.38 671,304 

TOTAL 3,440,267 

Museum 1 s expenditures not included in 
in purchases by visitors 750,000 

Total 
Economic Multiplier 

4,190,267 
3 

Economic Impact of Exhibition $12,570,801 

*Includes only expenditures for activities directly related to 
exhibition of those who have not planned to attend the exhibition. 

to successively generate some multiple of its ori
ginal impact on the local economic base. For ex
ample, a proportion of wages paid to extra guards 
employed during the El Greco exhibition by The 
Toledo Museum of Art was later spent by these peo
ple on goods and services in the Toledo area, and 
the balance was spent on items purchased elsewhere. 
Further, the Toledo area businessmen from whom goods 
and services were purchased, in turn, spent a pro
portion of this income in the Toledo area, and the 
balance was spent for goods from companies located 
elsewhere. This process continues until this 
"leakage" to sellers not in the Toledo area even
tually exhausted the primary spending effect. The 
final impact of the initial expenditure is some 
multiple of this expenditure, varying directly in 
size with the fraction respent locally and in
versely with the amount of "leakage" to suppliers 
outside the Toledo spending cycle. Various multi
pliers have been used. In the Dallas study (1983) 
of the economic impact of the El Greco exhibition, 
mention was made of multipliers of 6 and 8, but 
none were applied in that study. Economic impact 
of the arts studies in both Chicago and Indianapo
lis used multipliers of lesser magnitudes. 

As the Toledo metropolitan area has a diversified 
economic base and, thus, is somewhat self-suppor
ting, a significant proportion of the expenditures 
made in this area was retained and respent in the 
Toledo area. This study used a multiplier of 3, 
which was considered by the Toledo Chamber of 
Commerce to be a fairly accurate indicator of sec
ondary effects of spending in the Toledo area. 
This multiplier is viewed as conservative (an av
erage of those used by other cities), and has been 
used in other economic impact studies in the Toledo 
area. 

Utilizing a multiplier of 3, the economic effect of 
the El Greco exhibition was estimated conservative
ly to have been approximately $12.6 million (Tab le 
2); if the estimate is based on what the visitors 
expected to spend, the amount increases to $18 
million (Tabl es 3 and 4). Expenditures by visitors 
in retail stores after they attended the exhibition 
could be added to these estimates, but no valid 
measure of the dollar value of these purchases 
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could be determined. Nevertheless, it is reasonable 
to assume that the amount was not inconsequential. 

Visitors' Estimates of Total Expenditures in Toledo 

The visitors were also asked to estimate the total 
amount their group would spend on their El Greco ex
cursion, and these overall estimates are presented 
in Tabl e 3. An interesting pattern evolved: the 
estimated expenditure per individual rose from 
$17.62 for Toledo area visitors to $30.87 for non
Toledoans, and was considerably higher for those who 
came on packaged tours: $76.62. 

TABLE 3 
ESTIMATED EXPENDITURES IN TOLEDO AREA BY EL GRECO 

EXHIBITION VISITORS, BY GROUP AND INDIVIDUAL 

Average Expenditure in Toledo Area 
Type of 
Visitor 

Toledo SMSA 
Non-Toledo area 

Planned to attend exhibition 
Did not plan to attend 

Packaged Tour 

Per Individual 

$17.62 

$30.87 
$17.09 
$76.62 

Size of average Toledo area group was 2.8 persons; 

Per Group 

49.33 

92.60 

$137.91 

non-Toledo, 3.0 persons; and packaged tour groups, 1.8 persons. 

Utilizing the same proportions for the three clas
ses of visitors used in Tabl e 2 with these estimates 
of their expenditures provided personally by the 
visitors, Toledo area visitors spent $745,432; non
Toledoans spent $2,991,919, including $151,725 by 
those who had not planned to attend the exhibition 
and those on packaged tours who spent $1,496,608 
for a total of $5,233,959. Adding to this the 
$750,000 spent by the museum and applying the econo
mic multiplier of 3, the economic impact of the 
exhibition was $17.5 million, approximately $7.0 
million higher than the total based on the summary 
of the individual item expenditures. 

Estimated Impact 

TABLE 4 
VISITORS' AND MUSEUM'S EXPENDITURES BASED ON 

VISITORS' ANTICIPATED TOTAL PURCHASES 

Estimated 
Visitor Percent of Number of Per Person Total 
~ SamEle Visitors ExEenditure Expenditure 

Toledo SMSA 26% 42,306 n7.62 745,432 

Non-Toledo 
Planned to 
attend 
exhibition 57% 92,005 $30.87 2,840,194 

Did not plan 
to attend* 5% 8,878 $17.09 151,725 

Packaged Tour 12% 19,526 $76.62 1,596,082 

TOTAL 5,233,959 

Museum's expenditures not 
included in purchases by visitors 750,000 

Total 5,983,959 
Economic Multiplier X 3 
Economic Impact of Exhibition $17,951,877 

*Includes for those who had not planned to attend the exhibition 
only their expenditures directly related to attendance at the 
museum, $151,725. 



Conclusion 

El Greco of Toledo: An International Exhibition, 
was a majDr success iUToledo, Ohio, not only cul
turally, but economically as well, Similar exhi
bitions enhance not only the reputations of the 
museums which present them as major cultural fea
tures of their communities, but they contribute 
substantially to the economic well-being of the 
area. Thus, these exhibitions raise the quality of 
life culturally and economically in the regions in 
which they are presented and can be justified on 
both bases. 
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EVALUATING THE DEMAND FOR A NEW SERVICE 

Daniel J. Brown, Oregon State University 

Abstract 

Many service organizations contemplate the 
introduction of a new service for which the 
demand is uncertain. Surveys may be used to 
forecast reactions of the market. This case 
study of a credit union's introduction of share 
draft accounts indicates that some types of 
survey information may be useful in predicting 
adoption of new services. 

Introduction 

Service organizations are often faced with the 
decision to offer a new service. The organiza
tion may see that new services are the key to 
growth, or the organization may be reacting to 
a change in the environment which provides 
either threats or opportunities (Judd 1968; 
Thomas 1978). In either case, any information 
which can be used for forecasting demand for 
the new service may be very useful. 

Credit unions are a special breed of service 
organization. Historically, they have operated 
on a non-profit basis for the benefit of their 
members, and they have been .entitled to tax 
exempt status. Their traditional service 
offering consisted of simple savings accounts 
and consumer loans. 

Credit unions were affected like other finan
cial institutions by the process of deregula
tion started in the late 1970's. Competition 
has become much more intense. But restrictions 
on the service offerings of credit unions have 
been lifted -- so that the sky is the limit for 
those credit unions who want to go for big 
changes. 

An early change in financial deregulation 
allowed credit unions to offer share draft 
accounts. These accounts are like checking 
accounts in that drafts can be drawn on them, 
but they are like savings accounts in that they 
pay interest. The advantage to the credit 
union is that they are low contact services 
(Chase 1978). Due to lack of experience with 
checking, in the beginning, the business of 
checking services was considered to be risky 
and appropriate for only the most innovative 
credit unions. By now many credit unions offer 
such services as a matter of course. 

The present study reports the experience of a 
university credit union as it began to cope 
with the changes allowed under deregulation. 
It decided to study the introduction of share 
drafts in order to better understand the 
reactions of its members in accepting or 
rejecting this new service. The decision was 
to sell new core services to the existing 
market (Carman 1980). New knowledge was to be 
used in evaluating the introduction of addi
tional new services. 
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The first construct to be investigated was 
adoption of the new service. At the end of 
the study period, either a member had adopted 
a share draft account or had not adopted an 
account. From the standpoint of the study, it 
was hoped that adoption would be related to 
independent measures of the members them
selves, taken from questionnaire information 
or from member records. These included: a 
statement of intentions, a measure of attitude 
toward the credit union, measures of usage of 
other credit union services, convenience to 
the credit union, and demographic variables. 

The second construct to be measured, for 
adopters, was the relative time of adoption. 
All those members in the study could have 
adopted at the same time, but some chose to 
adopt early and others chose to adopt later. 
The same list of independent variables was 
investigated for association with the time of 
adoption as with the adoption decision 
itself. The purpose was to see if early, 
middle and late adopters had different or 
similar characteristics. 

Method 

The study began with cross sectional data 
gathered through a survey. This was followed 
by a longitudinal analysis of changes in 
members' behavior over time, based on member 
records. 

A questionnaire was mailed to a systematic 
sample of adult members of the credit union 
taken from the membership list. A response 
rate of 73 percent was achieved, resulting in 
528 usable questionnaires and a representative 
sample. The survey was completed just before 
the share draft program was launched. 

Following the survey, the activities of the 
members were tracked for 36 months to trace 
out share draft adoption behavior. From this 
behavior, it was determined if the member 
adopted the new service and how long after 
introduction the adopters adopted the new 
service. 

Results 

Crosstabulation and x2 tests of significance 
were used to analyze the data. These results 
are summarized in TABLE 1, "An Analysis of 
Adoption and Non-Adoption of Share Draft 
Accounts," and TABLE 2, "An Analysis of the 
Relative Time of Adopting Share Draft 
Accounts." 

Adoption and Non-Adoption 

Overall, approximately 37 percent of the sur
veyed members had adopted the share draft 
service at the conclusion of the longitudinal 



analysis. For specific identified subgroups, 
the adoption rates were much higher or much 
lower. 

TABLE 1 
An Analysis of Adoption and Non-Adoption 

of Share Draft Accounts 

Variable 

Interest in Share Draft:1 
Yes 
Need More Information 
No 

Overall Satisfaction with Credit 
Union Compared to Other Financial 
Institutions: I 

Much Better 
Somewhat Better 
About the Same 
Somewhat Worse 

Savings Account Status:1 
Active 
Inactive 
Under $500 
$ 500 and Over 

Loan Status: 
Loan Outstanding 
No Loan Outstanding 

Type of Member:l 
On Campus 
Off Campus 

Age:l 
20-34 
35-54 
55+ 

Income: 1 
$30,000 and below 
Over $30,000 

Adopters as % 
of Group 

52% 
30% 
12% 

47% 
36% 
24% 
11% 

44% 
8% 

34% 
46% 

38% 
42% 

44% 
19% 

42% 
40% 
24% 

40% 
27% 

lnifferences between groups significant beyond 
the .05 level in x2 tests. 

The first question in TABLE 1 is a simple 
intention question which asked respondents to 
make a judgement about share drafts after a 
short description of this new service was 
provided. Most of those who said they would 
not use the new service, in fact, did not adopt 
it. On the other hand, those who said they 
were interested in the new service were much 
more likely to adopt it. A third category of 
members who needed more information fell in 
between. Within the membership there was a 
linear relationship between intentions to use 
the new service and adoption of the service. 
The second question in TABLE 1 involved a 
global evaluation of the credit union, overall 
satisfaction compared to other financial 
institutions. Among those who liked the credit 
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union, adoption was common, but among those 
who did not like the credit union it was 
uncommon. There was a positive linear 
relationship between feelings about the credit 
union and adoption of the new service. 

Three questions investigated the relationship 
between measures of credit union activity, as 
surrogates for identification with the credit 
union and the level of adoption behavior: 
savings account activity, savings account 
balances, and loan activity. Within the 
membership, adoption was strongly associated 
with activity in the accounts; members with 
current savings accounts were more likely to 
adopt share drafts. In addition, members with 
more savings in their accounts were more 
likely to adopt. On the other hand, use of 
loan services did not seem to be associated 
with adoption. 

Several more questions related to personal 
characteristics. The first measured whether 
or not the member worked on campus, as a 
measure of identification with the university 
community and convenience to the location of 
the credit union building. Those on campus 
were more likely to use the share draft 
service. 

The next measure was age. Older members were 
less likely to adopt the new service than 
younger members. Age may be related to more 
traditional attitudes, but it may also be 
related to established relationships with 
other financial service organizations. Either 
way, the reaction of younger members was more 
dramatic. 

The final measure was income. Members with 
lower incomes were more likely to adopt the 
new service than members with high incomes. 
Clearly there should be some association 
between age and income so this result is not 
surprising. Also the new service is a "good 
deal'" for those who do not have substantial 
balances tied up with financial institutions. 

Time of Adoption 

Adopters were divided into four groups. The 
dividing lines were drawn for Group 1 at the 
end of the first 30.9 percent of adopters, for 
Group 2 at the end of the first 70 percent, 
for Group 3 at the end of the first 90.6 per
cent, and finally for Group 4 at the end of 
the 100 percent mark. Each independent vari
able was crosstabulated with these adopter 
categories. The results are shown in TABLE 2. 

The only significant discriminator was the 
question about intentions to use share drafts. 
Members who gave different responses showed 
different adoption behavior. Those who 
indicated that they wanted share drafts were, 
in fact, the most eager to obtain them. 

The remaining questions did not achieve 
significant associations with the different 
adopter categories. 



TABLE 2 
An Analysis of the Relative Time 
of Adopting Share Draft Accounts 

First 
Variable 1-31% 

Adopter Category 
Second Third Fourth 
32-70% 71-91% 92-100% 

Interest in 
Share Drafts: 1 

Yes 49% 
Need more 

Information 11% 
No 0% 

Overall Satisfaction 
with Credit Union 
Compared to Other 
Financial Institutions: 

Much Better 34% 
Somewhat 
Better 33% 

About the 
Same 30% 

Somewhat 
Worse 100% 

Savings Account Status: 
Active 25% 
Inactive 34% 

Under $500 27% 
$500 and over 38% 

Loan Status: 
Loan 

Outstanding 
No Loan 

Outstanding 

Type of Member: 
On Campus 
Off Campus 

Age: 
20-34 
35-54 
55+ 

Income: 
$30,000 and 
Below 

Over $30,000 

40% 

28% 

19% 
35% 

36% 
35% 
22% 

35% 
14% 

35% 

46% 
33% 

37% 

44% 

41% 

0% 

50% 
39% 

37% 
40% 

37% 

41% 

46% 
39% 

49% 
35% 
48% 

39% 
50% 

13% 

26% 
50% 

0% 

16% 

19% 

0% 

25% 
18% 

22% 
16% 

15% 

21% 

15% 
18% 

16% 
19% 
19% 

17% 
21% 

3% 

17% 
17% 

9% 

7% 

11% 

0% 

0% 
9% 

14% 
6% 

8% 

10% 

19% 
8% 

8% 
10% 
11% 

9% 
14% 

!Differences between groups significant beyond 
the .OS level in x2 tests. 

Summary 

The topic, introducing new services, is not one 
that has been extensively researched. However, 
changes in the environment sometimes force 
service organizations into a position where 
decisions must be made. Anything which can 
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help forecast the result is welcome and 
beneficial. 

This paper looks at a credit union, a unique 
kind of consumer cooperative, known for 
offering more .. service .. than other financial 
institutions. The new service was better than 
previous offerings, combining the advantages 
of savings accounts with the advantages of 
checking accounts. So it was a service 
concept which should be fairly easy for 
potential users to comprehend. Therefore, 
they should be able to evaluate the concept 
and make judgments about it. 

And in fact, the best predictor of subsequent 
adoption, in this study, was an intention-to
use question which was part of a survey admin
istered before the new service was 
introduced. This question discriminated well, 
first, in users' decision to adopt or not 
adopt, and second, in the time of adoption. 
However, an estimate based on users' inten
tions would have to be discounted from the 
absolute magnitude of the survey result. 

Other measures were also associated with 
adoption. These included a question about 
overall attitude toward the credit union and 
a behavioral measure, use of a savings 
account, the service closest to the new share 
draft account the credit union had previously 
offered. Other measures may be related to 
share drafts but not to other dissimilar 
services. 

One would expect that intentions, attitudes 
about the organization and use of similar 
services should be acceptable predictors of 
adoption. It was encouraging to find that 
they were in fact associated. These measures 
are being used in subsequent surveys to 
predict adoption of review services contem
plated by the credit union. 
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PROFILING THE USERS OF AUTOMATED TELLER MACHINES 

Dale L. Varble, Indiana State University 
Jon M. Hawes, University of Akron 

Abstract 

Automated teller machines that are capable of han
dling most routine banking transactions are now 
widely available. This innovation in the exchange 
process has not been adopted as quickly as many 
had expected, however, and a minority of bank cus
tomers currently utilize this service. This paper 
examines the characteristics of consumers who have 
used ATM's and presents a profile of this segment. 

Introduction 

During the 1960's, a significant technological 
innovation took place in the banking industry. 
Automated Teller Machines (ATMs) were introduced 
to the market place enabling consumers to conduct 
routine banking transactions on a "self-service" 
basis. For the first time, the customer was able 
to make deposits and loan payments, withdraw cash, 
or verify account balances without the assistance 
of or interaction with a bank employee. Customers 
were reluctant, however, to adopt this innovation. 
Even though ATMs greatly expanded the geographic 
and time availability of banking services, it was 
many years before the initial resistance to the 
automated transaction began to fade. 

During the late 1970's, ATMs began to have a major 
impact on the banking industry. While only 4,056 
ATMs were being used in the United States during 
1975, almost 20,000 were in operation by 1980 
(Zimmer 1983). The rate of growth continued to 
increase and during 1982 approximately 40,000 ATMs 
handled a total of more than 3 billion financial 
transactions in the United States (Zimmer 1983). 
By 1984, approximately 55,000 ATMs were in opera
tion (Akron Beacon Journal 1985). 

Some industry analysts originally viewed the in
troduction of ATMs as a "marketing gimmick" (van 
der Velde 1983). As the availability and capa
bility of ATMs increased, however, these systems 
became important factors in the increasingly com
petitive banking industry (Helming 1982). Furth
ermore, ATMs have also become a very cost effec
tive method of doing business (Briggs and Cox 
1983). A typical transaction that involves a 
human teller usually costs the bank between $.50 
and $2.00. The same transaction conducted by an 
ATM usually costs between $.15 and $.50 (Sanger 
1983). Consequently, the cost advantages offered 
by ATM transactions have created much enthusiasm 
for this system among members of the financial 
community. 

An important reason for the growth and development 
of this automated form of exchange is the improve
ment in bank marketing practices. Much has been 
learned from the multitude of mistakes that char
acterized the marketing efforts for ATM systems 
in the 1960's and early 1970's. One of the more 
interesting mistakes was committed by New York's 
Citibank. Its "promotion" of the ATM system in
volved forcing customers with account balances of 
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less than $5,000 to use the ATMs rather than human 
tellers. Customer reaction was so negative that 
the policy had to be abandoned (Sanger 1983). 

Even though some bankers still view ATMs as "a cost 
effective delivery system (saving money by shorten
ing banking hours) rather than a marketing tool" 
(Helming 1983), most of the successful firms have 
adopted the marketing concept as the guiding philo
sophy in securing acceptance of the ATM system. 
In fact, many banks have attempted to personalize 
ATMs by giving them names such as Tillie, George, 
or Dolly. The software that guides ATM operations 
has also been improved by upgrading the "user
friendly" style of communications (Barkow 1982). 

In general, banks have found that production orient
ed approaches for marketing ATM systems are much 
less effecctive than customer based strategies that 
encompass the tenets of the marketing concept. In 
fact, many banks now employ segmentation strategies 
for their ATM systems (Savings Bank Journal 1983). 
The purpose of this paper is to examine the market 
for ATMs and to identify the demographic character
istics of the segment utilizing this innovative 
form of exchange. This information should enable 
banks to better understand customer characteristics 
relating to ATM usage which is a prerequisite for 
the effective implementation of the marketing con
cept. 

Review of Previous Research 

Four previous studies relating to consumer usage of 
automated banking services were identified through 
a relatively thorough review of the literature. 
This section presents a brief summary of these 
studies. 

An innovative check approval/cashing system was in
troduced by a major banking organization in a South
eastern metropolitan area in 1976. This automated 
system was implemented in most of the local super
markets and consumers were required to use it in 
order to cash checks at the check-out counter. 
Adcock, Yavas, and Alessandra (1976) interviewed 
279 adult food store shoppers to gauge their re
actions to the sys~em. The demographics of users 
and nonusers were also examined. The consumers 
who utilized the system were younger, better edu
cated, and more affluent. Sex and race did not 
distinguish between users and nonusers. 

A study specifically pertaining to ATMs was con
ducted by Hood (1979). He supervised the adminis
tration of 229 personal interviews in a Southern 
city where ATMs were available. Hood (1979, p. 71) 
concluded that "the typical user of the ATM was 
likely to be young, from middle-income to high
income groups, male, and Caucasian." 

A comprehensive study of consumer behavior relating 
to bank marketing practices was conducted by Ingram 
and Pugh (1981). Panel data representing the views 
of 1,112 residents of North and South Carolina were 



examined. Approximately 29 percent of the respon
dents had used an ATM. Users of ATMs were more 
likely to be 29 years old or younger, have at 
least a college education, and earn over $20,000 
per year. 

Stanley and Moschis (1983) have also studied the 
characteristics of ATM users. They surveyed 662 
households in the top income quartile of a major 
city located in the Eastern section of the U.S. 
Rather than analyze actual usage of ATMs, this 
study focused on predisposition to use the system. 
Approximately 45 percent of the respondents indi
cated that they would use an ATM if one was locat
ed near their home or place of work. The same 
proportion indicated that they would not use an 
ATM, while the remaining 10.9 percent of the re
spondents had no preference or opinion. The re
sults of the demographic analysis indicated that 
the ATM-prone respondent tended to be younger and 
more educated. Surprisingly, income was not re
lated to ATM-proneness. 

Thus, the results of these four important studies 
are not completely in agreement. This is not 
surprising when one considers the dynamic nature 
of the market and the potential for regional dif
ferences. Furthermore, research methodologies 
differed across the studies. Additional research 
is needed before any ultimate conclusions can be 
developed. The following sections of this paper 
describe a study which adds to our knowledge of 
this market. 

Methodology 

The present study involved an examination of the 
feasibility of installing an ATM in a hospital in 
a small Midwestern SMSA. Consequently, the sample 
was confined to the employees of this hospital. 
A questionnaire designed to examine current ATM 
usage patterns and demographic characteristics 
associated with this form of exchange was develop
ed. The survey instrument was pretested with the 
hospital's Radiology Department. 

The questionnaire was subsequently revised and 
mailed to each of the hospital's remaining 1,288 
employees. An incentive for responding was pro
vided and a response rate of 42 percent was 
achieved as 542 completed questionnaires were re
turned. 

Results of the Research 

In order to use an automated teller machine, some 
type of access card is required. The possession 
or nonpossession of this card can therefore be 
used as an indication of consumer acceptance and 
intended usage of an ATM. Additional insight can 
be gained by examining the frequency of card use. 
In this research, 29 percent of the respondents 
had an ATM access card and had used it at one of 
the bank's existing locations for transactions. 
Tab le 1 reports the frequency of use for the ATM 
card holders. While a wide range of usage was 
reported, over 38 percent of the card holders used 
the ATM at least once a week. 
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TABLE 1 
FREQUENCY OF USE OF AN ATM* 

Twice a week 
Once a week 
Once in two weeks 
Once a month 
Other 

23 
37 
18 
35 
44 

Total 15 7 

14.6 
23.6 
11.5 
22.3 
28.0 

Total 100.0 

*385 of the 542 respondents (71 percent) indicated that they did 
nat currently have an ATM card and consequently did not use an 
ATM. 

TABLE 2 
REASONS FOR INFREQUENT OR NONUSE OF AN ATM* 

No need to use 
Not available 
Don't know what it does 
Like contact with bank personnel 
Lack of trust in the machine 
Afraid of the machine 
Other reasons 

174 
133 

36 
36 
32 
7 

49 
Total 467 

37.3 
28.4 
7. 7 
7. 7 
6. 9 
1.5 

10.5 
Total 100.0 

* 75 respondents (13. 8 percent) did not answer this question. 

TABLE 3 
CROSSTABULATION OF CONSilllER PERCEPTION OF 

CONVENIENCE OF BANKING HOURS AND 
POSSESSION OF AN ATM CARD* 

Chi Square 
Level of Significance: .5679 
"Do you consider the 
financial institution where No 
you do most of your business 
to have convienent hours for 
your needs?" 

Yes 

Possession of an ATM Card 
No Yes 

f = 118 f = 51 
E(f) = 121.26 E (f) = 47.74 

f = 263 f = 99 
E(f) = 259.74 E(f) =102.26 

*Where: f = frequency of occurrence~ E(f) = expected frequency 
of occurrence under the hypothesis of statistical independence. 

TABLE 4 
CROSSTABULATION OF SEX AND POSSESSION 

OF AN ATM CARD* 

Chi Square Possession of an ATM card 
Level of Significance: . 0062 No Yes 

f = 302 f = 102 
Female E(f} = 289.33 E(f) = 114.67 

Sex 

Male f = 79 f = 49 
E(f} = 91.67 E(f) = 36.33 

*Where: f = frequency of occurrence, E(f) = expected frequency of 
occurence under the hypothesis of statistical independence. 



Many respondents, however, had never used an ATM 
or did so on an infrequent basis. Tab le 2 reports 
the results of a question which measured the fre
quency distribution for various hypothesized rea
sons for this lack of ATM usage. As was the case 
in previous research (e.g., Adcock, Yavas, and 
Alessandra 1976; Barkow 1982; Ingram and Pugh 
1981), the most prevalent reason for lack of use 
was the perception of "no need." The second most 
frequently mentioned reason for lack of use was 
the perception that ATMs were "not available." 
This was not the case as ATMs were conveniently 
located throughout this Midwestern community. 
Many respondents simply did not realize that ATMs 
were available. These two obstacles to ATM use 
could be addressed through well designed promo
tional programs that stress the advantages and 
availability of ATMs. 

The time availability of banking services that is 
so frequently mentioned in the promotion of ATMs 
may be a less salient attribute than originally 
thought, however. While Mochis and Stanley (1983) 
found that the ATM-prone consumer was very "time 
sensitive," the present research failed to iden
tify a significant statistical relationship be
tween possession of an ATM card and the perceived 
convenience of the hours of operation for local 
banks (see Tabl e 3). Thus, in the present study 
there was no reason to believe that dissatisfac
tion with traditional "bankers hours" led to the 
procurement of an ATM card in order to increase 
the time availability of banking services. 

Several demographic variables were also examined 
over the ATM card holder groups. Chi Square 
analysis indicated that sex was not independent 
of card possession. As reported in Tab le 4, men 
were more likely to have ATM cards. This finding 
is consistent with Hood's (1979) results. Adcock, 
Yavas, and Alessandra (1976), on the other hand, 
reported that females were just as likely as males 
to use an automated check approval system. 

Income was also related to possession of ATM 
cards. As shown in Tab le 5, higher income re
spondents were more likely to have ATM cards. 
This finding is consistent with the studies re
ported by Adcock, Yavas, and Alessandra (1976), 
Hood (1979), and Ingram and Pugh (1981). No re
lationship between income and ATM usage was found, 
however, in the Stanley and Mochis (1983) study. 

If both spouses work outside the home, time con
straints might suggest a greater need for the con
venience offered by ATM banking facilities. This 
hypothesis was not supported by the results of 
this study. As shown in Tabl e 6, the level of 
significance associated with the Chi Square test 
was .2466. 

A T-Test was employed to test whether there was a 
statistically significant difference in the years 
of education completed by the ATM card groups. 
The results of this analysis are shown in Tab le 7 
and indicate that ATM card holders held signifi
cantly higher levels of education. This result is 
consistent with previous research (Adcock, Yavas, 
and Alessandra 1976; Ingram and Pugh 1981; Stan
ley and Moschis 1983). 

The number of children living at home was also 

371 

compared across the two groups. The presence of 
children may restrain the household's mobility and 
limit the time available for bank transactions. 
The results did not, however, support this hypothe
sis (see Tab le 7 ). 

A T-Test was also used to compare age across the 
two ATM card holder groups. No statistically sig
nificant differences were found (see Tab le 7). 
This finding is inconsistent with previous research 
which reported that younger consumers were more 
likely users of such facilities (Adcock, Yavas, and 
Alessandra 1976; Hood 1979; Ingram and Pugh 1981; 
Stanley and Moschis 1983). 

Conclusions 

Automated teller machines have recently become im
portant factors in bank marketing. This innovative 
form of exchange represents a significant potential 
for competitive advantage to banks that can effec
tively implement this service into their operations. 
The major constraint on this implementation is not 
technological. Customer resistance has long been 
the more important restraint on the widespread 
penetration of this service option. 

Bank marketers must design programs that offer sa
lient benefits to customers. While each market is 
unique and dynamic, the description of ATM users 
presented in this paper may assist bank marketers 
as they design particular research programs for 
their respective markets. For example, evidence 
was presented whcih suggests that sex, income, and 
education are often related to use of ATMs. Some 
of the research studies examined in this paper also 
suggest that age may be a relevant basis for seg
menting this market. 

Major productivity improvements are possible for 
banks that successfully integrate ATMs into their 
service mixes. These gains are only possible, how
ever, if consumers elect this "self-service" trans
action form. Future research should expand our 
knowledge of consumer behavior relating to the 
automated transaction by examining the psychograph
ic characteristics of the users of ATMs. In addi
tion, importance-performance analyses and motives
for-use studies are needed in order to better un
derstand this segment so that more effective mar
keting strategies can be developed and implemented. 



TABLE 5 
CROSSTABULATION OF INCOME AND POSSESSION 

OF AN ATM CARD* 

Chi Square Possession of an ATM card 
Level of Significance: .0020 No 

f • 80 f .. 18 
$0- 9,999 E(f) = 70.16 E(f) • 27.84 

f = 64 f .. 18 
$10 ,OOD-11,499 E(f) = 58.70 E(f) = 23.30 

f - 38 f = 11 
$12,500-14,999 E(f) ..- 35.08 E(f) = 13.92 

f = 27 f = 15 
$15,000-17,499 E(f) • 30.07 E(f) "' 11. 93 

Income f .. 118 f = 46 
$17,500-19,999 E{f) "" 117.41 E(f) = 46.59 

f ; 10 f • 5 
$20.000-22,499 E(f) "' 10.74 E(f) . 4. 26 

f = 7 f • 7 
$22,500-25,000 E(f) '"' 10.02 E(f) = 3. 98 

f .. 34 f = 30 
Not Reported E(f) .. 45.82 E(f) = 18.18 

*Where: f = frequency of occurrence, E(f) = expected frequency of 
occurrence under the hypothesis of statistical independence, 

TABLE 6 
CROSSTABULATION OF FAMILY EMPLOYMENT PATTERN 

AND POSSESSION OF AN ATM CARD* 

Chi Square 
Level of Significance: , 2466 

Family 
Employment 
Pattern 

Both 
Spouses 
Work 

Only One 
Spouse 
Works 

Po-ssession of an ATM Card 
No Yes 

f "' 202 f = 70 
E(f) • 195.55 E(f) = 76.45 

f '"' 174 f "" 77 
E(f) = 180.45 E{f) • 70.55 

*Where: f = frequency of occurrence, E(f) = expected frequency of occurrence 
under the hypothesis of statistical independence. 

TABLE 7 
T-TESTS OVER POSSESSION OF ATM CARD GROUPS 

Variable 

Years of education 
Nl.DII.ber of children living 

at home 
Age 

Mean Values 
Level of Possession of an ATM Card 

T-Value Significance No Yes 

3.13 

.42 

.35 

.002 

• 676 
.725 

15.31 

1.09 
37.61 

18.47 

1.04 
38.10 
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APPLYING LOVELOCK'S SERVICES CLASSIFICATION SYSTEM TO 
RESIDENTIAL ALTERNATIVE LONG-DISTANCE TELEPHONE SERVICES 

William E. Warren, Northeast Louisiana University 
David L. Loudon, Northeast Louisiana University 

Abstract 

Lovelock's system for classifying services is 
applied to alternative residential 
long-distance telephone services in an attempt 
to better understand those services. Other 
services organizations are identified that are 
similar to these services along each of the 
dimensions suggested by the classification 
system. In addition, marketing insights and 
implications are offered for each analysis 
matrix. 

Introduction 

The service sector is the fastest growing 
segment of the American economy and now 
accounts for about half of the gross national 
product. Despite the long-recognized 
importance of the services sector among 
practicing marketers, it is only recently that 
services marketing has attracted the attention 
of academic researchers and enough literature 
has begun to accumulate on the subject to 
constitute a critical mass (Berry 1980). 

Three basic assumptions pervade the growing 
body of literature on services marketing: ( 1) 
a number of unique characteristics 
(intangibility, inseparability of production 
and consumption, heterogeneity, and 
perishability) separate services from goods, 
( 2) these characteristics pose vexing problems 
for services marketers that are not faced by 
goods marketers, and (3) the services marketing 
problems require services marketing solutions; 
that strategies developed from experience in 
goods marketing are insufficient (Ziethaml, 
Parasuraman, and Berry 1985). Moreover, while 
generalizations about the characteristics of 
services and service businesses are useful, it 
is equally important to recognize that 
significant differences exist among various 
services and among the firms that market them 
(Ziethaml, Parasuraman, and Berry 1985, p. 43). 

Lovelock's Services Classification 
Approach 

The services industries are quite heterogeneous 
and cover a wide range of product categories. 
However, Lovelock (1983) posits that 
development of greater sophistication in 
services marketing will be aided if one can 
find ways to group services other than by 
industry classification. After reviewing 
various attempts that had been proposed, he 
offered six classification dimensions based on 
the assumption that there are some 
characteristics of services that transcend 
industry boundaries and that affect the way 
marketing is practiced (Lovelock 1984). 
Services marketing managers, by recognizing 
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which characteristics their own service shares 
with other services--often in seemingly 
unrelated industries--will learn to look beyond 
their immediate competitors for new insights 
into how to resolve the marketing problems they 
face. Recognizing that the products of service 
organizations that have previously been 
considered as "different" actually face similar 
problems, or share certain characteristics in 
common, can yield valuable managerial insights 
(Lovelock 1984, p. 63). 

Service characteristics can be understood by 
answering the following questions: (Lovelock 
1984, p. 51) 
1. What is the nature of the service •act"?. 
2. What type of relationship does the service 

organization have with its customers? 
3. How much room is there for customization 

and judgment on the part of the service 
provider? 

4. What is the nature of the demand for the 
service? 

s. 
6. 

How is the service delivered? 
What are the attributes of the service 
product? 

Each question should be examined on two 
dimensions, reflecting a conclusion in an 
earlier study (Lovelock 1980) that combining 
classification schemes in a matrix may yield 
better marketing insights than classifying 
services organizations on one variable at a 
time. The matrices provide the manager or 
researcher with simple and useful tools which 
can be used to classify service organizations 
and, in turn, show how various service 
organizations are similar along specific 
dimensions. 

Purpose of the study 

Although Lovelock identified services industry 
examples for each of the various matrices, no 
single industry was analyzed in depth. The 
purpose here is to apply Lovelock's services 
marketing classification approach to one 
industry in order to better understand that 
industry as well as to explore which other 
services industries are similar along the 
various and specific dimensions. Alternative 
residential long-distance telephone services 
were selected because: ( 1) the potential 
market for the service is huge--virtually all 
households in which there is a telephone have 
recently been, or soon will be, forced to 
consider the adoption of the service; and (2) 
they are a service innovation for which the 
adoption and diffusion processes were recently 
investigated (Warren 1985). 



Discussion 

The approach in this section is to present an 
analysis matrix for each of Lovelock's six 
questions. The rationale for developing each 
matrix, insights and implications for each 
matrix, and application of each matrix to 
alternative residential long-distance telephone 
services are presented. In addition, other 
similar services industries are identified in 
each matrix. 

Nature of the Service Act 

Berry (1980) identified services as deeds, 
acts, or performances. Therefore, two basic 
questions are relevant: At whom (or what) is 
the act directed? And is this act tangible or 
intangible in nature? (Lovelock 1984, p. 51). 
These questions result in a four-way 
classification approach involving: (1) 
tangible actions to people's bodies; (2) 
tangible actions to goods and other physical 
possessions; (3) intangible actions directed at 
peoples' minds; and (4) intangible actions 
directed at intangible assets. 

The matrix helps answer the following 
questions: ( 1) Does the customer need to be 
physically present throughout the service, only 
to initiate or terminate the service, or not at 
all ( 2) Does the customer need to be mentally 
present during the service delivery and (3) In 
what ways is the target of the services act 
•modified" by receipt of the service? (Lovelock 
1984, p. 52). 

TABLE 1 

NATUU or SER.YICE ACT 

WHAt 01. WHO IS THE DIREct RBCIPI!IIT OF THE SERVICE 

WBAT IS THI NATOli 
OF TH1 SERVICE A.r:t People Thin&• 

Tusible Actioa. (1) Service• direcud at (2) Services directed 
people' a bodiel at gooie and other 

pbfdcal aneta 

lntalible Actione (3) Servic.ea directed at (4) Senicea directaG 
i*Ople' a llf.D.da at ia.taagible 

uaeta 

Alternative Re.tdea.tta 
LonrDt.tanc~ Sanicaa 

Broaclcaatin& 
cable Telavilian 

Alternative residential long-distance telephone 
services involve intangible actions directed at 
people's minds. As shown in Tab le 1, broadcast
ing and cable television are examples of other 
services that are similar along this 
dimension. For each of these services, the 
customer-organization relationship is at arms 
length. In these organizations, the outcome of 
the service act is very important, but the 
process of delivery may be of little interest 
since the customer never goes near the 
"factory. • For example, one can subscribe to 
cable television or long-distance telephone 
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service by mail or telephone. There is no need 
to physically visit the facilities of these 
organizations. 

In terms of the diffusion of services 
innovations falling within this category, the 
lack of need to go to the "factory• to purchase 
enhances the ease of adoption and, thus, can 
speed the process. However, the intangibility 
of the service is an element that may retard 
its diffusion. The long-distance telephone 
services marketer must try to educate and 
inform potential adopters of the benefits of 
the service and differentiate the various 
competing options. For example, some marketers 
bill in six second, as opposed to 60 second, 
increments. The more tangible these 
benefits/differences are made to prospective 
users, the more quickly a company will be able 
to gain adoption. Another approach to making 
such a service more tangible is to connect it 
with a tangible item having relevance for 
customers. For example, providing such items 
as a plastic calling card with the account 
number embossed, a log for calls, a stopwatch, 
etc. free to adopters is a means of 
personalizing and solidifying the service. 

Relationship with customers 

The fundamental questions .to be answered here 
concern the type of relationship the service 
organization has with its customers and how the 
service is delivered. A four-way 
classification is possible involving 
( 1) member ship relationships, ( 2) no formal 
relationship, ( 3) continuous service deli very, 
and ( 4) discrete transactions (Lovelock 1984, 
p. 53). 

T.ULI 2 

R.ILATIOftSHIPS WITH CUST(IIERS 

nPI 0P IELA.TIONSHIP BE'l'WEEN SERVICE OIGAiilZATION 
AHD ITS CUS'ItiiiRS 

NATUllE OF SERVICE 
DILIVEIY Ka!Uenhtp .. latianahip No Forul. llelattoaebip 

Con ttnuoua Delivery 
of Service 

Diacreta .Uteraativa Long-Diataao 
Tranaactiona Telepbooa Service~ 

Credit Card Coap.niea 
Theater Season Tickets 

Alternative residential long-distance telephone 
services involve membership relationships and 
discrete transactions. Other services (see 
Tab le 2) similar along this dimension include 
credit card companies, theater and sports 
organizations, and some health clubs/spas. 

Membership relationships usually result in 
customer loyalty to a particular service 
(Lovelock 1984, p. 55) • Although loyalty will 
ordinarily be dependent on the quality of the 
service delivery and transaction situation, 
long-distance telephone services marketers may 



be able to develop greater loyalty through 
enhancing the •membership" context. For 
example, by rece~v~ng quantity discounts, 
premiums, or prizes, subscribers may become 
more loyal. Similar to the high-mileage fliers 
clubs, heavy long-distance users may be offered 
bonuses entitling them to certain rewards. 
Even effective corporate communications to 
subscribers, such as newsletters contained in 
monthly bills, may serve to increase loyalty as 
customers feel they are treated more 
individually as members. 

Since these "membership" services organizations 
know (or should know) who their customers are, 
customer communications and promotional 
approaches are simplified. It is also easier 
to conduct market research in order to better 
understand their customers' characteristics, 
needs and levels of satisfaction with the 
services. such information is critical in 
segmentation decisions related to present and 
potential customers on the basis of usage 
levels, benefits desired, and other dimensions. 

Customization and Judgment 

Since services are created as they are consumed 
and because the customer is often involved in 
the production process, there is more range for 
tailoring the service to meet the needs of 
individual customers than is possible for most 
physical goods. Tailoring of service delivery 
can be characterized along two dimensions: 
( 1 )_the extent to which the characteristics of 
the service and its delivery system lend 
themselves to customization and (2) the extent 
to which customer-contact personnel are able to 
exercise judgment in defining the nature of the 
service received by individual customers 
(Lovelock 1984, p. 55). 

TABLE 3 

CUSTQUZA.TIOR AliD JUDQI.IHT IN SEIVICI D&LIVII.Y 

IXTUT to WHICH aJSTOtD- U'liN'l' TO WlllCB S!IVICI CILUACTEIUSTICS 
COIITACT PBUONMIL !XIIClSB AU aJST<HIZID 
JUOQllliT 1M KElTING 
lNDIYIDUAL c;LISTOtl& NEEDS Hilh Lav 

atsh 

Low Alternative Long-
Distance telephone 
Servic:ea 

Credit Card 
Companiea 

As shown in Tab le 3, alternative residential 
long-distance telephone services are relatively 
high on the potential to be customized but rank 
low on the extent to which service contact 
personnel can exercise judgment in meeting 
individual subscriber needs. Each subscriber 
has an individual phone number and is free to 
use the number to telephone anyone at anytime, 
anywhere within the service area. However, 
customer contact personnel serve each customer 
in a relatively standardized manner. Other 
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service organizations that are similar along 
this dimension include automatic teller 
machines and credit card companies. An 
important consideration for these and similar 
service organizations is that customization is 
not necessarily important to success in 
services marketing. In fact customization does 
not appear to be an important criterion for 
long-distance telephone services. Rather, 
speed, convenience, consistent high quality, 
and price savings appear to be more critical to 
users of these services. 

Nature of Demand 

One factor that differentiates goods from 
services is the inability to inventory services 
as a hedge against supply-demand fluctuations. 
However, demand and supply imbalances are not 
found in all service situations. A useful way 
of categorizing services for this purpose is 
according to whether demand for the service 
fluctuates widely or narrowly over time and 
whether or not capacity is sufficient to meet 
peak demand (Lovelock 1984, p. 58). 

TABLB 4 

NATUU OF DEMAifD ULATIV! '1'0 SUPPLY 

EXTENT Ol ODlAND FLUCTUATIONS OVER TIKI 
EXTENT TO WHICH SUPPLY 
IS CONSTRAINED Wide Narrow 

Peak Daund Can Usually Alternative Long-
Ia Met Without a Major Distaaca Telephone 
Del a,. Serwicu 

Credit Card CogpiiD.le 
Cable Televia:loa 

Peak DeiUild Regularly 
Bxceda Capacity 

The extent of demand for alternative 
residential long-distance telephone services 
fluctuates widely over time: however, peak 
demand can usually be met without a major delay 
by most of the alternative suppliers. Other 
service organizations that are similar along 
this dimension include utilities, credit card 
companies, and cable television (see Table 4). 

Demand fluctuations may be smoothed by either 
encouraging customers to change their plans 
voluntarily, (such as offering special discount 
prices,) or rationing demand through a 
reservation or queuing system (Lovelock 1984, 
p. 59). Alternative residential long-distance 
telephone suppliers encourage their customers 
to use off-peak hours to place their telephone 
calls by offering discounts in the evening and 
even larger discounts in late night periods and 
on weekends. In addition, some alternative 
suppliers offer quantity discounts and/or 
premiums to customers with specified usage 
volumes. Other similar services organizations 
may benefit from such promotional activities. 

Method of Service Delivery 

Two basic issues must be addressed in order to 
understand the distribution issues in services 



marketing. First, is it necessary for the 
customer to be in direct physical contact with 
the service organization or can the transaction 
be completed at arms length? Second, does the 
service organization maintain just a single 
outlet or does it have multiple outlets 
(Lovelock 1984, p. 60)? 

TABLE 5 

MErHOD OP SIIVICB. DELIV!I.Y 

AVAILABILin OP S!RVICI OUTLETS 
NATUU OF INTERACTION 
BE'l'VI!:BN CUSratER ABD 
SERVICE ORGA!flZATIOM 

Cuat~r Goes to 
Sel"9'1ce Organization 

Service Orsaatzat1oa 
Goes to Cuata.er 

Custo11er and Service 
Organization Transact 
at Ara' a Length 

Single Site Multiple Sites 

Alternative Lon~
Distance Telephone 
Services 

Credit Card Companies 
Cable television 

As depicted in Tabl e 5, alternative residential 
long-distance telephone services are rendered 
through multiple telephone sites, but the 
customer and service organization conduct 
transactions at arms length. Other service 
organizations that are similar along this 
dimension include credit card companies and 
cable television. Each subscriber to an 
alternative service may make long-distance 
calls from their home (in some cases they may 
also make calls away from their home). Direct 
contact between the customer and supplier is 
not necessary since transactions can be handled 
through the mail or through electronic 
communications. 

Although quality control is a problem 
frequently encountered when service 
organizations expand the delivery of their 
services through multiple sites, it is not a 
problem for alternative residential 
long-distance telephone services because the 
equipment necessary to render the services is 
located at a central site. 

Characteristics of the 
Service Product 

Another way of classifying service organizations 
is on the basis of the extent to which people
based attributes form part of the service 
product and the extent to which equipment-based 
attributes form part of the service product. 
The people dimension may be expanded to include 
other ·customers as well as service personnel; 
and the equipment dimension may be broadened to 
include the physical facilities where, or in 
which, the service is delivered. The important 
element is consumer perceptions of the 
service. Taking such a perspective must 
therefore, exclude equipment and personnel 
working behind the scenes, since they are not 
typically seen as part of the service unless 
there is a breakdown in the system (Lovelock 
1984' p. 62). 
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TABLE 6 

CRAIACTERlS'l'ICS 01' TB1 SilVIe& PRODUCT 

BXTEN'l TO WHICH 
EQUliHENT/PAClLITY- UTBH'l' to WICH PEOPLE BASED Al'rUBUTESb 
lASED ATTIIJUTB.S POIM PAI.T OF TBI SERVICE PRODUCT 
PORK PART OF THE 
SERVICE PROIIOCT• High Mediua Low 

High 

Medium 

Low 
Alternative 
Long-Distance 
Telephone 
Services 

Cable Tele-
vision 

•could abo include such other physical attributea aa food and drink. 

bTheae could be 1erv1c:e periODD.el, other custo11er1, or both. 

Alternative residential long-distance telephone 
services are low on the extent to which both 
people-based attributes and equipment-based 
attributes form part of the service product. 
Cable television is another service similar 
along this dimension (see Tab le 6). 

Although the customer may perceive that the 
equipment-based attributes are low, since they 
merely use their telephones to access the 
alternative long-distance suppliers, in fact 
the equipment necessary to complete the service 
is quite complex. (This is also true for most 
of the similar services.) These services 
organizations may find it desirable to change 
customers' perc~ptions by stressing the 
complexity and superiority of their equipment 
in their promotional activities, which would 
then place the services into the category which 
is high on the extent to which equipment-based 
attributes form part of the service product. 
Regardless of the positioning, these services 
organizations should strive to insure that 
their customers receive consistent, high 
quality service. When problems are encountered 
with a supplier, the focus of the user's 
perception tends to change from his/her 
telephone to the supplier's equipment. 

Summary 

Lovelock's system for classifying services has 
been applied to alternative residential 
long-distance telephone services in an attempt 
to better understand those services. According 
to Lovelock (1983) the schemes are based on the 
assumption that there are some characteristics 
of services that transcend industry boundaries 
and that affect the way marketing is practiced. 
Accordingly, other services organizations were 
identified that are similar to alternative 
residential long-distance telephone services 
along each of the dimensions suggested by the 
classification system. In addition, marketing 
insights and implications were offered for each 
analysis matrix, particularly with a view to 
accelerating the adoption and diffusion process 



for alternative long-distance telephone 
services. 

Alternative residential long-distance telephone 
services involve ingangible actions directed at 
peoples' minds and discrete transactions with 
membership relationships. They are high in the 
extent to which service characteristics are 
customized but low in the extent to which 
customer contact personnel exercise judgment 
in meeting individual customer needs. The 
services experience wide fluctuations in demand 
over time but peak demand can usually be met 
without a major delay. The services are 
delivered from multiple sites and the customers 
and service organizations make transactions at 
arms length. Finally, alternative residential 
long-distance telephone services are low in the 
extent to which equipment/facility-based 
attributes form part of the service product and 
low in the extent to which people based 
attributes form part of the service product. 
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BANK CUSTOMER CONTACT PERSONNEL: 
TRAINING NEEDS AND ISSUES 

John H. Lindgren, Jr., University of Virginia 
John M. Gwin, University of Virginia 

Abstract 

Customer contact personnel in banks face 
increasingly difficult jobs because of the changes 
that are taking place in their industry. In 
recent times, customers have become more and more 
frustrated with the inability of the customer 
contact person to successfully explain the myriad 
new products that financial institutions are 
offering. At the same time, the financial insti
tutions are becoming increasingly concerned with 
the inability of its customer contact personnel to 
successfully cross sell these new products. This 
paper addresses both sides of the issue, and 
offers training solutions for the banks. 

Introduction 

Customer contact personnel have one of the 
most difficult jobs in our institutions today. 
Not only do they have to interact with customers, 
but they have the need for continuing education in 
the ever changing product portfolio of their 
institution. In the past, we have trained these 
personnel in customer relations and cross-selling, 
but there was little need for product knowledge 
because the products of financial institutions 
were simple. Today, with the plethora of new 
products being introduced and the constant changes 
taking place in existing products, the need for 
product knowledge training is obvious. Today, the 
need for customer relations skills and cross-sel
ling abilities is even greater, because the 
automated nature of banking services today limits 
our opportunities to see our customers face-to
face. When we do face that customer, it is 
critical that our customer contact personnel are 
fully trained in the skills necessary to fully 
satisfy the customer's needs. 

In order to better understand the role of 
good skills training in today's financial institu
tions, three actual customer contact scenarios are 
presented. Each of these scenarios demonstrates 
the shortcomings of past training efforts, and 
provides directions for the future training and 
support needs of these personnel. 

It is shortly before closing time in a 
typical bank lobby. A customer enters and walks 
to the nearest teller window. The customer 
indicates that she has some money to deposit in 
the bank, but is confused about what account 
options are available. The teller points to a 
sign in the lobby which is over the shoulder of 
the customer. The sign offers information about 
certificates of deposit. There are two columns on 
the sign, one showing "interest" and the other 
showing "yield." The customer asks the difference 
between the two. An explanation is offered, but 
the customer doesn't understand the description of 
the difference. A second teller directs the 
customer to a Customer Service Representative 
(CSR), who offers a brochure to read. The CSR 
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then mentions Individual 
which the customer does 

Retirement Accounts, 
not understand. The 

customer comments that it would "take a banker" to 
understand the material. The CSR comments that 
the "average" person should be able to comprehend 
the information provided. The customer is given a 
business card by the CSR, and is told to call if 
more information is needed. 

A customer enters the lobby of a larger bank. 
There are no other customers in the bank. The 
customer has a confused look on his face. A 
friendly teller offers help. The customer ex
plains that he has money to deposit, and he wants 
some advice about the best investment· for him. 
The teller simply points to the desk of a customer 
service representative without further comment. 
At the desk pointed out by the teller sit two bank 
employees engaged in a business conversation. The 
customer waits for a time, and one of the CSR's 
says the they will be right with the customer. 
The customer explains the situation to the CSR. 
The customer was never offered a chair, but sits 
down at the desk at his own accord. The customer 
is offered a brochure which discusses checking 
accounts, and then one which discusses certifi
cates of deposit. The customer is asked if he 
wants access to his money. When he replies 
affirmatively, the CSR explains that CD's are not 
the investment for him because of the penalties 
for early withdrawal. To illustrate the point, 
the customer is told that if he deposits $5,000 in 
a CD and has to withdraw the money before the 
certificate matured, he will get back less than 
his original $5,000. The customer is then offered 
brochures on various interest checking accounts, 
but is not clear on the differences between the 
accounts. He is told not to worry, that isn't 
what he is interested in anyway. 

In neither,of the two scenarios above was the 
customer asked how much money was available for 
deposit, their name, or any other information 
which might have been of value is assessing the 
best products for the customer. In addition, 
neither of the first two customers were offered 
chairs, nor was the information they received more 
than to point to a sign or the offering of some 
printed material. What little information they 
were offered by the CSR 1 s in both cases was, at 
best, ill informed, and, at worst; incorrect. 

A fifteen year customer of the bank enters 
the lobby. This is a familiar face to the em
ployees. Three employees are engaged in a social 
conversation around a desk. The customer waits, 
asks for assistance, and is directed to a fourth 
employee who is most distant from the customer. 
The customer is making an inquiry for a relative 
who has recently inherited some money. The 
relative is interested in ways to invest this 
newly found wealth. The customer offers the name 
of the relative, but no note is made of it. Once 
again, the customer is not asked the amount of 
money available for investment. The CSR has no 



basic information on the customer or the potential 
investor, nor any way to contact either of them. 
The customer is told that the only investment the 
relative should consider is an lRA. No brochure 
or other written material is offered. A brief 
discussion of certificates of deposit was offered, 
and a comment about the inappropriateness of 
savings accounts was made. The customer was then 
directed to an investment officer, which implied 
that the CRS thought the amount was large. The 
customer commented that he was short of time and 
would come back later. The customer left the bank 
without anyone asking for further information or a 
means of contacting him later. 

Scenario Implications 

The preceeding three scenarios are true 
accounts of interaction between bank employees and 
potential customers. (Similar experiences are 
reported in Iovacchini, 1984). Why did events 
occur as they did? Remember the "good old days" 
of the 1970 1 s when banks were a public utility? 
Prices were regulated, services were limited, and 
terms were often specified by the regulators. 
There was little need for financial institutions 
to market their services aggressively. There was 
no need to reach out to customers, because they 
were trained to come to the bank when a loan was 
needed or a deposit was to be made. In those 
days, banks were passive toward selling, and 
waited for business to come to them (Cravens, 
1984). 

A passive marketing strategy worked so long 
as the factors which affected the banking industry 
did not require active selling, and, more impor
tantly, the competitive environment did not 
require it. The deregulation of the banking 
industry changed the rules of the game. Passive 
marketing is not sufficient in an industry where 
traditional banks are facing intense competition 
from both other financial institutions and nontra
ditional institutions such as money market funds 
and brokerage houses (Walker and Cagley, 1983). 

We must point out, however, that businesses 
do not change because the rules change. Business
es change because the demands customers place on 
them change. Deregulation has allowed new serv
ices and new pricing, but these new opportunities 
mean nothing unless the customers want them 
(Russell, 1984). Fortunately, many customers do 
want these new services, and it is time that banks 
respond to these new wants by becoming full 
service institutions that understand their custom
ers and respond to their needs with appropriate 
marketing mixes. Banks must decide they are in 
the business of banking. 

For years, banks have told their customers 
that they are full-service institutions. While 
the banks may have convinced themselves of this, 
they have not convinced the customers. It is the 
customer the bank must be concerned with, not the 
new competition. In the three scenarios presented 
at the beginning of this article, each bank had an 
opportunity to be a full-service institution. 
Each could have taken the opportunity to present a 
complete portfolio of financial services. In all 
three cases, however, the CSR's were oriented to 
the products rather than the needs of the customer. 
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In each case, the CSR should have taken time to 
get a picture of the needs of the customer by 
finding out how much money was involved, what 
other investments the cu·stomer had, what their 
present and future needs were, and how this 
investment would be used to balance a portfolio of 
risk and return. 

What lessons can be learned from the scenar
ios? It is obvious that most banks lack skills in 
three basic areas: product knowledge, customer 
relations, and selling (Iovacchini, 1984). Three 
basic areas are the foundation of our platform 
performance. A number of banks use a personal 
banker program. These personal banker programs 
tie the three basic skills areas together, yield
ing sound product knowledge, good customer rela
tions, and successful selling. These programs 
allow customers to identify a person in the bank 
that they know, and this cements the relationship 
between the bank and the customer. The day when a 
bank can simply open its doors and let the custom
ers in is over. Bankers need to think of them
selves as salespeople who bring business to the 
bank while serving the needs of the bank's custom
ers. 

Training Areas 

Product Knowledge 

To better understand the three critical areas 
of skills needs for our marketing personnel, a 
brief discussion of each is in order. The first 
are is product knowledge. 

It is imperative that banks communicate well 
with all its customers. Marketing communication 
includes advertising, sales promotion, publicity, 
and personal selling. Each of these techniques 
has a purpose in the total portfolio of marketing 
communications. For simple products such as 
checking, simple savings accounts, safe deposit 
boxes and credit cards, advertising can be used to 
communicate with our customers. Most of our 
customers know these products and what they do, 
and our communication goal is simply to remind and 
explain any changes. Because customers have prior 
knowledge of these products, most will come into 
the bank presold, and the sales job is simply one 
of order taking. On the other hand, consumer 
knowledge of more complex bank products, such as 
IRA 1 s, cash management accounts, financial plan
ning, personal trust accounts, variable rate 
loans, and brokerage services, is not nearly so 
complete. Both because of the complexity and the 
newness of these services consumers have little 
prior knowledge of them. Advertising can increase 
customer awareness, but, in most cases, advertis
ing will not presell these services. It is the 
responsibility of bank personnel to explain 
features and benefits, answer questions, and 
discuss alternative investment strategies. To do 
this successfully, bank personnel must have 
complete product knowledge (Berry, Futrell, and 
Bowers, 1983). 

In a recent study by Thomas Stanley of 
Georgia State University, over 1, 500 households 
were tested for their knowledge of specific bank 
products (Stanley, 1984). Even though the ques-



tions were simple, the average score was 36% 
correct--and the questions answered correctly were 
mostly focused on simple services like checking 
and savings accounts. While the poor showing of 
the "average" bank customer is alarming, the 
questionnaire was also administered to over 350 
bank employees in 5 geographic regions. The truly 
alarming fact is that the bank employees scored 
only slightly better, averaging 44% correct! 

The obvious implication of these results is 
that potential customers who need information to 
make decisions about various bank products are 
depending on getting that information from bank 
personnel who may not know any more about the 
product than the customer seeking the information 
(Stanley, 1984). 

It is probably fair to say that most bank 
officials feel that the lack of adequate product 
knowledge on the part of their personnel is the 
rule. Most bank officials would also agree that 
this lack is the source of serious problems in the 
bank's product delivery system. The problem 
becomes even more acute when we see more off-prem
isis banking, because we have fewer chances to 
provide point-of-sale information to the customer 
(Berry, Futrell and Bowers, 1983 and Stanley, 
1984). 

Customer Relations 

The second area that is a critical skill need 
for bank employees is customer relations. This 
skill is an ability to understand customers and 
become sympathetic to their needs. It suggests 
that we do the best for our customers. The 
banking industry has long felt that customers 
placed great importance on the financial stability 
and sound management of the institutions they 
trusted with their money. However, law requires 
that all banks be financially sound and well 
managed, and so banks cannot be distinguished from 
one another on these characteristics. In studies 
that the authors have conducted over the last 
three years, the determinant attributes of finan
cial institutions have been tracked (Gwin and 
Lindgren, 1984). In that time, the results have 
not changed. The two features which distinguish 
banks from one another, and which customers use to 
choose one institution over another are friendly 
service and personal interest in customers. These 
two attributes are the basis for a sound program 
of customer relations. If the platform personnel 
are friendly and have a t·rue interest in the 
customers of the bank, the natural result will be 
increased sales. 

Selling 

In order to increase our selling effective
ness, banks not only have to improve their product 
knowledge and their customer relations, but they 
also must train their personnel to sell. Most 
bank sales personnel are being asked to do some
thing they have never done before. The problem 
banks face is that basic employee attitudes about 
selling being somehow "dirty" must be changed. 
Because of this prevailing attitude, bank sales 
people are still order taking instead of order 
getting. Sales training and changes in attitudes 
can turn bank employees into a powerful and 
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capable sales force for the bank. Banks, in turn, 
must develop into organizations which manage the 
selling effort. This means that banks must design 
incentive and reward programs which will motivate 
employees to become good salespeople, and then 
develop support and monitoring programs for the 
overall sales effort. Once these programs are in 
place and the bank has a trained sales force in 
place, selling will become an integral part of the 
marketing effort (Berry, Futrell, and Bowers, 
1983). 

What is the selling process that bank employ
ees need to be taught? It is a simple six-step 
set of activities that are structured to assist 
the employee in discovering the needs of the 
customer and to present the customer with alterna
tive solutions to those needs (Dalrymple, 1982). 
See Figure 1 for a graphic presentation of the 
selling process. The first step in the process is 
the qualifying function. In all three of the 
scenarios, the bank employees did not perform an 
important step in the selling process: they did 
not qualify the potential customer. Qualifying is 
finding out what needs the customer has and the 
amount of funds the customer intends to make part 
of this investment transaction. As well, it is 
the process of discovering the role this invest
ment transaction will have in the total portfolio 
of all investments under the customer's control. 
It is only after qualifying a potential customer 
that the bank employee can successfully offer bank 
products which satisfy the needs of that customer. 
It is also during the qualifying step that the 
bank employee should get personal data about the 
customer, such as name, address, telephone number, 
and other pertinent data. 

FIGURE 1 

The Personal Selling Process 

---);. The 
Presentation 

Qualifying ~ The 
Approach 

l 
Follow-up~ Closing~ Questions & 

Objections 

The second step in the selling process is the 
approach. This step is the first time the bank 
employee actually offers the customer a means of 
solving an investment problem. In the approach, 
the bank employee may offer more than one alterna
tive to the customer, to help the customer under
stand that there may be more than one solution to 
the problem. The approach is used primarily as a 
means of assuring the customer that the bank has 
an understanding of their needs, and has a number 
of potential ways to satisfy those needs. In the 
scenarios presented earlier, the approach, when 
used, was used to offer only a single alternative 
to the customer. The approach was almost a "take 



it or leave it" process. While customers should 
not be confused with a large number of alterna
tives in the approach, it is often comforting for 
them to understand that there is more than one way 
for their needs to be satisfied. Also, and 
importantly, by offering the customer alterna
tives, the customer feels that he is in command of 
his financial affairs, rather than being at the 
mercy of the bank and its employees. That is, the 
customer feels that the choice is his to make, not 
that the bank will decide where his money will go. 
This is an important psychological need of the 
customer. 

The third step in the selling· process is the 
presentation. In the presentation, the bank 
employee offers the customer a discussion of each 
alternative presented, with as much detail as the 
customer wishes. It is during the presentation 
that fees are discussed, interest rates made 
available, the availability of funds for each 
alternative discussed, and any other information 
that the customer desires is made available. It 
is often helpful during the presentation to 
compare each alternative, so that the customer can 
see the relative strengths and weaknesses of each 
alternative. The presentation must be structured 
in such a way that it responds to the information 
needs of the customer. Unlike the responses of 
some of the bank employees earlier, a customer 
should never hear a bank employee say, "Oh, never 
mind, this really isn't for you anyway." Even if 
an investment alternative isn't just right for a 
customer, it should be fully explained. After the 
explanation, a comment about the appropriateness 
of the alternative for that customer ("1 believe 
we have other alternatives which will be better 
suited for your needs.") may be made. If a bank 
employee has presented an alternative to a cus
tomer, it should be fully explained. Once again, 
this is an important psychological issue for the 
customer. If the employee doesn't explain an 
alternative, there is an implication that the 
customer is not intelligent enough to understand 
the explanation, or to decide for himself that the 
alternative is not appropriate. 

The fourth step is responding to questions 
and handling objectives. After the alternatives 
have been presented, the customer may have ques
tions about certain features of an alternative, or 
may resist a commitment because of uncertainty or 
the belief that another institution may have a 
better choice. Now that financial institutions 
are intensely competitive, more and more customers 
are shopping for the best investment alternatives. 
Bank employees must not only understand their own 
products, but they must also understand the 
products of the competition, so that they can 
respond to the customer belief that another 
institution offers a better alternative. If a 
customer objects to investing in a Super NOW 
account because he believes that a money market 
fund account will yield higher interest, a bank 
employee should be able to respond with the 
reasons why the Super NOW is a better choice. It 
was obvious in the earlier scenarios that the bank 
employees there were poorly equipped to handle 
objectives, because their product knowledge was 
incomplete or simply wrong. 

The next step in the selling process is the 
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closing. This is asking the potential customer 
for their business. For many bank employees, as 
is the case for salespeople generally, asking for 
a customer's business is the most difficult part 
of the selling task. No one likes to be told 
'no', and this is the point in the sales process 
where the customer may say just that. There are a 
number of ways to secure a customer's business 
without directly asking for them to commit. For 
example, after a presentation of various demand 
deposit alternatives, the bank employee might give 
the customer the sample check book and say, "Why 
don't you look through here and see what checks 
you can order while I begin to fill out the 
account paperwork?" The bank employee has not 
directly asked the customer if they would like to 
open an account, and, if the qualifying step was 
performed correctly, the bank employee will have 
most of the information needed to fill out the 
paperwork. This makes buying easier for the 
customer, and it makes the closing step in the 
process simplier for the bank employee. This is, 
of course, only one type of indirect close. 

The last step in the selling task is the 
follow-up. Banks understand the need for follow
ing up product sales, but few banks do it. This 
is an important step in the selling process, 
because it secures the relationship between the 
bank and the customer, and it provides another 
opportunity for cross-selling efforts, which 
should be an integral part of the whole process. 

DISCUSSION 

What can be done about the situation that now 
exists in most banks? The key to the development 
of skills in the three critical areas that have 
been discussed is training for all customer 
contact personnel. It is important that this 
training include all three components: product 
knowledge, customer relations, and selling. 

At the same time, we have to understand that 
the product knowledge area is one which is most 
difficult for the bank's employees. While there 
is relatively little change in the customer 
relations and selling areas, there is constant 
modification and introduction of new products, and 
it is difficult for the platform personnel in a 
bank to keep up with these changes and new pro
duets. There are two mechanisms which can aid 
bank employees in their effort to keep up. First 
is ongoing training on a regular basis. This 
means not just attendance at training sessions, 
but testing for knowledge. The second mechanism 
is help the bank employee keep abreast of product 
changes and introductions is through the use of 
printed material and software that aids the 
selling process. There are a number of microcom
puter software packages which are designed to 
assist the customer service representative in 
explaining the benefits and features of bank 
product offerings. An excellent additional 
benefit that the use of software provides is that 
the CSR can be prompted to cross-sell services 
that might not otherwise be presented to the 
customer. 

The conversion of banks from order taking 
institutions to selling organizations has exten-



sive implications. However, this basic change in 
focus and philosophy is necessary if the bank is 
to become the full service institu.tion it has long 
claimed to be. The market is changing and the 
bank must change with it. 

Like organizations which are in the business 
of manufacturing, and like organizations which are 
in the business of retailing, banks have to be 
organizations in the business of banking. Make no 
mistake, the name of that business today is 
marketing. The business requires an organization
al commitment and a basic change in focus. It 
starts with the office of the president and ends 
with the platform people. 
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POWER AND EFFECT SIZE IN SAMPLE SIZE SELECTION FOR PROPORTIONS 

Norman T. Bruvold, University of Cincinnati 

Abstract 

In experiments with three or more treatments in 
Wltich individudal test of differences in treatment 
proportions are to be made, the question arises of 
how to determine individual treatment sample sizes 
that will minimize sampling costs while controlling 
for power and effect size. This general sample 
size selection question was formulated as a 
continuous convex programming problem. Optimal 
sample sizes were obtained with less than one 
minute of run time for a formulation of a sample 
size selection problem under typical experimental 
research conditions. 

I nt roduct ion 

Marketing research practitioners often have 
specific X-causes-Y hypotheses that need to be 
examined. For example, which of a 25¢, 35¢, or 45¢ 
off price coupon could achieve a redemption rate of 
over 30% or whether a 50¢, $1.00 or $1.50 enclosed 
incentive will increase the response rate of a 
mailed survey by 15%. Experimental designs are 
employed to test these hypotheses where the only 
change from a control condition is the manipulated 
value of the cents off variable or of the enclosed 
incentive amount variable. 

The concerned researcher designs the experiment so 
tltat a difference sufficiently large to be of 
practical importance in redemption or response rate 
is nearly always determined to be significant by 
the test procedure (Sawyer and Ball, 1981). When 
well planned, a significant result would indicate 
that a meaningful difference has probably occured 
while an insignificant result would indicate that 
there was probably no difference sufficiently large 
to be of practical importance. In these 
comparative experiments, sample sizes are chosen 
based on the quantities a, o, 8 and 11 (Oa vfes, 1956, 
page 31) where: 

a is the risk of asserting a difference when 
none exists, the Type I error; 

o is the effect size that it is important to 
detect; 

8 is the risk of asserting no difference when 
a difference of o exists, the type II error; 

and 

11 is the experimental error standard deviation. 

Statistical power, 1 -8, is the probability that a 
stat1st1cal test will correctly reject the null 
hypothesis. Sawyer and Ball (1981) strongly 
suggest that statistical power and effect size are 
not considered sufficiently by marketing 
researchers. How can power and effect size be 
considered in sample size determination decisions 
for frequently used experimental designs that 
employ comparisons of proportions? Arthanari and 
Dodge (1981) show that these sample size decisions 
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can be formulated as optimization problems. They 
as well as Bruvold and Murphy (1978), suggest 
solutions to the problem such as choosing a sample 
design that either maximizes survey precision for a 
given cost or minimizes the cost of a survey for a 
given level of precision. The solutions to the 
formulated optimization problems did not include 
power and effect size and the solution utilized 
main frame software. 

The purpose of this article is to provide a 
solution to the sample size selection problem for 
comparison of proportions incorporating power and 
effect size while using personal computer software. 
The solution procedure will be illustrated by the 
experimental testing procedures employed by 
researchers into factors affecting mail survey 
response rates. References to numerous mail survey 
response rate experiments can be found in Yu and 
Cooper (1983). Application of the methodology in 
designing direct mail coupon redemption tests also 
will be discussed (Reibstein and Traver, 1982). 

Statistical Application Requirements 

Sample size determination procedures for the 
comparison of means or proportions utilize 
constraints based on the quantities a, 5, o, 11 and 
the sample size n. When n is chosen just 
sufficiently large to satisfy the constraints, the 
optimal sample size is found (Davies, 1956· 
Churchill, 1983). In the Appendix it is shown that 
power and effect size are explicitly considered 
when the sample sizes for comparison of proportions 
from the experimental test pairs (i, j) are chosen 
to satisfy the following inequality: 

Pi(1-Pi) 
ni 

( 1) 

The true but unknown population proportions are Pi 
and Pj• ni and nj are sample sizes, o the effect 
size and Za/2 ana ZB are upper percentiles of the 
standard normal pro·bability distribution. 

The constraint, Equation (1), was developed under 
the assumption that sample sizes would be 
sufficiently large for a normal approximation to be 
appropriate and that Pi and Pj can be unequal. For 
the normal approximation to be reasonable, the 
products niPi and njPj must exceed specific values 
depending on Pi and Pj· (Here and in the following 
it is assumed that Pi is the minimum value of Pi 
and (1-Pil for each i.) Tables of the specific 
values are given in Cochran (1977, page 58) and 
Hald (1952, page 680). Hastings and Peacock (1975) 
give the rule of thumb that the product np simply 
must be greater than 25. In order to use the 
tables, or a rule of thumb, the researcher must 
choose a value of Pi just lower than what would 
reasonably be expected in the experiment. For 
direct mail coupon redemption testing the value of 
.10 could be chosen since it was the minimum found 
in Reibstein and Traver (1982). Of course the 
conditions of Reibstein and Traver's (1982) data 
should be relevant to the current conditions under 



design. If .10 was chosen then Cochran's (1977) 
table would require n to be greater than 600. A 
conservative estimate of .20 could be chosen for 
response rates to mailed questionnaires as it was 
the lower fifth percentile of 183 final response 
rates reported in Heberlein and Baumgartner (1978). 
In this case n should be greater than 200 (Cochran, 
1977). The choice of the minimum value of n should 
be based on the specifics of the study while the 
values of 200 and 600 given above are guidelines 
based on secondary data. 

Since Pi in Equation (1) is an unknown population 
proport1on the researcher must determine an 
appropriate value of Pi• say p·+, so that the 
inequality would be sure to hold for Pi if it were 
satisfied for Pi+· Since Pi(1-Pil is a parabola 
with its maximum at Pi = .5, a choice of Pi+ = .05 
would always be conservative. Under the conditions 
of Reibstein and ~raver (1982) the range of direct 
mail coupon redemption rates of .10 to .40 was 
observed. If an upper value of .40 could be chosen 
for Pi+ rather than .50, fewer samples would be 
required. If the endpoint of the confidence range 
from a predictive model of response rates 
(Heberlein and Baumgartner, 1978) or direct mail 
coupon redemption rates (Reibstein and Travor, 
1982) could be used, then the probable ranges for 
the observed proportions could be narrowed and 
sample sizes potentially decreased. 

In summary, the researcher who explicitly considers 
power and effect size when selecting sample sizes 
using Equation (1) must supply three bounds for 
each proportion in the test. The first is a 
minimum value, Pi-· The second is a bound bi so 
that the requirement nipi->bi can be established 
that allows the normal approximation to be used. 
The third is the proportion, Pi+ which leads to a 
practical upper bound on Pi(1-Pil ensuring that the 
inequality in Equation (1) will hold for the 
unknown Pi when it holds for Pi+· 
General conditions for determining sample size can 
include several treatment proportions to be 
estimated and all proportions compared two at a 
time (see Heberlein and Baumgartner, 1978 and Yu 
and Cooper, 1983 for many references to individual 
experiments). If 5 treatments are used there could 
be 5! /3!2! = 10 comparisons made. In general each 
comparison could have individual a, B and 6 values 
as dictated by their importance to the researcher. 
Individual significance levels could be determined 
by dividing a desired overall a by the number of 
paired tests to be conducted in order that the per 
experiment Type I error rate is controlled to a or 
less (Winer, 1971, page 199). In a later 
illustration different a and B values will be used 
for some of the paired tests for demonstration 
purposes but the researcher need not have them 
different. 

An additional sample size determination objective 
can be to minimize the cost of sampling when each 
treatment has a distinct cost per sample. This can 
easily occur when the contents mailed to a 
potential respondent of a mailed survey will 
require additional postage or higher printing costs 
for one treatment than another. Different sampling 
costs will be included for each treatment in the 
illustration. When all costs are equal, the sample 
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sizes selected depend only on power and effect 
size. 

Math Programming Formulation 

The sample size selection problem can be formulated 
as the following integer nonlinear programming 
problem: 

t 
minimize E cmnm 

m=1 

subject to: 

(2) 

(pi+)(l-pi+)+(Pj+J(1-pj+) .;; o2 (i ,j) 
ni nj (Zaf2(i,j) + ZB(l,JJJ2 

i = 1, ••• ,t-1 j = 2, ••• ,t 

1' ..• 't 

ni ;. 0 and integer i=1, ••• ,t. 

In the above, cm is the cost per individual sample 
for treatment m, nm is the sample size for 
treatment m, and t is the number of treatments. 
The values of Pi+, Pi-and bi are bounds supplied by 
the researcher defined earlier. The pair 
identifiers (i,j) indicate that distinct values of 
a, B and 6 can be chosen for each identified test 
pair. The nm's are the variables representing 
individual sample sizes in the problem. 
The solution to the math programming problem will 
yield the minimum cost solution to the sample size 
selection problem for comparison of proportions. A 
useable relaxation of the math programming 
formulation substitutes Xm for 1/nm. When Xm is 
allowed to be continuous, a continuous convex 
programming problem results for which several 
efficient algorithms are available (Bazarra, 1975; 
Best, 1975; Fiacco and McCormick, 1968; Ritter, 
1973). The sample sizes selected from the 
continuous problem are found by choosing the 
smallest integer larger than 1/xm* for each 
m=1, ••• ,t. For example,if 1/x1* = 199.23 the 
sample size chosen for treatment 1 is n1*=200. 
This relaxation also allows the researcher to use 
software designed for a micro computer such as the 
IBM PC (Liebman, Schrange, Lasdon and Waren, 1984). 

Illustration 

A hypothetical set of data from the design of a 
mail survey response rate experiment consisting of 
t=5 treatments will be used to illustrate the 
computational procedure. In Tab le 1 the effect 
sizes and normal deviates for the related Type I 
and Type II error significance levels are given. 
From the values it is seen that all treatment 
comparison pairs are planned but not all have the 
same Type I and Type II error significance levels. 
Also it can be seen that the effect sizes for each 
comparison are not equal. This illustrates that 
the researcher can structure the problem to allow 
for additional precision or confidence for specific 
comparison pairs. The B significance levels of 
2.5% and 5% are generally more stringent for this 
type of design and will result in larger samples 
sizes being required than when power is not 



TABLE 1 

VALUES FOR RESPONSE RATE COMPARISONS 

Comparison Effect Normal 
Identifyer Size Deviate 

( i ,j) o( i ,j) zaf2(i,j) 

1, 2 .05 1.960 

1, 3 .10 1.960 

1, 4 .05 1.645 

1, 5 .10 1.960 

2, 3 .10 1.960 

2, 4 .10 1.645 

2, 5 .10 1.960 

3, 4 .10 1.960 

3, 5 .10 1.960 

4, 5 .10 1.645 

controlled. Significance levels for a of 5% and 
10% are commonly used (Yu and Cooper, 1983}. 

The required bounds and costs that complete the 
researcher supplied values to the mathematical 
programming formulation are given in Table 2. The 
bound for the normal approximation requirement 
follows that given in Cochran (1977, page 58) since 
confidence interval estimates of the differences in 
treatment proportions may be desired. The 
researcher has provided distinct ranges in probable 
expected response rates by choosing Pi-and Pi+ in 
Tab le 2. An added advantage of developing Tab le 1 
and Tab le 2 is that the researcher has been 
required to make relevant, fundamental design 
decisions at an early step in the experimental 
process. 

The optimal solution was found to the continuous 
relaxation of the mathematical program (2) by using 
the GINO procedure (Liebman, Schrange, Lasdon and 
Waren, 1984}. An IBM PC was used and run time to 
final solution was less than one minute. The 
optimal solution is given in the first three 
columns of Table 3. For comparison, the last two 
columns of Table 3 contain the optimal solution to 
the sample size selection problem with only the 
effect size values of Tab le 1 increased by .05 and 
all other values in Tab le 1 and Tab le 2 unchanged. 
The sample sizes selected for treatments 1, 2 and 4 
are large in comparison to those for treatments 3 
and 5 mainly because the comparisons involving the 
three treatments had the smaller effect sizes. The 
total number of samples for the 5 treatments of the 
problem in column 2 was 28,661 and the sampling 
cost total was $3,305.00. The sample sizes 
reported in Tab le 3 were found by raising the 
continuous solution to the next highest integer. 
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Normal Power and Effect 
Deviate Size Bound 
za ( i ,j) o2 ( i ,j) 1 (Za 12 ( i ,j )+Za ( i ,j) ) 2 

1.645 .0001924 

1.960 .0006508 

1.960 .0001924 

1.645 .0007695 

1.645 .0007695 

1.960 .0007695 

1.645 .0007695 

1.960 .0006508 

1.960 .0006508 

1.960 .0007695 

The total cost of $3,305 is just $1.29 more than 
the continuous solution. This appears to be a 
small price to pay for a solution procedure easily 
implemented on a micro computer. 

Conclusion 

Power and effect size can be considered in sample 
size selection procedures for comparisons of 
proportions from several treatments in an 
experiment. The standard two at a time sample size 
selection formula has been extended to multiple 
treatments in which all possible treatment 
comparison pairs are tested by the researcher. 
Each comparison can have distinct Type I and Type 
II error levels. Individual sample sizes ni and nj 
as well as individual effect sizes for each 
treatment pair are explicitely allowed. 

The sample size selection question can be 
formulated as a continuous convex programming 
problem. The formulation minimizes the costs of 
sampling while assuming that power and effect size 
constraints are satisfied. Computational results 
for the sample size selection solution procedure 
was easily obtained through use of available 
software on a micro computer such as the IBM PC. 
Run times for the illustration averaged less than 
one minute for the full model of five treatments. 

This simple and efficient sample size selection 
model and solution procedure can be easily applied 
by researchers to numerous experimental conditions 
such as those encountered in mail survey response 
rate research and direct mail coupon redemption 
rate testing that have been reported in recent 
marketing literature. 



TABLE 2 

BOUNDS AND COSTS 

Norma 1 Minimum Maximum of Sampling Cost 
Treatment Bound Proportion Pi(l-Pi) at Per Attempt 

m bm Pm- Pm+ Cm 

1 40 .20 .45 $.30 

2 32 .25 .50 $.35 

3 40 .20 .45 $.40 

4 32 .25 .50 $.45 

5 24 .30 .50 $.40 

TABLE 3 

OPTIMAL SAMPLE SIZES 

Table 1 Effect Size Table 1 Effect Size 
Increased by .05 

Treatment Sample Sampling Sample Sampling 
Size Cost Size Cost 

1 3398 $1019.00 850 $ 255.00 

2 2092 732.20 523 159.90 

3 763 305.20 287 114.80 

4 2093 941.40 523 235.35 

5 767 306.80 289 115.60 

TOTALS 28,661 $3305.00 2,472 $ 880.65 

Appendix a. The critical value ca, as depicted in Figure 1, 
is 

For each pair of rates or proportions to be 
compared it is assumed that distinct sample sizes 
ni and nj can be chosen. It is a 1 so assumed that 
Pi and Pj are the true but unknown proportions for 
the population pair and that ni and nj are 
sufficiently large for the normal approximation to 
be used. The following is an algebraic 
manipulation of standard sample size determination 
procedures for comparative experiments (Snedecor 
and Cochran, 1967, pages 113 and 222; Fleiss, 1973, 
page 30}. 

..; a ( 1) 

is the Type I error probability condition that the 
hypothesis of equal proportions in requected if the 

observed difference in proportions IPi-Pjl is 
sufficiently large. The standard notation qi 1 -
Pi is used. Z /2 iS the positive normal deviate 
corresponding ~o the two tailed significance level 
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c = Z _/piqi + Pjqj 
a c/2 V ni n j 

( 2) 

Assuming that the true absolute difference is 5 and 
8 > ca > 0 as Figure 1 illustrates then the Type II 
error probability conditions for Pi > Pj is 

p c " e. a 
( 3) 

The following inequality must be satisfied for the 
probability condition in Equation (3} to hold: 

c ..; 8 - Z J Piqi + Pjqj (4} 
a e n.j f1j 

where z8 is the positive normal deviate 
corresponding to the single tailed significance 
level e. Substitution of CCX from Equation (2) into 
Equation (4} and performing simple algebraic 
manipulations yields 



FIGURE 1 

FREQUENCY DISTRIBUTIONS OF THE MEAN DIFFERENCE BETWEEN TWO POPULATIONS 

(5) 

If ni and nj are chosen sufficiently large so that 
Equation (51 is satisfied, then the condition o > 
ca > 0 is automatically satisfied. Also if the 
condition P· > p· was assumed then after similar 
algebraic m~nipu~ations Equation (5) would result. 
Thus Equation (5) is a general inequality as the 
above two conditions on its development can be 
lifted. 

When the researcher selects values of o, ~{2 and z8 and then chooses ni and nj sufficiently arge to 
satisfy Equation (5) then power and effect size are 
explicitely considered in the sample size selection 
procedure. In addition ni and n· need be suffi
ciently large to allow the normal approximation to 
be used. 
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QUESTIONNAIRE INCLUSION IN A SECOND MAILING: A MATTER OF TIME AND MONEY 

P. Greg Bonner, Villanova University; 
Dennis J. Scotti, Fairleigh Dickinson University; Alan R. Wiman, Rider College 

Abstract 

Previous researchers have concluded that the enclo
sure of a questionnaire in a second mailing has 
little impact on the overall response rate. How
ever, previous studies have failed to include the 
timing of the second mailing as a moderating vari
able. The experiment reported here presents find
ings which show that the effectiveness of enclosing 
a questionnaire in a second mailing is moderated by 
the length of time between the original and second 
mailing. 

Introduction 

Although in recent years research interest has 
broadened to include response time and quality of 
response issues (Houston and Ford, 1976), it re
mains fair to say that researchers who utilize mail 
surveys remain interested in maximizing their re
sponse rate given certain cost constraints. Since 
a follow-up mailing with an enclosed questionnaire 
costs more than a follow-up mailing which requests 
the potential respondent to return a previously re
ceived questionnaire, an assessment of the effect
iveness of both procedures is necessary to the se
lection of an optimal follow-up strategy. Heber
lein and Baumgartner (1978) suggest that the enclo
sure of a questionnaire does not appear to be any 
more effective than the reminder itself. However, 
this finding was not the result of a controlled ex
periment, and they deemed it worthwhile to inquire 
further into this question. 

Heberlein and Baumgartner (1981) utilize both a 
literature review and a controlled experiment to 
address the issue of the cost effectiveness of in
cluding a questionnaire in a second mailing. The 
·motivational links between repeat mailings and re
sponses were posited to be: (1) lowering respondent 
perception of cost, (2) increasing the perceived 
importance of returning the questionnaire and (3) 
the possibility of reactance; that is, reduced per
ceived freedom of choice which may lead to lower 
response. In their review of the published find
ings, Heberlein and Baumgartner identified 32 tests 
of the use of one follow-up contact. Of these, 16 
involved the use of a questionnaire and letter 
while 16 involved use of a letter only. Those 
studies which included a questionnaire in the fol
low-up mailing had a slightly lower response rate 
than those that did not, which gives some credence 
to the reactance hypothesis. However, the differ
ence was not statistically significant. Since 
these studies were not controlled, Heberlein and 
Baumgartner (1981) analyzed a series of 13 experi
ments and found that the inclusion of a replace
ment questionnaire was slightly more effective than 
letters alone. They concluded, based on both their 
literature review and experimental studies, that 
the inclusion of a questionnaire in the second mail
ing had little impact on the overall response rate 
but, since it does not usually cost much, a second 
questionnaire should be included. 

While we feel Heberlein and Baumgartner (1981) have 
made a meaningful contribution to understanding the 
effect of including a questionnaire in a second 
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mailing, their study suffers from their failure to 
include time as a factor. Nichols and Meyer (1966) 
suggest that, due to decreasing interest and dis
carded questionnaires, one would expect the sooner 
a reminder is sent, the more effective it will be. 
Their results supported their hypothesis. The ex
perimental study presented here is designed to con
trol for the effect of time, where time is the num
ber of days between the original mailing and the 
follow-up. 

Experimental Procedure 

This experiment utilized a 2 X 2 factorial design 
to test the effectiveness of including a question
naire in the follow-up mailing. An initial mailing 
to 1,152 subscribers of a prepaid health mainten
ance organization (HMO) yielded a response rate of 
49.0 percent (564) after two weeks. A total of 140 
of the 588 non-respondents were randomly assigned 
to one of four treatment conditions as outlined be
low. Other non-respondents were excluded from the 
experiment due to cost constraints. One half of 
the sample received a postcard follow-up while the 
other half received a letter with a questionnaire 
included. The postcard and letter were worded i
dentically. In addition, the follow-ups were 
mailed at two week and four week intervals after 
the initial survey. 

Postcard 

2 Week Mailing 35 

4 Week ~failing 35 

Letter with 
Questionnaire 

35 

35 

Following Heberlein and Baumgartner (1981), respon
ses received on the second day after the follow-up 
mailing were considered responses to the follow-up 
mailing. Results are presented in Table 1. 

We chose to compare the letter with questionnaire 
against a postcard, as opposed to a letter, be
cause if the postcard is as effective as the let
ter, the cost savings are even greater with the 
postcard. Moreover, the literature, specifically 
Sletto (1940) and Watson (1965), appears to be in
conclusive as to the incremental effect of the let
ter over the postcard. 

The choice of a four week follow-up may appear un
realistic since researchers almost never wait four 
weeks to send the initial follow-up. However, the 
four week interval was chosen for two reasons. 
First, the intent of this experiment was not to de
termine when the time variable begins to affect 
the response decision but rather if the time vari
able affects the response decision vis-a-vis an 
enclosure of a second questionnaire. Four weeks 
was chosen as a reasonable upper bound one may 
wait. Second, while initial follow-ups are rarely 
sent four weeks after the initial mailing, subse
quent follow-ups often are. If this experiment 
were to find support for a time effect, it is fair 
to hypothesize that such an effect is also opera
tive in subsequent follow-ups. However, that pos-



sibility is not tested in this experiment. 

TABLE 1 
RESPONSE COMPARISONS 

N 
Postcard 35 

2 Week Mailing 
Letter/Questionnaire 35 

Postcard 35 
4 Week Mailing 

Letter/Questionnaire 35 

Due to the relatively small sample sizes, the re
sponse differential in the two-week mailing is not 
statistically significant but does tend to support 
the findings of Heberlein and Baumgartner (1981) 
that, in a controlled experiment, the inclusion of 
a questionnaire is marginally beneficial in terms 
of response. However, the results for the four
week mailing are statistically significant and re
port a large discrepancy in favor of including a 
questionnaire. This finding suggests that the 
Heberlein and Baumgartner finding of "little influ
ence" may be a bit premature in that it is time 
dependent and not necessarily applicable to all 
follow-up mailings. Since their results point to 
5 studies showing the letter alone to be more ben
eficial although not significantly so, and 8 stud
ies showing the letter and questionnaire to be more 
beneficial, two of which were significant, it would 
be instructive to reanalyze their data with the 
timing factor added. Postage cost differentials 
can be directly computed from Table 1 given that 
the postcard was 13 cents and the letter/question
naire was 37 cents. 

Limitations 

There exists a number of limitations to this study. 
First, the sample size is quite small. Second, al
though the findings are intuitively appealing, the 
results presented are those of a single experiment 
and, until further replicated, should be viewed as 
suggestive. Finally, no argument can be advanced 
to support the generalizability of our findings to 
other survey settings. 

Discussion 

Our results show that an included questionnaire is 
slightly more effective in an "early" follow-up but 
significantly more effective in a "late" follow-up. 
While the practical significance of these findings 
is straight-forward, they do raise several theoret
ical points which are less obvious but noteworthy. 

First, we do not mean to suggest that as time pass
es from the initial survey mailing that the import
ance factor as a motivational mechanism (Heberlein 
and Baumgartner, 1978) decreases in relevance and 
that the respondent cost factor increases in import
ance. Heberlein and Baumgartner (1981, p. 107) 
state: "the importance factor, that is the follow
up without the questionnaire, accounts for about 90 
per~ent of the effectiveness of the follow-up, and 
that the reduction in respondent cost factor ac
counts for about 10 percent as responses increased 
by 3· out of a total of 30 percent when a new ques-
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Responses Percent Significance 
1 

11 31.4 A 

13 37.1 A 

2 5.7 B 

12 34.3 A 

tionnaire was included." Heberlein and Baumgartner 
are ostensibly correct, from a practical stand
point, in assigning 90 percent of the effectiveness 
to the follow-up and 10 percent to the inclusion of 
the questionnaire. The results from our two-week 
mailing parallel those of Heberlein and Baumgartner 
in that 85 percent of the effectiveness can be as
signed to the follow-up; in other words, 31.4 per
cent of the total 37.1 percent increase in response 
rate is attributable to the postcard follow-up. 
Applying their reasoning to the results of our four
week mailing, we would be forced to conclude that 
only 17 percent of the increased response rate is 
attributable to the follow-up while questionnaire 
inclusion accounts for 83 percent of the increased 
response. It is possible that questionnaire inclu
sion also increases the perceived importance of the 
study to the respondent and that the larger im
provement gained from including the questionnaire 
results from both lower perceived respondent cost 
and increased perceived importance. In addition, 
the utility of enclosing a questionnaire is en
hanced if the previous survey instrument has been 
lost or discarded, which is more likely at the 
four-week interval. 

A further note on the use of the time variable in 
our experiment. The difference between the four
week and two-week letter and questionnaire mailing 
is not significant while the difference between the 
four-week and two-week postcard mailings is signi
ficant (See Table 1). At least in this experiment, 
the change in effectiveness of the follow-up re
sulted from a decrease in the effectiveness of the 
postcard and no change in the effectiveness of an 
enclosed questionnaire. A series of tests would 
be required to accurately pinpoint the time at 
which decreasing postcard effectiveness makes the 
questionnaire inclusion more cost effective. Also, 
as suggested above, tests should be conducted to 
see whether this interaction of time with type of 
follow-up applies to subsequent follow-ups, which 
may more realistically be mailed at the four-week 
time interval., 

In summary, the inclusion of a time factor in our 
experiment leads to a different interpretation than 
that reported earlier regarding the efficacy of 
placing a questionnaire in a follow-up mailing. 
The longer the time lapse from the initial mailing, 
the greater the advantage of including the question
naire. 

1. All A s are significantly different from B but 
not from each other, P< .OS, (Snedecor and 
Cochran, p. 215). 
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SIMULTANEOUS OPTIMIZATION OF QUESTIONNAIRE LENGTH AND SAMPLE SIZE 
IN MAJUCETING RESEARCH: A MATRIX SAMPLING APPROACH 

Ram Kesavan, University of Detroit 
Oswald A.J. Mascarenhas, University of Detroit 

Abstract 

This paper introduces the Matrix Sampling Approach 
for optimal research designs in Marketing Research. 
Specifically, the paper presents models for a si
multaneous optimization of both questionnaire de
signs and corresponding sample sizes for each de
sign, using the matrix sampling methodology. The 
first model incorporates no overlap, which the 
second does. Solution procedures for both models 
are indicated, and simulation results presented to 
illustrate the use and implications of the models. 
The models are then applied to a known data base, 
and empirical findings indicate the timely useful
ness of this joint optimization process in data 
collection procedures. 

Introduction 

In the last few decades there has been a growing 
research effort in two major areas of marketing re
search methodology: questionnaire design research 
and sampling design research. However, these two 
research traditions have progressed at tandem, with 
no interaction between them. Basically, the ques
tionnaire design research effort tries to reduce 
non-sampling errors by reducing respondent and re
sponse biases, while the sampling design research 
tradition tries to reduce sampling errors by reduc-
ing errors resulting from non-randomness and non
representativity. Can both these error-reduction 
objectives be achieved simultaneously by an inter
active combination of these two research tradi
tions? This would imply, among other things, such 
joint objectives like optimizing questionnaire 
length while optimizing over the sample of respon
dents that the questionnaire will be sent to, de
riving higher number of responses over items of 
high variance, while soliciting less number of re
sponses over lov; variance items given a fixed cost 
budget. The procedures suggested in this paper are 
a preliminary effort in this direction. 'ile will 
first present the theory aspects of this combined 
approach, and then illustrate this theory with si
mulation and empirical results. 

Seeking consumer information these days is becoming 
increasingly challenging. In the future marketing 
research will have to contend with reduced access 
and hence higher cost structures of such informa
tion (Toffler 1985). Given this the task of con
structing optimal questionnaire and sampling de
signs should not only optimize on sample sizes giv
en cost budgets, but also optimize on consumer time 
and response rates, given their own time budgets. 
The theory to be presented in the next section will 
incorporate the two cost functions of company and 
household budgets. The major theoretic framework 
used is that of matrix sampling methodology (Shoe
maker 1974). 

Theory Background and Model Fo.rmulation 

Assume a typical market research questionnaire has 
the usual content structure: demographic, socio-

392 

graphic and psychographic items. The usual procedure 
followed is to first determine an optimal question
naire length, pretest it for its reliability and 
validity, and then administer it on an optimal sam
ple size, given a fixed cost budget. This procedure 
implies that the same questionnaire is administered 
across all the targeted number of respondents. It 
thereby assumes that all items in the questionnaire 
are of equal variability, and that they require an 
equal number of respondent-sizes for their popula
tion parameter estimation. Nevertheless, in reality, 
items of less variance could be observed across less 
number of targeted respondents, while items of high·
er variance could be estimated across higher number 
of responses. Thus the data collection methodology 
would optimize simultaneously on two factors: ques
tionnaire length and sample size. This combined 
procedure if properly applied, can vouch for: a) 
better response rates which reduced questionnaires 
usually assure, b) better response-quality which 
shorter questionnaires usually motivate, c) sample 
sizes with no sacrifice on data quality and repre
sentativity, d) but with larger respondent represen
tation across high-variance items. Of course, prior 
information on item-variance may have to be genera
ted using a small pilot sample of the target popula
tion (Cochran 1972). 

We assume that one of the major determinants of high
er response rates is questionnaire length: the lon
ger the length, lesser would be the response rates 
and response quality (Kanuk and Berenson 1975; Lin
sky 1975); and higher response quality is usually 
associated with a greater degree of effort and 
thought devoted to the question by the respondent 
(Houston and Ford 1976). If respondent reactions to 
m questions are to be studied across n target sam
ple respondents, thus generating a data base of nm 
observations, then can the same nm observations be 
so distributed across respondents such that items 
of lesser variance are estimated across lesser num
ber of respondents, while the items of higher var
i~nce would be estimated across larger number of 
respondents from the same respondent pool? This is 
the basic approach of matrix sampling methodology 
which we intend to use in this paper. This implies 
multiple questionnaire forms, not all respondents 
receiving the same form. However, all will receive 
a group. of core items such as demographic or other 
very essential behavioral items, wherein heteroge
neity is more pronounced. The non-core items could 
then be distributed across the targetted respondents 
such that those items of high variance could be es
timated across larger representations of the same 
population, while those items of lesser variance 
>muld be studied across lesser sample sizes. 

A Matrix Sampling Model 

Let, 
n number of individuals to be surveyed 
m number of questionnaire items whose popula

tion parameters are to be estimated from the 
sample survey 

a number of items from among m that is selected 
as "core" to be included in all n surveys 



CF 

r(L)= 

k 

s~ 
l 

t 

d 

td 

fixed cost of administering the survey p_er re
spondent 
expected response rate for a questionnaire of 
length L 
number of different questionnaires to be gen
erated; this is assumed to be a function of the 
(rn-a) "non-core" items in the survey 
estimated variance of the ith item based on 
initial pilot sampling, (i=l,2, •.. ,m) or based 
on some other prior information 
time in minutes taken by respondent to respond 
to any one item in the survey. For simplicity 
this is assumed to be the same across the n 
respondents, and across the m response items 
monetary compensation (in $s) per minute of 
respondent response time 
respondent compensation per item; this can re
flect respondent costs 

Given that the (m-a) non-core items are equally dis
tributed across the k groups among n targeted respon
dents, the non-core items will be estimated only 
across n/k individuals, while the core items would 
be estimated across all then individuals. If Xij 
is the respondent j's response to item i in the sur
vey, and if Xi !s the mean response value of item i 
and variance (Xi) is the variance of the estimate 
for item i, then for core items, Xi and variance 
(Xi), are estimated based on n observations, where
as for non-core items they would be based on (n/k) 
items. This assumes a uniform questionnaire length 
L across each respondent, where 

L = [a+ (m-a)/k] (1) 

If some of the non-core items of higher variance 
need additional coverage beyond n/k respondents, 
then those items could be overlapped across some of 
the k groups. The model is extehded later to include 
overlap. For the present we assume onlytwo unknowns 
: n the sample size, and k the number of groups for 
the (m-a) non-core items. The optimal estimation of 
n and k is based on the following nonlinear prog
amming formulation of the problem. The model in
volves minimizing total variance of estimates of all 
m parameters subject to a given total survey budget 
constraint C0 • Thus, 

a 2 
Minimize E (cr./n) + 
(n, k) i=l l 

m 2 
E (cr/(n/k)) 

i=a+l 

subject to CFn + nr(L) [a+ (m-a)/k] td 

n,k _:::_ 0 

c 
0 

(2) 

(3) 

Equations (2) and (3) can be rewritten as follows: 

Minimize (a + Sk) /n 
(n, k) 

subject to wn + o(n/k) =co 
a 2 

where a= E(a.) and S 
i=l l 

m 2 
= E (cri) 
i=a+l 

w = (CF + ar(L)td) and 6 = r(L)(m-a)td 

(4) 

(5) 

We further assume that the response rate r(L) is 
uniform over a limited range of the questionnaire 
length L, and hence that r(L)=r, and solve for the 
optimal values of n, k and A (the Lagrangian multi
plier): 

h 
k* [ao/wS] 2 * (6) 
n* = C0 /[w + 6/k ] (7) 
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* 2 2 
A [Sk I on l (8) 

Simulation Results 

Assume m=40, a=10, r=l.OO, (i.e.,100%), CF=$0.75, 
and a per person per item respondent compensation 
td=$0.10, Table 1 presents variations in the opti
mal sizes of k and n for various levels of vari
ances in the core and non-core items. Table 1 sug
gest that k* is a function of the ratio of the var
iances, rather than of the budget C0 , while the op
timal sample size n* clearl~ emerges as a function 
of the budget. Thus since k is not sensitive to 
the budget the number of questionnaires to be con
structed can be determined independent of (or prior 
to) the budget determination, but based on the ra
tio of the variances: a and S. As expected, higher 
the levels of core variances, higher the k*, which 
means higher the number of questionnaires to be gen
erated, given that the response rate r(L) remains 
constant (which is assumed here to be a constantr= 
100% response rate). Higher the non-core variances 
S, lesser the total sample sizes n*, since by equa
tion (6) k* is inversely related to S, and by equa
tion (7) n* is positively related to k*. 

* Table 2 illustrates sensitivity analysis of k and 
n* to changes in respondent compensation (td) as 
also to changes in a and S. The budget Co is fixed 
at $500, r=l, CF=0.75 per questionnaire, m=40 and 
a=10. The optimal number of questionnaires k* now 
emerges to be sensitive to respondent compensation 
td. Since, as per equations in (5), td occurs both 
in wando, for a given level of a and S, k* will 
be determined by the ratio 6 /w, which is clear from 
equation (6). Which also suggests that if CF and 
the number of core items (a) increase, then k* will 
decrease, for a fixed level of td. If on the other 
hand, the number of core items (a) increases, then 
6 will increase, and from equation (6), k* will in
crease, given a fixed a/S ratio. Following the same 
line of reasoning n* should be a decreasing function 
of td. Hence given a fixed budget C0 , any appreci
able increase in respondent compensation td would 
automatically reduce the sample size n*. As td in
creases, k* increases decreasingly, thus indicating 
convergence of k*. 

Matrix Sampling With Item Overlap 

The mathematical formulation of this model is pro
vided under Appendix I. Here we are providing sim
ulation results of k* and n* for various levels of 
overlap. The level of overlap is indicated by the 
index b which moves from m=40 to a=10. When it is 
at m=40, then there is no overlap, and the overlap 
model of Appendix I collapses to the usual model 
described under equations (2) to (8). When b moves 
to a=10, there is full overlap, and all them items 
reach all the n respondents generating nm item ob
servations. This assumes that the overlap takes 
place over all k groups. In this simulation exer
cise, given the overlap model, overlap occurs only 
over 2 groups. Tables 3 and 4 present the simula
tion results for different levels of cost budget 
C0 and for different compensation levels td. Both 
tables assume a constant variance level of core 
items: u=30. But the variances of non-core items 
are changing depending upon which of the non-core 
items are selected for the overlap, and at what de
sign stage (i.e., at what level of index b). 

Let us assume that the 30 non-core item variances 



are ordered in an increasing sequence, with the 
lowest among them having a variance of 0.025, and 
the next one increasing by 0.01 over the previous 
one. The (strong) ordered sequence would be as 
follows: 

[0.025, 0.035, 0.025 + (b-1)0.01, ••• , 0.25 + 
29(0.01) = 0.315] 

The overlap occurs as follows: b moves by one item 
at a time, starting from the 30th non-core item 
(with the maximum item-variance of 0.315), till af
ter 30 iterations all 'the 30 non-core items get 
overlaped. The overlap itself is over 2 groups of 
size n/k. That is the overlapped. item is a.djusted 
for 2n/k (which is reflected in equation (i) of 
Appendix I) • 

Table 3 assumes m=40, a=10, Cp=$0.75, r=1.00, and 
td=$0.10. The research budget C0 varies from $300 
to $500 to $700. The various optimal values of k* 
and n* for each level of overlap are then present
ed. It ·is easily seen from Table 3 that n* emerges 
as a function only of C0 and not of the overlap de
sign; the recorded variations in n* are very small 
and seem to be independent of the level of overlap. 
Where there is no overlap at all, i.e., b= 40 = m, 
then k* = 3.18 and n* = 111, at C0 = $300. This in
dicates only 3 questionnaire forms: each consisting 
of the 10 core items, and 10 non-core items, admin
istered across 111/3 = 37 individuals each time. At 
this zero overlap stage a. = 30 and f;l = [ 0. 025 + 0. 035 
+ 0.315] = 5.10, at which level, using the non
overla~ model solutions (equations (6) and (7)) we 
have k = 3.117, and n* = 111.329, which is also 
found in Table 3. This confirms the consistency be
tween the non-overlap and overlap models. Note 
also, that when maximum overlap occurs, that is b = 
10, then the optimal number of groups k* is 6.35, 
which implies the shortest questionnaire form poss
ible. Also observe that k* is independent of the 
budget size. This also follows from our earlier 
assumption of r(L)=100%; i.e., r=l.OO. GivenlOO% 
response rate, and this across all questionnaire 
lengths, k* becomes invariant across various levels 
of C0 • 

Table 4 provides a budget constrained (C0 = $500) 
situation, within variations in respondent compen
sation td. The optimal values of n and k as func
tions of different td levels are presented, under 
the same parameters as in Table 3. When C0 is fixed 
for a given td level, n* seems to be once again in
dependent of the design. The value of k* however 
increases with the increased overlap; i.e., the 
length of the questionnaire decreases. Note that 
both n* and k* vary with td: the former varies in
versely, while the latter directly. The total de
sign framework suggested by Table 4 has marketing 
research strategy implications, which are beyond 
the immediate scope of this paper. 

An Empirical Illustration 

A Syndicated Research Company gathered data on a 
pretested questionnaire of 40 behavioral items, 
some 8 demographic items, that dealt on "charity 
giving" among metro household consumers. The data 
was collected from a random sample frame of 500 
metro households. A total of 161 responses were re
ceived, implying a response rate of 32.2%. The re
sponses to both core and non-core items were equal 
interval scaled, ranging from 1 to 7: the larger 
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number indicating a higher attitude (positive) to
ward charity giving. 

A small pilot sample (25%) was derived from this 
data base: that is, responses across all items from 
among 40 ~andomly chosen respondents were first 
studied and their usual statistics noted. Of parti
cular interest for this model are the core and non
core variances (a. and f:l) that are incorporated in 
the objective function (equations (2), (4) or (i)). 
The non-core variances (f:l) are ordered next. The 
sequence of design-overlap is over those itemswhich 
have the next highest variance, and so on, until! 
all the non-core items are overlapped exactly once; 
i.e., all the non-core items are covered exactly 
over 2n/k respondents, k being the number of groups 
the non-core items is being broken into. 

The pilot sample yielded an a.=21.345, f;l=6.731, 
and we estimated the other data base parameters as 
follows: Co=$500; Cp=$0.50; td=0.20, and since 
the response rate r was associated with items, we 
assumed it to be equal to 1.0. Then with m= 40, and 
a= 10, and applying these values on the non-overlap 
model we obtained the optimal values of k* = 2. 76 
and n* = 106.98. Which suggest that the same popula
tion estimates of items could have been obtained 
with smaller sample sizes, used more effectively by 
proper overlap. 

* This further suggested that using k = 3 (which is 
close to 2.76 as obtained from the model) we could 
experiment with various questionnaire-sampling de
signs: varying both the questionnaire length using 
proper overlaps, as also utilize different sample 
sizes and using the suggested data base, rederive 
the sample estimates of the population parameters, 
and then test for goodness-of-fit between the sam
ple estimates of all the items (core and non-core 
included) with their corresponding population esti
mates. We use the following goodness-of-fit meas
ures: 

MD = mean deviation 
161 

(1/161) E E (Xi. 
i j=l J 

161 

(9) 

AD mean absolute 
deviation 

(1/1.61) E IE (X •• - p iJ.) I (10) 
i j=l lJ 

l&l](x .. -P .. )I 
PAD= mean percentage= (1/161) E {E' · lJ lJ } (11) 

absolute deviation i j=l xij 

Theil's u Coefficient (12) 
161 2 

E { E (Xi. - P .. ) } 
i 

j=l J 1J 
161 2 ~ 161 2 ~ [ E (Xi.) ] + [ E (P ij) ] 
j=l J j=l 

The summation over i in each of the above goodness
of-fit measures depends upon how many items are in
cluded in the fit with each design overlap. Table 5 
presents the goodness-of-fit results for various 
designs. With k*=3 and m= 40, and a= 10 the non
core items were 30, and hence, each group had just 
10 items of core and 10 non-core items to begin 
with, with all the 30 non-core items covered by a 
given sample size. For illustration purposes we 
started with a very low sample size of 10 and used 
this sample across 6 questionnaire forms, each con
taining 20, 22, 24, 26, 28 and 30 items, the over
lap increasing by 2 items each time, those items 
being overlapped which had the next highestvariance 



at each design stage. MD was -2.12, AD was 6.38, 
PAD was 7.30 and U was 3.75 for sample size 10 and 
questionnaire design size 20. Note that all the 
four goodness-of-fit measures decrease in value as 
the overlap increases; however, they decrease non
uniformly, U being fairly stable throughout. Note 
also that U which is bounded between 0 and 1 is not 
so in our case, as it is a sum of the U's over i 
items (see equation (12)). 

The other design overlaps with various samplesizes 
from 15 to 50, with an increment of 5 random res
pondents each time, are presented in Table 5 with 
their corresponding four goodness-of-fit measures. 
In general MD behaves non-uniformly, while the oth
er 3 measures decrease monotonically as overlap in
creases within a given sample size. AD, PAD and U 
decrease also as the sample size increases; how
ever, AD and PAD reach a minimum when the sample 
size is between 35 and 40, and when the design size 
is 30. Which implies that much of the information 
contained in the above 161 respondent/40 question
naire-item data base could have been obtained with 
about 40 target respondents with an average quest
ionnaire length of 10 core items and 20 non-core 
items. 

Conclusions and Further Research 

This paper introduces the well established matrix 
sampling methodology to marketing research. The 
procedures help the researcher to simultaneously 
optimize over questionnaire designs and sampling 
designs. The model can particularly incorporate re
spondent time-talent cost functions (estimated here 
as just respondent compensation td), thus putting a 
premium on respondent time and cooperation. The 
paper argues that several short surveys may be bet
ter than one long one administered across all the 
targeted respondents. 

Future research on this topic may focus on one or 
more of the following issues: 

(i) The questionnaire length (m) and the core
length (a) can be treated as decision variables (or 
model parameters). 

(ii) Establish the validity of the model when the 
questionnaire items may include categorically scal
ed nominal or ordinal items. 

(iii) Since item variances and item response utili
ties are unrelated, the model must be extended to 
incorporate differential weights across items based 
on their respective response utilities. 

(iv) The model proposed in here assumes that the 
researcher is interested in efficiently estimating 
population means; one could consider the problem 
of estimating other univariate/bivariate population 
parameters as well. 

(v) The response rate can be assumed to be a 
known function of questionnaire length and be al
lowed to vary with the length of the survey. 
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TABLE 1 
SENSITIVITY- ANALYSIS OF k*rAND n* TO CHANGES IN 

BUDGET (C0 ) AND TO VARIANCES OF CORE (a) AND NON
CORE (S) ITEMS, GIVEN FIXED RESPONDENT COMPENSATION 

PER ITEM td = $0.10 

I o Cost Budget B = 4 B = 7 B = 10 . * k • * . * k n n k n 

co= $300 ?..928 108.12 2.213 96.60 1.852 89.02 
20 C0 = $500 2.928 180.20 2.213 161.00 1.852 148.36 

C0 = $700 2.928 252.28 2.213 225.40 1.852 207.70 

C0 = $300 3.586 115.98 2. 711 105.01 2.268 97.63 
30 C0 = $500 3.586 193.30 2.711 175.02 2.268 162.71 

C0 = $700 3.586 270.62 2. 711 245.03 2.268 222.70 

co= $300 4.140 121.23 3.129 110.76 2.619 103.60 
40 C0 = $500 4.140 202.06 3.129 184.60 2.619 172.67 

c0 = $700 4.140 282.88 3.129 258.44 2.619 241.74 

TABLE 2 
SENSITIVITY ANALYSIS OF k* AND n* TO CHANGESIN 

RESPONDENT COMPENSATION (td) AND IN VARIANCES OF 
CORE (a) AND NON-CORE (S) ITEMS, GIVEN A FIXED 

BUDGET OF C0 = $500 

0 

20 

130 

40 

I 

b 

40 
35 
30 
25 
20 
15 
10 

Compensation B = 4 B = 7 B = 10 

* * * * * * k n k n k n 

td = $ 0.05 2.450 268.47 1.852 242.71 1.547 225.40 
td = $ o. 10 2.928 180.20 2.203 161.00 1.852 148.34 
td=$0.15 3.162 136.13 2.370 120.99 2.000 111.11 

td = $ 0.05 3.000 285.71 2.268 261.58 1.897 245.03 
td = $ 0.10 3.586 193.30 2.711 175.02 2.268 162.71 
td = $ 0.15 3.873 146.55 2.928 132.03 2.450 122.34 

td = $ 0.05 3.464 297.09 2.619 274.30 2.191 258.44 
td = $ 0.10 4.140 202.06 3.130 184.60 1. 619 171.67 
td = $ 0. 15 4.471 153.55 3.381 139.61 1.818 130.17 

TABLE 3 
OVERLAP DESIGN SIMULATION RESULTS WITH 

COST/BUDGET VARIATIONS 

Cost Budget Cost Budget Cost Budget 
c = 300 c = 500 c = 700 

0 0 0 

* * * * * * k n k n k n 

3.18 111.33 3.18 185.55 3.18 259.77 
3. 71 111.37 3. 71 185.61 3.71 259.86 
4.28 111.71 4.28 186.19 4.28 260.67 
4.86 112.13 4.86 186.89 4.86 261.64 
5.44 112.37 5.44 187.29 5.44 262.20 
5.95 112.18 5.95 186.97 5.95 261.76 
6.35 111.33 6.35 185.55 6.35 259.77 



b 

40 
35 
30 
25 
20 
15 
10 

TABLE 4 

OVERLAP DESIGN SIMULATION RESULTS WITH 
RESPONDENT COMPENSATION VARIATIONS 

k* 

2.66 
3.10 
3.58 
4.07 
4.55 
4.98 
5.31 

SAPIPLE 
SIZE 

1C 

Respondent Compensation td 

0.05 0,10 0.15 

n* k* n* k* 

275.55 3.18 185.55 3.58 
275.63 3. 71 185.61 4.18 
276.39 4.28 186.19 4.82 
277.31 4.86 186.89 5.49 
277.84 5.44 187.29 6.13 
277.42 5.95 186.97 6. 71 
275.55 6.35 185.55 7.16 

TABLE 5 

AN EMPIRICAL ILLUSTRATION OF THE 
MATRIX SAMPLING MODELS 

n* 

113.00 
113.04 
113.42 
113.88 
114.14 
113.93 
113.00 

QUESTIONNAIRE LENGTH 

STAT --~~ •••• !! ... !~ ... !~.--!~----~~---
MD •2,12 ·2.04·1.65•0,93·1.24 •1,22 
AD 6.38 5,95 5.40 4.~0 4,!9 4.0j 

PAD 7.30 7.23 7.17 7.09 7.06 7.04 
u 3.75 3.74 3.72 3.72 3.70 3.69 

----------------------------------------------------------:& ·2:~o ·£:~t-1:~!-1:~s-~:~~ -~=~~ 
PAD 6.74 0.74 6.71 o.7g 6.64 6.66 u 3.65 3.64 3.60 3.6 3.60 3.61 

15 

----------------------------------------------------------MD -0.94 -o.88·1.o~-o.77-0.7i ·Q·4~ 
2C p~g ;;~~ ;;l3 ~:~2 ~:~2 ~:;6 ~:27 

u 3.58 3.58 3.56 3.56 3.55 3.55 
----------------------------------------------------------MD ·0.75 ·0.75·0.85·0.92•0,81 ·0.67 

AD !.~0 !.69 !.62 2.87 2.61 2.51 
PAD o.4 o.37 6.39 6.32 6.38 6.31 

u 3.53 3.53 3.53 3.50 3.5 3.50 
25 

----------------------------------------------------------MD ·0.15 -0.24·0.24·0.29•0,22 ·0.14 

30 
AD 2.8! 2.70 2.68 2.29 2,19 2.16 

PAD 5.97 5.~8 5.98 5.93 5,95 5.94 u 3.44 3.44 3.44 3.43 3.43 3.43 
----------------------------------------------------------MD -0.19 -0.24-0.16-o.o7-o.o2 -0.02 

AD 2,09 1.99 1.88 1.76 1.77 1.76 
35 PAD 5.o8 5.69 5.68 s.o4 5.64 5.65 

-------------------~----~:~~--~:~~-~:~~-~:~~-~:~~--~:~~---MD -o.o3 -o.o3-o.o9-0.02 o.o3 -o.oo 
AD 2.57 2.47 2.28 2.16 2,03 1.91 

40 PAD 5,51 5,51 5.49 5.46 5.46 5.47 
u 3.29 3.30 3.30 3.29 3.39 3.28 

----------------------------------------------------------MD 0.12 0.04 0.11-0.02 0.06 0.01 

45 p:g ~:r~ ~:l~ ~:t~ ~=~6 ~:~~ ;:r~ 
u 3.18 3.18 3.18 3.17 3.17 3.17 

----------------------------------------------------------MD 0.52 0.54 0.64 0.40 0.46 0.38 
AD <.d9 2,81 2.62 <,39 2.22 2.13 

so PAD 4.89 4,89 4.87 4.87 4,87 4.87 
u 3.14 3.14 3.13 3.12 3.12 3.11 

APPENDIX I 

MATRIX SAMPLING MODEL v/ITH OVERLAP 

The minimization problem of equations (2) to (5) 
can be easily extended to include the overlap in 
non-core questionnaire items. Retaining the same 
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items, with a as core items therein, let us sub
divide the remaining set of (rn-a) non-core items 
into a non-overlap set of (b-a) items, and the cor
responding overlap set of (m-b) items, a< b < m. 
Then the minimization problem is reduced to: 

Minimize [a+ (S 1 + E 1 /2)k]/n 
(n,k) 

subject tl [wn + o 1 (n/k)] = Co; n, 

a 2 b 2 m 2. 
where a = !:cri s I = l:cri E I = l:cri 

i=I i=a+I i=b+l 

(i) 

k>O (ii) 

w = CF +a+ td and 61 = (b-a) td + (m-b) 2td (iii) 

a < b < m 

The usual Lagrangian procedures yield the optimal 
solution to the overlap design as follows: 

* k 

* n 

!, 
[a 0 1 /(S 1 + E 1 /2)w] 2 

* [Co I (w + 0 1 /k )] 

(iv) 

(v) 

The simulation results presented in Tables 3 and 4 
follow this model. 
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ISSUES WITH COMPUTER AIDED INTERVIEWING SYSTEMS 

James D. Larson, Montana State University 
Richard L. Schwaller, Montana State University 

Abstract 

This paper examines the emerging techniques 
associated with computer aided interviewing. The 
methodology is viewed as a management information 
system, and experienced based guide lines are 
offered for the design of the research project 
which will utilize CAI. Characteristics of good 
software are presented with the hope that this 
will aid in software selection and development. 
CAI has received limited methodological research 
in the marketing literature, so several issues are 
presented in the hope that such research will be 
stimulated. 

Introduction 

Computers have been used as an aid to telephone 
surveys for a number of years (Tyebjee 1979) and 
recently have seen many applications in 
"intercept" surveys (O'Brien and Dugdale 1978) in 
supermarkets and malls. The basic concept is 
straightforward. The computer poses the question, 
accepts the response, performs range checks and/or 
other operations, and moves to the next question. 
The computerization of the survey provides several 
key benefits (Churchill1983; Tyebjee 1979). 

1. The range checks guarantee that all 
responses are "acceptable." 

2. Since the program provides complete control 
over the sequence of questions, complex 
skipping and order control are possible. 

3. Personalization can easily be accomplished 
by forward control of information to 
enhance rapport with respondents. 

4. The questionnaire can be "customized" to 
the interests, attitudes and behavior of 
the respondent by conditioning questions 
upon the response to previous questions. 

5. The process allows "immediate" or even in
process analysis because data entry and 
coding are incorporated into the 
interviewing process. Sequential sampling 
can easily be incorporated, possibly 
allowing for smaller, less costly, samples. 

6. Administrative control is facilitated by 
the use of the computer to collect 
"accounting" data to monitor the status of 
interviewing process and to monitor the 
interviewers. 

These advantages have led to a great increase in 
the use of computerization. The advantages are 
not, however, automatic. It has been the authors' 
experience that these benefits are available only 
after careful planning and design of a complete 
intervt\..-wing system, and that even then 
computerization will lead to several problems. It 
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is the purpose of this paper to highlight that 
many potential problems are associated with 
computer aided interviewing. At times we suggest 
methods which might be useful to avoid the 
problems, but these are based on experience. In 
general, even when not made explicit, the issues 
raised should be thought of as a call for 
research. Many aspects of research methodology 
have been subjected to a great deal of research. 
Mail surveys, for example, have been examined from 
many viewpoints (Dickinson 1982), and Albaum and 
Peterson ( 1985) have proposed a paradigm to guide 
future research. Computer aided interviewing is 
an exception: the literature search revealed very 
few methodological studies and no empirical 
studies. 

Before proceeding with the discussion of these 
issues raised by computerization, several terms 
need to be clarified. The computer "program" 
which presents the questions is normally prepared 
using a software package that serves as the 
"language" by which the computerized survey 
instrument is written. The software facilitates 
the design and writing of the computerized 
questionnaire by handling many housekeeping 
details such as screen control, coding of 
questions, range checks, question sequence, etc. 
Many such software packages exist; the Marketing 
N.loc§. Software directory section in the last two 
years has listed at least 10 companies offering 
packages. The user may also have developed their 
own set of subroutines to accomplish these tasks. 
The software is critical to the computerization 
task, since it facilitates the writing of a good 
program, but the best software does not guarantee 
success because it is sfmply a tool which must be 
used with skill. The program, at a minimum, must 
present the question and instructions to the 
interviewer, accept the response, perform range 
checks if needed, store the coded reponse, and 
move to the next question. In addition to these 
basic functions, there should be a computer 
facility to A) enter and edit the questionnaire, 
B) perform administrative tasks such as monitoring 
the phone numbers called, counting the number of 
completed interviews, etc., C) edit the database, 
and D) perform the data analysis. While many of 
the commercial software packages integrate these 
functions, they may also be handled by separate 
programs. Analysis, for example, may be done 
either on an integrated statistical package, or 
the data may be passed to an external program such 
as SAS. 

The term "interviewing system" will be used to 
denote the entire working system - the computer 
program being operated by interviewers who are 
communicating with respondents, the administration 
and supervision of the interviewing process, the 
analysis aspects, and the development of the 
computer "program" that presents the questions and 
records the responses. When the demands of the 
research task are few, the nature of the 
interviewing system is not critical, and the 



computerized version differs little from 
administering the phone survey with a standard 
paper and pencil instrument. In more complex 
situations, however, computerization establishes a 
dynamic system which induces many unique 
opportunities and problems. A complex 
questionnaire, for example, with sequence 
randomization, personalization, or customization 
implies that there is no perfect "hard copy" to 
review, that each respondent receives a slightly 
different questionnaire, and that the interviewers 
never know what question is coming up next. In 
these more complex si tua tiona, the entire system 
must be carefully planned if major problems are to 
be avoided. 

Questionnaire Development 

The questionnaire is designed for the research 
problem, and it is imperative that computerization 
does not compromise this. The program must be 
designed to accommodate the questionnaire - not 
the questionnaire designed to accommodate 
programing. The interference may come from the 
high cost of refining a software package to meet 
the needs of the questionnaire, from prematurely 
building the questionnaire into the structure of 
the program, making subsequent modification 
difficult, or from software that is inadequate for 
the task at hand. 

While in principle the programing could wait until 
the questionnaire is fully developed and 
pretested, except in the simplest situations 
programing and questionnaire development are 
highly interactive. This may be done in an effort 
to save lead time, since at least some portions 
seem firm. But the dynamic interactions induced 
by the advanced features force simultaneous 
development of program and "questionnaire," 
because the computerized version differs greatly 
from the hard copy representation. This requires 
budgeting the time and expense of fully testing 
the program, including production "shakedown." 
While this advice may sound trivial, the time slot 
is not part of the "normal" research process and 
comes at a time when everybody associated with the 
research program is very anxious to get started. 

If the questionnaire is to be developed 
simultaneous with programing the editing features 
of the software system must be of very high 
caliber. One must be able to add, delete, modify, 
move, and restructure questions easily. Hard copy 
versions must not be "separate" from the computer 
version - that is a facility should exist which 
will output, in readable form, a hard copy version 
for review. But the reviewers - all those who 
must verify the acceptability of the final 
instrument - must be cognizant of the dynamic 
differences induced by computerization. The "hard 
copy" versions, which are taken to the review 
meetings are, in some cases, very poor 
representations of the true instrument. 

Just as the questionnaire author must be aware or 
whether administration will be by phone or mail, 
if the survey is to fully utilize the benefits of 
computerization, the questionnaire must be written 
with features such as personalization and carry 
forward information in mind. In particular 
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programing should not be divorced from 
questionnaire development. Programing should 
commence early, prior to refinement, focusing on 
several structural features. 

Sequence rotation or randomization, customization 
by carry-forward of information to be incorporated 
into subsequent questions, and personalization all 
require careful development during programing. 
Programing should be done early so that the 
effects of these features can be seen, instead of 
imagined, by all reviewers. Pre-testing these 
special effects is especially critical. As a 
simple example of the problems that are difficult 
to anticipate without through review conducted 
with the dynamic computer version, consider the 
use of a random sequencing of attitude items. Are 
there some sequences that set a bad context? Or 
particularly apt to induce other biases? How 
often and with what questions will the 
instructions be read to the respondent? Even more 
complex situations arise when you are 
incorporating the response to one question into 
another. Will ~ acceptable response fit 
grammatically into the subsequent question? 

Methodological Issues 

Several of the "advanced" features of 
computerizing the questionnaire are done with the 
intent of increasing the involvement of the 
subject, and the hope that this will lead to more 
accurate responses. Personalization may be used 
to carry the respondent's name into several places 
in the questionnaire. But all who have received 
"personalized" form letters will recognize that 
this can be over done, and the effect is 
alienation, not involvement. Does the repeated 
use of ones name really increase involvement? If 
so, how many times should it be repeated? What 
if, as can easily happen, the formal name is not 
the same as the persons call name? Mr. Richard 
Nelson may sound strange to Dick Nelson. Should 
first names be used or last names or both? 

Carrying the response to one question into another 
has the effect of making the experience of each 
respondent unique. For example on a recent survey 
we carried the favorite vacation activities into 
the rating section of the questionnaire. People 
who liked to ski where then asked to rate Montana 
as a place to ski, while those who didn't ski 
where not asked this later question, but to rate 
Montana as a place to do an activity they where 
interested in. This procedure has the advantage of 
obtaining ratings on a very large number of 
attributes, and of obtaining ratings only from 
respondents where familiar with the activity. But 
what effect did this procedure have on the 
attitude? Some where reminded of characteristics 
such as skiing which compliment Montana, others 
where reminded of characteristics which work 
against Montana. In addition some of the 
questions where asked of only a few respondents, 
so the reliability of response varies considerably 
between questions. Skips can easily be made very 
complex, and also have the effect of making the 
interview different between respondents, and 
perhaps inducing sparse data. What does this do 
to the quality of the response? 



Interviewers 

The program must be responsive to several "human" 
needs. The standard "hard copy" interview form 
has many features which are easily overlooked when 
developing a computerized version. The hard copy 
is easy to read, and causes no eyestrain. Coding 
is easily done by simply checking a box, and is 
easily corrected by the interviewer if desired. 
The pace of the interview is not dictated by the 
form. Interviewers can read ahead and anticipate 
the next question. Perhaps most importantly they 
are able to use human intelligence to solve 
specific problems which arise during the 
interviewing process, and pencil their solution in 
the margin while continuing with the interview. 
Developing a "user friendly" program that even 
matches these features is one of the major 
challenges facing program developers and software 
designers. 

The screen must be designed for a minimum of 
eyestrain. Scrolling definitely leads to a 
dizzying effect and should be avoided. "Attention 
devices" (blinking displays, highlighted areas, 
etc.) are very useful, but should be used with 
restraint. Material to be read to the respondent 
should be clearly separated from instructions to 
the interviewer. One method to this end is to 
always position the question at the top of the 
screen, and to make it a distinct color (e.g. 
Bolded). 

Interviewers should not be expected to respond to 
error messages generated by the programing 
language. Usually such messages are in computer 
jargon which will only confuse the interviewer. 
When selecting software one should verify that all 
errors that can be made are handled in a "user 
friendly n way. Out of range responses must be 
noticeable (bell rings, perhaps) and easily 
corrected. What happens when a character is 
entered for questions anticipating an integer? 
Errors that stop the program during the interview 
are especially onerous and frustrating. Every 
precaution should be taken during programing to 
avoid them, and software prone to such occurrences 
is completely unacceptable. 

The computer is waiting for a legal response to 
the question and will not proceed without such a 
response. This structure provides a major benefit 
of computerization because of the guarantee of a 
legal response to every question in the exact 
sequence dictated by the program design. This 
"benefit" can easily lead to problems since 
potentially responsive answers can stop the 
program if they are not included in the legal 
range, and errors which are "legal" are difficult 
to change because they are so quickly "gone. 

In spite of all precautions, changes will be 
required which cannot be made during the 
interview. Supervisors must. be provided with a 
method of database query and modification. The 
supervisors must be careful to perform these 
changes in a "non-threatening" way, or the 
interviewers will not report their errors. 
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Many interviewers are poor typists, furthermore, 
even for an expert typist the response entry time 
on a computer is apt to be considerably longer 
than on hard copy. Without careful program design 
and high quality software this situation will lead 
to embarrassing pauses during the interview, 
excuses by the interviewer to the respondent, and 
mis-entry of data. Several design steps can be 
taken to speed data entry and reduce pauses. Most 
modern programming languages will allow the input 
of a single character to be accepted automatically 
without a carriage return or other end of line 
marker. A "mouse" to move the cursor to the 
proper place to "check" may be advantageous, yet 
in many cases the entry of a simple code will be 
faster. Simple codes should be entered whenever 
possible, and the coding scheme should be 
available on the screen (e.g., Never = 1, ••• , 
Often = 5). The codes should be standardized so 
that "No" is always 1 regardless of its position 
in the questionnaire. Frequent responses to open 
ended questions should be coded, either by number 
or simple abbreviations. Spelling errors will 
inhibit content analysis, but it is best not to 
correct them during the interview because it will 
take too much time. They can be reviewed and 
corrected by the interviewer or supervisor after 
completion of the interview. A review by the 
supervisor may also spot patterns which can be 
incorporated into the program to simplify response 
entry and subsequent analysis. 

A simple training routine is both easily written 
and valuable. For example, most questionnaires 
have large blocks of questions with the same code. 
The computer can present a response and receive 
the code, check the time required and accuracy, 
and randomly select another response to be coded. 
Such a training routine will give the interviewers 
confidence and reduce the possibility of the 
bothersome "legal" entry errors which would 
otherwise pass range checks. 

Methodological Issues 

In principle CAI should minimize the occurrence of 
errors during the entry and coding of the reponse. 
The ability to have range checks and automatic 
skipping are examples of features designed to this 
end. This section, on the other hand has argued 
that the process opens avenues to errors which are 
not encountered during the more traditional "hard 
copy" interview, such as the possibility of new 
interviewer biases due to delay and frustration. 
Furthermore the range checks, by forcing 
acceptable responses, serve as a mask to 
uncovering sloppy interview practice. The 
question of whether CAI results in fewer, or 
different, errors is an empirical one which calls 
for careful study. Simple experiments could be 
embedded within the data collection process which 
would clarify many of these issues. Several of 
the suggestions made, for example, call for 
different programing styles which could be 
empirically compared. Others press on software, 
and should be studied and addressed by software 
vendors and designers. 



In Process Analysis 

Some of the major advantages of survey 
computerization reside in the fact that the 
database is immediately available and can be used 
during the survey process to A) monitor the 
process and interviewers, B) spot problems early 
to allow corrective action, and C) decrease the 
cost of the survey by the use of sequential 
sampling. 

Administrative Control 

A great deal of data useful for research 
administration can easily and unobtrusively be 
collected during the interview process. 
Administration of the interview process entails a 
fair amount of record keeping the number of 
calls attempted, qualified and completed, various 
quotas, etc. The collection of this information 
should be easily programmed, and the ease with 
which such functions are accomplished should be a 
major factor during software selection. The main 
concern is that the administrative information 
needed for the project be carefully detailed and 
examined so that it can be incorporated into the 
program. 

The program should handle terminations at any 
point in the interview and the ability to restart 
an interview if a respondent asks to be called 
back to complete the interview at a more 
convenient time. With simple interviews this is 
easy, but it takes good software to know where to 
start if broken in the middle of a random 
sequence, with the proper information recorded for 
customization or personalization. 

Monitoring of interviewers 

While not obsoleting the need for direct 
monitoring of interview performance, the 
computerization of the interview affords the 
opportunity for a powerful "big brother" which is 
of major assistance in standardizing the survey 
across interviewers and locating interviewer 
errors. Various aspects of the interview can be 
timed - total completion time, time to complete 
certain blocks, and/or key questions, for example. 
Large deviations from average suggest the 
interviewer is skipping questions or changing the 
wording. 

Counting errors, such as the number of out of 
range entries, number of corrections, etc., will 
help spot careless data entry. Remember, however, 
that a very small number of errors may also imply 
problems since the interviewer could simply be 
keying "legal" answers. Data analysis, broken by 
interviewer, may quickly spot various interview 
biases. 

Problem Recognition 

Preliminary analysis may point to problems with 
the design of the the questionnaire or program. 
While this is not to suggest that the normal pre
test should not be the main technique of debugging 
the survey design, some problems will only show up 
with a sample size that is larger than normally 
used in a pre-test. An "other" response, for 
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example may be occurring too often, and the 
reoccurring response added to the standard 
categories. A group of interest may occur less 
frequently than anticipated, so action should be 
taken to correct the situation - stratification 
perhaps, or additional screening questions could 
be added. Such post hoc changes to the survey 
design must, of course, be done with care, but 
certainly the problems uncovered are better faced 
early than after many interviews have been 
conducted. 

Sequential Sampling 

The use of in-process analysis greatly facilitates 
the use of sequential sampling plans. Essentially 
sequential sampling involves the analysis of the 
data as it accumulates, rather than waiting until 
the a-priori sample has been collected, and using 
the unfolding result to decide when sufficient 
evidence has been collected to reach a meaningful 
statistical inference. The technique can lead to 
significant cost savings, since meaningful results 
might be obtained with much smaller samples than 
would be needed than with conventional sampling 
plans. This flexibility can be viewed as a major 
benefit of computer aided interviewing. However, 
a change in the sampling plan is essentially a 
change in the design of the experiment and may 
lead to incorrect conclusions unless proper 
procedures are followed. 

Consider a survey conducted in order to determine 
whether or not the proportion of customers having 
preference for a certain brand of a product is 
greater than 70%. In designing the survey it was 
determined that if, in a random sample of 57 
customers, 80% or more preferred the brand in 
question, the conclusion would be that more than 
70% of the customers in the entire population 
would prefer that brand. The probability of a 
type I error is .05. 

Now suppose that the interviewer calculated the 
sample proportion from 57 observations and found 
that it was slightly less than 80% and therefore, 
decided to continue sampling in the hope that the 
sample proportion would increase as additional 
observations were obtained. This changes the 
design of the experiment and the probability of 
obtaining the threshold value of 80% increases. 
That is, the likelihood of obtaining a sample 
proportion of 80% or more from a sample of 57 is 
less than the likelihood of obtaining this 
proportion from a sample of 57 ~ a larger sample 
if it is not obtained from 57 observations. What 
this does, essentially, is inflate the level of 
significance (Type I error probability) to a value 
larger than . 05. 

While less obvious than in the above example, 
preliminary checks to see if a parameter is 
"significantly" above a threshold value, within 
some range, or that some level of reliability has 
been reached will always lead to inflated 
estimations of the type I error, since the 
implication is that if significance is not 
reached, sampling will continue. The contingent 
nature of such action always implies the union of 
two (or more) sampling plans, and the probability 



of the union of the two events can only be greater 
than either standing alone. 

If the benefits of sequential sampling are to be 
realized without inducing biases, the sampling 
plan must be designed with the contingencies in 
mind. Many such designs exist. Anderton, Gorton 
and Tudor (1980) have presented interesting data 
illustrating one correct approach to sequential 
analysis in market research. The statistical 
theory is presented in standard statistical texts 
(Hogg and Craig 1978, pp 374-380; Lindgren 1976, 
pp 310-324). 

Methodological Issues 

In-process analysis can lead to many benefits, but 
the use of this tool is not tradi tiona! in 
marketing research. The traditional approach 
calls for a-priori establishment of the research 
design: the training or changing of interviewers 
or the questionnaire based on partial results, and 
sequential sampling all raise profound 
methodological questions which have not been fully 
addressed in the marketing literature. Research 
should start by describing the current practice of 
those engaged in CAI, and critically examining 
these practices for good and bad features, and 
then developing improved procedures which 
recognize the possibilities inherent with the 
tools now in use. 

Summary 

After consideration of the information needs and 
facilities required, it is evident the 
computerizing the survey is much more than the 
simple output of questions and input of response, 
but an Management Information System. The program 
structure must, therefore, be thoroughly thought 
out so that both the immediate survey needs are 
satisfied and so that the interview system is as 
general as possible so that future projects can be 
implemented with ease. There are many ways that 
the goals outlined in this paper can be 
programmed, but there are several general 
considerations which will aid in selecting 
software and program design. 

Successful questionnaire programing requires 
software which allows, and hopefully facilitates, 
the diverse features needed for interactive use, 
such as screen control, random sequencing, 
branching and skipping, carry forward of 
information for personalization and question 
customization, error control, questionnaire 
editing, and database editing. The available 
software varies in the ability to accomplish these 
goals. Major differences exist in how the tasks 
are accomplished and the ease with which the 
programing is accomplished. Ease of programing is 
important, since difficulty here will lead to many 
problems, but this must be balanced against the 
overriding goal of the ability to produce a 
computerized survey which is user friendly and 
will lead to good sound data. Since the selection 
of software is a decision which interacts with the 
hardware and often requires a commitment over a 
long time period, it is a very important decision. 
When making the decision one must consider future 
needs since many of the "advanced" features 
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require experience with the equipment before their 
opportunities, and problems, can be fully 
appreciated. It is hoped that that this paper, by 
pointing to the characteristics of a good software 
system, will aid in the selection process. It is 
also hoped that open discussion of desirable 
features will lead to the development of improved 
software. 

The need for methodological research has also been 
stressed. CAI raises questions which are either 
new, or of a different magnitude, than those found 
in tradi tiona! methodology. These issues should 
be addressed promptly since the technique is being 
widely used and new applications are constantly 
being found. The dynamics of customization, a 
different set of interviewer biases, contingent 
research design changes all certainly call for 
methodological research. But the technology is so 
new that these issues should only be considered 
the starting set, for once these questions come 
under the scrutiny of research it is likely that 
many more will surface. 
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Abstract 

Various approaches such as conjoint analysis, 
legit, probit, and elimination-by-aspect models 
have been employed to solve marketing problems 
that involve the selection of an alternative. The 
present paper uses the Analytical Hierarchy Pro
cess (AHP) developed by Saaty (1980). The major 
distinction of this approach is that it struc
tures any complex, multicriterion problem 
hierarchically. The model employs pairwise com
parisons using the subjective scale developed by 
Saaty. The pairwise c-mparisons are done in 
terms of which one element dominates another. 
These judgments are then expressed as integers. 
This approach is illustrated in an application to 
the prediction of consumer choice behavior. 
Guidelines for strategic implications are 
provided. 

The analytic hierarchy modeling and measurement 
process, developed by Saaty (1980), is one more 
recent method among various methods used to 
determine the relative importances of a set of 
criteria. When a hierarchy is designed to 
reflect likely choice environment scenarios, 
objectives, and alternative, product/market 
options, the AHP process can provide a framework 
and methodology for marketers to understand the 
consumer process which involves selection of an 
alternative. The purpose of this paper is to 
describe the application of the AHP approach to a 
marketing problem which involves selection of an 
airline. The paper focuses on the following 
areas: 

1. A brief description of the analytic hierarchy 
approach - its conceptual foundation, 
analytical process, and required inputs. 

2. Description of research methodology including 
data description. 

3. Application of AHP to consumer choice 
problems. 

4. Conclusions and implications. 

The Analytic Hierarchy Model 

Humans are not logical or always rational. Deci
sions and judgments are made on what people 
believe to be reality and then logic is used to 
defend the reached conclusions. What the AHP 
attempts to do is to organize logic, feeling, and 
intuition into a framework for decision making. 

In designing his model, Saaty looked at the human 
mind and how it organizes facts to make decisions. 
He felt there were two basic approaches·, which 
analyzes a system as a network and its interact
ing parts, and the systems approach, which views 
the system from a global perspective, without 
regard for the operation of its individual parts. 
Based upon these two assumptions, three phases 
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were developed in the model. 

1. The construction of a hierarchy-breaking down 
a problem into separate parts. 

2. The establishment of priorities- ranking 
elements of the problem by relative import
ance. 

3. The principle of logical consistency
insurance of the first two steps that the 
elements are grounded properly and ranked in 
a logical fashion (Saaty 1980). 

Taking each of the phases separately, the method 
of constructing hierarchies is first given. There 
is no set of rules for constructing hierarchies, 
each decision to be made must be examined individ
ually. Using a heuristic approach, decompose the 
complex system according to the essential parts by 
first defining an overall objective. This becomes 
the top of the hierarchy and is the only element 
on that level. Next, list all the possible 
alternatives or outcomes to be considered. This 
becomes the bottom level. Finally, list the 
criteria for judgment. When constructing 
hierarchies, include enough detail to define the 
problem as completely as possible, taking into 
account the environment, key issues, and the 
participants. 

The Analytical Hierarchy Process 

The AHP uses pairwise comparisons in its dominance 
matrices. Like the AHP model, Thurston's model 
(1927) of comparative judgment also uses pairwise 
comparison of the objects, but only to the extent 
that one is more preferred to or greater than 
another. It does not elaborate on how much 
greater one is than the other. Guilford (1928) 
discusses the number of restrictions associated 
with Thurston's approach. The use of the matrix 
of judgments generates strong parallels with 
principal component analysis, except that the data 
give dominance rather than similarity or conveni
ence information. In principal, the component 
analyses Amax is emphasized, but one also solves 
for all the A's. However, the results must be 
interpreted differently (Retelling 1933). 

To compare a set of objectives that are elements 
in a level of a hierarchy in pairs according to 
their weights, one denotes the object by 
A(l) .••• A(n) and their weights by W(l) •••• W(n), 
with the pairwise comparison appearing in a 
matrix. (See Exhibit 1.) (Saaty 1977). 

Due to the fact that this matrix is composed 
entirely of positive entries, it satisfies the 
reciprocal property A(ji) = 1/A(ij) and is called 
a reciprocal matrix. If this matrix is multi
plied by the transpose of the vector wT = (W(l) 
•••• W(n)) the problem becomes A(w) = nw. If W was 
not given, it would be necessary to solve the 
system (A-ni) W = 0. 

This system has a non-zero solution if n is a root 



of the characteristic equation of A. However, A 
has a unit rank and all eigen-values (i= 1,2 •.. n) 
of A are zero except one. It is known that 
I = ~Ai = Tr(A) where the sum of diagonal ele
ments = n. Therefore, only one of A(i) 's, called 
Amax• equals n and A = 0 and consequently A(i) 
cannot equal Amax• 

EXHIBIT 1 

PAIRWISE COMPARISONS 

Al A2 A 
n 

Al wl wl wl 

wl w2 w 
n 

A2 w2 w2 w2 

wl w2 w 
n 

A w w w 
n n n n 

wl w2 w 
n 

Any column of A, all of which differ by a multi
plicative constant, is the solution W. No matter 
which column is used, a unique solution will 
result if the solution is normalized so that its 
components sum to unity. (Saaty 1980) If given 
any row A, it is possible to determine the rest 
of the entires in the matrix because of the car
dinal consistency property. 

When establishing priorities, each level of the 
hierarchy is compared to the next higher level. 
What is obtained after performing the comparisons 
is the vector priority or the relative importance. 
This is accomplished using the values set up in 
Exhibit 2, and arranging them into a matrix. This 
process is the heart of AHP. In this step 
logical thinking and feeling are used to make 
judgment values. These judgments are more effi
cient than the normal means we normally employ 
for making decisions, but they are not more 
accurate. Saaty claims that if a result is 
reached through AHP which does not "feel" right, 
then the process of judgment should be redone. 
(Saaty 1980). 

To determine how consistent the judgment values 
given are, AHP uses a consistency ratio of less 
than ten percent. The consistency ratio (CI) is 
a comparison of judgment values made to random 
judgments. Some important concepts about consis
tency must be realized. First, perfect consis
tency is almost impossible except in 2 x 2 
matrices (Saaty 1982). 

To calculate the consistency ratio the following 
steps are performed: 

1. Calculate the row average to obtain the 
vector priority. 

2. Multiply the results by the initial entries 
in the columns. 

3. Obtain the relative weight of each entry by 
then totaling the row, dividing each entry by 
the total of its column entry. The average 
of these totals is called A 

max 
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EXHIBIT 2 

THE PAIRWISE COMPARISON SCALE 

Intensity 
of 

Importance 

1 

3 

5 

7 

9 

2, 4, 6, 8 

Reciprocals 

Definition 

Equal importance 
of both elements 

Weak importance 
of one element 
over another 

Essential or 
strong importance 
of one element 
over another 

Demonstrated 
importance of 
one element over 
another 

Absolute import
ance of one 
element over 
another 

Intermediate 
values between 
two adjacent 
judgments 

If activity i has 
one of the preced
ing numbers assigned 
to it when compared 
with activity j, 
then j has the 
reciprocal value 
when compared 
with i 

Explanation 

Two elements con
tribute equally 
to the property 

Experience and 
judgment slightly 
favor one element 
over another 

Experience and 
judgment strongly 
favor one element 
over another 

An element is 
strongly favored 
and its dominance 
is demonstrated 
in practice 

The evidence 
favoring one ele
ment over another 
is of the highest 
possible order of 
affirmation 

Compromise is 
needed between 
two judgments. 

4. Obtain the consistency index by taking Amax 
minus the total number of rows divided by the 
number of entires in the row minus 1. 
Exhibit 3 shows the consistency index for 
matrices size 1 through 15 (Saaty 1980). 

5. The consistency ratio is obtained by dividing 
the consistency index by the random value for 
the consistency index. 

EXHIBIT 3 

CONSISTENCY INDEX 

Size of Matrix 1 2 3 4 5 
Consistency Index 0.00 0.00 0.58 0.90 1.12 

Size of Matrix 6 7 8 9 10 
Consistency Index 1.24 1.32 1.41 1.45 1.49 

Calculating the consistency matrix is a long and 
tedious process. It is suggested that a computer 



be utilized for this purpose to obtain more 
accurate and reliable results. 

To evaluate the overall alternative to select, 
set up a new matrix with the vector priorities 
and multiply each by the next higher level. Add 
the results across the row to obtain the overall 
priority vector. The hierarchy is set based on 
the numerical order in the priority vector. 

The AHP enabled us to simplify a complex, un
structured situation into its component parts 
resulting in a selection of the optimal alterna
tive. 

A functional hierarchy was developed employing 
the process of decomposing the complex situation 
of consumer selection of an airline, for a flight 
from Newark to Houston, Texas, into its compo
nents based upon their interrelationships (see 
Exhibit 4). 

EXHIBIT 4 

CONSUMER CHOICE OF AN AIRLINE 

Hierarchical 
Level I 

(Criteria) 

Cost 
On-time per

formance 
Reputation 
Service 

Hierarchical 
Level II 

(Subcriteria) 

Peak 
Off Peak 
Punctuality 
Frequency 
Airplane safety 
Company reputa-
tion 

Comfort 
Meals offered 

Hierarchical 
Level III 

(Alternatives) 

Peoples Express 
Piedmont 
World Airways 
Continental 

The initial phase was the development of the 
major criteria; cost, on-time performance, repu
tation of the airline, and service. Each of the 
major criteria was further expounded upon through 
the use of a more detailed description of the 
interrelated components. 

Cost was considered to be the important factor 
when a traveler chases an airline. It was found 
that the consumer (traveler) is willing to give 
up some of the extras to gain some reduction in 
the cost. Cost was divided into the subcriteria 
of peak and off-peak prices. The second criteria 
was on-time performance, since travelers are 
always concerned as to whether or not they will 
arrive on time or constantly be delayed. 

Reputation was also deemed to be an important 
criteria. Nowadays travelers are experiencing 
and observing the problems which can be fatal, 
encountered by the airline industry. If there 
has been a great number of repeated accidents on 
a particular aircraft, consumers are likely to 
avoid flying with that airline. This reputation 
also is attributed to the company's image. If 
the company had a better image in the market, 
travelers associate positive feelings with the 
image of the company. 

The final criteria chosen is the service. No 
doubt, quality of the service is reflected by the 
cost; yet people expect desirable service. Some 
airlines do not provide meals, which some 
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travelers expect, and also travelers may have 
to pay for a snack. Therefore, service which is 
associated with comfort and meals, is an important 
criteria. 

Having selected the hierarchical structure pre
sented in Exhibit 4, each of the above criteria 
was evaluated using the 9-point scale described in 
Exhibit 2. Some of the pairwise comparison 
matrices are discussed under the rubric of 
research design and methodology. 

Research Design And Methodology 

Data Collection 

A randomly chosen sample of 250 passengers in the 
Newark International Airport, in New Jersey, were 
interviewed. A questionnaire was administered to 
individual respondents who were asked to rate the 
importance of the factors in Exhibit 2, in terms 
of which factors contributed to their patronage 
of a specific type of airline. 

The means for all these respondents were tabulated 
and rounded to the nearest integer, due to the 
fact that the AHP model requires only a discrete 
scale from 1 through 9. The pairwise comparisons 
and consistency ratios were then performed on 
the matrices. 

Pairwise Comparisons 

After the hierarchy was structured, the next step 
was to construct a pairwise comparison matrix of 
the relative contribution of each element in one 
level to each element in the next higher level. 
Pairs of elements are compared with respect to a 
criterion in a higher level, and a numerical 
judgment is given according to Exhibit 2. Res
pondents were asked to compare the importance of 
cost, on-time performance, reputation, and service 
in selecting a type of airline they would patron
ize. Exhibit 5 presents a pairwise comparison 
matrix for Level 1. 

EXHIBIT 5 

PAIRWISE COMPARISON MATRIX FOR LEVEL 1 

On-Time 
Perform- Reputa- Priority 

Choosing 
an 

Airline Cost ance tion Service Vector 

Cost 1 3 2 4 .42 

On-Time 
Perform-
ance 1/3 1 1 4 .22 

Reputa-
tion 1/2 3 1 3 .28 

Service 1/4 1/4 1/3 1 .08 

A max = 4.025, Consistency Index (CI) .008 

In Exhibit 5, the cost was rated a mean of 3 in 
comparison to on-time performance. We then write 
a mean value of 1/3 in the second row, first 
column (transpose position). Likewise, cost was 



rates a mean value of 4 in comparison to service. 
We have then put a mean of 1/4 in the fourth row, 
first column. A similar meaning is attached to 
all other entries in the matrix. We now focus our 
attention to a further analysis of the matrix. 

Analysis 

(1) Calculate the total of each column: they 
are: 2.08, 7.25, 4.33, and .12. 

(2) Divide each entry by the total of that 
column to establish a normalized matrix. 

(3) Calculate the row average to obtain priority 
vector column. 

In Exhibit 5, the priority vector column indi
cates the relative importance of cost (.42), on
time performance (.22), reputation (.28), and 
service (.08). Consumers associate the highest 
priority to cost, then, reputation, etc. 

We now move to the pairwise comparisons of the 
elements in the subcriteria; these are shown in 
Exhibits 6 - 9. 

EXHIBIT 6 

COMPARING SUBCRITERIA 

Cost Priority Vector 

Peak .83 
Off-Peak .17 

\ max 

On-time 
Performance 

Punctuality 
Frequency 

:\ max 

2.01, CI -.01 

EXHIBIT 7 

Priority Vector 

.24 

.76 

1.9485, CI -.05 

EXHIBIT 8 

Reputation Priority Vector 

Airplane .20 
Company .80 

Service 

Meals 
Comfort 

:\max 2, CI 0.0 

EXHIBIT 9 

Priority Vector 

.167 

.833 

:\max= 2.002, CI = .002 

We have 8 matrices of pairwise comparisons in the 
bottom level, since there are 4 airlines and 8 
elements in the second level. Then we have eight 
4 x 4 matrices of judgments. Again, the matrices 
contain the judgments of the traveler involved. 
In order to understand the judgments, a brief 
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description of the above results of 8 matrices 
are given below (see also Exhibit 11): 

Peoples Express: Peoples Express is the better 
choice with respect to off peak cost (.47), on
time performance (that is frequency), and reputa
tion of the airplane (.41). Peoples Express, 
however, did not rate high in terms of comfort or 
meal services. 

Piedmont: Next to Peoples Express, the Piedmont 
line is better in terms of cost, on-time perform
ance, and reputation. Piedmont, however, was also 
not considered a good airline in offering meals 
and comfort. 

World Airways: In terms of offering low cost, it 
was rated lower compared to the other three air
lines. In providing service to customers, it was 
rates higher than Peoples Express and Piedmont. 

Continental: On the service and punctuality 
criteria, Continental is rated high. It is rated 
low on providing low-cost, a good reputation, and 
frequency of flights. 

The next step is to apply the principle of 
composition of priorities. In order to establish 
the composite or global priority, we need to 
construct a pairwise comparison interdependent 
matrix of judgments. This matrix is shown in 
Exhibit 10. 

EXHIBIT 10 

INDEPENDENT MATRIX 

Criteria 

Peak 
Off-peak 
Punctuality 
Frequency 
Airplane 
Company 
Comfort 
Meals 

Priority Vector 

.10 

.22 

.18 

.19 

.OS 

.07 

.10 

.07 

Now to establish the global (overall) priority of 
the airlines, we lay out the local priorities of 
the airlines with respect to each criterion in a 
matrix and multiply each column vector by the 
priority of the corresponding criterion, and then 
add across each row which results in the composite 
on global priority vector of the airlines as shown 
in Exhibit 11. 

Exhibit 11 indicates the following: 

Airlines 

Peoples Express 
Piedmont 
World Airways 
Continental 

Priority Vector 

.31 

.29 

.14 

.20 



EXHIBIT 11 

MATRIX FOR DETERMINING OVERALL RESULTS OF PRIORITY 
VECTOR OF AIRLINES 

Peak Off-Peak Punc. Freq. Airplanes Company Comfort Meals 
(.12)* (. 22) (.18) ( .19) (.OS) ( .07) ( .10) ( .07) 

* Peoples ( .44) ( .12) ( .47) ( .22) (.11) (.18) (.4S)(.l9) ( .41) (.OS) (.4S)(.07) ( .09)( .1) (.09) (.07) .31 
Express .OS .10 .02 .08 .02 .03 .01 .006 .31 

Piedmont (.32) (.12) (.28) (.22) ( .29)( .18) ( .30)( .19) (.30) (.OS) ( .30) ( .07) (.17)(.1) (.26) (.07) 
.04 .06 .OS .06 .OlS .021 .02 .02 .29 

World (.08)(.12) (.09)(.22) ( .16) ( .18) ( .09)( .19) (.18) (.OS) ( .09)( .07) ( .28)( .1) (.13) (.07) 
Airways .01 .02 .03 .02 .009 .006 .03 .01 .14 

Continental ( .lS) ( .12) (.16) (.22) (.14)(.18) ( .16)( .19) (.11)(.0S) (.16)(.07) (.46)(.1) (.S2)(.07) 
.02 .03 .02 

*Priority vector. 

Conclusions and Strategic Implications 

According to the AHP process, Peoples Express was 
the first choice, then Piedmont, followed by 
Continental. The last choice was World Airways. 
Often, the alternatives (airliner) from which a 
choice must be made emphasized both costs and 
other benefits associated with them. Peoples 
Express airlines has the lowest cost and most 
frequent flights. One consideration where 
Peoples Express rated below other choices (air
lines) was punctuality. Managers and other 
decision making people who are involved with 
Peoples Express must focus on this criterion, 
i.e., punctuality, to achieve a better market 
share. People who are more concerned about the 
on-time performance (punctuality) may switch to 
other airlines despite the low cost. Another 
area where Peoples Express rated well below other 
consumers may be willing to trade off high cost 
to feel more comfort. This segment, which is 
more "comfort seeking" oriented may be likely to 
choose another airline. Therefore, managers and 
executives in Peoples Express Airlines, for 
example, should also center their attention on 
offering comfortable service, while keeping 
costs low. 

In conclusion, this microscopic analysis of a 
limited geographic region of consumers can be 
utilized for valid managerial and marketing 
functions; however, an enlargement of the data 
base is required in order to make broader state
ments. The findings mentioned, however, seem to 
parallel the consumer behavior literature related 
to the transportation field. 
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THE APPLICATION OF EXPLORATORY DATA ANALYSIS IN MARKETING: 
AN INTRODUCTION TO SELECTED METHODS 

Armen Tashchian, Kennesaw College 
J. Dennis White, Florida State University 

Abstract 

This paper introduces the family of techniques 
called exploratory data analysis. Unlike 
classical confirmatory statistics which rely upon 
strict distributional assumptions, parameter 
estimation, and hypothesis testing, EDA adopts an 
informal method of data examination designed to 
explore the structure of the data. Three 
representative EDA techniques are introduced and 
applications to marketing data sets are presented. 

Introduction 

Exploratory data analysis (EDA) is a gener·ic term 
covering a large set of techniques which can help 
researcher develop a better understanding of the 
shape, form, and peculiarity of their data. The 
two major principles guiding EDA are the notions 
of openness and skepticism. Like a detective 
investigating a crime, EDA allows the researcher 
to be open to the unexpected and skeptical of the 
obvious and easy answer. The underlying premise 
is that the better you know your data, the 
stronger is your confidence in the appropriate 
choice of the analysis and the resulting 
conclusions. 

Although the attitude underlying data exploration 
has long been an important part of the skilled 
data analyst's set of tools, the procedures have 
recently been popularized by John w. Tukey (Tukey 
1977). Tukey•s work has provided an impetus to 
numerous articles, books, and monographs on the 
topic (Cohen 1984; Hartwing & Dearing 1979; 
Leunhardt & Wasserman 1979; McGill, Tukey, & 
Larsen 1978), and several statistical packages 
incorporate the EDA techniques as a part of their 
standard offerings (Dixon & Brown 1981; Hogban & 
Peavy 1977; Nie and Hull 1981; Ryan, Joiner, & 
Ryan 1981; Velleman & Hoaglin 1981 ). 

As the term implies, EDA is exploratory in nature. 
Unlike classical confirmatory statistics which 
rely upon strict distributional assumptions, 
parameter estimation, and hypothesis testing, EDA 
adopts an informal method of data examination 
designed to explore the structure of the data. 
Rather than relying upon numerical summaries, EDA 
uses visual displays to help identify structural 
characteristics of the data such as location, 
variation, skewness, bimodality, extreme values, 
and shape. Further, EDA employs robust and 
resistant statistics in identifying central and 
extreme values (Hoaglin, Mosteller, and Tukey 
1983). It must be kept in mind, however, that EDA 
is designed to complement rather than replace the 
confirmatory data analysis. According to Tukey 
(1977), "Exploratory data analysis can never be 
the whole story, but nothing else can serve as the 
foundation stone--as the first step" (p. 3). 

The purpose of this paper is to present the three 
most commonly used exploratory methods: the 
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stem-and-leaf diagram, the five number summary, 
and the box plot. Examples from marketing and 
social science highlight the use and the detective 
power of these techniques. The methods presented 
here are a small subset of all the available EDA 
techniques. The interested reader should refer to 
Hoaglin, Mosteller, and Tukey (1983), Mosteller 
and Tukey (1977), and Tukey (1977) for complete 
coverage. 

Displaying Data: The Stem-and-Leaf 

In many cases, a data analyst may possess a data 
set in which one dependent variable is thought to 
be related to a variety of independent variables. 
If no theory is available as to the shape of the 
relationship among the variables, the analyst may 
need to examine visual plots of the data in an 
attempt to identify possible patterns of 
influence. 

The stem-and-leaf display is a simple yet 
versatile method that enables the researcher to 
examine the data as a whole. It is easier to 
construct than its classical counterpart--the 
histogram, preserves the original data values, and 
takes a major step in sorting the data. The 
stem-and-leaf display can also be used to detect 
such features as: where the values are centered; 
the spread of the numbers; whether there is 
bimodality in the data; the number and behavior of 
values that are far removed from the rest; and, 
other data patterns that the researcher may not 
expect to see. 

The basic construction of the stem-and-leaf begins 
by allocating a separate line in the display for 
each possible leading digit (the stem). The 
trailing digit (the leaf) of each data value is 
then entered on the line corresponding to the stem. 
For example, consider the following numbers which 
represent actual grades obtained by twenty two 
undergraduate students in a marketing class: 

Grades = {78, 73, 78, 67, 70, 67, 62, 73, 75, 
50, 78, 57, 93, 67, 80, 63, 60, 72, 
77, 88, 94, 87} 

The first digit of each number serves as the stem 
and the trailing digit (e.g., 0, 1, 3, etc.) 
functions as the leaf. The stem-and-leaf for the 
data is presented below. 

5 07 
6 772730 
7 838035827 
8 087 
9 34 

It should be obvious that each number can be 
recovered and that the data values are almost in 
order. The general rule for the upper limit of 



the number of lines (categories) for a 
stem-and-leaf display can be approximated with the 
following formula: 

L = [10 log10 n] (1) 

where n equals the number of data values and [x] 
is the largest integer not exceeding x. The above 
approximation was originally suggested by Dixon 
and Kronmal (1965) for establishing the numbers of 
categories for histograms. This rule gives 
reasonable estimates for the data values in the 
20-300 range. For smaller samples (i.e., n<50), 
Velleman (1976) recommends the upper limit of 
number of categories to be computed using L = 2~. 
The width of the stem-and-leaf display can be 
determined by dividing the range by the number of 
categories and round the quotient up the nearest 
power of 5 or 10. 

Following these guidelines, the number of 
categories for the data set is approximately 

L = 2{~)}=9, the the width of the categories 
is [(94-50)/9]=5· The new stem-and-leaf display, 
incorporating these features is presented below. 

2 5 07 
5 6* 023 
8 6 777 

(4) 7* 0233 
10 7 57888 
5 8* 0 
4 8 78 
2 9* 34 

The numbers in the far left hand corner indicate 
the frequency of observations in each class, while 
the value in parenthesis represents the frequency 
of the median class. The stem with a "*" 
represents the leaf values in the range of 0-4, 
and the stems without a "*" contain the leaf 
values in the range of 5-9. 

Five Number Summaries 

The best way to summarize a batch of numbers 
developed by the stem-and-leaf is to use the five 
number summaries: median, lower extreme, upper 
extreme, lower hinge, and upper hinge. These 
summaries are based on counts and as such, they 
are robust: an arbitrary change in a small part 
of the batch can have only a small effect on these 
summary values. Further, they indicate the amount 
of spread and help identify the outlying 
observations (See Table 1). 

TABLE 1 
FIVE NUMBER SUMMARIES 

n - (number of observations) 
M - depth of the median 
H - depth of hinges 
* - extremes 

median 
lower hinge upper hinge H-SPREAD 

lower extreme upper extreme Range 

Once the values in stem-and-leaf display are 
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ordered, the researcher can easily find the 
extremes--the lowest and highest values (marked by 
"* "). The median (marked by "M") is the single 
middle value if the batch of numbers is odd and is 
the mean of the two middle values for even number 
of data points. The hinges (marked by "H"), the 
middle values between the extremes and the median, 
divide the batch into quartiles. The hinges and 
the median are resistant to the effect of stray 
values. 

There are two convenient numbers that describe 
spread of the batch: range and h-spread. Range 
is defined as the difference of extremes, while 
h-spread is the difference between hinges (UH-LH). 
To define potential outliers, Tukey (1977) has 
suggested the following additional spread 
measures: 

STEP = 1.5 * H-SPREAD, and 
INNER FENCES = 1 STEP OUTSIDE HINGES 

Values at each and closest to, but still inside, 
inner fences are labeled "adjacent". Values 
outside the fences cutoff points are generally 
regarded as outliers, deserving special attention. 
Using the examination data, the five number 
summaries are: M = 73, LH = 67, UH = 78, and 
H-SPREAD = 11. STEP is equal to 17, and the limit 
for inner fences if 50 and 95, respectively. In 
this illustration, the extreme values of 50 and 94 
become the adjacent values. Table 2 displays the 
five number summaries for the total sample and 
male and female student subsamples. 

n 

M 
H 

ll 

n 

M 
H 

ll 

n 

M 
H 

ll 

TABLE 2 
FIVE NUMBER SUMMARIES FOR CLASS EXAM EXAMPLE 

22 Total Sam2le 

11.5 
6.0 67 

50 

11 Male subsam21e 

6.0 
3.5 65 

= 57 

11 Female subsam21e 

6.0 
3.5 72.5 

50.0 

The Boxplot 

73 

67 

77 

78 11 

94 44 

76.5 

94 

11.5 

37 

6.5 

43 

The purpose of boxplots is to summarize the 
information presented in the stem-and-leaf display 
and five number summaries. Boxplots show the 
structure of the batch in terms of location, 
spread, skewness, tail length, and outlying data. 
Further, boxplots permit simple comparison of 
several batches simultaneously. 

To construct a boxplot, a rectangular box is drawn 



with the ends defined at lower hinge and upper 
hinge and a solid line at the median. A dashed 
line (whisker) is drawn from each end of the box 
to the largest/smallest adjacent value in the 
batch. The outliers are presented individually by 
o•s. Boxplots are usually displayed vertically, 
however, horizontal displays are common when 
several boxplots are being compared simultaneously. 
When several samples are compared, boxplots are 
usually drawn with varying widths to reflect the 
difference in number of cases for each subsample. 
McGill, Tukey, and Larsen (1978) suggest the width 
of the boxplot to be proportional to the square 
root of the respective sample sizes. 

When comparing several boxplots, confidence 
intervals for the population median can be 
computed as follows: 

m-1.58[H-SPREAD/V~)]<M<m+1.58[H-SPREAD/~)] 

where n denotes the number of observations in the 
boxplot. Two groups whose intervals do not 
overlap are significantly different at 
approximately .05. Since median, and hinges 
define the boxplot, it is resistant to arbitrary 
large data values. Actually, up to 25% of the 
data values can be made large without greatly 
disturbing the median. 

Figur e 1 presents the boxplot of the exam grades 
for the entire class as well as boxplots for exam 
grades broken down for female and male students. 
As can be seen from Figur e 1, the boxplots show 
the location, spread, skewness, tail length, and 
outlying data values at a glance. The location is 
summarized by the median--the solid line inside 
the box. Spread is measured by the length of the 
box. The relative position of the median to the 
hinges is an indication of skewness. When the 
median is closer to the lower hinge, it is an 
indication of a positively skewed distribution. 
Similarly, when the median is close to the upper 
hinge it indicates a negatively skewed 
distribution. Tail length is indicated by the 
length of the "whiskers". 

Examination of Figure 1 reveals that for the total 
sample, the distribution of exam grades is almost 
symmetrical. The scores for the female subgroup, 
however, have a smaller spread than the grades for 
the male students. While both distributions are 
skewed, the female sample is skewed to the left 
and the male sample is positively skewed. 
Finally, the two samples are significantly 
different from each other based on their median. 

The next section presents two examples that show 
the application of the methods described above in 
actual research setting for studying symmetry of 
the data, skewness, bimodality and behavior of 
outlying values. 

Illustrative Ex3mpl~s 

Case-1 

Diskin and Tashchian (1984) examines the impact of 
some selected demographic variables on tenant 
absorption of converted condominiums. Log-linear 
methodology was used to develop the final 
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absorption model which included age, income and 
presence of children as three demographic 
variables. While fit of the overall model using 
chi-square statistics appeared acceptable, the 
confirmatory analysis did not hint if the 
assumptions of the model were violated. Thus, EDA 
techniques were used to study the distribution of 
standardized residuals in terms of normality and 
outlying values. The stem-and-leaf display and 
five number summaries are presented in Table 3. 

FIGURE 1 
BCXPLOTS FOR STUDENT GRADES 
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As can be seen from this table, the residuals 
closely follow a normal distribution. The median 
of the residuals is fixed at .05 and hinges are 
equally spaced around the median at -0.4 and 0.4. 
Further, all cases are within the inner fences of 
-1.6 and 1.6 and there are no outlying residuals. 

TABLE 3. 
RESIDUAL ANALYSIS FOR CONDOMINIUM EXAMPLE 

-1 33 
-0 88755 
-0 44443332211 

0 22222333444 
0 55668 
1 24 

n 36 
M 18.5 0.05 
H 9.5 -0.4 0.4 0.8 

* -1.30 1. 40 2.7 

Inner Fences= (-1.6, 1. 6) 
Whiskers= (-1.3, 1. 4) 



Case-2 

White and Carlston (1983) attempted to investigate 
the effects of memory accessibility of product 
information on consumer susceptibility to 
persuasion. The researchers predicted that 
susceptibility to persuasion would be dependent on 
the relative accessibility of supportive 
information in memory. Examination of the 
subjects' attitudes following receipt of the 
persuasive message, however, produced only mixed 
support for the original hypotheses. In an effort 
to discover what may have lead to the mixed 
support, an exploratory data analysis was 
performed. The results of the analysis is 
presented in Figure 2. 

FIGURE 2 
STEM-AND-LEAF DIAGRAM AND 

BOXPLOTS FOR CONSUMER MEMORY EXAMPLE 
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By examining the stem-and-leaf display, it is 
clear that the sample shows a clear bimodality, 
with the largest group of consumers displaying 
resistance to persuasion as predicted. The fact 
that the second grouping appears to be composed of 
a substantial number of subjects (as opposed to a 
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few outliers), an attempt was made to discover the 
antecedents of the bimodality. Further analyses 
ultimately discovered that a consumer confidence 
variable accounted for the bimodal pattern. 

Summary 

This paper presented some selected techniques 
which facilitate the exploration of data. The 
reader is cautioned against applying these 
techniques with same rigid approach that has 
characterized much of traditional data analysis. 
Exploratory data analysis is interactive and 
researcher should be open to the unexpected and 
skeptical of the easy answer. When combined with 
classical, confirmatory statistics, these 
techniques can provide the marketing researcher 
with an excellent set of tools for discovering 
unique data patterns and trouble-shooting failed 
statistical tests. 
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A COMPARISON OF METRIC AND NON-METRIC METHODS FOR MULTIDIMENSIONAL ANALYSIS OF 

MARKETING SURVEY STATEMENTS: DOES THE METHOD REALLY METTER? 

Joseph L. Balloun, University of Dayton 

A. Ben Oumlil, University of Dayton 

Abstract 

In this study the objective is to examine evidence for the 
relative effectiveness of factor analysis and multidimen-

sional analysis of marketing survey data. 

The results for the data set analyzed support the conclu
sion that a non-metric dimensional analysis method per
forms better than principal components method for anal
yzing responses to Likert attitude scale statements. 

Introduction 

Kruskal and Wish (1978) defined multidimensional scaling 
(MDS) as "a set of mathematical techniques that enable 
a researcher to uncover the 'hidden structure' of data 
bases," (p. 15). Davison (1983) refers to MDS as "a set of 
multivariate statistical methods for estimating the para
meters in and assessing the fit of various spatial distance 
models for proximity data" (p.2). In this study the authors 
refer to multidimensional scaling as a class of techniques 
which use proximities between any types of objects as 
input. The smaller the similarity among the two objects, 
as indicated by their proximity value, the further apart 
they should be in the sparial map. Kruskal and Wish (1978) 
refer to a proximity "as a number which indicates how 
similar or how different two objects are, or are perceived 
to be, or any measure of this kind" (p. 7). 

Multidimensional scaling, dimensional analysis or non
metric factor analysis refer· to several different but re
lated techniques (Kruskal and Wish, 1978). These tech
niques may use proximities, similarities, dissimilarities, 
correlations of various kinds or distances among any ob
jects as inputs. The primary output of interest is a spatial 
representation of the configuration or pattern of relation
ships among the objects. 

Multidimensional scaling (MDS) often uses input data 
which are global inter-object comparisons by raters. Such 
comparisons typically are judgments of subjective simil
arity, distance or dissimilarity. All of these may be re
ferred to as "proximities" (Kruskal and Wish, 1978, p. 7) 
However, it is also true that the MDS method can be used 
to analyze data which are not proximities by forming prox
imities as an intermediate step (Kruskal and Wish, 1978, 
pp. 7,10). For example, Pearson conelation conelation 
coefficients " ••• can also be regarded as proximities and 
analyzed by MDS ••• " (Kruskal and Wish, 1978, p.ll). 

It can be argued that factor analysis methods constitute a 
special case of multidimensional scaling methods (Davison 
1983; MacCallum 1974; Green and Carmone 1970). Specif
ically, factor analysis methods assume that the basic 
numerial data are measured at the interval or ratio levels 
of measurement. Similarly, Torgersen (1958) describes a 
multidimensional scaling as a method which assumes 
intervality in the original observations. 

Factor analysis methods assume that the observed vari
ables are linear combinations of some underlying common 
factors (Kim and Mueller 1978; Harman 1967). 

An important advantage of comtemporary MDS algorithms 
is that they can recover the configuration of objects (e.g. 
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variables or survey respondents) in a space without assum
ing intervality. Most survey question responses are meas
ured on an ordinal scale (e.g. Likert scale responses).Hence 
the most appropriate data analysis methods ought to as
sume that the input data ate only at the ordinal level of 
measurement. 

Multidimensional scaling techniques and factor analysis 
have a wide application to the study of marketing behavior 
(e.g. attitude studies, test marketing, store em age research, 
marketing segmentation, among others). These two meth
ods are related to each other logically and methodological
ly. 

According to Davison (1983) MDS is more closely related 
to factor analysis than to cluster analysis. The results ob
tained by implementing factor analysis (like MDS) contain 
a quantitative dimensional representation of the structure 
between the objects. Shepard (1972), in his comparison of 
the two methods, reported that non-metric MDS often 
generates a solution of a small number of dimensions to 
describe the structure of the data. However, when using 
factor analysis in some studies ten or more factors are 
generated. Shepard (1972) stated that: "this matter of di
mentionality and hence visualizability tends, in practice, 
to distinguish these new methods of multidimensional scal
ing proper from the related methods that have long been 
used in the social sciences under such names as 'factor 
analysis' and principal components analysis" (p. 21). 
Schlesinger and Guttman (1969) reported much the same 
conclusion. 

MacCallum (1974), in his assessment of MDS and Togerson's 
metric and non-metric models, concluded that: "In general, 
the underlying factor analysis is much richer than that un
derlying multidimensional scaling in that the former is cap
able of describing individual differences and the later is 
not" (p. 512). 

Davison (1983) emphasized the fact that when factor anal
ysis and MDS are used to study the same issue both methcds 
lead to different conclusions. This is due to the following: 
"First, the studies may employ different measures of ob
ject similarity. Factor analysts have favored the correla
tion coefficient, MDS studies have employed profile dis
similarity measures, direct similarity judgements, and joint 
or conditional probabilities. Second, factor analytic and 
MDS studies of the same issue often employ very different 
experimental procedures. This may be the biggest single 
source of variation between MDS and factor analytic 
studies ••• The data analytic methods themselves represent 
the third source of differences. Both factor analysis and 
MDS yield a representation of the stimulus structure in 
terms of spatial coordinates. These coordinates are called 
factor loadings in factor analysis, and they are called scale 
values in MDS. The factor model and the MDS model, how
ever contain very different assumptions about the relation
ship between the coordinates and the observed proximity 
data" (pp. 212-213). Davison (1976) added that such dif
ferences in assumptions concerning the data under consid
eration must lead to different solutions. He emphasized 
that "there exists no analytical study to suggest what kinds 
of differences one might generally expect to find between 
a MDS and a factor analysis of the same data" (p. 213). 



Green and Carmone (1970) urged that there is a need to 
apply multidimensional scaling procedures (i.e., using 
similarities and preference mapping) to the study of mar
ket behavior. It is in the spirit of fulfilling these research 
needs and to stimulate interest in this research area that 
this study was conducted. 

OBJECTIVES OF THE STUDY 

As it was stated previously, multidimensional scaling is 
implemented for studying an isomorphic euclidian space 
structure of objects or people. One of the main objectives 
in marketing survey research is to <fetermine the approp
riate dimensionality and configuration of attitude "space". 
MDS techniques are useful in the field of marketing to 
determine the underlying dimensions of response to either 
all of the questions in the survey, or to specific subsets of 
questions in the survey. Dimension analysis is useful be
cause it can greatly simplify description of multivariate 
response patterns, it aids interpretation of answers to each 
question, and because it can greatly reduce the complexity 
of subsequent multivariate analyses. 

The purpose of this paper is to examine evidence for the 
relative effectiveness of factor analysis and multidimen
sional scaling for multidimensional analysis of marketing 
survey data. First, we define some simple methods for 
comparing the effectiveness of metric and non-metric di
mension analysis methods. Second, we compare the effect
iveness of factor analysis and multidimensional scaling in 
a market panel survey. 

METHODOLOGY 

Description of Sample 

The sample of this study was drawn from the mailing list 
of the Arkansas Household Research Panel (AHRP). The 
selection of panel members is based upon a systematic 
sampling technique. 

A structured questionnaire was carefully prepared, pre
tested and mailed to the AHRP members during the peri
ods of Spring and Summer 1983. Altogether 512 households 
were contacted with the rate of return for mailed question.
naires at approximately 97 percent. This yielded 496 use
able and returned questionnaires. 

Description of the ReS<?.arcb Instrument 

The research instrument contains three parts, each of 
which was designed to achieve an aspect of a broad re
search project. In this paper, we are concerned only with 
the results of Part I of the survey instrument. Part I had 
fourteen questions which were structured to assess the 
nature of the economic environment's impact on the con
sumers subjective states (negative effect, positive effect, 
and no effect). These perception and expectation state
ments were worded to include positive, negative, and neu
tral positions inorder to avoid the "yea-saying"pnenomenon. 
The statements were measured on a 1 to 6 point agreement 
scale. 

Method of Analysis 

Standards for the Effectiveness of dimensional Analysis, 

The elementary problem in evaluating multivariate meth
ods is to create reasonable standards of what constitutes 
acceptable performance. Where absolute standards should 
be created so that we may judge the relative merits of two 
or more methods. 
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The computational methods and statistical tests underlying 
factor analysis and MDS are quite different (cf. Kruskal 
and Wish, 197 8; Kruskal, 1964a; Kruskal, 1964b; Harman, 
1967), The results of the two different methods can be 
.compared by appropriate descriptive and statistical cri
teria. 

There are various methods for comparing factorial in
variance between two or more different samples analyzed 
by similar factor analytic techniques (e.g. Cattell, 197 8; 
Anderson and Englewood, 1980). These techniques are 
not directly applicable when the same data set is analyzed 
by two different methods. In order to determine which 
method gives the "better" solution, however, they can be 
adapted to help assess the adequacy of each method. 

The rest of this discussion assumes that the dimensional 
solutions being evaluated are orthogonal and rotated. This 
assumption follows from the standard of parsimonious dis
cription to be described in what follows. The discussion 
assumes furthermore that the factor analysis or dimension 
analysis method used starts from a matrix of similarities, 
correlations, or dissimilarities. In the interests of brevity, 
these will all be referred to as proximities in what follows. 
The standards advocated parallel Anderson and Engledows' 
(1980) discussion of a Joreskog's strategy for testing for 
financial invariance, 

A first performance standard for a dimensional analysis 
method is that it should accurately reproduce the distances, 
similarities, or correlations among the variables. Pearson 
or rank order correlations between the elements of the 
reporduced and observed correlation matrix should be sta
tistically significant, positive, and as high as possible. The 
paired t-test between elements of the original and repro
duced similarities matrices should be insignificant. 

A second standard for the adequacy of a dimension analy
sis solution is a minimum number of latent dimensions. 

A third standard is that the simple structure criterion of 
adequacy of the rotated solution for more than one dimen
sion should be maximized, This can be conveniently in
dexed by the intermax criterion for orthogonal rotation 
(Balloun and Kearns, 197 5). 

A fourth standard is freedom from artifacts. A common 
artifact in orthogonal factor analysis is that the factors 
which emerge are related to the variances or means of 
the items in the analysis, The Clllrrelations of item "com
munalities" and their pnojections on each latent dimension, 
of item means and variances with item projeetions ("lead,
ings") should be non-significant and as close to zero as 
possible. 
Factor Analysis 

The scales were factor analyzed in order to ascertain the 
underlying dimensions of consumers' attitudes and expec
tations. The factor analysis was accomplished via theprin
cipal components method described in the Statistical 
Analysis System (SAS) users' guide (Helwig and Council, 
1979). The three factors retained have eigenvalues greater 
than one. the components were rotated by the varimax 
criterion. 

The statements that denoted negative perception and ex
pectation were loaded positively on factor one (named 
the pessimistic factor), while the positively oriented 
statements were loaded positively on factor two (named 
the optimistic factor). The statements with neutralorien
tations tended to load on the third factor (labeled the 
neutral factor). 



Factor Analysis 

The scales were factor analyzed in order to ascertain the 
underlying dimensions of consumers' attitudes and expec
tations. The factor analysis was accomplished via the 
principal components method described in the Statistical 
Analysis System (SAS) users' guide (Helwig and Council, 
1979). The three factors retained have eigenvalues great
er than one. The components were rotated by the varimax 
criterion. 

The statements that denoted negative perception and ex
pectation were loaded positively on factor two (named the 
optimistic factor), The statements with neutral orienta
tions tended to load on the third factor (labeled the neutral 
factor). 

Non-Metric Multidimensional Scaling 

The multidimensional scaling method used in. this paper 
can be termed "non-metric factor analysis". This term is 
appropriate because the imput data are measured at the 
ordinal level, and the correlation coefficients used as in
put t.a the multidimensional scaling program assumes that 
each pair of variables is related only in a weak rank order 
or weak monotonic sense, thus the analysis is non-metric. 
Furthermore, we are interested in a spatial representation 
of distances among variables; hence the analysis is a non
metric analog to factor analysis. 

Coefficient gamma was used to measure the correlation 
between each pair of variables (Liebetrau, 1983). Gamma 
assumes that both variables are measured at the ordinal or 
better level of measurement. It ranges between minus one 
and plus one, and the interpretation of the size of the co
efficient is analogous to that for Pearsonian correlation. 
However, gamma is high whenever there is a weak mono
tonic relationship between two variables. Gamma will be 
high when Pearson's correlation is high. In addition, it will 
be high when the bivariate scattergram between two vari
ables resembles a decay function, learning curve, staircase, 
step function or L-shaped function. Thus, gamma makes 
much less restrictive assumptions about the nature of the 
data than does the Pearson correlation coefficient. 

The gamma correlations among the 14 statements of Part 
I are shown in Table 4. 

RESULTS 

Metric Factor Analysis 

The results for the rotated principal components (RPC) 
analysis are shown in Tables 1 through 3. The mean of the 
original correlations was .07 and the mean of the repro
duced correlations was .04, and their standard deviations 
are 0.35 &0;3o. The Pearson· correlations between the original 
and reporduced correlations was 0.97 (p<.05) and the t-test 
showed no significant differenct in the mean of the origin
al and reporduced matrices. The RPC solution meets the 
first performance standard. 

There were three RPC.:: factors and the intermax ratio for 
simple structure is 0.89. 

Two of the eight tests for artifactual correlations with 
means or standard deviations were significant. Thus the 
RPC loadings were related to variables means and stairlard 
diaviations. 

Multidimensional Scaling Non-Metric Analysis: 

Torgerson's (1958) approximate method was used. Only 
one dimension was retained in the solution because the 

reproduced gamma correlations sufficiently "fit" the orig
inal gamma correlations. The resultant projections on the 
first latent dimension are shown in Table 5. 

The mean and standard deviation of the original gamma 
correlations are respectively .04 and .31. The mean and 

.standard deviation of the reproduced gamma correlations 
are respectively- .04 and .23. The Pearson correlation 
between the reproduced and original gamma correlations is 
about .96. The t-test (t=l. 71, p>.05) indicates that the 
means of the original and reproduced gamma correlations 
do not differ significantly. The rank order correlation of 
statement means and standard deviations with absolute 
scaleval1iles are respectively- .20 and .07 (p>.05 in both 
cases). Hence the absolute scale values are not system
tically related to statement means or standard deviations. 

These results in one data set support the conclusion that 
the non-metric multidimensional method used produces a 
"better" description of the latent dimensions underlying 
the 14 attitude statements. 

For these data, the nonmetric colution appears superior to 
the principal component solutions in two respects. First, 
the nonmetric solution is more parsimonious (one "factor" 
instead of three). Second, there are smaller correlations 
of statement means or standard deviations with the "com
munalities" for the nonmetric method. 

FUTURE RESEARCH 

We hope this initial, exploratory effort will encourage 
other researchers to evaluate dimension analysis methods 
with other examples of market survey rating scale data. 
Future research may benefit by: (a) more careful defin
ition of generally applicable standards for dimension anal
ysis algorithms, and (b) comparison of different dimension 
analysis methods in several different data sets. 
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TABU: 1 

PEARSON CORRELATION COEFFICIENTS AMONG STATEMENTS IN PART 1• 

Al Al AJ AS A6 A7 AU All 

1.00 

0.29 1.00 

.IZ 1.00 

.sa .zJ 1.00 

.60 ,]0 .39 1.00 

,Jl. .03 .17 .]9 

-.zz -0.39 

-.2.0 -.30 -.2.7 

-.2.6 -.Zl -.35 -.18 .ZJ AO 

-.09 -.2.8 -.31 -.2.1 o.u .59 

II -0.12 -O.ll -0.33 -0.31 -.37 .40 .46 0,58 1.00 

-o.-H. -.ZJ -.37 0.17 0.31> .40 

IJ -.1] -0.11 -.11 0,}5 0.10 0.12. 0.01 0.2.8 1.00 

0.15 O.JZ 0.38 0.17 -.09 l.ZZ -.zz -.17 -0.19 -0.2.6 1.00 

•Lower Tritnc:le i• 1bown only ~c:a.uae the matrix i• aymmetric:al. 

• AI 6eca11se of the economic situation during the past few yeors 
~~~~~:~lly Is very cancern~d abo11t m~lntalnlng cur standard of 

AZ ~~J~~~m~~~~: t~a::ln!:7n~~~~!i~ta~~:r~~::ILv~~:. to mllke mony 

Al '~~~~:~ht~~d ~:~!~!::.~o~.;rs, I h4d to p~y hlghar prices for 

A-4: Because of the lncrolased co~t of living, our family 111embers 
A5 have hken additional employment, 

~~:r;~!t ~~~rya::;~ly has ~vco.11c ><orse oft economically during 
A6 It Is hord~;~r to make ands me lit, 
~~ : am pessimistic <!bout obtaining a higher standard of living, 

lnr~~!l::t~~:: I 'ol(ll be aola to Improve my econo1111c position 
A9 1 I have hi th In the economy. 
AI01 As a consumer, I am more happy than 1 us11d to be, 
All: It 'oil II be l<!sl~;~r to make llnanclal pl;:~ns In tha future. 
Al21 I will prob<~.bly llave more mon.;y to spend In file futUre tllon 1 

h11ve now, 

All; !~~c~~=~~:d~~~~~~~7!~.condltlon had no lnfluanc., on ray family's 

Al-4: I think that "'Y economic situation will remain the same In the 
future, 
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·05 

·20 
·16 

·12 

-15 

·42 
·08 

53 

Table 2 

FACTOR b 

Opti1111st1c a Neutral d 

-15 -04 

-19 -JB 

DB ·DB 
-25 06 

-27 

-35 
65 

" 70 
77 
80 

46 

10 

-15 

• OJ 

58 

·" 
00 

28 

" -15 
J9 .. 

.OJ 

.. 
" " " .. 
63 

63 .. 
59 

" " 56 

" 30 

Hun f 

4.D8 

5.54 

3.D2 

3.32 

4.42 

3.59 

3,71 

3.29 

2.93 

2.79 

3.13 
2,50 

3.33 

5.38 

S.D. g 

1.3D ... 
1.64 

1.46 

1.39 

1.47 

1.32 

1.45 

1.28 

1.25 

1.38 

1.34 

1.22 
.78 

a Decimals omitted from factor loadings and C011111Una11ttes 
b The initial solution was found by the prim:1pal components method; the intenr~~~x ratio, pili • is ,89 for the 

rotated load'in9S. 
c variables are described further in the text; See also Oum111 (1983). 

d Factor names are .e;.:platned tn the text, 
e This'1s.tlle conrnunalfty of each variable. 
f This is the standard deviation of each variable. 

:.D. 

FJ 

H2 

1.00 

-G.32 

0.58'" 

-0.44 

-0.08 

Table 3 

RAHK ORDER CORRELATIONS OF VARIABLE 
MEAHS AND STANDARD DEVIATIONS WTTH 

FACTOR LOADINGS AND CO!t1UMALITIES 

S.D. 

1.00 

0.17 

-0.22 

0.03 

0.36 

• p(0.05 by the two-tailed t test for the si9ntficance of Spearman's rank order correlations. 

TABLE 4 

GAMKA CORRELATION COEFFICIENTS AMONG STATEMENTS IN PART I a 

10 11 12 13 
AI I.DO 
A2 .34 1.00 

A3 ,SO .08 1.00 

A4 .60 .22 .41 l.OO 
AS .60 .38 ,34 .59 1.00 

A6 .28 .Dl ,12 .31 ,30 I.DD 

-.19 -.04 -.02 -.28 -.19 -.3fl 1.00 
AC -.27 -.19 -.12 -.32 -,27 -.1fl .43 1.00 
:..~ -.2G -.24 -.12 -.27 -.33 ·,10 .23 .40 1. 00 
'.JQ -.27 -.30 -.06 -.19 -.29 -.15 .33 ,33 .51 1.00 
:.u -.26 -.15 -.06 -.28 -.25 -.26 .53 .42 ,45 .59 1.00 
t.l2 -.40 -.33 ·.22 -.37 -.45 -.08 .11 .33 .46 .50 .113 l.OO 
.;n -.oa -.16 -.12 -.14 -.09 -.12 .oo .06 .18 .15 .02 .32 1.00 
;,J4 .36 .42 .06 .17 .39 .12 .06 -.16 -.27 -.23 -.20 -.45 -.07 

a Only the lower triangle is &llown since the matrix is SYJTJTletric. 

ONE DIMENSION/\L IJOIJ-P.IEitl.W ~Ci\UtlG SOLUTION:!. 

_,v~"'I-"''"'1''-------"P'euimism ~•.~J,~_m,_ ________ _ 

1 
8 

' 10 
11 
IZ 
IJ 
14 

l. 7l 
1.~0 

1.~~ 

Z.(.O 
Z.68 
1.40 

-1.7& 
-l.4\ 
-Z.3& 
-z.n 
-l.H 
-l.f-8 
-.as 
1.!10 

"Torgerson'• {1958) appro:<lmate method,.-.~~ u~rol. The ~~mma cOITelations were transrormed 
to simple "di•tances" scalar products .,. . .,,.,. c~kulat"d and th" control yielded tile 1olullon 
g!Ye. 

14 
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ALTERNATIVE APPROACHES FOR EXAMINING THE TEMPORAL STABILITY OF 
PARAMETER ESTIMATES IN A MARKETING MODEL 

James S._ Moore, Indiana University-Purdue University at Fort Wayne 
Zoher E. Sh~pchandler, Indiana University-Purdue University at Fort Wayne 

ABSTRACT 

The temporal stability of estimated parameters 
in multiple regression marketing models is 
important if the model is to prove useful in 
making economic inferences and in developing 
marketing strategies. OLS estimates are 
potentially distorted in the presence of 
collinear data sets that typify marketing 
models; consequently, any underlying temporal 
stability present may go undetected. This paper 
investigates the temporal stability of parameter 
estimates by comparing the results obtained from 
OLS, ridge, and latent root regression tech
niques in the presence of ill-conditioned data. 
Ridge regression provided improved individual 
coefficient stability and slightly greater 
predictive accuracy beyond the original estimat
ion period. 

Introduction 

While multiple regression analysis (MRA) has 
been extensively discussed and utilized in 
marketing research, much of this history 
has focused on its aggregate predictive cap
abilities or one-time parameter estimates. 
Little has been done, as yet, to investigate 
the year to year parameter stability of MRA 
estimates for a common model specification. 
Such temporal stability of coefficient estimates 
is important if the model is to be accepted as 
theoretically sound and practically useful in 
developing a marketing plan for the future. A 
marketing manager would like to make operational 
plans, confident in the knowledge that the 
marginal impact of each major component of the 
model will remain reasonably constant even 
though the magnitude of the component itself 
will very likely change. 

The intent of this study is to investigate 
the relative temporal stability of individual 
parameter estimates generated by three alter
native MRA techniques, namely ordinary least 
squares (OLS), ridge regression (RR), and latent 
root regression (LRR). Each of these procedures 
is employed to estimate the co-efficients of the 
same linear model specification for each year 
from 1976 through 1982. These coefficients 
represent the separate marginal effects of each 
variable. The data set employed is one that is 
vulnerable to multicollinearity, as are data 
in many marketing situations. Consequently, 
our concern is with uncovering any year to 
year "staying power" of such marginal re
sponses in the presence of ill-conditioned 
data. 

Review of Literature 

The OLS estimator, S , is known to be the best 
linear unbiased estimator (B.L.U.E.) when the 
predictor variables are orthogonal. But when 
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there is substantial intercorrelation among 
the predictor variables, i3 tends to deviate 
from the true value of the parameters being 
estimated in unpredictable ways. The problems 
associated with the presence of collinearity 
in statistical models have been well developed 
in the literature (Farrar and Glauber 1967). 
In sum, the OLS estimated coefficients, when 
generated from ill-conditioned data, may be com
promised in terms of sign, magnitude and/or 
significance, and hence may not reflect only the 
influence of their associatecl predictor vari
ables. This would invalidate the marginal 
response inferences an investigator might wish 
to make, and subsequently frustrate the search 
for any underlying temporal stability of these 
estimates. 

Numerous approaches have been put forth in the 
econometric and marketing literature to address 
the problem of collineari ty. The commonly 
employed approach of deleting collinear vari
ables from the analysis, so as to reduce the 
degree of interdependence among the remaining 
variables, may often prove very inadequate for 
several reasons. First, the investigator may be 
responding to a symptom, such as inappropriate 
sign and/or low significance, and subsequently 
delete a variable that properly belongs in the 
equation specification. Second, the deletion of 
selected variables, whether they are identified 
via an arbitrary heuristic or by a stepwise 
regression procedure, can ultimately bias the 
remaining parameter estimates ( Belsley et al 
1980). , 

Procedures for improving the conditioning of 
the data also have severe limitations, such as 
the unavailability of additional "clean" data. 
Another school calls for a form of artificial 
orthogonalization of the existing data. This 
often involves a transformation of variables 
with the resulting "new variables" no longer 
plagued by the collinearity. One such mechanism 
is factor analysis which aggregates several 
individual predictor variables into a smaller 
number of groups or factors. This results in the 
loss of some information and makes the inter
pretation of the new variables difficult. 

Still another approach is the employment of a 
biased estimation procedure. Such techniques 
seek closer overall proximity to the true para
meter by securing a much lower variance than a 
B.L. U .E. technique, in exchange for accepting 
their accompanying bias. If the amount of bias 
is kept small, then the estimate will be domi
nated by the reduced variance resulting in a 
lower overall mean square error. Two biased 
techniques that have gained exposure recently in 
the marketing literature are ridge regression 
and latent root regression. 

Mahajan et al (1977) contrast ridge coefficients 



with those of OLS and show that while the ridge 
estimates are biased, they do possess smaller 
variance than the least squares estimates. 
Erickson ( 1981 ) found ridge regression prefer
able to OLS in handling the ill-conditioning of 
a highly autocorrelated data set as he sought to 
measure the cumulative impact of marketing 
efforts on sales beyond the period of the 
promotion's implementation. 

Latent root regression was introduced by Hawkins 
(1973) and Webster, Gunst and Mason (1974) as a 
modified least squares estimation procedure. 
LRR enables the user to detect the presence of 
near singularities and determine whether they 
possess any predictive value for the criterion 
variable. LRR estimates are obtained by 
deleting any latent vectors which are associated 
with the collinearity, and which do not ap
preciably influence the explained variation in 
the dependent variable. Thus, the LRR estimator 
is purged of the effect of any "non-predictive" 
near singularities while retaining the influence 
of any near singularities that do contain 
substantive information about the underlying 
model. Should all near singularities identified 
be found to be "predictive", then no latent 
vectors are deleted and the LRR estimator 
coincides with the OLS estimator. 

While numerous econometric procedures for 
handling ill-conditioned data have been discus
sed in the literature, the temporal stability 
of the coefficients estimated by such techniques 
has remained largely unexamined. The intent of 
this study is to investigate and compare the 
year-to-year parameter stability of a common 
model specification across estimation proce
dures. 

The Model 

The vehicle for this investigation of temporal 
stability is the traditional additive multiple 
regression model Y = X S + E where E is a n x 1 
vector of random errors with mean zero and 
variance cr2. 

The data base consists of a systematic sample 
of 114 SMSA 's selected from Sales and Market
ing Management's Survey of Buying Power for 
each of the years 1976 to 1982. The model was 
estimated annually with cross-sectional data. 
The years 1976 through 1982 cover both a period 
of relative economic prosperity from 1976 to 
1979 and a period of stagflation from 1980 to 
1982. This affords the opportunity to compare 
estimation methods under conditions in which 
some of the predictor variables have undergone 
sizable changes. 

The basic conceptual specification of the 
model can be stated as S = f(C,M) where S = 
real annual dollar sales of furniture and 
household furnishings in an SMSA, C = yearly 
capacity to buy furniture and household furnish
ings in an SMSA, M = yearly market size of 
furniture and household furnishings in an 
SMSA. The actual predictor variables for each 
SMSA and time period include median household 
effective buying income (EBI) in constant 
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dollars, the total number of households (HH), 
the percentage of the market area's total 
population· in the age groups 18 through 24 
(YOUNG), 25 through 49 (TARGET), and 50 and 
over (OLD) , and the percentage of the market 
area's unemployed labor force (UNEMP). 

Each regressor variable is. expected to play a 
unique contributory role in influencing the 
aggregate volume of furniture sales in its 
respective SMSA. It is posited that, ceteris 
paribus, the dependent variable will be directly 
related to EBI, HH, and TARGET and inversely 
related to YOUNG, OLD and UNEMP. It is assumed 
that the prime age group for furniture is the 
TARGET group, whereas many persons in the YOUNG 
and OLD age groups are not active in the market 
for new home furnishings. To mitigate the 
influence of inflation over the seven year 
period, the dollar denominated variables were 
deflated to real terms. 

Methodology 

Given that marketing data are frequently plagued 
by multicollinearity and that our model was 
deliberately specified so as to be vulnerable to 
such ill-conditioning, we felt it appropriate to 
document the extent of the collinearity present. 
The traditional correlation matrix for our data 
set finds an average of three occurrences of .50 
or more on each side of the primary diagonal, 
per year. However , such figures may seriously 
understate the true ill-conditioning present 
within the data as they reflect only the simple 
pairwise correlations and consequently fail to 
reveal any evidence of the collinearity if the 
dependencies are group interrelations instead. 
Moreover, it would be possible for three or more 
predictor variables to be collinear while no two 
such data series exhibit high correlation. In an 
effort to capture such "package" ill-condition
ing, we employ the "multi-collinearity index" 
(mci) of Thisted and Morris (1980). Their index 
has a closed range 1 < mci < p where p is the 
number of regressors. Orthogonal data will yield 
an index near the upper end of the spectrum while 
values near unity are associated with a high 
degree of package collineari ty. For our seven 
sets of data, mci ranged from 1. 085 to 1.141 
within a possible spectrum of 1 < mci < 6. 

Further, Balsley et al (1980) construct variance
decomposition proportions so as to identify the 
extent of the degrading impact of the multi
collinearity. When the same singular value is 
associated with a large (>50%) proportion of the 
variance of two or more coefficient estimates, 
they cite that occurrence as "evidence that the 
corresponding near dependency is causing prob
lems" with the "quality of the subsequent regres
sion analysis ••• " In this study, the matrix of 
variance-decomposition proportions for each year 
was found to contain one or more instances of 
such degrading singular values. 

Parameter estimates were then derived annually 
using OLS, RR, and LRR for the same model 
specified earlier. In an effort to gauge the 
temporal stability of each individual para
meter in the model, the coefficient of variation 



(cr I )l) over the seven annual estimates was 
employed as a unit free index of relative 
stability. The OLS results serve as a benchmark 
for comparison since it is the most commonly 
employed estimation technique.· Yet OLS is known 
to be suspect with illconditioned data. 
Specifically, the OLS estimator, S , diverges 
farther from the true population parameter, 8 , 
as the vector of regressors becomes less 
orthogonal. The primary manifestation of such 
ill-conditioning with OLS is on the individual 
parameter estimates and their respective 
variances. 

The ridge estimator: 

8(k) = (X'X + k I)-1 X' Y for o<k<1 ( 1) 

employs the dimensionless parameter k and is a 
biased estimator. The ridg~ estimator is 
similar to the OLS estimator, S , except that 
the main diagonal of the correlation matrix is 
augmented prior to inverting by a small positive 
quantity, k, where k is an index of bias. RR 
provides estimates that have lower variance and 
possible lower mean square error than § • In 
fact, Hoerl and Kennard (1970) prove that there 
always is a k > 0 such that the variance plus 
the squared bias of 8(k) is less than the 
variance plus the squared bias of the OLS 
estimator. When k is sufficiently small, the 
variance decreases faster than the increase in 
the square of the bias • Thus as k increases 
from zero, the mean square error initially 
declines and then later increases. By accepting 
no more bias than necessary to stabilize the 
coefficients, the effect of the increased bias 
is more than offset by the reduced variance, 
generating a net reduction in the mean square 
error. Estimates of parameters that have a 
lower variance deserve consideration in model 
building where the major concern is to inves
tigate the separate effect of each of the 
potentially collinear predictor variables in 
the specification. 

The ridge estimator, founded on the hypothesis 
that the regression coefficients, other than the 
constant term, are zero, stochastically shrinks 
the estimates toward that target. Hence, the 
bias introduced is not an arbitrary, uncontrol
led bias, but rather, a bias toward the hypothe
sis that the regression coefficients are zero. 
This directional influence is fundamentally 
consistent with the philosophy of predictor 
variable retention within a specified model. 
The burden of proof remains with each regressor 
to demonstrate that it does make a significant 
contribution by distinguishing its estimated 
coefficient sufficiently from zero. 

The use of ridge regression necessitates the 
determination of an appropriate ridge constant, 
k. In reality the optimal k value is a function 
of the true parameter, 8 , and consequently 
cannot be established with certainty. Numerous 
mechanical techniques exist for establishing an 
acceptable k value and much controversy exists 
in the literature concerning k selection (Hoerl 
and Kennard 1970; Vinod 1978). This study 
employs the ridge trace estimate of the ridge 
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constant as initially advocated by Hoerl and 
Kennard. The trace was applied independently to 
each of the seven annual equations with the 
resulting k values ranging from 0.04 to 0.18. 

La tent root regression can be viewed as a 
modified least squares technique when both 
estimators are represented as a weighted linear 
combination of the associated latent vectors of 
the matrix of augmented correlation coefficients. 
Following the notation adopted by Webster et al 
(1974) and Sharma and James (1981) 

each estimate 

where: 

p = the number of predictor variables 
Aj = the latent roots of the augmented 

correlation matrix for j = o, 1, ••• ,p 
and ordered such that 

Ao ~ ).1 ~ • • •. ~ Ap 
Yj = the corresponding latent vectors 
Yoj = the first element of the jth vector 

= the jth vector without the first 
element, and 

Wj = 0,1 dummy deletion variables. 

The OLS estimator has all Wj = 1 in equation 
(2) and hence contains all latent vectors 
regardless of their degree Of collinearity or 
predictive ability. In contrast, the LRR 
estimator will set Wj = 0 in equation (2) for 
any identified vectors associated with 
"non-predictive singularities." Thus it 
retains only predictive singular and non
singular vectors in combination. 

The latent root estimator has also been 
compared to the ridge estimator since both are 
biased estimation procedures (Hawkins 1975). 
Sharma and James ( 1981) note that the latent 
root estimator can be thought of as the ridge 
estimator with non-uniform k values i.e., k = 
0 for predictive latent vectors (this would 
completely retain their influence) and k = "" 
for non-predictive latent vectors (this would 
completely eliminate their influence). 
However, since RR employs a uniform k value , 
it like OLS, does not distinguish between 
predictive and non-predictive singularities 
and thus becomes a weighted linear combination 
of all vectors. 

In LRR the identification of any near singu
larities present and their associated pre
dictive natures involves the magnitudes of the 
latent roots, Aj• and associated latent 
vectors, Yj, of the augmented correlation 
matrix. The (p + 1) latent vectors define a 
set of mutually orthogonal axes Z0 , Z1, 
••• , Zp that are an alternative to the (p + 1) 
dimensional Euclidean space defined by the 
dependent variable, Y, and the p predictor 
variables, X1, ••• , Xp• The jth latent root, 
Aj, measures the dispersion of the n data 
observations in the direction defined by the 

(2) 

jth latent vector i.e., the Zj axis. A "small" 
Aj indicates there is little variability of data 
points in the Zj direction and hence a high 



interdependence among the associated predictor 
variables. Should the "small" lc j be affiliated 
with a latent vector that indicates Zj is nearly 
orthogonal to the axis of the criterion vari
able, i.e., "small" Y oj, then the near singu
larity can be labeled nonpredictive as the 
collinearity present is simply among the 
predictor variables with little or no spillover 
impact on the dependent variable. In such a 
case, that latent vector can be deleted so as to 
remove the unwanted effects of the near singu
larity from the parameter estimates involved in 
the singularity without major impact on the 
remaining estimates. The issue of just what 
constitutes "small 11 Aj and Yoj is not definitely 
resolved. Gunst et al (1976) defend a rule of 
thumb of lcj of • 3 or less coupled with a y oj of 
.1 or less, as indicators of nonpredicti ve 
singularity. The same rule of thumb is used in 
this analysis. 

Results 

Enforcing the identical specification of the 
model from year to year and across estimation 
techniques enables comparison of the temporal 
stability of the resulting coefficients with 
the OLS estimates serving as a benchmark. The 
comparison reveals a number of interesting 
differences. 

1 • In terms ·of incorrectly signed regression 
coefficients, both OLS and RR yield six 
estimates and LRR yields eight estimates 
that violate our a priori expectations. 
Interestingly, OLS and LRR failed to pick 
up the proper directional impact of the 
key variable, TARGET, that specifies the 
relative size of the true target market 
for sales of household furnishings. 
These same estimates under RR were all 
properly signed. 

2. Relative to the number of statistically 
significant and appropriately signed 
coefficients, the ridge and latent root 
estimates provided very improved results. 
We recognize that the precise distribut
ion of the ridge estimator is unknown. 
Several simulation studies suggest that, 
for modest values of k, any departure 
from the t-distribution will likely be 
minimal (Curcio et al 1984). Obenchain 
( 1977) contends that the ridge estimator 
provides comparable F and t ratios as 
does OLS for hypothesis testing. As yet, 
an exact distributional theory and 
properties have not been derived for the 
LRR estimator since the latent roots and 
latent vectors are random variables with 
complex multi variate distributions. To 
employ the traditional F and t statis
tics, one must presume an appropriate 
underlying distribution. Webster, Gunst 
and Mason ( 1974) conducted simulation 
tests with generated data and observed an 
approximate F-distribution in the presence 
of vector deletion. Given the favorable 
results of Webster et al, F and t-ratios for 
LRR are interpreted cautiously. Only 
seventeen of forty-two OLS estimates were 
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significant at the five percent level for a 
one-tailed test. In contrast, twenty four 
coefficients convincingly differentiated 
themselves from zero under ridge in spite of 
the bias which propels them toward zero, 
while twenty-five estimates were statistical
ly significant under LRR. The increased 
significance for the ridge estimates and 
latent root is ?Chieved through a substantial 
reduction in the individual coefficient 
variances. 

3. Tab le 1 reports each technique's coefficient 
of variation to facilitate the comparison of 
temporal stability of the estimates. The 
ridge estimates appear, at first glance, to 
offer only mixed results regarding relative 
stability of the coefficients over time. 
However, for EBI and HH which are statist
ically significant under all three proce
dures, the coefficient of variation is lowest 
for ridge estimates. While the coefficient 
of variation for TARGET is lowest under LRR, 
the LRR estimates of TARGET were consistently 
inappropriately signed. Hence, even for 
TARGET, the ridge estimates offer greater 
stability over time and are properly signed. 
Also, as the population ages and consequently 
makes the transition from the classification 
of YOUNG to that of TARGET, the combined 
impact of a one percentage point reduction in 
YOUNG and a like increase in TARGET was 
found to be substantively more stable 
over time under RR. 

TABLE 

COMPARISON OF RELATIVE STABILITY OF 
ESTIMATES ACROSS TECHNIQUES 
o/~ FOR 1976 THROUGH 1982 

Mean 
Technique With COefficient 

OLS RR LRR Least Relative for Selected 
Dis per.:!! ion Technique 

UNEMP 
YOUNG 
TARGET 
OLD 
EBI 

.878 

.26H 
1.846 

-554 
.209 

3.351 
.561 
.690 

4.196 
.172 

.863 LRR -1.412 
-369 OLS -1.46:; 
-590 RIDGE 1.940 
-592 OLS -1.094 
.207 RIDGE .00840 

HH .0632 .0478 .0621 fUDGE .j107 

Combined 
Impact or 
Transition -953 .226 1.213 RIDGE 3-33" 

From Young 
to Target 

UNEliPL .211 .087 .238 RIDGE -2.0b7 
80-82 

Furthermore, if one posits a structural 
change from the expansion years of 1976 
through 1979 to the recession years of 1980 
through 1982, one may expect a substantial
ly different role for UNEMP in the model. 
While OLS, RR and LRR pick up on this with 
very different coefficient estimates for 
the recent period, the temporal stability 
of the recession years' coefficient is 
clearly improved with ridge. 



4. The relative ability of the OLS, RR and LRR 
models to forecast may be very distorted by 
a simple comparison of their respective R2 
values. While the average multiple cor
relation coefficient does decline from about 
.96 for OLS and LRR to approximately .78 for 
ridge, this comparison, based entirely upon 
the estimation period, may not be indicative 
of the techniques 1 relative predictive 
capability beyond that period. 

To test each technique's ability to forecast 
furniture sales a year beyond the estimation 
period, the regression coefficients estimat
ed using a given year's data set were 
employed employed to project the dollar 
sales volume for the subsequent year. The 
mean forecast for each technique was then 
compared to the mean actual sales for that 
year. Six such annual forecast comparisons 
were possible over the seven year data 
period. In three of the six years ( 1977, 
1978, and 1980) the mean predicted value of 
the criterion variable is closer to the 
mean actual value for RR than for OLS or 
LRR. For 1979, the forecasts were nearly 
identical for OLS, LRR and RR. In 1982, 
the closest average is obtained via LRR 
while RR and OLS are nearly indistinguish
able. Only for 1981 did the least squares 
prediction prove more accurate. In all 
cases, the dispersion of the forecast 
distribution is less with ridge than with 
OLS or LRR. Thus, in spite of lower R2, 
the true predictive ability of RR beyond 
the estimation period is, on the whole, 
better than LRR and OLS. 

Conclusion and Summary 

It has been demonstrated in this article that 
the temporal stability of parameter estimates 
through RR is better than or at least as good as 
OLS and LRR in the presence of ill-conditioned 
data. This is particularly true for coef
ficients of those variables with a substantial 
impact on variance explanation. RR estimates 
also result in a reduction in the incidence of 
improperly signed parameters and an increase in 
the number of statistically significant coef
ficients. Hence, in this model, the ridge 
technique was better able to separate the 
influences of the regressor variables in spite 
of their interdependence. This permitted 
improved economic inferences and better detect
ion of any underlying coefficient stability over 
time. Additionally, despite lower R2 values for 
RR, the package predictive ability was not in 
any way sacrificed. 
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PURCHASING TASKS: A 
CLASSIFICATION SCHEHATA 

George W. Wynn, University of Arkansas 
David P. Campbell, University of Arkansas 

Abstract 

In a 1973 article, Kotler outlined and explained 
an all inclusive set of demand situations or "de
mand states" of continuous order which the mar
keting manager may face. These states of demand 
were: Negative, No, Latent, Faltering, Irregu
lar, Full, Overfull, and Unwholesome. Using 
parallel terminology, this article shows how 
Kotler's construct can be broadened to include 
the states of purchasing management. 

The broadening of Kotler's concept to applica
tion on both sides of the transaction may be 
useful in the development of primary marketing 
theory. 

Organizational Purchasing Tasks: 
A Classification Schemata 

There has been a pronounced lack of theory de
velopment to explain the relationship between 
organizational purchasing and organizational sel
ling (Johnson 1981), even though the organiza
tional purchasing has long been accepted as a 
part of the marketing discipline (Kotler and 
Levy 1973; Hunt 1976a; 1976b). As might be ex
pected, various constructs (strategies, con
cepts, models) have been offered over the years 
to help the industrial purchasing manager to 
achieve the objectives of the buying organi
zation (Kotler and Levy 1973). In order to aid 
in the study of purchasing and to aid in the 
primary development of purchasing theory, as a 
subset of marketing, it would be helpful if cer
tain of these constructs could be shown to be 
common to both buyers and sellers as exchanges 
are attempted. Further, if a classification 
scheme capable of organizing purchasing phenom
ena into meaningful classes or groups could be 
developed, primary purchasing theory might well 
begin to advance. 

A good starting place for such a classification 
scheme may be found in Kotler's article "The 
Major Tasks of Marketing Management" (1973), in 
which Kotler outlines and explains an all-inclu
sive set of demand situations or "demand states" 
of fairly continuous or~er which the marketing 
manager may face. In his article Kotler de
velops the tasks arising from those states. The 
present study is intended to demonstrate how 
Kotler's construct can be broadened to include 
the states of purchasing management and how the 
use of "purchasing states" can be developed into 
a standardized classification system for viewing 
the tasks of purchasing management. 

It will be shown how Kotler's (1973) observation 
that ", •. The task of marketing management is ••• 
to regulate the level, timing, and character of 
demand ••• " can readily be applied to the pur
chasing professional, who must regulate the 
level, timing, and character of supply in terms 
of his or her organization's overall objec-
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tives. This study will show how Kotler's logic 
and exposition can be broadened quite readily to 
describe the states and tasks of purchasing man
agement, as well as to provide a scheme for clas
sifying these states and tasks. This classifi
cation schemata may aid in our understanding 
even though the states may not "match" exactly. 

Theoretical Aspects 

If any given construct is to be considered a 
true marketing construct rather that just a 
selling or a buying construct, it must be cap
able of being shown to include both sides of an 
exchange. In other words, because of the super
ficial differences between buying and selling, a 
construct which can be shown to include both 
sides can be more comfortably included as a theo
retical aspect of marketing (Nagel 1961). The 
theoretical aspect itself then becomes more use
ful to practitioners (Robinson 1967, p.XI), espe
cially as the construct becomes empirically tes
table (Hunt 1976a). The underlying regularities 
explained by a construct valid on both sides of 
an exchange would assist in the search for the 
science of marketing (Hunt 1976a). 

Although Kotler's group classification schemata 
lacks the requisite of a lawlike generalization 
and therefore cannot be considered to be a pur
chasing theory (Hunt 1971; 1976a), it should 
nevertheless prove valuable as representing an 
early step in theorizing. The classification 
schemata proposed in the present study will hope
fully encourage other thought and work into the 
theoretical aspects of purchasing as the sche
mata serves as a means of organizing the obser
ved purchasing phenomena (Hunt 1976a). 

Demand/Supply States 

In Tab le I and Table II, Kotler's (1973) listing 
of demand states has here been changed to "De
mand/Supply States" in order to demonstrate the 
applicability of his concept to both sides of an 
exchange. Tab le II can be seen as a rightward 
extension of Tab le I. Each of the "Supply 
States" with its respective "Purchasing Task" is 
explained and illustrated below with examples 
drawn from both the goods and services types of 
organizations. The exchanges involved can in
clude anything of value and are not limited to 
money transactions (Kotler and Levy 1969; Kotler 
1972). The organizations served may be either 
profit or non-profit. 

INSERT TABLE I AND TABLE II HERE 



NEGATIVE SUPPLY - A state in which there is not 
only a lack of current supply available, but 
there is also a demand for the purchaser's al
ready acquired supplies. This state will result 
not only in an inability of a firm to purchase 
more of the products, but the purchasing firm 
will experience internal pressure to dispose of 
on-hand supplies at a profit. If the purchasing 
manager is in a strictly routinized position, 
the manager is limited to the procurement of ad
ditional supplies on those supplies one speci
fied by other members of the firm. However, if 
the purchasing manager is following the purchas
ing and materials management concept, as well as 
considering the total strategic view, the scarce 
supplies might actually be resold after some 
type of an alternative supply had been arranged. 

The supply state of negative supply can be coun
tered by "Defensive Purchasing," which consists 
of two major activities: the refusal to sell 
on-hand supplies, and the finding of alternative 
goods for purchase by the buyer's firm and its 
competitors. 

If suitable substitutes can be found for pur
chase by the firm's competitors, the demand for 
on-hand supplies will be lessened and suitable 
substitutes may be found for the firm's own 
needs. 

An example - An electronics manufacturer needed 
platinum in the production process and had suf
ficient stock on hand to last for several pro
duction periods. Due to an international situ
ation, platinum became less available and, as a 
result of a constant aggregate demand and a com
petitive market, it became much more costly 
(Ferguson and Gould 1980). Thus, the oppor
tunity existed for the firm to .sell its on-hand 
supplies at a good profit. Such a sale, how
ever, would have crippled the production pro
cess. The firm purchased the patent for an al
ternative process which substituted iridium, 
which was more readily available than platinum. 
While the new process was being set in place, 
the firm continued to use its on-hand supply of 
platinum and then changed to the iridium pro
cess. Excess supplies of platinum were sold on 
the open market. Some competitive firms also 
changed to the iridium process and paid royal
ties to the electronics firm for the right to 
use the process. 

NO SUPPLY - A state in which no suppliers are 
interested in supplying a particular product. 
The purchasing firm must create a supply where 
none existed before. Two likely causes for the 
suppliers' lack of interest is their lack of 
knowledge of a need for their products and their 
perception that acceptable profit can not be 
made by supplying the needed good. 

No supply is countered by "Gestative Purchas
ing." One way for the purchasing firm to over
come a lack of knowledge on the part of the 
supplier is to provide information to prospec
tive suppliers (Alderson 1965). In addition to 
letting its own needs be known, the purchasing 
firm must also show the supplying firm how the 
potential supplier's needs can be served by 
effecting an exchange. Given the capability of 
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the supplying firm to supply the needed product, 
an exchange is likely once the mutual benefit of 
the exchange is established or the "seed" has 
been planted (Emerson 1981). 

An example - A small, speciality steel mill had 
a need for scrap metal high in titanium but low 
in beryllium. The presence of too much beryl
lium would make the production process of the 
speciality mill prohibitively expensive. The 
purchasing department of the steel mill con
tacted various scrap metal dealers to inform 
them of the need for this special scrap require
ment. It was discovered that the scrap dealers 
were aware of the mill's requirements but did 
not choose to fill them. The scrap dealers felt 
that it would not be worthwhile for them unless 
they could be assured of orders in sufficient 
quantity. The purchaser offered to select one 
dealer and assured that dealer that all of the 
mill's requirements for the special scrap would 
be bought from the dealer selected. After a 
dealer was selected, an appropriate quantity/ 
price contract was signed and deliveries began. 
Thus the purchasing department of the mill 
planted and developed the seeds to help create 
their own supply. 

LATENT SUPPLY - A state in which the potential 
suppliers are not aware of the firm's need for a 
particular product in a particular form. 

The task facing the purchaser in the stage of 
latent supply is to develop a supply through 
"Developmental Purchasing." The potential 
purchaser needs to locate and acquire the 
desired products, even though they are not yet 
available or are not available in the form or 
assortment that the purchaser desires. The task 
of the potential purchaser is to entice a 
supplier to develop the particular form of the 
product or assortment of products (Alderson 
1965) - thus, "developmental purchasing." 

An example - Jai-alai is a very popular pari
mutual game in the state of Florida. An 
individual wanted to open a new jai-alai fronton 
in the Miami, Florida, area. No land owners 
were aware of the need for land for this purpose 
because, under current Florida law, no new pari
mutual operations were allowed in the Miami 
market. However, the potential purchaser felt 
that he could cause a change in State laws so 
that the contemplated fronton would be permit
ted. The fronton developer contacted five local 
real estate brokers and made known his need for 
land of a particular size, location, and so on. 
One of the developer's key financial require
ments was to keep the initial capital investment 
as low as possible. Within two weeks, one of 
the brokers located a suitable parcel of land, 
the owner of which was amenable to a long-term 
lease, obviating the need for the fronton 
developer to invest any down payment in the 
land. By spreading information of his need, the 
fronton developer "developed" his supply. Before 
efforts to change the State laws could be ini
tiated, a situation developed linking jai-alai 
to illegal activities. Because of this situa
tion, the developer was not successful in get
ting legislative relief and the lease was never 
signed. 



FALTERING SUPPLY- A state in which the overall 
supply of a product is less than its former 
level and can be expected to decline even 
further with little or no hope for the supply of 
the product to reach production levels of the 
past. In this situation, a way must be found to 
revitalize supply. 

When this state is recognized, the astute 
purchasing professional engages in "Alternative 
Purchasing. •• · The purchasing function of the 
organization must recognize the state of fal
tering supply and analyze the actual needs of 
the organization. This recognition and analysis 
probably will result in in the organization's 
redefining or revising its needs to get them 
more into agreement with what is now available 
and what promises to be available in the 
future. Such revision of needs may well change 
the product that had been purchased in the past; 
thus alternative purchasing will be employed. 

An example - Essentially all electrical trans
formers contain oil to eliminate arcing or 
burning of various parts of the transformer 
while it is in operation. It is not uncommon 
for large transformers to contain more than 
5,000 gallons of oil. These transformer oils 
must be very pure and at one time were produced 
by an acid treating process which had a poten
tially harmful effect on the environment by 
producing large amounts of chemical sludge. 
This process was very costly and because of the 
environmental concerns of the chemical sludge, 
only a limited amount of the pure oil could be 
produced. Thus, the transformer manufacturers 
were faced with a faltering supply. 

After considering the total process of 
transformer operation, the transformer manu
facturers decided that a process of neutralizing 
the harmful components instead of removing them 
through acid treating would solve the problem 
posed by the faltering supply of acid treated 
oil. The major oil companies already had the 
technology of treating oils with hydrogen or 
''hydrofining'" them to neutralize harmful compo
nents. By working closely with the major oil 
companies, the electrical transformer industry 
was able to use an alternative product that was 
more available and less costly as compared to 
the former acid treated oils. 

IRREGULAR SUPPLY - A state in which the supply 
of a product is marked by seasonal fluctuations 
or other supply irregularities that follow a 
particular pattern. This irregular supply 
situation is often manifested by periodic non
availability of the product or by wide fluctu
ations in the price of the product. Purchasing 
management of the organization must synchronize 
the supply with the demands of their firm. 

In the state of irregular supply, the organi
zational purchasing department must find ways to 
smooth the fluctuations in the availability 
and/or the price of the product. The solution 
to the problem of irregular supply can often be 
accomplished by '"Forward Purchasing'" (Tersine 
and Grasso 1978). 
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An example - A copper pipe and plumbing supply 
factory needed large amounts of copper for its 
production process. If the purchasing depart
ment of the factory only purchased the copper as 
needed, the price of the copper, and thus the 
cost of production, would fluctuate widely due 
to the variations in the commodity market. To 
overcome or mitigate these variations, purchas
ing management of the plumbing supply factory 
became involved in the copper commodities 
market. By forward purchasing (buying futures 
contracts) in the commodities market, the 
factory was able to dampen the effects of the 
wide swings in the spot prices of copper. If 
the needs of the firm exceeded the forecasting, 
the copper was always available at spot prices. 

FULL SUPPLY - A state in which the current level 
and timing of supply is equal to the needs of 
the firm. 

For most industries and purchasing departments, 
this is the most desirable supply state. The 
task facing the organizational purchaser in the 
full supply state is that of '"Maintenance 
Purchasing.'" However, the purchasing profes
sional must be alert to the possible changes 
from this supply state. Any change from full 
supply is likely to indicate a potentially 
adverse situation. 

This state feels, and is, comfortable, a 
situation that can easily lead to complacency. 
Environmental forces can and do change very 
quickly due to internal and external tech
nological changes, external market forces, 
general economic conditions or any number of 
other factors (Kotler 1980; Pride and Ferrell 
1985). 

An example - In the early 1960's in the United 
States, essentially all cardboard milk cartons 
were waterproofed by a petroleum wax coating. 
This technology had existed for a number of 
years; the supply and demand were essentially 
balanced. The technology was not totally favor
able for consumers because wax would often flake 
off the cardboard, causing the carton to leak. 
About 1963, a process was developed to moisture 
-proof milk cartons using a polyethylene coat
ing. Within 18 months, the major part of the 
industry had switched to this new process. The 
switch in processes which involved so many 
industries (dairy, carton manufacturers, wax 
suppliers, polyethylene suppliers, suppliers of 
equipment to apply the polyethylene, etc.) 
caused wide short-term fluctuations in supply, 
demand, prices and availability of supplies. 
The professional purchasing department that was 
alert to change and practicing good '"maintenance 
purchasing'" by being alert to actual and poten
tial changes in its environment suffered fewer 
problems than other more complacent organi
zations. 

OVERFULL SUPPLY - A purchasing state in which 
the supply of the product exceeds that which the 
industrial organization wishes to purchase. 
Overfull supply situations may be indicated by 
the drastic systematic lowering of the price of 
the product, either through deep discounts or 
actual price reductions. A common symptom of 



overfull supply is the purchasing organization's 
being inundated with potential suppliers. On 
the surface, the overfull supply situation 
appears to be an ideal situation for the pur
chasing organization. However, this may not be 
the case. The overabundance of the product 
itself may be caused by a lessening of demand by 
the competitors of the purchasing firm. This, 
in turn, may be an indication of a change in 
technologies by the purchasing firm's compet
itors. The competitors' embracing of a new 
technology may put the competitors in a more 
favorable position than the purchasing firm 
itself. Another danger of the overfull supply 
state is that the overfull supply and lowering 
of prices by the suppliers may serve to put the 
suppliers in an unprofitable situation. Thus, 
the suppliers may discontinue the unprofitable 
product or even go out of business altogether. 
These situations could lead to shortages of the 
product, possible negative, faltering, or irreg
ular supply states, and higher prices for the 
product. 

On the other hand, if overabundance is due to an 
increase in the number of suppliers in the 
field, this may be an indication that the prof
its of the suppliers are so high that a large 
number of additional suppliers have been attrac
ted into the field (Hogendorn 1974). If this is 
the case, it may be an excellent indicator that 
the purchasing firm will be able to spend less 
for the product in the future than it had spent 
in the past. 

In the overfull supply state, the indicated 
course for the purchasing firm is to undertake 
"'Reduction Purchasing."' Reduction purchasing is 
the conscious decreasing or reduction of require
ments or lessening of price paid for a product 
by a particular organization due to over
abundance of the product. If the overabundance 
of product is a harbinger of technological 
changes, the purchasing firm must look to its 
own technology to assure future competitiveness 
in the marketplace. If the overabundance is due 
to an increased number of suppliers more strin
gent negotiation and reduction in the prices the 
purchasing firm pays for the product should 
result. 

An example - A small manufacturing firm had 
been using a brass sub-assembly in several of 
the products that it manufactured. The pur
chasing department noticed that in recent 
months, it had been receiving more and more 
inquiries from different firms about the 
possibility of supplying these brass 
sub-assemblies. The purchasing department 
alerted the engineering staff and other members 
of the buying center of this increase in 
solicitation. As a result of the alert, it was 
determined that an aluminum sub-assembly was 
being used by some of the purchasing firm's 
competitors. Substitution of aluminum for brass 
would not only save money for the customers of 
the purchasing firm, but the profit margin of 
the purchasing firm could be increased as well. 
By practicing reduction purchasing, the profes
sional purchasing group of the firm not only 
increased the firm's profit margin, it made it 
more competitive in the marketplace. 
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UNWHOLESOME SUPPLY - A state in which any 
positive level of supply is considered to be 
detrimental to the purchasing firm, its 
supplying firms, or to society in general. 
Therefore, the task of the purchasing firm, 
often in conjunction with other firms, sup
pliers, or society, is to destroy supply. The 
purchasing firm must then "'cease purchasing. •• 
The professional purchaser must do everything 
possible to eliminate this supply for the good 
of the firm and/or society. 

In the state of unwholesome supply, the 
purchasing firm is certain that it must not 
acquire the product because of undesirable 
qualities associated with either the product or 
with the supplier. The undesirable qualities 
could be financial, legal, moral, sociological 
or any combination of these. If no alternatives 
are found for this state of unwholesome supply, 
the purchasing firm has no choice but to cease 
purchasing. 

An example - A road-oil contractor gathered used 
oils to spread on dirt roads for dust and 
weather control. The used oils were a mixture 
of motor oils gathered from service stations and 
industrial oils gathered from manufacturing 
plants located in the area. Through chemical 
testing it was discovered that the used oils 
from the industrial plants contained poisonous 
and carcenogenic components, such as PCB's, 
lead, cadmium and zinc. The road-oil contractor 
was unable to gather sufficient volume of used 
motor oils from service stations. Hence, the 
contractor had no alternative but to respond to 
this unwholesome state by "'cease purchasing'' and 
liquidation of this business. While this ap
pears to be a drastic option, the alternative of 
endangering public health and violation of both 
federal and state laws would have been even 
worse. 

Implications for Research 

Kotler's recognition of the "'states"', broadened 
to the "'Demand/Supply States"' by this article, 
can now be seen to have application on both 
sides of the marketing exchange. This broaden
ing into a group classification schemata for 
purchasing will provide the marketing/purchasing 
theorist with a starting place for work towards 
a "'theory of purchasing''. 

The symetrical purchasing/marketing paradigm can 
be tested by identifying a situation which can 
be described by one of the classifications 
discussed above and then discovering if pur
chasers actually behave as postulated. For 
instance, at one time copper experienced a large 
upsurge in price. Pennies were worth more as 
copper than they were worth as coin. Organi
zations that had significant quantities of the 
metal on hand were subjected to market forces 
that have been described as "'negative supply"'. 
How then, did the organizations behave? Did 
they actually practice something that could be 
called "'defensive purchasing"'? If not, why 
not? Were idiosyncratic forces at work in the 
copper situation, or can the purchasers' 
behaviors be generalized? 



Other situations can be found that fit the 
descriptions of the other purchasing states. 
Parallel investigations into the behavior of 
purchasers can be made to see if the purchasers 
behaved as posited here. 

Summary and Conclusions 

This classification will enable the purchasing 
manager to view his or her tasks in a different 
light. One of the basic roles of marketing, the 
matching of supply and demand, will be facil
itated as each party to any exchange comes to 
the realization of either the appropriate demand 
or supply state (Arndt 1978). 

The professional marketer must regulate the 
level, timing, and character of demand for a 
product (Kotler 1973). This task is not unlike 
the professional purchasing manager who must 
regulate the level, timing, and character of 
supply in terms of the organization°s overall 
objectives. Negative supply is countered by 
defensive purchasing; no supply is countered by 
gestative purchasing; latent supply requires 
developmental purchasing; faltering supply must 
be revitalized; irregular supply requires 
forward purchasing; full supply requires main
tenance purchasing; overfull supply requires, 
reduction purchasing; unwholesome supply 
requires a cessation of purchasing. It is 
recognized that these supply states may not be 
as continuously ordered as even Kotler's demand 
states. Some supply states concern the ratio of 
current supply to current demand while some 
other supply states may concern changes in that 
ratio. 

The appropriate buyer behavior is not always a 
reciprocal of the appropriate seller behavior if 
the individual demand I supply states are consid
ered. Wynn and Campbell (1984) show how the 
states of demand and the states of supply can 
all be grouped into three discrete categories: 
Underdemand / Oversupply, Adequate Demand / 
Adequate Supply, and Overdemand I Undersupply. 
Once these states have been grouped, various 
exchange situations within the categories, each 
containing a particular demand state and a 
particular supply state can be considered. 

Recognition by the purchasing executive of the 
purchasing state in which the firm finds itself, 
coupled with the recognition of the state in 
which the selling firm finds itself, can provide 
the purchaser with valuable information. That 
information may have implications affecting both 
the immediate purchase and the long-range strat
egy of the firm. For example, recognition of 
the purchasing states under which the purchaser 
and seller are operating may lead to behavioral 
changes on the part of the actors to lessen 
channel conflict (Rosenberg and Campbell 1984, 
1985). To maximize the value of the known and 
implied information gained by recognition of the 
demand and/or supply state, this information 
must be included in the Marketing Information 
System in use in the firm. 

Purchasing organizations now often consist of a 
number of people assigned to a job by product 
line and/or tasks performed (Hutt and Speh 1981; 
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Lee and Dobler 1977). Since supply situations 
may call for different actions and psychological 
concepts, purchasing task specialization may be 
redesigned to reflect these purchasing states. 
This supply state recognition and possible 
specialization may aid purchasers and ultimately 
marketers to better understand their own tasks 
and hopefully facilitate any contemplated 
exchange. 
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TABLE ONE 
THE BASIC MARKETING TASKS 

Demand State Marketing Task Formal Marketing Name 

I. Negative Disabuse demand Conversional marketing 

II. No Create demand Stimulational marketing 

III. Latent Develop demand Developmental marketing 

IV. Faltering Revitalize demand Remarketing 

V. Irregular Synchronizl! du1nand :-)ynchrnruarket ing 

Vl. Full Maintain demand Maintenance marketing 

VII. Overfull Reduce demand Demarketing 

VIII. Unwholesome Destroy demand Countermarketing 

Source: Kotler, Philip (1973), "The Major Tasks of Marketing 
Management," Journal.£! Marketing, 37 (October), 43. 

TABLE TWO 
THE BASIC PURCHASING TASKS 

Supply State Purchasing Task Formal Purchasing Name 

I. Negative Defend supply Defensive pu rch•I~ ing 

II. No Create supply Gestat ive purchasing 

111. Latent Develop supply Developmental purchasing 

IV. Faltering Revitalize supply Alternative purchasing 

v. Irregular Synchronize supply Forward pure has lng 

VI. Full Maintain supply Maintenance purchasing 

VII. Overfull Reduce supply Reduction purchasing 

VIII. Unwholesome Destroy supply Cease purchasing 



ASSESSING ATTITUDINAL CONGRUENCE 
IN THE BUYTNG CENTER 

Paul D. Boughton, Saint Louis University 

Abstract 

Although the concept of multi-person buying 
centers is widely recognized, industrial market
ing researchers still rely primarily on survey 
data supplied by a single company informant. 
This paper reports on a study which shows that 
buying center participants have varying beliefs 
about variables which are central to a purchase 
decision: This study lends added weight to the 
importance of studying more than one informant 
per company when strategy is based on under
standing buyer behavior. 

Introduction 

It has become widely accepted in the current 
stream of marketing literature that most 
industrial purchasing is the result of multi
person decision-making. Nicosia & Wind (1977) 
have noted the diffusion of the buying process 
throughout the organization and have argued 
that the focus of observation and measurement 
should be on the buying center and not the 
purchasing manager. This theme has been 
echoed by many authors (Spekman and Stern 1979, 
Johnston 1981, Moriarity 1983, Silk & Kalwani 
1982) , and has become recognized as the sine 
qua non for understanding industrial buying 
behavior in today's complex environment. Thus, 
it is strongly believed, that industrial firms 
wishing to define customer characteristics, 
or market segments, based upon customer surveys, 
should use the buying center (i.e. all those 
individuals who participate in the purchase 
decision process) as the unit of analysis. 

A Review of the Issue 

Buying centers typically contain decision 
participants from different functional areas 
and organizational levels. Sheth (1973) 
hypothesized that such a diversity of decision 
participants would bring differential expecta
tions to the purchasing decision process, lead
ing to intra-group conflict. Both Moriarity 
(1983) and Choffrey and Lilien (1930) found 
that across firms, decision participants in 
different functional areas (i.e. engineering, 
production, finance, purchasing, etc.) evalu
ate product offerings on the basis of different 
criteria and have different views about the 
importance of various attributes. While 
these studies aggregated data, by function, 
across firms, it is reasonable to assume that 
such differences must exist within buying 
centers, as well as across buying centers. 
Thus, segmentation schemes based on product 
attributes or product benefits, will differ, 
depending upon what functions are represented. 
Phillips (1981), in a study of key decision
makers in wholesale distribution companies, 
found a considerable lack of agreement on 
information provided by multiple respondents 
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within the same firm. He concluded that " .•• no 
single informant is likely to be found who is 
the 'most reliable informant' on all issues," 
and that a single informant approach to the 
measurement of organizational characteristics 
should be avoided due to an inability to make 
any assessment of convergent or discriminant 
validity. 

While the buying center concept has become 
accepted in the academic community, there is 
little evidence that marketing researchers in 
industrial firms have adopted the practice of 
including multiple members of sampled firms in 
their marketing studies. Instead, they continue 
to typically sample only a single key informant 
in each firm and rely on survey responses by 
this one individual to represent the firm. Such 
an approach, however, is taken at the risk that 
the single respondent does not truly represent 
the opinions, attitudes, or knowledge of the 
buying center as a whole, and therefore the 
provided information may be misleading and/or 
inadequate. 

There are perhaps a number of reasons why the 
buying center concept has not caught on. 
Methodological stumbling blocks, such as collect
ing behaviorial/attitudinal data from many 
decision participants, and the analysis of such 
data (attribution of influence} are signifi
cant. The extra expense and time required for 
surveying buying centers in lieu of a single 
key informant per firm, is also significant. 
Moriarity (1983) has shown that a single stage 
snowball sample (combination telephone/mail 
survey), which average 3.5 respondents per 
firm, was 35% more expensive than a traditional 
single informant approach. An exhaustive snow
ball sample, 6.5 respondents per firm, 82% 
more expensive. Such a cost differential can 
only be justified when the researcher is con
vinced that interviewing multiple respondents 
will lead, not only to a more reliable under
standing of customer behavior, but more im
portantly, to different strategy. In short, 
the value of the information obtained from 
multiple informants must exceed the cost. 

The crux of the issue seems to be to what ex
tent members of the same buying center hold 
similar or congruent beliefs regarding issues 
relevant to the development of marketing 
strategy. If beliefs are similar (congruent) 
obtaining survey responses from a single in
formant may well be justified. If belief, 
are dissimilar (incongruent), then clearly 
there is a need to obtain information from 
more than one buying center member. 

The existing studies, while few in number, 
provide some evidence of buying center incon
gruency. Phillip's (1981), however, points 
out that there is still relatively little 
documentation on this subject and thus a 
continuing need to examine evidence related to 
it. 



The Study 

The purpose of this article is to present the 
results of a study which will shed further 
light on the question of buying center cong
ruency. 

The data for this analysis has been provided by 
a major telecommunications company. The origi
nal study was conducted for the purpose of con
structing market segments of small to medium 
size business firms based on responses to a 
series of belief statements. 

The purchase of telecommunications equipment and 
services represents a large capital expenditure 
for companies in the small to medium size range. 
The extent of diversity of opinion with respect 
to perceptions and beliefs about their company's 
needs and about potential suppliers, are factors 
that affect the final purchase decision, and in 
turn affects the marketing strategy employed by 
the supplying firms. The research question of 
interest is thus, to what extent does attitudi
nal congruency exist within the buying center? 

Sample 

A random sample of small to medium size business 
firms, in five midwestern states, was obtained 
from a company database (customer and non
customer). Company size was defined by number 
of telephone stations. Companies in the data
base were partitioned into three station size 
groups: 21-40; 41 to 100; and 101-500. A pro
portionate stratified random sample o:J: t'irms 
was chosen from the database using a random 
number generator. Through means of a telephone 
screening procedure referred to as snowball 
sampling, the members of the buying te&~ in 
each firm, associated with telecommunicati.ons 
equipment, were identified and contacted for 
participation in the study. The initial con
tact was with the individual who had super
visory responsibility over the firm's telephone 
system. This person was asked to provide the 
names and titles of other people who would be 
involved in the decision-making process related 
to the purchase or lease of a new telephone 
system. In this manner, members o:J: the center 
of each company was identified, contacted, and 
recruited for participation in the study. To 
be qualified a respondent had to he involved in 
at least one of the following stages of the 
decision-making process: 

1. identifying the need for a new tele.
communications system and getting 
the process started. 

2. determining the firm's specifica
tions which must he met liy the new. 
equipment. 

3. making a recommendation after 
evaluating alternative suppliers. 

4. the final supplier selection and 
au thor izat ion. 

In total 2570 individuals repres.enting 1126 
firms were recruited for participation in the. 
study. Completed questionnaires were received 
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from 1334 respondents, representing 732 firms. 
The breakdown of responding firms by size is as 
follows: 

Station Size Res2onding Firms 

21 - 40 353 
41 - 100 240 

101 - 500 139 

TOTAL 732 

The use of the snowball sampling technique to 
identify multiple members of a buying center 
follows well established precedent (Spekman 
and Stern 1979, Johnston 1981, Moriarty 1983). 

Method 

Individuals who agreed to partifipate in the 
study were mailed a questionnaire. Respondents 
were presented with 55 statements concerning 
beliefs and perceptions about the telecommuni
cations industry in general, and about industry 
suppliers in particular. A seven point Likert 
type scale was used to measure the extent of 
agreement/disagreement to the statements. A 
hierarchial cluster analysis was performed 
which. grouped respondents into five homogeneous 
segments based on their responses to the 
belief statements·. Two constructs, price and 
service were found to be determinants of seg
ment assignment. A sample of belief state
ments representing these constructs are shown 
lielow: 

1} Price: "Price is really not an issue 
when it come to communication 
systems," 
"It is important to get the 
job done quickly regardless of 
price." 
" cannot compete with other 
vendors on price." 
" equipment and systems are 
too expensive for me." 
"I am able to save money by 
shopping around." 

2l Service: "Lack of responsiveness is the 
primary reason why I would 
switch communication vendors." 
"Quick service is what I need 
the most." 
"I trust the expertise of my 
sales representative." 
"The service from my communi
cation vendor is not important." 
"To me the most important thing 
is to get the job done right." 

As shown in f igure 1, the five segments are 
arrayed on a continuum determined by their 
attitudes toward price and service. Segment 1 
downplays price as a major issue in choosing a 
communication vendor while holding service as 
an important determinant. At the other extreme, 
service is downplayed and price is regarded as 
the major choice criterion. 



FIGURE 1 

BELIEF SEGMENTS 

1 2 3 4 5 

Price insensitive 
Service sensitive 

Price sensitive 
Service insensitive 

Analysis 

To investigate the central issue of; b.uying 
center congruency it was reasoned that if 
members of the same buying center held con
gruent beliefs, they should fall into the same 
belief cluster. If attitudes are incongruent, 
one would expect to find buying center members 
falling into different clusters .. 

To investigate the extent to which individuals 
from the same buying center fell in the same 
cluster, individuals were randomly paired to
gether and the proportion of matches was com
puted. A match occurred when both members of 
the pair fell in the same cluster. Theoreti
cally, under the assumption of independence, 
that is, if attitudes and beliefs are held 
independently by respondents within the same 
company, they would be expected to fall into 
the belief clusters independently of one 
another. Under such an assumption it would be 
expected that 31% of the pairs of individuals 
would match (fall into the same cluster} on the 
basis of random chance. 

The hypothesis to be tested may be stated as 
follows: 

The proportion of matches of b.uy
ing center members in the same 
cluster will be no greater than 
random chance. 

In this study it was found that 33% of; the 
pairs matched, meaning that in one-third of 
the firms buying center members fell into the 
same cluster, while in two-thirds of the firms 
they were in different clusters. At a signifi
cance level of .05, the difference between the 
actual proportion C. 33} and the expected pro
portion given random variation C. 311 is not 
established. The hypothesis is therefore not 
rejected and the conclusion drawn is. that buy
ing center members tended to fall into the 
belief clusters independently of one another, 
demonstrating incongruency. 

As a cross check to this method, another ap
proach was taken. The belief clusters were 
ranked from 1 to 5, where 1 represents the 
group with the most positive attitude, and 5 
the least positive. Using the same random 
pair of individuals, each individual was 
assigned the rank order number of the belief 
cluster in which they fell. A Spearman Rank 
Order correlation coefficient was computed 
measuring the extent to which those most favor
ably disposed toward the industry were found 
together. One would expect little correlation 
to exist for buying centers in which attitudes 
are held independently. The actual correlation 
was computed as .14. The results of the two 
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procedures are summarized in table 1. 

R 
p 

TABLE 1 

MEASUREMENTS OF INCONGRUENCY 

Expected 

.oo 

.31 

Actual 

.14 

.33 

Discussion 

Significance Level 

.152 

.058 

All marketing strategy decisions are based on 
assumptions about buyer behavior. The validity 
of such assumptions reflect on the adequacy of 
the market information available. Marketing 
research is often focused on ascertaining 
respondent opinions, attitudes, intentions to 
b.uy, levels of satisfaction or dissatisfaction, 
preferences, etc. These are all sociometric 
variab.les which are characteristics of indi
viduals' out not of an organization as an 
entity. A purchase decision is the result of 
the interaction of individuals and the sub
sequent resolution of disagreements or differ
ences. 

The industrial marketing researcher who relies 
on a single company informant implicitly 
assumes that the informant possesses the requi
site knowledge sought after, and that there is 
attitudinal congruency within the buying center 
which will b.e articulated by that individual. 
There is little evidence to support this 
assumption and growing evidence to refute it. 

Conclusion 

This study has shown that beliefs held by buy
ing center members related to telecommunications 
purchase decisions, are variant across par
ticipants within the same buying center. An 
incongruency in beliefs among buying team 
members demonstrates the need to sample the 
opinion of more than one individual from a 
company. By failing to consider the nature of 
individual attitudes and perceptions, a valid 
model of the behavioral system of an organiza
tion can not o.e developed. Such an oversight 
can lead to marketing and sales strategies 
that are incomplete or inappropriate. 

References 

Choffray, Jean..-Marie and Gary L. Lilien (1978) 
"Asse.;;s_ing Response to Industrial Marketing 
Strategy.~ Journal of Marketing, 42 (April) 
pp. 20:-31. 

J'ohnston, Wesley J. (l97'l}, Patterns in 
Industrial Buying Behavior, Praeger Scientific, 
New York, N.Y. 

Moriarty, Rowland (1983), Industrial Buying 
Behavior, Lexington Books, Lexington, MA. 



Nicosia, F. andY. wind (1975), "Behavioral 
Models of Organizational Buying Behavior." 
In Behavioral Models of Market Analysis: 
Foundations for Marketing Action, edited F. M. 
Nicosia, andY. wind, Hillside, IL; Dryden 
Pres . 

Phillips, Lynn W. ( 1981), "Assessing Measure
ment Error in Key Informant Reports: A 
Methodological Note on Organizational Analy
sis in Marketing." Journal of Marketing 
Research, 18 (November) pp. 395-415. 

Sheth, J.N. (1973), "A Model of Industrial 
Buyer Behavior." Journal of Marketing, 
37 pp. 50-56. 

Silk, A.J., and Kalwani, M.U. (_1982)_, "Measur
ing Influence in Organizational Purchase 
Decision." Journal of Marketing Research, 
19 (May) pp. 165-181. 

Spekman, Robert E. and Louis W. Stern (19]9} , 
"Environmental Uncertainty and Buying Group 
Structure: An Empirical Investigation." 
Journal of Marketing, 43 (Apring} pp. 54-63. 

430 



DECISION PARTICIPANTS' PRE-PURCHASE RISK 
PERCEPTIONS FOR AN INDUSTRIAL INNOVATION 

Daulatram B. Lund, Iowa State University 

Abstract 

This paper investigated the heterogeneity 
in decision participants' pre-purchase risk per
ceptions in the adoption decision for an indus
trial innovation. Decision participants' percep
tion of six dimensions of risk were assessed. 
The decision participants were the members of 
supermarket buying committees, and the innova
tion adoption decision concerned the Universal 
Product Code scanner checkout system. Multi
variate analysis of variance was used to test 
the differences in perceived risk across deci
sion participants grouped on the basis of organ
izational hierarchy, functional area, industry 
experience, age, and education. The implication 
of the analyses for industrial marketing 
strategy is briefly discussed. 

Introduction 

Buying decisions in an organization are 
generally made by a buying group or decision 
making unit. Recognizing the complexity of the 
buying decision process resulting from the invol
vement of multiple decision participants, indust
rial marketers have explored a number of partic
ipant and firm factors which affect the purchase 
decision. Among these factors, several resear
chers have stressed the importance of the deci
sion participants' risk perception as a key 
determinant in new product or innovation adop
tion decision (Cunningham 1967; Robinson and 
Faris 1967; Webster 1969; Webster and Wind 1972; 
Sheth 1973). For example, Wilson (1971) ident
ified perceived risk as the most important 
factor affecting industrial adoptions; Peters 
and Venkatesan (1973) found a significant nega
tive relationship between perceived risk and 
innovation adoption behavior; and McMillan 
(1973) and Choffray and Johnson (1979) both 
reported differences in risk perceptions between 
decision participants grouped on the basis of 
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their job responsibility. 
The present study was undertaken to 

investigate the heterogeneity in decision partic
ipants' pre-purchase risk perceptions in the 
adoption decision for an industrial innovation. 
The decision participants were the members of 
supermarket buying committees, and the innova
tion adoption decision concerned the Universal 
Product Code (UPC) scanner checkout system. The 
specific objective of the study was to assess 
differences in pre-purchase risk perceptions 
between decision participants grouped on the 
basis of their (1) organizational hierarchy, (2) 
functional area, (3) experience in the industry, 
(4) age, and (5) education. 

Conceptual Framework 

The conceptual framework proposed by 
Choffray and Johnson (1979) was utilized for 
measuring the different dimensions of risk. 
Under this framework the decision participant's 
perceived risk for the new product adoption 
decision was composed of (1) the likelihood 
of undesirable consequences, and (2) the 
perceived intensity of those consequences for 
the decision participant and the organization. 
Potential consequences were conceptualized as 
both economic consequences (cost-effectiveness 
of the product), and performance consequences 
(reliability-depend-ability of the product). 
This conceptual framework is illustrated in 
Figure 1 . 

It is acknowledged widely that industrial 
buying is a multi-person process involving, at 
different stages and to varying degrees, anum
ber of different organizational members (Webster 
and Wind 1972). Previous organizational re
search suggests that organizational members 
enter the buying process not only as a result of 
their stated expertise (Spekman and Stern 1979), 
but also because of their organizational posi
tion which gives them a stake in the decision 

DIMENSIONS OF PERCEIVED RISK 

Likelihood of 
Undesirable 
Consequences 

Intensity of 
Undesirable 
Consequences 

Product 
-------------------~~E~co=n~o~m~i~c~s _____ (~P~1~)~ 

Organizational 
Level 

Individual 
Level 
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Product 
Economics (P5) 

Product 
Performances (P6) 



outcome either as a result of the size of the 
financial commitment or the nature of the pur
chase (Corey 1978). Johnston and Bonoma (1981) 
suggested that higher purchase importance, com
plexity, or novelty leads to greater involvement 
in the decision process across organizational 
hierarchies and functional areas. Similarly, 
Speckman and Ford (1981) reported that a deci
sion participant's hierarchical level may deter
mine the nature of purchase related information 
needs, which could range from strategic informa
tion (Cleland and King 1978) to operational 
information needs (Steiner and Miner 1977). 
Also, as stated earlier, McMillan (1973) and 
Choffray and Johnston (1979) both reported dif
ferences in risk perceptions between decision 
participants grouped on the basis of their job 
responsibility. Therefore, from past litera
ture, it may be summised that decision partici
pants' risk perceptions of the product-adoption 
decision may differ based on the individual's 
organizational level and functional area. 
Similarly, it is conceivable that decision par
ticipants' risk perceptions may vary with indivi
dual characteristics such as experience, age, 
and educational level. 

Past research studies have not investigated 
the influence of characteristics of organiza
tional decision participants on risk perceptions 
of new product adoption decisions. Given the 
focus of the present study, namely, supermarket 
buying committees concerned with the UPC scanner 
checkout system adoption decision, the following 
null hypotheses are advanced: 

Ho1: Supermarket buying committee decision 
participants' organizational 
hierarchial level will have no 
influence on their risk perceptions of 
the UPC scanner checkout system; 

Ho2: Supermarket buying committee decision 
participants' functional area will 
have no influence on their risk percep
tions of the UPC scanner checkout 
system; 

Ho3: Supermarket buying committee decision 
participants' length of experience in 
the food industry will have no 
influence on their risk perceptions of 
the UPC scanner checkout system; 

Ho4: Supermarket buying committee decision 
participant's age will have no 
influence on their risk perceptions of 
the UPC scanner checkout system; and 

Ho5: Supermarket buying committee decision 
participants' educational level will 
have no influence on their risk 
perceptions of the UPC scanner 
checkout system. 

Research Methodology 

Data Base 

The sampling units for the present study 
consisted of supermarkets in the United States 
that had not adopted the UPC scanner checkout 
system in their stores. The sampled frame 
comprised of 240 food retailing firms randomly 
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selected from a list generated from the 1980 
Chain Store Guide. To identify the decision 
participants involved with the adoption decision 
and to seek the firm's cooperation in the study, 
all firms were mailed participation forms. 
Completed participation forms were received from 
148 firms. Survey questionnaires were mailed to 
261 decision participants identified on the 
participation forms. Four weeks after the first 
mailing one follow-up mailing was undertaken. A 
combination of methods was employed to reduce 
the likelihood of low response rate (Kanuk and 
Bereson 1975). Briefly, these included a 
strategically written cover letter, prepaid 
return envelope, assurance of anonymity, and a 
renewed offer for a complimentary copy of the 
summary of survey results for participation. A 
total of 104 (39.9%) questionnaires from 89 
(60.1%) firms were returned. 

Research Instrument 

As part of a larger study which investigated 
structural dimensions of supermarket buying 
committees, structured mail questionnaires were 
employed in the study. Operational items 
measuring the identified components of perceived 
risk (F igure 1) are presented in Tab le 1. 
Five-point Likert rating scales with possible 
response ranging from "strongly agree" to 
"strongly disagree" were utilized to scale items 
measuring decision participants' risk 
perceptions. The survey questionnaire included 
sections related to background information about 
the respondent and the firm. 

TABLE 1 
ITEMS MEASURING COMPONENTS OF PERCEIVED RISK 

Risk 
Component 

Item Description 

P1 Scanner manufacturers currently produce a 
cost-effective system. 

P2 

P3 

P4 

P5 

Scanner manufacturers currently do not 
produce a totally reliable and dependable 
scanning system. 

If your firm chose a scanning system which 
proved to be less economical than 
projected, then your firm could go out of 
business. 

If your firm chose a scanning system which 
proved to be less reliable and dependable 
than projected, then your firm could suffer 
large losses. 

A supporter of the purchase of the scanning 
system would jeopardize his credibility and 
personal position within the firm if the 
system proved to be less economical than 
projected. 

P6 A supporter of the purchase of the scanning 
system would jeopardize his credibility and 
personal position within the firm if the 
system proved to be less reliable and 
dependable than projected. 



Analysis 

The decision participant's perceived risk 
was viewed as a vector valued function 
comprising of the individual's response to the 
six components of risk. The effects of decision 
participants• organizational position, 
functional area, experience in the industry, 
age, and education on risk perceptions for the 
innovation adoption decision were tested by a 
one-way multivariate analysis of variance 
(MANOVA). The grouped categories of decision 
participants for each factor are presented in 
Tabl e 2. If the overall relationship was 
significant for each factor, then univariate F 
tests were explored to note the source of 
variation. Univariate F tests should only be 
interpreted if the MANOVA null hypothesis has 
been rejected (Cooley and Lohnes 1971). Thus, 
where MANOVA F was not significant univariate F 
statistics are not reported. 

TABLE 2 
GROUPED CATEGORIES OF DECISION PARTICIPANTS 

FACTOR: Organizational 
Hierarchy Category 

1. Top Management (CEO, Owner, 

Frequency 

President) 59 
2. Middle Management (V. Ps., 

Gen. Mgr . ) 20 
3. First-level Management (Dir., Mgrs.) 12 
4. Other 9 

FACTOR: Functional Area 
Category 

1. President, CEO, Owners 
2. Marketing, Retailing, Purchasing 
3. Management Operations, M.I.S. 
4. Other-Secretarial 

FACTOR: Experience in Food 
Industry Category 

1 . 10 years or less 
2. 11-20 years 
3. 21-30 years 
4. 31 years or more 

FACTOR: Age of Decision 
Participant Category 

1. 34 years or less 
2. 35-44 years 
3. 45-54 years 
4. 55 years or more 

FACTOR: Education Level of 
Decision Participant Category 

1. High School or less 
2. Undergraduate 
3. Graduate 

100 

Frequency 

58 
7 

31 
4 

100 

Frequency 

22 
27 
25 
26 

100 

Frequency 

31 
28 
26 
15 

100 

Frequency 

28 
33 
39 

100 
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Results and Discussion 

Of the 104 decision participants responding 
to the survey questionnaire, only 100 could be 
used for the present analysis due to missing 
data. The decision participants were grouped on 
the basis of organizational hierarachy, func
tional area, experience, age, and education, as 
presented in Tabl e 2. A MANOVA of risk percep
tions was performed across grouped decision 
participants in each factor. The summary of 
results of MANOVA are presented in Tab le 3. As 
can be seen in Tab le 3, the hypotheses of no 
difference in risk perceptions between decision 
participants grouped on the basis of organiza
tional hierarchy, functional area, age, and 
education, could not be rejected at the 
statistical level of significance of p < .05. 
However, decision participants grouped on the 
basis of their experience in the food industry 
differed significantly (at p < .05) in their 
risk perceptions fOr the innovation adoption 
decision. 

Since the overall differences in risk 
perceptions were significant across decision 
participants grouped on the basis of their 
industry experience, univariate F tests were 
explored to note the source of variation among 
the perceived risk components and the correspond
ing univariate F tests. Tabl e 4 indicates the 
differences among the decision participants' 
mean perceptions of the risk components. The 
emerging pattern of differences in risk assess
ment among decision participants with varying 
length of experience in the food industry are 
summarized, in relative terms, as follows: 

(1) Decision participants with fewer years 
of industry experience perceived relatively 
greater economic consequences in the 
innovation adoption decision than more 
experienced decision participants. 

(2) All decision participants perceived 
relatively equal levels of performance risk 
in the innovation. 

(3) Decision participants with fewer years 
of industry experience perceived a higher 
intensity of economic risk at the organiza
tion level in the adoption decision, than 
more experienced decision participants. 

(4) All decision participants perceived 
relatively equal intensity of performance 
risk at the organization level in the 
innovation adoption decision. 
(5) Decision participants with fewer years 
of industry experience perceived a higher 
intensity of economic risk at the personal 
level in the adoption decision, than more 
experienced decision participants. 

(6) All decision participants perceived 
relatively equal intensity of performance 
risk at the personal level in the innovation 
adoption decision. 

Overall, the above summary of pattern of 
risk perceptions suggest that length of exper
ience in the food industry did not influence 
decision participant's perception of the conse
quences and intensity of performance risk (P2, 



TABLE 3 
SUMMARY OF MANOVA RESULTS 

Factor 

Organizational Hierarchy 
Functional Area 
Experience in Industry 
Age of Decision Participant 
Edu. of Decision Participant 

* Significant at p < .05 

Perceived 
Risk 

Components 

P1-P6 
P1-P6 
P1-P6 
P1-P6 
P1-P6 

TABLE 4 

Wilks' 
lamda 

0.8448 
0.7753 
0.7224 
0.8538 
0.9066 

F - approximation 

F(18,257) p 

0.88 .6034 
1. 35 .1579 
1. 75 .0324 * 
0.82 .6719 
0. 77 .6803 

DIFFERENCES IN RISK PERCEPTIONS AMONG DECISION PARTICIPANTS 
GROUPED BY INDUSTRY EXPERIENCE 

Perceived Mean Perceived Risk Scores by Decision Over-
Risk Participants' Industry Experience (Years) all F(3,96) p 

Component <=10 11-20 21-30 >=31 Mean 
--------------------------------------------------------------------------------

P1 2.64 2.89 3.16 
P2 3. 41 3.07 3.24 
P3 3.64 4. 11 3.72 
P4 2.64 2.89 2.80 
P5 2.50 3.00 3.04 
P6 2. 41 2.63 2.68 

P4, P6) associated with the innovation adoption 
decision. However, it weakly influenced (at p 
<= .10) decision participant's perception of the 
consequences and intensity of economic- risk (P1, 
P3, P5) associated with the adoption decision. 

Conclusions and Implications 

The study investigated the heterogeneity of 
pre-purchase risk perceptions among participants 
in organizational buying. The decision partici
pants were members of supermarket buying commit
tees and the product adoption decision concerned 
the UPC scanner checkout system. Decision par
ticipants' perception of six dimensions of risk 
was assessed. These dimensions were concerned 
with economic and performance consequences, and 
the perceived intensity of these consequences at 
the individual and organizational levels. 
MANOVA was utilized to test the null hypotheses 
concerning the influence of organizational 
hierarchy, functional area, length of industry 
experience, age, and educational level on deci
sion participants' nature of risk perception. 

The results of the analyses indicated that 
decision participants' pre-purchase risk percep
tions for the innovation adoption decision did 
not vary significantly among individuals grouped 
on the basis of organizational hierarchy, func
tional area, age, or education. However, weak 
support was provided for the hypothesis that 
participants' length of experience in the food 
industry affected their risk perceptions. 

The empirical conclusions have practical 
implications, particularly, for vendors of the 
UPC scanner checkout systems. Industrial market 
strategists should be cognizant of the impor
tance of the decision participants' multi dimen
sional perceptions of risk associated with the 
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2.65 2.84 2.12 0.1013 
3.65 3.34 1. 55 0.2052 
3.69 3.80 2.24 0.0871 
2.58 2. 73 0. 77 0.5380 
3.19 2.95 2.26 0.0850 
2.92 2.67 2.16 0.3311 

adoption decision. In general, while efforts 
need to be directed towards lowering decision 
participants' perceptions of all risk 
components, particular emphasis may be placed on 
efforts focused on moderating the economic risk 
perceptions of decision participants with 
relatively fewer years of industry experience. 
Finally, it is important to note that the 
adoption decision process is a complex process 
involving multiple participants. While 
perceived risk has been recognized as a key 
determinant in new product/innovation adoption 
decisions (as detailed in the introduction), 
other determinants such as situational 
variables, as well as more elegant bases of 
influencers affecting decision participants' 
risk perceptions will have to be identified and 
investigated by future researchers for 
developing more comprehensive industrial 
marketing strategies. 
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ON THE THEORETICAL INTERPRETATION OF A MULTIPLE REQUEST 
INFLUENCE STRATEGY IN AN INDUSTRIAL MARKETING SETTING 

Harrie Vredenburg, McGill University 

Abstract 

Several authors have proposed the foot-in-the-door 
behavioural influence strategy as an industrial 
marketing/personal selling communication strategy. 
There is a fundamental difference between the in
dustrial marketing setting and the pro-social 
charity and questionnaire survey settings in which 
the strategy has been empirically tested. This 
paper discusses the shortcomings of the predom
inant self perception theory interpretation in the 
industrial marketing setting, and proposes a per
son commitment/obligation paradigm as an alterna
tive theoretical interpretation. 

Introduction 

There are two approaches available to salespersons 
in inducing buyers to purchase their products: 
persuasion and behavioural influence techniques. 
Persuasive strategies are based on the assumption 
that behaviour can be modified by influencing its 
cognitive antecedents (e.g. attitudes) (Reingen 
and Kernan 1979, Scott 1976, Tybout 1978). Most 
of the research published on marketing communica
tions is based on this assumption. Research on 
how consumers acquire dispositions through infor
mation processing (Dyer and Kuehl 1974, Sawyer 
1973, Sternthal and Craig 1974a, 1974b), how dis
parate pieces of information are aggregated 
(Bettman, Capon and Lutz 1975a, 1975b, Cohen, 
Fishbein and Ahtola 1972, Day 1973, Sheth and 
Talarzyk 1972, Wilkie and Pessemier 1973), and how 
attitudes are related to behaviour (Bass, 
Pessemier and Lehman 1972, Day 1970, Ginter 1974, 
Heeler, Kearny and Mehaffey 1973, Kraft, Granbois 
and Summers 1973, Lehman 1971) are all based on 
this assumption. Most of the traditional studies 
of personal selling communication strategies also 
implicitly, if not explicitly, assume the per
suasion model (Capon 1975, Capon and Swasy 1977, 
Farley and Swinth 1967, Jolson 1975, Levitt 1965, 
Reed 1976). Behavioural influence is offered as 
an alternative approach to obtaining personal 
sales communications effectiveness. 

Because personal selling involves interaction be
tween the buyer and seller and is not just one
way communication, a behavioural influence 
strategy approach may be appropriate. Behaviour
al influence strategy, unlike persuasion strategy, 
does not attempt to influence the cognitive ante
cedents of behaviour. Instead, behavioural in
fluence strategy focuses on the direct modifica
tion of behaviour(Reingen and Kernan 1979, Scott 
1976, Tybout 1978). It assumes that after be
haviour has been modified, subsequent behaviour 
will be consistent with it. The behavioural in
fluence approach is guided by the assumption that 
psychological involvement with a product, service 
or organization, whether it be through experience 
or acknowledged disposition favoring it con
stitutes an important basis for subsequent pur
chase action. 

Although several authors have proposed their use 
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in personal selling in an industrial marketing 
setting (Swinyard and Ray 1977, Yalch 1979), to 
date no empirical research has been published on 
industrial sales applications of behavioural in
fluence strategies. Only one study has, in fact, 
been published (Scott 1976) which tests behaviour
al influence in an actual marketing setting. 

It is on personal selling applications of these 
behavioural influence techniques that this paper 
focuses. Salespeople have been using various 
forms of these techniques for years. The Avon 
saleslady who concentrates on inexpensive items in 
her initial sales appeal, and subsequently focuses 
on high ticket items is using a behavioural in
fluence strategy. The insurance salesperson who 
attempts to sell small policies initially and then 
graduates the customer to larger, more comprehen
sive coverage is using a type of behavioural in
fluence strategy. The business school dean who 
invites major corporation executives to sit on the 
school's advisory committee is using another type 
of behavioural influence strategy. The dental 
supplier who sends out R.S.V.P. invitations to a 
wine and cheese new product demonstration evening 
is also using a behavioural influence strategy. 

Despite the widespread use of these techniques, 
little scientific research has been conducted to 
test their efficacy in marketing settings or to 
explore the behavioural principles being applied. 
One of the important areas of inquiry in this 
field ought to be the theoretical interpretation 
of behavioural influence in industrial marketing 
settings. This paper suggests that although, as 
casual field evidence would suggest, behavioural 
influence strategy can be effective in industrial 
selling, the underlying psychological rationale 
for it may not be the same as in non-marketing 
settings where much of the research has been done. 
As applied social scientists, marketing research
ers are right to borrow concepts from fields like 
psychology. However, concepts ought not to be 
borrowed wholesale, but rather ought to be custom
ized for the marketing setting. One of the steps 
along this road is developing an understanding of 
the theoretical interpretation of a phenomenon. 

The Foot-in-the-Door Strategy 

For purposes of brevity this paper will only dis
cuss the theoretical interpretation of the be
havioural influence strategy known as Foot-in-the
Door (FITD) strategy. The discussion, however, 
applies equally to such other behavioural in
fluence strategies as Social Labelling. Other be
havioural influence strategies ought to be re
examined similarly as they are being adopted by 
the marketing discipline. The initial study on 
the FITD strategy will be briefly described be
fore theoretical interpretations are discussed. 

Jonathan Freedman and Scott Fraser (1966) ran two 
experiments testing the FITD technique. The first 
experiment was carried out in a consumer research 
setting. Housewives were telephoned and asked to 
respond to eight questions regarding household 



products they used. One treatment ~roup, upon 
agreeing to the request was told that they would 
be telephoned back at a later time to answer the 
questions while another treatment group was asked 
the questions immediately. A third group who did 
not receive an initial contact was the experimen
tal control. The dependent measure consisted of 
agreement to a large request three days later 
(also by telephone) consisting of allowing a team 
of five or six men to come into their homes for 
two hours to classify household products they 
used. Both initial request treatments resulted in 
significantly higher compliance rates with the 
second request than the control group. It appears 
from these results that the technique is so robust 
that only the agreement to perform an initial re
quest is sufficient to form a self-attribution 
that will result in later compliance with re
quests. 

A second experiment, dealing with a safe driving 
campaign, manipulated the type of initial task. 
The dependent measure was agreement to allow a 
large unattractive sign to be placed on the front 
lawn of the subject's house. The sign promoted 
safe driving. Experimental treatments then varied 
the similarity of the initial task requested to 
the ultimate task to be requested. One group was 
requested to place a small sign promotin~ safe 
drivin~ in their window. A second group was re
quested to place a small sign promoting "Keeping 
California Beautiful" in their window. A third 
group was requested to sign a petition in favour 
of legislation promoting safe driving. A fourth 
group was requested to sign a petition promoting 
legislation aimed at "Keeping California Beauti
ful". A fifth group was a control group who did 
not receive any initial request. Freedman and 
Fraser found that regardless of the similarity of 
the initial task or issue, verbal compliance with 
the second request was significantly greater than 
the control. The similar task and issue condition 
had the greatest compliance but not statistically 
significantly greater than the other experimental 
conditions. The primary importance of the 
Freedman and Fraser experiments is that they 1n1-
tiated an entire tradition of research into be
havioural influence techniques, especially the 
FITD strategy (Baron 1973, Beaman et al. 1983, 
Calder and Staw 1975, Cann, Sherman and Elkes 
1975, Cialdini and Ascani 1976, Hansen 1980, 
Hansen 1980, Hansen and Robinson 1980, Pliner et 
al. 1974, Reingen 1978, Reingen and Kernan 1977, 
1979, Scott 1976, 1977, Seligman, Bush and Kirsch 
1976, Snyder and Cunningham 1975, Sternthal, Scott 
and Dholokia 1976, Tybout 1978, Tybout, Sternthal 
and Calder 1983, Uranowitz 1975, Yalch 1975, 
1979). 

Self Perception Theory 

Virtually all of the research done on the FITD 
strategy uses self perception theoryl as the the
oretical interpretation of the effect. As such, 
it is useful to review the basic tenets of this 
theory. 

~Some authors refer to the theory as self-attri
bution theory since self perception theory is one 
of several theories collectively known as attri
bution theory. Self perception and self-attribu
tion are used interchangeably in this paper. 
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Daryl Bern (1965, 1967, 1972) did the pioneering 
conceptual work in self perception. He argues 
that individuals look to their own actions or 
their own verbal reports to judge inferences about 
themselves. His position is that individuals do 
not have an innate understanding and knowledge of 
themselves and thus go through a process of self 
observation in order to gain an understanding of 
themselves. Bern's theoretical approach is very 
much a Skinnerian behaviouralist one. If a strong 
environmental reward or threat is present, a par
ticular behaviour is attributed to this external 
cause;if none is present then the behaviour is 
attributed to internal causes or an individual's 
true attitude toward something. 

It has been self-perception theory that has been 
predominantly cited as the theoretical interpre
tation of the FITD strategy. The interpretation 
for the FITD phenomenon goes as follows: 1. Com
pliance is gained with the first small request be
cause the request is so insignificant and little 
thought, if any, is given to compliance. 2. Upon 
receipt of the second, or large, request the re
questee examines his/her own behaviour in order to 
form a self-perception. 3. Compliance with the 
second request results because non-compliance 
would be inconsistent with the self-perception 
formed. 

Self Perception Theory in an 
Industrial Marketing Setting 

Self-perception theory appears to be a reasonable, 
or at least an intuitively appealing, interpre
tation of the FITD behavioural influence strategy. 
However, virtually all of the studies investigat
ing the strategy have been carried out in a chari
table, or at least a pro-social setting. The sub
jects generally made self-attributions of being 
"helpful", "charitable", "environmentally con
scious" etc. Given that we are concerned with 
applying these behavioural influence techniques in 
an actual industrial marketing setting, it is ap
propriate to contemplate the applicability of this 
theoretical interpretation. 

In discussing the self-perception interpretation 
of the FITD phenomenon one must ultimately arrive 
at the question: What is the self-attribution made 
by the subject/customer? In a truly commercial 
setting, where the small request might be to read 
some product literature, to accept a deal offer, 
or to give some time to listen to the seller, the 
subject/customer is unlikely to be able to make 
abstract, global attributions to himself of the 
order of "charitability", "helpfulness" etc. that 
are possible in pro-social settings. Whatever 
self-attributions are made are likely to be of 
greater self interest, perhaps self-attributions 
like "shrewd businessman" or "I'm one who's always 
looking for ways to make my business more effi
cient". The trouble with these self-attributions 
is that they are economic rather than social in 
nature. As a result, self-attributions of an 
economic nature (internal justifications) are con
ceptually confused with economic incentives for 
external justification. The theoretical and em
pirical work has shown that the FITD strategy only 
works when compliance with the initial request re
sults from internal reasons but not when external 
incentives are present. That is, the initial 



compliance has to be perceived as being of the 
individual's own free will, based on his true at
titudes. The individual must not be able to at
tribute his behaviour to external incentives. 

This discussion would suggest that the FITD be
havioural influence technique and its self
perception interpretation will only be applicable 
in situations in which subjects/customers become 
psychologically/socially involved with the pro
duct;that is, buying situations that are less 
economically "rational". Many consumer products 
would fit this description. For example, the 
American Express Gold Card is such a product; pro
spective card members can make a self-attribution 
of being a "successful individual". Non-consumer 
products also fit this description: business com
puter equipment, dental office equipment etc. In 
these cases subjects/customers can make self
attributions of being "technically advanced". 
Casual observation suggests, however, that behav
ioural influence techniques such as FITD appear to 
be effective not only in such a restrictive set of 
situations, but in a much broader, more universal 
set of situations. Perhaps researchers have been 
trying to fit self-attribution theory to FITD un
necessarily. The FITD phenomenon seems to oper
ate in more than just the high ego involvement 
social or conspicuous consumption settings in 
which self-attribution theory easily fits as an 
interpretation of the psychological process under
lying the effect. Perhaps there are alternative 
theoretical interpretations of the effect as it 
occurs in industrial marketing settings. The re
mainder of this paper will examine the the theo
retical interpretations provided by the few re
searchers who have examined or proposed the FITD 
phenomenon in true business settings and will ex
plore some potential alternative theoretical in
terpretations which appear plausible. 

Alternative Theoretical Interpretations 

Scott (1975) proposed in her community newspaper 
study that the customer's self-attribution after 
complying with the initial request was one of 
"interest in the product". Compared to the more 
global self-attributions proposed in the pro
social settings, such as helpfulness or generos
ity, this seems rather weak. Furthermore, it is 
quite possible that the customer could make a 
self-attribution that is more economically based 
(and therefore run into conceptual problems with 
external justification) such as "I'm the kind of 
person who can't resist a deal". 

Yalch, in his 1979 review paper, only proposed in 
business settings a self-attribution of "complier" 
--again considerably weaker than self-attributions 
of the pro-social studies. Although these re
searchers did not run into problems of confusing 
economic self-attributions with external justifi
cation, they may be skirting the real issue by 
proposing weak psychological self-attributions 
that neatly fit the theory rather than coping with 
the problematic economic self-attribution issue 
which appears to be important in examining the 
FITD effect in business settings. 

One of the alternate explanations is simply risk 
reduction. The risk reduction paradigm clearly is 
relevant to the "free trial" and "percent off" 
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deal operationalizations of the small request of 
the FITD. There is an established literature on 
perceived risk and risk reduction dating back to 
such articles as Roselius' (1971) "Consumer Ranking 
of Risk Reduction Methods". Although this model is 
useful for interpreting some of the FITD applica
tions such as trials or deals, it does not explain 
the effect in general. As such, it does not appear 
to be the most useful one on which to focus. 

De Jong (1979) cites three alternate explanations 
which he dismisses as not being as useful as self
perception theory. The first of these is adapta
tion level. This explanation proposes that after 
the first request has been complied with, the sec
ond large request seems relatively smaller than it 
would be without the first request. A second ex
planation that he discusses is that of salience of 
social norms. The small initial request supposedly 
makes people aware of the social norms with re
spect to charity giving etc. A third explanation 
that he mentions is one of behavioural consistency. 
The two variations on this approach suggest that 
people attempt to maintain a public image, or poss
ibly a private image. 

It is this third one which seems most promising in 
industrial marketing settings - a buyer has be
haved consistently in a subsequent request. De 
Jong comments that, " ... a large FITD effect should 
result when the second request is made by the same 
experimenter or involves the same issue of action. 
The importance of these kinds of variables has not 
been adequately tested ... " (p. 2236) He then 
cites Freedman and Fraser (1966) as evidence that 
these variables are "not terribly important". 
Freedman and Fraser, however, showed that although 
it was not statistically significant, relevant 
task and issue had the greatest compliance. It 
seems that there would be a greater tendency to 
generalize behaviour from one pro-social issue and 
activist activity to another than between commer
cial firms and business products. (i.e. One is 
probably more likely to link one's behaviour of 
signing a petition favouring legislation to "Keep 
California Beautiful" with a subsequent request 
for a pro-social behaviour like putting up a sign 
promoting safe driving in the community, than to 
link behaviour, as a commercial buyer, of accept
ing promotion literature for one company's car 
batteries with a subsequent request to buy another 
company's tires.) As a result, we may well get 
statistically significant differences here if we 
replicated Freedman and Fraser (1966) in an in
dustrial marketing setting. 

Two recent papers in the Journal of Personality 
and Social Psychology (Burger and Petty 1981, 
Cialdini, Cacciopo, Basset, and Miller 1978) shed 
some more light on the relevance of this last in
terpretation of the FITD in commercial settings. 
These papers deal with the so-called low-ball com
pliance technique. The low-ball technique is an
other low pressure compliance technique that has 
been added to FITD and has been found to increase 
compliance even more. The name of the technique, 
again, is derived from personal selling practice 
while it has been tested in social psychology lab
oratory settings. It entails getting someone's 
agreement to perform a relatively low-cost task 
and then somehow preventing the individual from 
performing it while moving them up to a more cost
ly form of the same behaviour. (i.e. The car 



salesman obtains your agreement to buy the basic 
car for $8000, then informs you that after check
ing the delivery list, a basic car will not be de
livered for three months. He then persuades you 
to buy the car in stock which has many options and 
costs $1000 more.) Cialdini, Cacciopo, Basset, 
and Miller (1978) tested and explained this ef
fect in terms of "an additional commitment to a 
particular behaviour, which is absent in the foot
in-the-door procedure". This additional "cogni
tive commitment to the performance of the target 
behaviour" was advanced to account for the in
creased effectiveness of the low-ball procedure 
beyond that found with the FITD technique. 

Burger and Petty (1981) took issue with this ef
fect and proposed that in fact it was a commitment 
or obligation to the person (experimenter/sales
person) that accounted for the increased willing
ness to comply with the more costly request, not 
commitment to the task. Three experiments were 
carried out which showed that this was, in fact, 
the case. 

It appears that this personal commitment/obliga
tion interpretation of the low ball technique may 
also have some relevance for interpreting the 
FITD technique in commercial settings where the 
self-perception interpretation seems to be strain
ed. Prospects agree to a small request (sales 
literature, sales presentation, sample, etc.) 
knowing that the sales person's ulterior motive 
is to sell them, not just to get them to agree 
to the first request. By accepting his first re
quest, the prospect psychologically incurs an ob
ligation or commitment to the salesperson (how
ever slight this may be) . It is in this weakened 
psychological position vis-a-vis the salesperson 
that the prospect succumbs to the second request 
and fulfills his psychological obligation. Where
as Cialdini et al (1978) and Burger and Petty 
(1981) use this~nterpretation only for the low
ball phenomenon (i.e. where the performance of 
the first request is prevented), it would appear 
that it has a lot of relevance for interpreting 
the FITD technique. Probably both processes are 
at work in most FITD applications, but self
perception probably accounts for more in the pro
social settings while person commitment/obliga
tion accounts for more in non-social settings. 

A candid illustration of the two interpretations 
of the FITD phenomenon is the dating game: a 
young man and woman have just finished wining and 
dining in a fine restaurant. He reaches for the 
bill in order to pay it. She stops him and in
sists on paying her share. (The example could 
have been the refusal of a gift or even a peck on 
the cheek.) Why does she refuse his kindness/ap
proaches? Does she want to avoid incurring obli
gations/commitment to him that he may try to cash 
in later that evening with a larger request? Or 
does she not want to perceive of herself as the 
kind of woman who accepts expensive gifts/pecks 
on the cheek from men? 

There is a precedence for this dual theoretical 
interpretation of a social psychological pheno
menon. Delroy Paulhus (1982) presents findings 
that support a dual theoretical interpretation of 
attitude change after forced compliance (forced 
compliance refers to the group of experiments in 
which a subject is forced to engage in counter-
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attitudinal behaviour ie. argue for marlJuana leg
islation change when he's not for it). His exper
iments show that while the literature has debated 
over whether self-presentation theory or cognitive 
dissonance theory is the appropriate explanatory 
theory, both, in fact, explain part of the pheno
menon. 

Conclusion 

Dissatisfaction with self-perception theory as the 
only theoretical interpretation of the FITD pheno
menon in industrial marketing settings leads one 
to two plausible alternative theoretical interpre
tations. While the risk reduction model may be 
useful in the "trial" and "deal" operationaliza
tions of the FITD, it offers little in other oper
ationalizations. The most useful alternative the
oretical interpretation, it would seem, is the 
person commitment/obligation paradigm thus far ad
vanced only for the low-ball phenomenon. A final 
comment of theoretical interest is that it seems 
that in industrial marketing settings the person 
commitment/obligation rationale might be stretched 
with slightly weaker results to company commitment. 
Prospects may feel an obligation has been incurred 
to a company if an inside sales representative and 
an outside sales representative appear.to be a 
sales "team". 

Although the most convincing evidence of a self
perception or other theoretical explanation of the 
FITD technique would be measures of changes in 
self-perception and other cognitive states, most 
of the psychological studies have failed to speci
fically measure this or failed to obtain usable 
measures. DeJong (1979) asserts that the explan
ation for this shortcoming in the extant research 
lies not only in design and measurement inadequa
cies, as others have suggested, but also in the 
fact that the self-perception changes that follow 
a person's initial compliance with a small re
quest have never been clearly specified and may be 
much more complicated than has been acknowledged. 
It is hoped that this paper will stimulate dis
cussion and empirical work which might settle the 
theoretical interpretation question. If indus
trial salesmen/marketers are to make efficient use 
of this behavioural influence strategy, a good 
understanding of the behavioural principles under
lying it are essential. It is up to researchers 
in the field of marketing to do this required work 
as it is in industrial marketing settings that the 
shortcomings of the self perception theory inter
pretation has the most shortcomings. 
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THE EQUITY/ EXPECTANCY FRAMEWORK INTERFACED WITH THE PSYCHOLOGICAL 
CONTRACT TO DESCRIBE THE SALESPERSON MOTIVATION BEHAVIORAL PROCESS 

Ramon Avila, Ball State University 

Abstract 

This paper offers a conceptual model of the 
salesperson behavioral process. On the basis of 
equity/inequity theory and expectancy-valence 
theory, specific relationships between different 
cognitive variables are identified. Psycho
logical contracts are introduced as a means to 
further the development of the motivational 
process. Implications from a managerial pers
pective and future directions for research are 
also discussed. 

Introduction 

Two recent articles in the Sales Management 
Bulletin published by the AMA (1985) support the 
idea that motivation is not a simple subject. To 
summarize, it is well known that motivation is a 
very complex issue that is not likely to be 
resolved by easy approaches. Sales managers 
should recognize that sales performance is a 
function of several factors including motivation, 
sales skills, aptitude, task clarity and other 
personal, environmental, and organizational 
variables. Ceratto (1985) identifies several 
factors that affect motivation (performance) such 
as poor leadershipr lack of clear or precise work 
objectives, personal problems, and company 
products that do not live up to expectations. 
Doyle ( 1985) discusses the role of sales task 
clarity and its relationship with performance. 
He supports the need for clear goals and timely 
feedback. 

The purpose of this paper is to offer a concep
tual model of motivational work behavior. Past 
research has lacked systematic research that 
includes input into this motivational process by 
both the salesperson and sales management. The 
model in this paper includes the conventional 
variables believed to be important to the 
behavioral process of motivating salespeople, but 
also adds the concept of the psychological 
contract to help improve task clarity, define 
clear goals, and offer timely feedback. The 
psychological contract will be briefly defined. 

Psychological Contracts 

The notion of a psychological contract implies 
that the salesperson has a variety of expec
tations of the organization and that the organi
zation has a variety of expectations of the 
salesperson. These expectations not only cover 
how much work is to be performed for how much 
pay, but also involve the whole pattern of 
rights, privileges, and obligations between 
salesperson and organization (Schein 1970). 

It is important to underline the importance of 
the psychological contract as a major variable of 
work behavior. It will be argued that whether a 
person is working effectively, whether they 
generate commitment, loyalty, and enthusiasm for 
the organization and its goals, and whether they 
obtain satisfaction from their work, depends to a 
large measure on two conditions: (1) the degree 
to which their own expectations of what the 
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organization will provide them and what they owe 
the organization match the organization's expec
tations of what it will give and get; and (2) 
assuming there is agreement on expectations; 
what actually is to be exchanged - money in 
exchange for time at work; social-need satis
faction and security in exchange for work and 
loyalty; opportunities for self-actualization 
and challenging work in exchange for high 
productivity, quality work, and creative effort 
in the service of organizational goals or 
various confirmations of these and other things. 
Ultimately the relationship between the sales
person and the sales manager is interactive, 
unfolding through mutual influence and mutual 
bargaining to establish a workable psychological 
contract (Schein 1970, See Table 1). 

Introduction of The Model 

Motivational work behavior models have been 
developed to measure salesperson motivation and 
performance. In a number of sales management 
studies there have been attempts to study 
salesperson motivation within the framework of 
expectancy theory (Churchill 1977, Oliver 1974, 
1979). Other researchers have studied sales
person motivation within the framework of equity 
theory (Adams 1965, Weich 1964, Pritchard 1969) 
which postulates that the major determinant of 
job performance and satisfaction is the degree 
of equity, or inequity, that an individual 
perceives in a work situation. These two 
theories along with the concept of a psycho
logical contract will be used to develop a model 
to explain salesforce motivation and perform
ance. By utilizing the psychological contract 
concept the model can be improved by incor
porating the salesmanagers point of view. Past 
studies have focused on the salesperson while 
little effort has been directed at the sales
manager. 

The Model 

The model of motivational work behavior intro
duces the concept of a psychological contract. 
Whenever two individuals exchange anything, 
there is the possibility that one or both of 
them will feel that the exchange was inequit
able. Such can be the case when a salesperson 
exchanges his services for compensation or 
rewards. On the salesperson's side of the 
contract are factors such as education, intel
ligence, experience, and effort on the job. 
There can be under special circumstances other 
relevant attributes. These may be personal 
appearance or attractiveness, health and so on. 
These attributes are what the salesperson 
perceives as their inputs to the exchange 
process for which they expect a just return. 
These inputs may not necessarily be perceived 
similarly by the salesmanager in the exchange 
process. The salesmanager must also recognize 
the inputs as being relevant (Adams 1963, Steers 
and Porter 1979, Belcher 1974). 

A major focus of the model is to understand the 
process of reaching an equitable psychological 



contract from both the organization's and 
salesperson's perspective. The salesmanager and 
salesperson through negotiation define what the 
employee will give in the way of effort and 
contribution in exchange for challenging and 
rewarding work, acceptable working conditions, 
organization rewards in the form of pay and 
benefits, and an organizational future in the 
form of a promise or promotion, or in the form of 
a career advancement. The actual terms should be 
explicit so the sales manager and salesperson can 
review progress and areas of the selling effort 
that need to be improved upon. The mutual 
expectations formed between the salesperson and 
manager become part of the psychological con
tract, thus if either party fails to meet the 
expectations, dysfunctional consequences may 
follow; demotivation, turnover, lack of advance
ment, or termination (Schein 1970). Locke and 
Bryan (1976) found that people's statements about 
how they intend to perform and of their goals in 
a situation are good predictors of their actual 
performance in the situation. The implications 
are that a salesmanager can expect a better 
effort by their salespeople if they have the 
salespeople contribute in determining performance 
goals, etc., for themselves. Thus, conscious 
thought processes are related to motivation and 
therefore motivation presumably can be influenced 
by affecting the kinds of goals people set for 
themselves (Locke 1970). For example, instead of 
a manager giving a sales representative a quota 
to meet at the beginning of the year, a manager 
might utilize the psychological contract to 
induce the sales representative to set a chal
lenging quota or goals for themselves. 

The psychological contract also offers the sales 
manager the opportunity to discuss the problem of 
role perceptions. It is argued that role inac
curacy, perceived role conflict, and role 
ambiguity will effect performance (Churchill, 
Ford, and Walker 1977). In the psychological 
contract ·stage it is important for the sales
manager to review these components and ensure 
that there is an open channel of communication to 
clarify roles. Role perceptions are treated as 
inputs in the psychological contract stage of the 
model and are conceptualized as having a direct 
influence on motivation and performance. Sales 
managers can use the psychological contract to 
filter out role perception problems. Salesperson 
and organizational objectives and goals should be 
addressed early in the process before lapses of 
time compound and distort perceptions. Periodic 
follow up can determine if the psychological 
contract is "in balance" or "out of balance." 

External Factors of Salesperson Work Behavior 

The motivation component will not be the only 
determinant of performance. The ability of the 
salesperson, the nature of the work setting and 
the resources available, the nature of the job 
itself, and the ability of management to coor
dinate the efforts of many - all enter into the 
determination of performance. These external 
factors will directly influence the psychological 
contract, motivation and performance components 
of the model. The model hypothesizes a set of 
external factors will influence the psychological 
contract, motivation and performance components. 
These factors include personal attributes that 
the salesperson brings to the organization. The 
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individual's demographics, esteem, and exper
ience will also be attributes that positively 
effect his or her worth. 

On the other hand, the way the organization 
(salesmanager) interacts with the salesperson is 
likely to influence the process of this motiva
tion. Factors such as closeness of supervision, 
organizational climate, leadership style, 
communication techniques, and background of the 
manager will have an effect on the salesmanager
salesperson relationship. These factors will 
influence the salesmanager's overall ability to 
enter into a psychological contract. 

Environmental factors such as industry norms are 
also likely to influence the process of psycho
logical contract. Industry norms will be of 
concern to the salesmanager. What is happening 
in our own industry as well as other industries 
will influence the salespersons perceptions and 
expectations. 

Motivational Component 

Motivation. The motivational component in 
Figure I is modeled as a variant of Vroom 1 s 
expectancy theory (1964). Motivation is given 
by 

n 
Mio = f [E. x E (Vk x IJ.k) 

J k=1 
(1) 

where; 
Mi = the individual salesperson's motivation to 
pe~form task i for reward j; 
j = the performance level; 
k = the outcome as a result of the performance 
level j; 
n = total number of outcomes; 
E. = the salesperson's subjective estimate that 
hfs or her efforts will lead to the performance 
level j; 
I.k = the instrumentality of the performance 
l~vel j required for the second-level outcome ki 
and 
Vk = the valence of the second-level outcome k. 

Individuals are motivated, therefore, by expec
tancy that the expenditure of effort in certain 
directions will ultimately result in the desired 
outcome. The specific tasks which the 
individual will perform are a function of two 
factors: 1) the expectancy that the task will 
lead to an improved outcome level, and 2) the 
individual's role perception, (i.e. the sales
person's conception of the tasks they ought to 
perform in order to reach desired levels of 
outcome). 

The state of the psychological contract produces 
a direct influence on the expectancy/valence 
model. The psychological contract gives the 
salesmanager time to interact and decide with 
the salesperson which tasks are desirable and 
which are not and which tasks will bring about 
desired outcomes and which will not. It would 
seem that discrepancy theory might be utilized 
to understand why salespeople have low motiva
tion and performance levels. For instance, the 
greater the discrepancy between the salespeople 
and salesmanager in setting sales goals, the 
greater the difference in the psychological 
contract, thus the greater the dissatisfaction 
expressed by the salespeople (lack of 



motivation) will result in greater dissatis
faction by management in the sales performance of 
the sales people. Finally as has been pointed 
out earlier, role perception problems can be 
overcome and each salesperson's questions 
answered (i.e. a salesmanager might show a new 
salesperson the tasks performed by a successful 
salesperson who has just been promoted: number 
of sales calls, time spent preparing proposals, 
and amount of company literature distributed 
could be analyzed if these were the criteria 
followed by the successful salesperson). If the 
salesmanager takes the time to enter into a 
psychological commitment with the salesperson, 
the salesperson will thus have a better under
standing of which tasks will lead to positive 
outcomes. 

Performance 

Once the contract is reached, certain contribu
tions will have been agreed upon by both the 
salesperson and the salesmanager. Performance 
will be a function of the resulting motivation 
level and the external factors (i.e. personal, 
organizational and environmental). A salesperson 
might have high motivation but if they are 
lacking in intelligence or needed experience, 
then performance will be low. Alternatively, if 
the salesperson has a high level of aptitude but 
possesses a lower level of motivation there again 
the performance level will be low. It is manage
ment's responsibility to hire people with attri
butes necessary to succeed. Once the salesperson 
is hired then management must bring about the 
climate that will lead to desired salesperson 
performance. 

Performance Evaluation 

At the end of a performance period an evaluation 
will take place. The psychological contract 
gives the salesmanager and salespeople a common 
ground to evaluate performance and performance 
standards. The agreements that were explicitly 
stated should now be easier to evaluate. The 
psychological contract will reduce arbitrary 
decision making that takes place by the sales
manager and the salesperson in the evaluation of 
performance. The salesperson is more apt to 
accept a salesmanager' s decision if the sales
person made a contribution in determining what 
level of effort would be necessary to gain the 
rewards. 

Outcomes 

Extrinsic rewards are distributed by the organi
zation and the rewards result from the perform
ance level of the salesperson. These include 
such things as salary increases, promotions, 
larger expense accounts, and security. 

Intrinsic rewards are those which the individual 
gives to himself. These rewards satisfy higher 
order needs such as self-esteem and self-actuali
zation (Maslow 1943). Examples would be feeling 
of accomplishment, personal growth, career 
development, and self-worth. 

The behavior of an employee cannot be explained 
totally by extrinsic rewards. Intrinsic rewards 
are important to employee job satisfaction. 
Although intrinsic rewards are not distributed by 
the organization, their realization is affected 
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by the design and structure of the organiza
tional environment (Porter, Lowler, Hackman 
1975). There are salespeople that put a major 
emphasis on extrinsic rewards or intrinsic 
rewards and some will seek equal measures of 
both. The psychological contract stage can 
attempt to determine the needs of the sales
person and the importance of the two rewards. 

Performance Comparisons (Equity Theory) 

Once rewards are offered people tend to make 
comparisons with rewards offered to others 
(Adams 1963, 1965) • The organization must be 
aware of these comparisons and should take steps 
to reward equitably. Salespeople will always 
discuss their rewards so the organization must 
ensure the availability, quality, and amount of 
information be monitored and accurate. 

A state of equity or inequity will be perceived. 
If the comparison is deemed unfair then the 
salesperson will be faced with a number of 
alternatives to attempt to correct the inequity 
(Adams 1963). Tension will be high and the 
salesperson will attempt to eliminate this. 

Psychological tension will take place if the 
requirements of the contract are not met by the 
salesperson or the organization. The sales
person will attempt to eliminate the tension. 
The perception of inequity may lead to first, 
altering of inputs as the salesperson might 
engage in a work slowdown. Second, altering 
outcomes as the salesperson may demand more pay 
or benefits. Third, the salesperson might 
decide to change the object of comparison to a 
lower level employee or the salesperson may 
leave the organization. 

Existence of equity perceptions are likely to 
lead to satisfaction. The salesperson may be 
satisfied because they reached all the goals 
agreed upon in the psychological contract. 
Another salesperson may have decided that if a 
majority of the goals set out in the psycho
logical contract were reached then this would 
bring about an equitable state. The salespeople 
must also have rewarded themselves with the 
desired intrinsic rewards. Churchill, Ford, 
Walker (1977) argue that satisfaction must 
encompass extrinsic and intrinsic dimensions. 
The organizational environment must be conducive 
for the salesperson to reach accepted levels not 
only extrinsically but intrinsically to be truly 
satisfied. 

The level of satisfaction experienced by the 
individual will be a function of two variables: 
1) the level of extrinsic and intrinsic rewards, 
and 2) the perceived equitability of the 
rewards. 

Conclusion and Direction for Future Research 

Two major propositions are important to consider 
when exam1n1ng the model. First, it seems 
imperative that salesmanagers allow their sales 
personnel a voice in setting goals for them
selves. Evidence suggests that salespersons are 
more apt to accomplish goals when they were a 
contributing factor in establishing them. There 
is evidence to suggest that through this inter
action the salesperson will be more inclined to 
pursue the tasks that will benefit both the 



organization and the salesperson. Without a 
psychological contract a salesperson might be 
pursuing tasks that will not be viewed by manage
ment as rewardable. Thus, the salesperson may 
waste valuable time and effort. 

There are many areas other than pay that can be 
studied in future research. One study would be 
to measure which inputs and outcomes salespeople 
feel relevant? Another study might include 
exploring the ability of the salesmanager to 
influence the recognition and relevance of inputs 
and outcomes of individual salespeople or groups 
(sales force). It might also be worthwhile to 
measure these variables over a number of indus
tries. Discrepancy theory might be pursued to 
determine the level of agreement between the 
salesmanagers and salespeople and whether predic
tions could be made concerning the desired 
performance of each salesperson. 

Discussion 

The paper intends to offer not just another model 
to emphasize salesperson motivation, but rather 
an expanded model to incorporate the sales
manager's role. Past research does not emphasize 
the salesmanager's role in promoting an 
atmosphere that encourages maximum motivation 
potential. The model attempts to approach the 
question of sales motivation from a sales
person/salesmanager viewpoint rather than relying 
on the perspectives and predictions of sales 
managers or salespeople. 

Conclusions and Implications for Management 

The psychological contract offers the sales
manager an avenue to open communication channels. 
Salespeople generally have little supervision and 
can easily fall into perceptual problems. The 
introduction of the psychological contract stage 
can act as a filter to eliminate any concern of 
the salesmanager or salesperson. This is also 
the time that relevant tasks can be determined so 
common goals of the organization and the employee 
can be achieved. Also relevant rewards should be 
identified at this time. 

The following implications need to be tested and 
confirmed: 
1) The greater the sales manager's incorporation 
of the salesperson's inputs into the final sales 
goal, the greater the satisfaction of the sales
person, and the greater the sales performance of 
the salesperson. 
2) The greater the sales manager's ability to 
determine the relevant outcomes, the greater the 
salesmanagers chances to link the outcomes to 
relevant tasks, which in turn should enhance the 
potential outcomes for the sales force. 
3) Greater satisfaction of the salesforce should 
be forthcoming when rewards are administered when 
the salesmanager can elicit agreeable psycho
logical contracts from the sales force. 
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TABLE 1 

INGREDIENTS OF A PSYCHOLOGICAL CONTRACT 

1. Behavioral Expectations 
2. Performance Expectations 
3. Activity Bounds & Areas of Personal 

Discretion 
4. Mutual Exchange of Interactive Goals 
5. Time Frame of Agreement 
6. Measures (Exact & Explicit) to Evaluate 

Mutual Performance 
7. Employee Development Activities 
8. Periodic Exchanges Between 

Salesmanager/Salesperson to Minimize 
Deviations and Maximize Expectations 

Figure 1: MODEL OF SALESPERSON BEHAVIORAL PROCESS 
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THE ROLE OF ORGANIZATIONAL CLIMATE CONDITIONS IN ENHANCING 
THE DESIRABILITY OF SALESPERSON REWARDS 

Pradeep K. Tyagi, San Diego State University 

Abstract 

This paper examines how salespersons' perceptions 
of organizational climate affect their desirability 
of available extrinsic and intrinsic rewards. 
Since climate can be controlled by the organiza
tion, desirability of rewards can be increased by 
appropriately adjusting organizational factors. 
Results indicate that a number of organizational 
climate dimensions do influence the importance that 
salespersons attach to various rewards. 

Organizational Climate and 
Salesperson Rewards 

The importance of rewards in increasing salesperson 
worK motivation and performance remains one of the 
most frequently discussed but relatively under
researched areas in sales management. In sales job 
situations, sales managers have tended to use 
rewaru systems that are based primarily on past 
experience and current popularity. The issue of 
what factors may effect the attractiveness or 
desirability of alternative rewards has generally 
been ignored. An understanding of the determinants 
of reward attractiveness can be quite useful to the 
organization in designing effective reward programs 
for the sales force. A few studies in sales 
management have examined the influence of sales
persons' personal characteristics (Churchill, Ford, 
and Walker 1979) and behavioral patterns (Darmon 
1974) on reward attractiveness. These studies 
indicate that a number of demographic character
istics and expectations can effect salespersons' 
selection of rewards. Unfortunately, very little, 
if any, information is available as to how the 
factors that can be controlled or manipulated by 
the organization may influence the attractiveness 
of various available rewards. Information avail
able from organizational psychology indicates that 
a number of organizational climate factors may 
significantly affect the attractiveness of alter
native rewards available to salespersons. This is 
because perceptions of organizational climate serve 
as an important source of information which is used 
by individuals to evaluate the desirability or 
undesirability of rewards available in a given 
situation. 

This paper examines the role of organizational 
climate factors in influencing the attractiveness 
of alternative rewards available to salespersons. 
Relevant theory and research in both organizational 
psychology and sales force management is revieweu 
to develop a set of research hypotheses. These 
hypotheses are tested with data collected from a 
sample of salespersons. Implications of findings 
are then discussed from a managerial perspective. 

Salesperson Rewards 

To examine the attractiveness of various rewards 
available to salespersons, it is useful to recog
nize that two major types of rewards - intrinsic 
and extrinsic - are generally available in sales 
job situations (Tyagi 1982; Walker, Churchill, 
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Ford 1977). Intrinsic rewards come directly from 
the performance itself. These rewaras are inter
nally generated as the salesperson rewards himself 
(Baird and Hamner 1979). They represent such 
rewards as feelings of accomplishment, feelings of 
self worth, and feelings of developing one's skills 
and abilities. Extrinsic rewards, on the other 
hand, are those that are not under the control of 
individuals. These rewards are externally gener
ated and are given by others (Campbell et al. 
1970). Examples of extrinsic rewards may include 
monetary income, promotion, and respect from the 
supervisor. 

Organizational Climate and Attractiveness of 
Rewaras 

Organizational climate is generally conceptualized 
as a set of global perceptions held by individuals 
about their objective organizational situations 
(Campbell et al. 1970; Churchill, Ford, and Walker 
1976; Jones et al. 1977; Schnieder 1975). In 
organizational psychology, the basic relationship 
between organizational climate characteristics and 
perceived attractiveness of rewards has been char
acterized as a cognitive process. Salespersons use 
cues from organizational climate to develop 
cognitive maps that reflect how organizational 
characteristics effect them (e.g., friendly and 
supportive). Such cognitive maps, in turn, are 
used to evaluate available rewards. Basically, 
then this relationship can be represented as 
follows: 

Organizational 
Climate 

Characteristics 

Salesperson's 11valuation of 
--> Cognitive Map --> Alternative 

Rewards 

In organizational climate literature, several 
explanations have emerged about the dimensions that 
form organizational climate. The general dimen
sions that are commonly identified include: (1) 
job characteristics: challenge and variety, 
autonomy; (2) leadership characteristics: super
visory styles such as considerate leadership; and 
(3) organizational identification: the extent to 
which salespersons identify themselves with the 
organization (Campbell et al. 1970; Churchill, 
Ford, and Walker 1976; Jones et al. 1977; Tyagi 
1982). Organizational climate characteristics 
examined in this study are defined in Table 1. 



TABLE 1 

ORGANIZATIONAL CLIMATE CHARACTERISTICS 

Variable Name 

Considerate 
Leadership 

Job Challenge 
and Variety 

Job Autonomy 

Organizational 
Identification 

Description 

The extent to which the sales
person feels that his/her ideas 
and opinions are sought by the 
supervisor and taken into consid
eration in designing jobs which 
effect his/her performance. 

The extent to which a job gives 
the salesperson a chance to use 
his skills and abilitie~, and 
calls for him to engage in wide 
range of behaviors. 

The extent to which the sales
person has treedom to decide what 
steps should be taken to complete 
a given task and/or how a problem 
should be handled. 

The degree to which the sales
person feels that the organization 
provides a vehicle for development 
of personal goals. 

Considerate leadership. With respect to leadership 
characteristics, House (1971) contended that a 
leader, by clarifying paths to certain goals and 
assisting subordinates to reach those goals, can 
affect their perceptions of desirability of accom
plishing related rewards. If the leader is viewed 
as considerate and is trusted by salespersons, then 
they will respect his judgment and perceive rewards 
facilitated by him as desirable. This is particu
larly true in sales management where salespersons' 
tasks are varied and teamwork norms are not 
developed within the group. In such situations, 
the sales manager may establish goals and through 
supervision, regulate and clarify path-goal 
relationships. The sales manager may then specify 
rewards resulting from accomplishing various goals 
(i.e., extrinsic rewards). Importance is then 
attached to these extrinsic rewards by salespersons 
because they trust the supervisor and value his 
judgment. 

Considerate leadership can also influence the 
attractiveness of intrinsic rewards by making the 
job itself more rewarding. This is because consid
eration is related to the leader's attitude toward 
salespersons, the warmth of personal supervisor
salesperson relationships, the supervisor's 
willingness to listen, and the degree of mutual 
trust between supervisor and salespersons. These 
attributes of a considerate supervisory style are 
likely to make the salesperson job intrinsically 
rewarding. 

Job characteristics. With respect to job charac
teristics, it is argued that job dimensions such as 
challenge and variety and job autonomy may produce 
direct ana significant impact on the perceived 
importance which individual employees may assign to 
different rewards (Hackman and Lawler 1971; 
James et al. 1977). For example, if a salesperson 
has considerable job autonomy on the job, he will 
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make efforts to achieve only those rewards or 
outcomes which are important to him. Since these 
rewards can be either intrinsic or extrinsic, job 
autonomy is likely to have a significant influence 
on the importance of both intrinsic and extrinsic 
rewards of the salesperson. 

The extent to which a job gives the salesperson a 
chance to use his skills and abilities, and calls 
for the individual to engage in a wide variety of 
behaviors, will also affect his desirability for 
intrinsic rewards. Only if an individual feels 
that his abilities are being tested by a job and 
his job makes an important contribution to the 
organization, will he place more value on intrinsic 
rewards such as feeling of accomplishment and self 
worth. Some early laboratory studies (Alper 1946; 
French 1955) have shown experimental evidence that 
when people are given tasks they see as testing 
their abilities, intrinsic rewards become more 
important. 

prganizational identification. When salespersons 
perceiv~ opportunities available with the organi
zation as providing them a vehicle for development 
of personal skills and accomplishment of personal 
goals (i.e., organizational identification), they 
begin to take personal interest in the matters of 
organization. Such personal involvement encourages 
them to do everything possible to make the 
organization's programs successful. Job involve
ment studies indicate that when individuals are 
highly involved in their jobs, they often take 
partial credits for the success and accomplishments 
of the work results. Such accomplishments may also 
influence intrinsic rewards such as feelings of 
accomplishments and growth. Therefore, if an indi
vidual develops the feeling of organizational 
identification, it is likely that he/she will 
attach importance to various intrinsic rewards 
(Campbell et al. 1970). 

Based on the preceding discussion, the following 
hypotheses are stated: 

H1: The higher the perception of considerate 
leadership, the greater the salesperson's 
perceived importance of intrinsic and 
extrinsic rewards. 

H2: The greater the job autonomy perceived by 
the salesperson, the greater the sales
person's perceived importance of 
intrinsic and extrinsic job rewards. 

H3: The greater the job challenge and variety 
perceived by the salesperson, the greater 
the salesperson's perceived importance of 
intrinsic job rewards. 

H4: The greater the amount of organizational 
identification, the greater the sales
person's perceived importance of 
intrinsic job rewards. 

Method 

Sample and Data Collection Procedure 

A medium-size insurance company in the Southeastern 
United States was selected for data collection 
purposes. The company employed 230 full-time 



salespersons. Data collection from an insurance 
sales population may be advantageous because sales
persons work in relatively unstructured settings 
and therefore a greater intersubject variability 
may be obtained as compared to other sales 
populations which operate in much more structured 
settings (Oliver 1974). As a first step, 20 
questionnaires were sent to randomly selected 
salespersons for pretesting the questionnaire 
contents. Salespersons were told about the purpose 
and were requested to identify possible vague 
questions and make comments regarding any modifi
cation in the questionnaire. Sixteen salespersons 
returnea the questionnaire with minor suggestions 
for modifications. Additionally, the company's 
executive vice president and the general sales 
manager were personally interviewed for their input 
to check the adequacy of the questionnaire. 

In 19ti2, a modified version of the questionnaire 
was sent to the company's remaining 210 
salespersons along with a letter from the executive 
vice president requesting them to cooperate in the 
study and a letter from the researcher explaining 
the purpose of the study. Anonymity was also guar
anteed in the researcher's letter. In all, 156 
salespersons returned questionnaires. Nine 
questionnaires were eliminated due to incomplete 
and unusable responses. This resulted in a final 
sample size of 147 (70%) of the salesperson 
population. 

Measurement 

Organization climate characteristics. To measure 
the relevant perceived organizational climate char
acteristics (Table 1), a modified version of the 
instrument developed by Jones et al. (1977) was 
used. This instrument consisted of a number of 
Likert-type statements such as: 

""In my work situation, a person is almost 
always certain to hear about mistakes, but 
seldom hears about successes."" 

Strongl§ Agree Somewhat Not Sure 
Agree Agree 

Somewhat Disagree Strongly 
Disagree Disagree 

A number of items corresponding to each organiza
tional climate characteristic were summed together 
to obtain measurement for each climate dimension. 

Importance of rewards. A list of 12 salient 
rewards was-aeveloped after interviewing sales 
managers and a randomly selected group of sales
persons (Table 2). This list included six 
intrinsic outcomes and six extrinsic outcomes. A 
thermometer scale was used to measure perceived 
importance in terms of the amount of additional 
satisfaction people receive from a specific 
increase in a given reward. Salespeople were asked 
to rank all of the rewards listed on the 
questionnaire according to the relative amount of 
satisfaction they would receive from each. They 
were then told to place their highest ranked reward 
at the 100" mark on a 100-point ""thermometer"" scale 
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and to position all of the rema1n1ng rewards on the 
scale according to the satisfaction each would 
provide relative to their most desired reward. 
This scale has been recommended by Churchill, Ford, 
and Walker (1979) for the importance of reward 
measurement as it is able to provide scores that 
approximate interval scale data. 

A factor analysis using a varimax rotation was 
performed on reward items to examine the appropri
ateness of intrinsic versus extrinsic rewards 
selection (Table 2). As a result, two major 
factors emerged. One factor included five 
extrinsic rewards (factor 1), and the other 
included six intrinsic rewards (factor 2). The 
reward ""Greater freedom to do what I wish on my 
job"" did not load on any of the factors and, 
therefore, was precluded from the consideration. 

TABLE 2 

FACTOR ANALYSIS OF EXTRINSIC 
AND INTRINSIC REWARDS 

Rewards Factor 1 

Extrinsic 

High respect from supervisor .73 
Greater freedom to do what I wish 

on my job .21 
High job security .75 
Respect from fellow salespersons .74 
High earnings .69 
Special awards and recognition .72 

IntrJ-qsic 

Feelings of \;Orthwhile accanplishnEnt .23 
Personal growth and develoJXIEnt .28 
Feelings of st:inulating and challenging 

involvement in the work .11 
A sense of being creative and 

imaginative in my work .17 
A sense of being innovative in my \;Qrk .25 
Feeling of loyal association with the 

company .18 

Factor 2 

.18 

.13 

.11 

.23 

.15 

.29 

.71 

.59 

.60 

.57 

.62 

.73 

By and large, factor analysis supported the initial 
selection of intrinsic and extrinsic job outcomes. 
Rewards under factors 1 and 2 were combined to 
obtain scores for ""intrinsic rewards"" and 
""extrinsic rewards"" respectively. 

The measures used in this study are consistent with 
the previous practices of measuring similar con
structs both in sales management and behavioral 
sciences. Nevertheless, it is possible that scales 
used in this study may not produce truly interval 
scale data. In most of the behavioral science 
research, however, slight deviations from the 
assumption of true interval scale data have not 
been regarded as serious. 



Results 

Regression Results 

To assess multicollinearity, intercorrelations 
among independent variables were examined and were 
found to be less than .20 in magnitude. Thus it 
seems that multicollinearity is not present and the 
independent variables may be treated as relatively 
distinct. 

Among the organizational climate characteristics, 
job challenge and variety showed the most signif
icant influence (B = .43, p < .01) on the 
importance of both extrinsic and intrinsic rewards, 
thus suggesting that sales jobs designed on the 
basis of challenge and variety considerations can 
play a significant role in influencing salesperson 
work motivation (Table 3). After job challenge and 
variety, considerate leadership showed the next 
most significant effect (p < .01) on the importance 
of extrinsic rewards. This indicates that a 
participative supervisory style may increase the 
attractiveness of extrinsic rewards presumably by 
letting salespersons select the rewards they value 
most. Organizational identification showed a 
significant influence on the importance attached to 
intrinsic rewards but little effect on the 
attractiveness of extrinsic rewards. This 
indicates that when salespersons feel that the 
organization provides a vehicle for the development 
of personal goals, they may start to value such 
intrinsic rewards as feelings of growth and 
development. 

As the B weights indicate, climate variables 
considerate leadership and job autonomy were shown 
to be related to the importance of extrinsic 
rewards ( p < .01), thus partially supporting 
hypotheses Hl and H2. Consistent with hypotheses 
H3 and H4, climate variables, job challenge and 
variety, and organizational identification produced 
a significant influence on the importance 
salespersons attach to intrinsic rewards. 

Variables considerate leadership and job autonomy 
did not show significant relationships with 
intrinsic reward thus not supporting corresponding 
hypotheses. However, these results should be 
examined with caution as they may be situation 
specific or they could have resulted due to a low 
variance in the value of intrinsic rewards in the 
present job situation. 

450 

TABLE 3 

REGRESSION RESULTS WITH IMPORTANCE OF 
REWARDS AS THE DEPENDENT VARIABLE 

Extrinsic Rewards Intrinsic Rewards 

Signif. Signif. 
Independent Variables B t Level B t Level 

Considerate Leadership .37 3.19 .01 .18 1.44 N3 

Job Cllalle~e and 
Variety .43 3.72 .01 .51 4.12 .01 

Job Autonany .26 2.21 .01 .20 2.04 NS 

Organizational 
Identification .12 1.05 NS .27 2.46 .01 

Adjusted R2 = .37 Adjusted R2 = .20 

NS: Not Significant 

Adjusted R2 values show that organizational climate 
characteristics explained significantly higher 
variance in the attractiveness of extrinsic rewards 
(adjusted R2 = .37) than in the attractiveness of 
intrinsic rewards (adjusted R2 = .20). 

Discussion 

The results of this study are encouraging as the 
hypothesized relationships were either supported or 
partially supported by the data. A major 
conclusion emerging from this study is that a 
number of organizational climate dimensions are 
significantly related to salespersons' perceived 
desirability of intrinsic and extrinsic rewards. 
However, the effect of organizational climate 
characteristic seems to be more significant on the 
desirability of extrinsic as opposed to intrinsic 
rewards. Among the job characteristics, job chal
lenge and variety showed the greatest influence on 
both types of rewards. Considerate leadership was 
shown to influence the attractiveness of extrinsic 
rewards while organizational identification was 
shown to have a significant relationship with 
salespersons' perceived desirability for intrinsic 
rewards. Since some of the hypotheses were only 
partially supported, these results should be 
examined with some caution as they may be situation 
specific. Replication studies done in the context 
of other sales job settings will be helpful in 
further clarifying these relationships. 

Since the findings of this study are based on 
cross-sectional data, no true cause and effect 
implications may be drawn. Nevertheless, statis
tically significant findings in the hypothesized 
directions may be considered as suggestive of some 
possible implication. First, since organizational 
climate dimensions and conditions are controllable 
from an organization's perspective, the under
standing of how they affect salespersons' desir
ability of various rewards may be particularly 
useful. Sales organizations should attempt to 
determine how situation-specific organizational 



a~mensions can influence the uesirability of 
specific extrinsic and intrinsic rewards. For 
example, an assessment can be made as to whether or 
not a certain type of challenging environment may 
increase the attractiveness of rewards relating to 
quota competition. Appropriate steps may then be 
taken to design the job in such a way that 
salespersons perceive it as providing sufficient 
challenge ana variety. A number of excellent job 
design strategies have been suggested in the job 
design literature (e.g., Hackman ana Oldham 1980) 
that can be used to create a climate of job 
challenge and variety, autonomy, etc. 

Possible Limitations 

In this study, a possibility of some conceptual or 
measurement overlap between independent ana depen
dent variables may be considered, It may seem that 
contents of organizational climate characteristics 
and intrinsic/extrinsic rewards overlap. However, 
a careful examination of these variables reveals 
that organizational climate represents organi
zational characteristics (i.e., the extent to which 
these characteristics exist in the organizational 
setting), whereas importance of reward is a 
characteristic of the individual salesperson. For 
example, "job challenge and variety" is a charac
teristic that is perceived to be a part of an 
organizational setting. On the other hand, a 
reward such as "feelings of worthwhile accom
plishment" is an individual's characteristic 
because it reflects the extent to which a sales
person values such a reward. Studies in organi
zational climate and reward outcomes support the 
above position (Ingram and Bellenger 1983; James 
et al. 1977). Thus, it seems that organizational 
climate characteristics and importance of job 
outcomes may be treated as conceptually different 
variables. 

Since the sample used in this study represents only 
a specific population, generalizability of results 
can be questioned. Different sale populations may 
operate under different organizational climates and 
respond differently to various reward offerings. 
Similar findings in organizational psychology do 
improve confidence in the generalizability of 
present results. Nevertheless, similar studies 
using other sales populations would be helpful in 
determining the generalizability of present 
findings. 
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SALES FORCE SATISFACTION 
AND PLANNING ACTIVITY 

John M. Gwin, University of Virginia 

Abstract 

Considerable previous research indicates that 
salespeople are generally dissatisfied with their 
jobs, and that at least some, if not most of this 
dissatisfaction occurs as a result of job or 
role-related issues. This article proposes that 
one way the individual salesperson may attempt to 
moderate the negative effects of role characteris
tics on satisfaction is through active participa
tion in the process of planning. 

Introduction 

There has been consistent concern by firms 
with field sales forces for ways to increase the 
productivity and/or the performance of those sales 
forces. Research efforts have evaluated how 
relationships among organizational, personal and 
environmental variables work to affect the per
formance or productivity of the individual sales
person. While progress has been made toward the 
development of a general model of the relation
ships mentioned, that modeling process is still 
incomplete. 

One stream of research has evaluated the 
variables which influence job satisfaction and the 
relationship between job satisfaction and perform
ance. This research consistently supports the 
conclusion that job satisfaction and job perform
ance are positively related to one another, though 
the causal relationship between the two constructs 
is still the subject of some debate. Similarly, 
there is empirical evidence that organizational, 
environmental and personal variables have varying 
degrees of influence on job satisfaction (Behrman 
and Perreault, 1984). Based on this evidence, it 
seems logical that, if there are ways to moderate 
negative affectors of job satisfaction, the 
individual salesperson will be more satisfied and 
this will, in turn, lead to more productivity. 

A study by Churchill, Ford and Walker (1976) 
found that industrial salespeople are a generally 
dissatisfied group, especially with those parts of 
their jobs which are management controlled, such 
as pay, promotion, field support and supervision. 
Other parts of the organizational climate caused 
less dissatisfaction among salespeople. In 
another study, Walker, Churchill, and Ford (1977) 
found that there are several variables in the 
organizational climate which influence total job 
satisfaction. From these studies, we can say that 
salespeople tend to be dissatisfied, and there are 
a number of organizational variables which influ
ence that dissatisfaction. 

The Sales Job 

Salespeople have, by the nature of their 
jobs, discretion in the allocation of their work 
time. Sales managers spend a great deal of energy 
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encouraging their salespeople to use their time 
more productively, expecting that this will 
increase salesperson performance. Most sales
people have an implicit "time-budget" which 
constrains the total hours available for job 
tasks. At the same time, the categories of 
sales job time use often have fixed time compo
nents which cannot be changed. Of the categories 
of job time--customer contact, travel, prepara
tion, administrative, office and waiting--only 
customer contact and preparation time are easily 
varied by the salesperson. The other categories, 
over the long run, require fixed amounts of time. 
Gwin and Perreault (1981) have posited 
that salespeople should consider tradeoffs 
between these two categories in terms of their 
marginal utility versus opportunity costs. The 
question which logically arises from this 
thought is what relationship exists between 
preparation and performance outcomes? That is, 
what is the "payoff" for being well prepared? 
The answer may lie in the relationship between 
preparation and satisfaction. 

Preparation and Job Satisfaction 

Common experience tells us that the better 
prepared we are for a situation, whether it 
involves our work or personal life, the more 
comfortable we are in that situation, and the 
more satisfied we are likely to be with the 
outcome. In the same way, the level of our 
preparation for an event may help us moderate 
the effect of any unpleasant expectation we may 
have. As an example, the scenario of a field 
salesperson meeting with his or her sales 
manager for an annual review has the potential 
to be filled with uncertainty and unpleasantness. 
In this case, the salesperson may not have a 
clear understanding of the "performance" outcome
-the evaluation process itself--but may be able 
to anticipate some of the comments that will be 
made and may be able to prepare responses to 
those comments. For example, the salesperson 
may anticipate that the sales manager will 
comment about the fact that the sales volume 
generated did not meet the quota set at the end 
of the year. There may have been circumstances 
which caused the salesperson to fall short of 
the goal which were out of the control of the 
salesperson, like a competitor launching a major 
marketing effort in the territory. By anticipat
ing the comment and preparing an explanation of 
the issue, the salesperson is attempting to 
increase his or her satisfaction with the 
evaluation. The "performance" cannot be changed, 
but the salesperson will feel less dissatisfied 
with it because a rebuttal to a negative comment 
was prepared. If the salesperson had not 
anticipated the comment and prepared an explana
tion, the comment may have been unexpected, been 
seen as a very negative event, and may have had 
a considerable negative effect on the satisfac
tion the salesperson felt with the meeting. In 



this case, the salesperson may have felt the 
outcome to be unfair, because the measure was 
based on events beyond control, but the satisfac
tion level may have been relatively high because 
the circumstances could be explained. 

In field selling, the actual outcomes of a 
selling effort are influenced by circumstances 
other than the effort of the salesperson. In 
one study (Gwin, 1979), it was found that as much 
as 70% of the variance in sales volume from one 
territory to another was attributable to a 
combination of environmental (level of competi
tion and concentration of accounts) and organiza
tional (marketing effort other than selling and 
territory workload) variables. When as little 
as 30% of the sales volume in a territory is the 
result of the efforts of the salespeople there 
must be some reconciliation of the fact that the 
outcomes may not reflect effort--and satisfac
tion may suffer as a result. The issue in this 
case is whether being as prepared as possible, 
no matter what the outcome, will moderate the 
potential decline in job satisfaction as a 
result of poor (objective) performance. The 
relationship between preparation and job satis
faction is both apparent and logically compel
ling. The question is, what is the nature of 
this relationship? 

Job Satisfaction 

In the Churchill et al. study of job satis
faction and organizational climate mentioned 
earlier, job satisfaction was found to be signifi
cantly related to certain organizational variables. 
For example, salespeople were found to be more 
satisfied with their jobs when they were more 
closely supervised. Role ambiguity, the extent to 
which a salesperson has the necessary information 
to perform his job adequately, was negatively 
related to satisfaction. That is, the more 
ambiguous the salesperson felt his role to be, the 
more dissatisfied he was with his job. Role 
conflict, the circumstance where the salesperson 
has conflicting demands from two or more of his 
role partners which cannot be simultaneously 
satisfied, was also found to be negatively related 
to job satisfaction. As well, other organization
al climate variables were found to be related to 
salesperson satisfaction. 

Traditional recommendations for increasing 
the job satisfaction of salespeople have been made 
to management. Clearly an enlightened managerial 
team will attempt to respond to the needs of its 
salespeople. But on those occasions where manage
ment cannot or will not make changes in the 
organizational climate which will increase job 
satisfaction by moderating those climate variables 
which affect satisfaction, the individual sales
people are left to their own efforts to do so. 
One means by which the negative impact of organi
zational climate variables such as role conflict 
and ambiguity can be moderated appears to be 
participation in the planning process. 

The Study 

In order to evaluate the extent to which 
salespeople used planning to moderate the impact 
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of role ambiguity and conflict, it was necessary 
to develop a measure of participation in the 
planning process. A random sample of 973 indus
trial and commercial salespeople were surveyed 
by mail and asked to indicate how often a menu 
of 32 planning activities were a part of their 
planning process. From the 26 7 responses, a 
Likert-scaled measure of 15 planning activities 
was developed [for more detail see Gwin (1979)) 
which exhibited high levels of validity and 
reliability. This scale was the basis for 
evaluating the extent of salesperson participa
tion in the planning process. 

The Sample 

The sales force of a single firm was the 
sample used for this study. The force consisted 
of 111 salespeople in 16 sales districts. The 
firm was a major competitor in the carpet indus
try and was noted for offering relatively high 
quality products in this competitive market. 

Each of the 111 salespeople was sent a 
self-administered questionnaire, a cover letter 
from the research team explaining the response 
procedure and a letter from the vice-president 
of marketing of the firm encouraging response. 
Of the 111 salespeople surveyed, 96 (or 88%) 
responded. 

Data Collection Instrument 

The data collection instrument consisted of 
six sections: the call planning activity inven
tory, a measure of role ambiguity, a measure of 
the salesperson's need for role clarity, a 
measure of the perceived control by management, 
the extent to which the salesperson feels 
internally or externally controlled, and meas
ures of the sales job (account responsibilities 
and others). 

Results 

Multicollinearity 

The constructs which were used as predictor 
variables in this study might appear to be 
interrelated. If that was the case, then the 
use of the constructs as separate variables in 
the analysis would not be possible because of 
the effect of the multicollinear relationship 
between them. For this reason, a pairwise 
correlation matrix for the predictor variables 
was constructed to examine the relationships 
among them. This matrix is presented in Tab le 
1. 

Overall, the correlation matrix shows rela
tively little multicollinearity among the 
predictor variables, and so they were treated as 
separate constructs in the analysis. 

Impact of Planning of Climate Variables 

A simple regression analysis was used to 
examine the impact of each of the predictor 
constructs on participation in the planning 
process. Tab le 2 presents the beta coefficients 
and F values for the analysis. 



TABLE 1 

Pairwise Correlation Matrix of 
Predictor Variables and Planning 

Variables x1 x2 x3 x4 xs x6 

x1 Planning Participation 1.00 

x2 Ambiguity ••••••••••••• - .39 1.00 

x3 Need for Clarity •••••• .32 - .29 1.00 

x4 Locus of Control •••••• - .28 .21 - .10 1.00 

xs Sales Manager Control. .24 - .19 .27 - .20 1.00 

x6 Experience ..•••••••••• .31 - .26 .21 - .36 .04 1.00 

TABLE 2 

Regression Results for Each Construct 
on Planning Participation 

Predictor 
Variables 

Ambiguity ••••••••...• 

Need for Clarity ••••• 

Locus of Control ••••• 

Sales Manager Control 

Experience •••••..•••• 

a 

Beta 
Estimate 

- .92 

1.42 

- .96 

.40 

.3375 

b df = 1,94 
at alpha = .OS 

As Tab le 2 indicates, the extent of participation 
in planning is strongly related to both the 
climate variables and the salesperson's internal 
needs. 

Tl!e strong negative relationship -between 
participation in planning and ambiguity argues 
that the more ambiguous the salesperson feels his 
job expectations to be, the more planning he is 
likely to do to reduce that ambiguity. One way to 
overcome not knowing what is expected is to try 
and be prepared for any eventuality. Similarly, 
the greater the salesperson's need for clarity in 
his job, the greater his participation in planning 
activities. 

The measure of the locus of control indicated 
that internally focused salespeople planned more. 
The logic of this result is indisputable. If a 
person believes the events of his life are more 
controlled by his efforts than by external forces, 
then planning is a means of maintaining that 
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Planning 
F 

PrBb Value a 

20.27 .0001 

7.73 .007 

8.79 .0038 

4.41 .038 

.92 .018 

internal control. 

The more control the sales manager exerts, 
the more planning the salesperson will do. This 
result may indicate that salespeople understand 
the need and usefulness of planning but, when 
left to themselves, they will not do much of it. 
If their activities are more tightly controlled 
by their sales manager, then they will do more 
planning because the sales manager expects that 
to be part of their job. 

Last, more experienced salespeople plan 
more. This result seems counterintuitive, 
because one would expect experience to routinize 
the selling job and thus reduce the amount of 
planning required. On the other hand, one might 
argue that as a salesperson gains experience he 
realizes the value of planning as an aid to 
sales success. As a result, experiences causes 
more, not less, planning. 



Conclusions and Implications 

The results of this study indicate that 
planning activity is one means by which sales
people moderate those organizational variables 
which have a negative impact on their job satis
faction. When faced with an ambiguous set of job 
tasks, the salespeople will not necessarily depend 
on the firm to reduce that ambiguity through more 
fully defined job roles, but rather they will use 
the vehicles available to them, such as planning 
activity, to reduce ambiguity through their own 
efforts. 

Similarly, since salespeople tend to be more 
satisfied when they are subjected to more sales 
manager control, (Churchill, et al, 1976) and they 
plan more under the same set of circumstances, it 
seems that firms should evaluate their sales 
management styles and provide greater controls for 
the field sales force. 

This study has not provided a direct link 
between salesperson satisfaction and participation 
in the planning process, but the relationship is 
intuitively compelling. The fewer the number of 
unpleasant surprises in a set of circumstances, 
the happier a person is likely to be. Planning is 
a means of reducing the likelihood of those 
unpleasant surprises. 

Sales organizations cannot completely elimi
nate those characteristics of sales jobs which 
decrease salesperson satisfaction. Even enlight
ened management has no control over forces outside 
the firm, such as customer expectations, which may 
cause problems for the salespeople. It is incum
bent on the firm in these cases to find ways to 
help the salespeople individually cope with the 
job characteristics that may affect their satis
faction with their jobs. 

One method salespeople already use is partici
pation in planning. By capitalizing on an already 
used technique, and improving the effectiveness 
and efficiency of the planning process, the firm 
can make an important contribution to the well 
being of its sales force. Since satisfied sales
people are less likely to leave, the results will 
be not only a more satisfied (and more productive) 
sales force, but a more stable one as well. 
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SELF-RATINGS AND MANAGERIAL EVALUATIONS 
OF SALESPEOPLE 1 S PERFORMANCE: A COMPARISON 

Yao Apasu, Florida International University 
Seth Buatsi, Hofstra University 

Abstract 

Studies involving the evaluation of performance of 
salespeople tend to rely on salespeople's self
reports as the measure of performance. The stud
ies assume that self-ratings are highly correlated 
with managerial ratings of performance. This 
paper discusses several issues that researchers 
should consider in drawing managerial inferences 
from self-reports. The paper suggests that al
though self-ratings and managerial ratings may not 
be interchangeable, the former may be useful in 
identifying inaccuracies in salespeople's percep
tion of the appraisal system. 

Introduction 

Several recent studies have been concerned with 
the meaningfulness of the use of salespeople's 
self-ratings of performance in sales research 
(Churchill, Ford, Hartley and Walker 1985; Behr
man and Perreault 1982). Performance, as used in 
recent studies refers to salespeople's activities 
appraised on the basis of the organization's goals 
and objectives (Walker, Churchill and Ford 1979). 
The activities define salespeople's role in the 
organization, and performance on the activities is 
measured by either self-ratings (Busch and Bush 
1978) or managerial evaluations (Apasu 1982; Bag
ozzi 1976). The use of self-ratings has been 
criticized as providing data which are biased up
ward and contaminated by common method variance 
associated with self-reports. Such criticisms may 
be unwarranted if it can be shown that self
ratings closely approximate managerial evaluations 
in sales contexts. This paper, therefore, pre
sents findings from a study designed to assess 
the interchangeability of managerial and self
ratings of performance. 

Salespeople's Performance 

Historically, studies in personal selling (Baehr 
and Williams 1968; Cotham 1969; French 1960) cor
related either socioeconomic, demographic, person
ality or other dispositional measures which im
pact salespeople's ability with performance. The 
studies were silent on what constituted perform
ance of salespeople and identified only antece
dents of performance. The studies invariably 
used a singled criterion variable such as volume 
of sales as the measure of performance. 

Recent studies, however, attempt to understand 
the multidimensional nature of salespeople's 
performance (Behrman and Perreault 1982; Apasu 
1982; Walker, Churchill and Ford 1979; Lamont and 
Lundstrom 1977; Bagozzi 1976). Performance is 
construed in these studies as the extent to which 
a salesperson carries out activities that define 
his role in the organization. The activities in
volve technical competence, territory management, 
selling skills (Behrman and Perreault 1982; Apasu 
1982), supportive and developmental strength, 
and relations with customers (Lamont and Lundstrom 
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1977; Apasu 1982). In order to truly assess sales
people's performance, managerial evaluations have 
to be obtained on the extent to which each sales
person discharges the activities describing his 
role. Yet, salespeople operate across organiza
tional boundaries and are rarely observed by sales 
managers (Adams 1976). A sales manager's evalua
tions of salespeople may be accurate, however, 
where his implicit theories of salespeople's behav
ior are accurate, and he is willing to infer sales
people's behaviors from limited information (Roth
stein and Jackson 1980). This is because evalua
tions of performance involve cognitive categoriza
tion processes (Bernadin and Beatty 1984; Caroll 
and Schneier 1982; Feldman 1981). Performance 
evaluation may simply involve a sales manager's 
ability to recall categories to which he has pre
viously assigned his salespeople. A sales manager 
with limited number of observations about his sales
people, therefore, may be accurate in his evalua
tions where his underlying theories of occurrence 
of sales behaviors are consistent with the actual 
occurence of such behaviors among his salespeople. 
Managerial evaluations, thus, have face validity. 
They may, however, be inaccurate where a manager 
is unwilling to infer a pattern of behaviors from 
limited observed behaviors (Nathan and Alexander 
1985). 

Although managerial evaluations of performance are 
useful for understanding organizational appraisal 
of performance, they are difficult to obtain from 
managers for research purposes. Usually, the re
quested information on dimensions of performance 
which a researcher may be studying is unavailable 
as part of the organization's regular process of 
appraisal. Sales managers are unwilling to spend 
the time to obtain the requested information. Re
searchers have, therefore, used salepeople's self
ratings of performance relative to the performance 
of others doing similar work (Busch and Bush 1978; 
Pruden and Reese 1972). The measures of perform
ance are either multiple measures (Behrman and 
Perreault 1984) or single indicators "in terms of 
quantity and quality of performance" (Busch and 
Bush 1978). 

The use of self-ratings may be justified on the 
basis of their high correlation with managerial 
evaluations (Busch and Bush 1978). For example, 
Pym and Auld (1965) found high correlations between 
self-ratings and managerial evaluations. The valid
ity of the self-ratings was higher when salespeople 
rated themselves anonymously (Pym and Auld 1965). 
In addition, Heneman (1974) found self-ratings to 
have less restriction of range, halo error, and 
leniency than managerial evaluations. Similarly, 
Churchill, Ford, Hartley and Walker (1985) found 
that self-ratings of performance do not signifi
cantly result in higher correlations with deter
minants of performance, when compared with mana
gerial evaluations. The use of self-ratings is 
attractive because it allows the researcher to 
sample many companies without having to develop 



"full co-operative relationships with host-firms" 
(Behrman and Perreault 1982). The use assumes 
that salespeople know the set of activities that 
define their role in the organization, and that 
they assess themselves accurately. 

Studies comparing self-ratings and managerial 
evaluations of performance in other disciplines, 
however, suggest that "superior and self-ratings 
rarely do" agree (Miner 1968, p. 84). Little 
convergent and discriminant validities for self 
and superior ratings have been found (Nealy and 
Owen 1970; Miner 1968). The Heneman (1974) re
sults may be explained in terms of the context of 
the study. The self-raters were managers. Measur
ing performance is part of managers' role defini
tion. Therefore, in an organization where man
agers share the same implicit belief system about 
performance, the correlations between managerial 
and self ratings by managers are likely to be 
higher. In addition, where the self ratings re
flect interactions within the organization as in 
Pym and Auld (1965), and Heneman (1974), the 
ratings and managerial evaluations are likely to 
be closer than in an industrial sales context. 
The industrial salesperson's role involves inter
acting with others both within and outside the or
ganization. The implicit evaluative models of per
formance of the two groups may differ because 
both groups may have little opportunity to inter
act outside the organization. 

In addition, the link between the determinants and 
self-evaluations of performance may be attribu
table to common method variance, although the cor
relations may be no greater in meta-analysis than 
those of managerial evaluations (Churchill, Ford, 
Hartley and Walker 1985). Where self-reports are 
used, the degree to which the findings reflect 
method variance and salespeople's attempt to main
tain cognitive consistency should be assessed. 
The meaningfulness of self-ratings in a sales con
text as surrogate measures for managerial evalua
tions becomes more questionable where cross
sectional data are used. This is because organiza
tional contexts influence the appraisal system 
(Zammuto, London and Rowland 1982). The preceding 
concerns may be unnecessary where self-ratings are 
established as approximating managerial evaluations 
in different sales contexts. This study, there
fore, presents some evidence on the degree to 
which self-ratings approximate managerial ratings 
in a sales context. 

Methodology 

Salespeople of a major U.S. based multinational 
corporation were used in the study. The firm's 
products are highly technical and are often de
signed to meet the specifications of original 
equipment manufacturers. The salespeople, there
fore, have to be flexible in dealing with custom
ers and know which products are suitable for a par
ticular customer. A sales call usually involves 
discussion of what the customer is doing and what 
results are expected. The salesperson then ex
plains various alternatives to the client, and 
recommends one. Salespeople operate from a dis
trict sales office. 

A random sample of 260 out of approximately 625 
salespeople of the firm was surveyed. In addition, 
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24 sales managers were requested to fill out 
evaluations on the performance of salespeople 
in the study. The evaluations were essential-
ly the same as those of the salespeople. The 
sales managers evaluated only salespeople under 
them. Twenty-one sales managers returned the 
evaluations. One hundred and fifty-three ques
tionnaires were returned by the salespeople and 
matched with the managerial evaluations. Ninety
seven percent of the salespeople were males. 
Sixty-four percent were college graduates. 

Data Collection 

Discussions with the sales manager, General Man
ager and some salespeople of the firm's subsidiary 
on the West Coast were carried out prior to the 
administration of the questionnaires. In addition, 
telephone interviews were conducted with the 
National Sales Manager on the organization and its 
policies, measures of performance, and sales
people's role in the organization. 

The instrument used in the study was pretested on 
an industrial sales organization in Los Angeles. 
The questionnaires to both the salespeople and man
agers were sent through the company's internal 
mailing system. A cover letter indicating that 
the study was purely for academic purposes, and 
was being conducted by the local university was 
sent with each questionnaire. The salespeople 
were asked to evaluate themselves. They were as
sured of complete anonymity of their responses. 
They were asked not to sign their names and were 
to send their responses directly to the researcher. 
These procedures were to lessen variations in 
scores attributable to social desirability of the 
responses. The procedures also approximate the 
assumptions underlying the use of self-ratings of 
salespeople's performance. 

Measures Used 

Performance was operationally defined as a sales
person's scores on a set of activities defining 
his role in the organization. These activities 
were evaluated in terms of each salesperson's con
tribution to attainment of the organization's 
goals and objectives. Following Bagozzi (1976) 
and Busch and Bush (1978), the measures reflected 
"quantity" and/or "quality" of tasks carried out 
relative to others doing similar work. The mea
sures include~ the following: 

Technical Competence. Composite score on 
items measuring salespeople's knowledge about the 
company's and competitor's product mixes, and know
ledge of company policy. 

Territory Management. 
items measuring the degree 
file sales reports (Likert 
ies, and plan sales routes 
and McNeal 1967). 

Composite score on 
to which salespeople 
1962), cover territor
(Vance 1963; Thompson 

Selling Skills. Scores on items measuring 
the quality of sales presentations, and ability to 
handle sales objections and close sales. 

Customer Relations. Scores on items measur
ing the degree to which salespeople get along with 
their customers and superiors,.and maintain satis
factory business relations between clients and 
company. 

Supportive and Developmental Strength. Scores 
on items measuring the degree to which salespeople 
service their customers, and prospect for new 



accounts (Lamont and Lundstrom 1977). 

A 9-point Likert scale was used for all items ex
cept those measuring customer relations, for which 
a 7-point Likert scale was used. In exception of 
customer relations, three items were used to mea
sure each dimension. Four items were used for per
formance on customer relations. Higher scores on 
all items represent higher performance. 

Results 

The measures used in the study are robust, with all 
reliabilities except self-ratings on customer rela
tions above .75. The reliability of self-ratings 
on customer relations is .72 (Tabl e I). The means 
and standard deviations of both groups are not sig
nificantly different (Tab le I). 

The canonical analysis results are presented in 
Tabl e 2. The technique is appropriate because the 
study emphasizes the relationship between manager
ial and salespeople's own evaluation of perform
ance. The relation between three out of the five 
corresponding covariates are significant at p<.05 
(Tabl e 2). However, the canonical correlations 
are fairly low. For evaluations of technical com
petence, selling skills and territory management, 
the canonical correlations are .50 (p<.01), .27 
(p<.01) and .19 (p<.05) respectively. Each pair 
of managerial and self evaluations for technical 
competence, selling skills, and territory manage
ment share only 25%, 7% and 4% of the variance be
tween them respectively. 

For evaluations on customer relations, and support 
and developmental strength, the canonical correla
tions are .16 and .06 respectively. The relations 
between self and managerial evaluations on these 
two dimensions are not significant. The variance 
shared by the two types of evaluations is 3% for 
customer relations, and 1% for support and develop
mental strength. 

Implications 

The findings of this study show weak relations be
tween managerial evaluations and self-ratings of 
salespeople's performance. The findings tend to 
support Miner's conclusion that "superior and self
ratings rarely do" agree (1968). The score gener
ally used in studies on salespeople's performance 
is the composite score on the overt job-related 
acts of the salespeople. The score assumes that 
sales managers and salespeople have similar be
liefs about "good" and "poor" performance which 
can be associated with a number of observed be
haviors. The relations between self and managerial 
evaluations are significant on dimensions on which 
salespeople traditionally file sales reports 
(e.g. territory management) or interact more often 
with sales managers (e.g. selling skills, learning 
about new products). These activities also involve 
interactions within the firm. Sales managers and 
salespeople may therefore have more similar under
lying assumptions than activities dealing with 
customers. 

Where the activities are external to the organiza
tion (customer relations or support and develop
ment strength) managers and salespeople have less 
opportunity to develop similar beliefs about per-
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formance expectations. Managerial and self
ratings of performance are, therefore, less likely 
to agree. 

In addition, evaluation of performance is not 
usually part of the job definition of salespeople. 
Their job involves occupying a boundary position 
to interface with a number of social systems (Bag
ozzi 1976; Spekman 1978). Salespeople interact 
internally with sales managers, marketing person
nel, production and engineering managers, etc., 
and externally with purchasing managers and others 
from client companies (Spekman 1978). "Good" per
formance on a task defining the role of sales
people may not be particularly meaningful to a 
salesperson unless he perceives the task as rele
vant to the attainment of his personal values and 
goals. 

For the sales manager, on the other hand, perform
ance evaluation is an integral part of his role 
definition. He evaluates his salespeople's be
haviors primarily in terms of the contribution to 
the attainment of the organization's goals and ob
jectives. Performance, therefore, may have dif
ferent meanings for salespeople and the sales man
ager. 

Where managers share the values of the organiza
tion, it is easy to concede that the managers will 
have common implicit beliefs about measures of per
formance in the organization. It is difficult to 
justify such an assumption across organizations, 
and for salespeople across organizations. There 
are different types of organizations (Pascale and 
Althos 1981). The emphasis on self-ratings and 
cross-sectional data ignores the influence of or
ganizational characteristics on performance rat
ings (Kane and Lawler 1979). Different organiza
tional structures, and organizations themselves 
may introduce situational influences on appraisers' 
use of criteria which may be specific to the organ
ization. The aggregation procedure which is used 
in most studies ignores the differential weighting 
of criteria by the managers. Differences in 
weighting the criteria for evaluation imply differ
ences in the underlying performance model being 
used by a manager. Evaluations of performance are 
prone to the "n = 1" problem (Campbell and Dun
nette 196~). Studies in single organizations will 
tend to control the variations in situational 
factors which influence performance appraisal. 
That is, variance caused by organizational differ
ences can be assumed to be constant. The use of 
one organization, as in this study, restricts the 
generalizability of the findings. However, in ap
praisal of salespeople's performance, the meaning
fulness of measures across organizations is quest
tionable where organizational contexts influence 
appraisal (Zammuto, London and Rowland 1982). 
Future studies should, therefore, assess the influ
ence of organizational and rater differences on the 
accuracy of appraisals of performance. The studies 
will be helpful in assessing the usefulness of 
standardized performance measures across industrial 
organizations. 

The results also do not show any significant dif
ference in the means and standard deviations of 
the measures. This would suggest an overall ab
sence of upward bias as found by Churchill, Ford, 
Hartley and Walker (1985). 



TABLE 1 

CORRELATION MATRIX, MEANS, STANDARD DEVIATIONS, AND 
RELIABILITIES OF PERFORMANCE MEASURES 

PERFORMANCE 
DIMENSION 

Technical Self (l) 
1.00 Competence Managerial (2) 

0 55 1.00 

Selling Skills Self (3) 0 59 .25 1.00 
Managerial (4) .33 0 67 .26 

Territory Self (5) .24 .04 .51 
Management Managerial (6) .08 0 35 .12 

Customer Self (7) .19 .17 .48 
Management Managerial (8) -.06 .15 -.03 

Support and Self (9) .19 .15 .44 
Development Manager -~al (10) .08 .36 .09 
Strength 

Means 21.7 21.7 22.6 

Standard Deviations 3.8 3 0 6 3 0 6 

Reliability a I .89 .88 

1Reliability measure is Cronbach a. 

TABLE 2 

CANONICAL CORRELATIONS BETWEEN SELF 
AND MANAGERIAL RATINGS OF PERFORMANCE 

COVARIATE 

Technical Competence 

Support & Developmental 

Selling Skills 

Customer Relations 

Territory Management 

1p <. 001 

2 p < 0 01 

3p <.05 

Strength 

SHARED CANONICAL 
VARIANCE CORRELATION 

0 25 . so• 
0 01 .06 

0 07 .272 

0 03 .16 

.04 .19 3 

The findings also point to a gap between theoreti
cal concerns for reliability of measures of per
formance and the needs of managers. Managers are 
generally concerned with the need to increase or
ganizational support for the appraisal system. 
They need to use as small a number of variables as 
possible to accurately measure performance. Re
searchers should, therefore, be concerned with the 
formation, retention and use of appraisal styles 
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of managers (Feldman 1982; Balzer 1983: Lord 1985; 
Murphy et al. 1985). Such research concerns are 
useful in suggesting ways of improving appraisal 
systems. In the meantime, the meaningfulness of 
the use of self-ratings as an approximation of man
agerial evaluations of performance in sales con
texts is doubtful. Self-ratings, however, are 
useful in identifying discrepancies between sales
people's and managers' perception of performance. 
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10 

1.00 

.07 1.00 

.68 .19 1.00 

0 21 .28 .13 1.00 
.47 .04 0 55 .16 1.00 

.06 0 63 .12 .41 - .04 1. 00 
0 68 .09 .79 0 87 .46 0 07 1.00 

21.7 21.1 21.1 26 0 5 23 0 7 20.7 21.2 

4.1 4.11 4.5 2 0 7 3 0 2 4 0 2 4.0 

0 87 0 79 .85 .72 .83 .75 0 7 5 
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THE USE OF A POLITICAL FRM1EHORK HI HITERNATIONAL t·1ARKETHIG 

David M. Ludington, Saint Mary's of California 

Abstract 

This paper addresses the need for American t~ulti

nationals to develop a political decision framework 
for situations such as South Africa. It reconmends 
several variables that should be used in such a 
framework. 

Introduction 

The international marketplace is of strategic 
importance to most American corporations. Market 
planners now recognize, due to increasing competit
ion both home and abroad, that the changing 
environment requires firms to be more aggressive in 
marketing in terms of market penetration and market 
developnent and this will expose ther.l to greater 
political pressures from a number of sources, both 
official and unofficial. 

Political Considerations 

Marketing experts have written that home and host 
governments are 'silent partners' ~1i th a great deal 
of control over multinationals. This need for 
control usually comes from the desire for the 
development of the economy, expanding trade, and 
promoting political aims (Cateroa 1983). American 
multinationals must also weigh the positions of 
various political interest groups which may run 
counter to those of the U.S. government. This 
presents a problem since American firms have 
operations in nany countries whose governments are 
different from the U.S. For example, they are 
encouraged to develop trade relationships with 
Russia and China, countries whose human rights 
policies are repugnant to most in the U.S. He 
provide food to Ethiopia although its marxist 
regime continues to starve millions of political 
opponents. 

The situation for multinationals in South Africa is 
the best example of the need for a decision 
framework to address political issues. Political 
interest groups have heated up the question of 
hunan rights in South Africa although they are 
better today than in previous years---and they are 
certainly better than nany other, including 
African, nations where more brutal regimes exist. 
Fi rns are following the directions of the State 
Department, yet are subjected to piclcets, 
harassment, and economic boycott and not just by 
the usual leftist activists, but also by 
universities and local governments that have given 
in to the pressures of these socialist groups. 

Of even greater concern to American multinationals 
is the precedent that may be set in South Africa 
and the resultant need to address these same 
pressures in other host countries. There is little 
doubt that American multinationals will be put into 
similar situations in other countries if the dis
investment movement is successful in South Africa. 
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Elements of a Decision Framework 

It is important for companies to consider a number 
of variables in building a political decision 
framework. First and foremost, a multinational 
enterprise owes a fiduciary responsibility to its 
stockholders. Its major mission is the long-term 
growth of the firm. Hhile they may have other 
goals, missions, and social responsibilities, they 
must be good investments if they are to attract 
capital. Second, American multinationals must 
operate in a manner consistent with the acceptable 
norms for industry and society. Firms must 
develop ethical positions and use these positions 
as benchmarks in making decisions. Third, since it 
is the duty of our elected federal officials to 
establish and pronate American foreign policy, they 
should follow this direction. Fourth, they must 
engage in political and economic risk assessment by 
weighing the st10rt-term risk against long-term 
risks since a short-term, expedient solution (such 
as disinvestment in South Africa) may set precedent 
that causes longer-term risks to the enterprise or 
to multinationals in general. Fifth, they operate 
in host countries at the pleasure of established 
governments and should be sensitive to the 
political concerns of that government. Sixth, they 
must decide if the macroenvironment is an 
uncontrollable variable to be considered in 
decision-making or a controllable variable to be 
manipulated to see if they have an obligation to 
manipulate the domestic policies of hor.1e and host 
environments to meet their ethical obligations to 
themselves, their stockholders, and to the people 
of both countries. 

Conclusions 

The American multinational needs to develop a 
political decision framework to guide it in dealing 
with situations such as South Africa. An expansion 
of such a situation could lead to our excluding 
trade with the majority of the world's countries. 
Even our neighbor Mexico and our allies in Israel 
(for their treatment of the Palestinians) would 
have to be dropped if the criteria used to judge 
South Africa were used to judge them. 

It would be myopic to think any action plan that 
Anerican r.Jultinationals could folll~ in these 
situations would leave them free from criticism. 
However, this does not mean that they should remain 
passive. Multinationals will see a greater use of 
economic blackmail should these tactics work in 
South Africa. The development and implementation 
of a decision frameworK and careful application of 
the sound principles of public relations will 
assist them in meeting these dilemnas. 
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DOES COUNTERTRADE HELP SMALL BUSINESS EXPORTS? 

William Renforth, Florida International University 
Constance Bates, Florida International University 

Abstract 

Countertrade has rapidly grown to one-third of all 
world trade. A survey of Florida countertrade 
firms showed that 81 percent were small businesses. 
Half of the countertraders reported a high level of 
satisfaction, while one-quarter reported serious 
problems such as delivery delays, delays in final
izing agreements, and product quality. The results 
suggest that small businesses have a comparative 
advantage in countertrade and can, with experience, 
use it successfully to overcome foreign exchange 
scarcity and to enter new markets. 

Introduction 

Countertrade - goods/services exchanged for goods/ 
services, with little or no cash involved - is be
coming an important part of international trade. 
Experts have indicated that countertrade and equiv
alent type transactions today account for a $100 
billion share of total world trade (Sender 1984). 
Moreover, the use of countertrade transactions for 
U.S. exports is growing rapidly. The National 
Foreign Trade Council reported a 50 percent growth 
in such activity in 1981, an additional 64 percent 
increase in 1982, and 117 percent growth in 1983 
(Briggs 1984). Among large U.S. exporters half of 
the Fortune 500 companies are involved in counter
trade, along with 65 percent of the firms listed on 
the New York Stock Exchange (Fishman 1984). 

Underlying these impressive statistics is the real
ization that countertrade, in all its various 
forms, is now a significant and timely technique 
for international trade activities. Foreign coun
tries, hard pressed by increasing oil prices, in
ternational debt repayment problems, and shortages 
of hard currencies are turning more and more to 
such transactions as their preferred means for car
rying out export and import activities. 

A growing number of developing countries encourage 
or require countertrade arrangements of their im
porters, usually to meet foreign exchange scarci
ties. A recent Department of Commerce publication, 
for example, reported on the institutionalized pro
cedure that had been established by 13 Latin 
American countries to facilitate countertrade 
(Verzarfu 1984). Factors cited by these countries 
as relevant in the decision to countertrade include 
a continued need for economic growth, which is de
pendent on sustained levels of imports as well as 
exports. Also important is the accumulated and 
growing debt of these nations, as well as con
straints imposed on obtaining additional loans. 

I 
Factors at work in the developed nations have also 
influenced the expansion of countertrade. These 
factors include promotion of countertrade by 
Western exporters as a hedge against declining 
trade levels and as a tool to open new markets or 
protect existing export markets from competitors 
who are· inclined to countertrade. Business liter
ature is beginning to reflect this increased inter
est in countertrade. Several recent books on 
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countertrade have been published. These are pre
dominately how-to books designed to introduce the 
businessperson to countertrade practices. Three 
serial publications appeared in 1984, devoted ex
clusively to countertrade. Descriptive articles, 
limited primarily to definitions of countertrade 
and vignettes of experiences, have appeared in many 
trade journals. Scholarly and empirical research 
is just beginning to emerge. The National Center 
for Export-Import Studies (Walsh, 1984), the U.S. 
International Trade Commission, the World Trade 
Center at Cleveland State University, and the 
National Foreign Trade Council recently have all 
undertaken research projects. 

This existing literature suggests that there is no 
definitive information on the amount of counter
trade being conducted today and that hard data es
timates based on research are lacking. Moreover, 
most discussions have focused on very large, 
Fortune 500 type multinationals. The Journal of 
Small Business Management published an article-
describing domestic barter arrangements in July, 
1984 (Williams, Tandkar, and Coffman 1984), but 
little attention has been given to small business 
participation in international countertrade. Yet, 
small business firms currently represent a majority 
of the number of American firms participating in 
foreign trade and devote a surprising portion of 
their efforts to exporting. Today, companies with 
24 or fewer employees export 11.5 percent of their 
output, compared with 9.5 percent for firms with 
1,000 or more employees (Marion, 1984). 

The purpose of this paper is to examine, from the 
viewpoint of U.S. small business, key aspects of 
international countertrade relationships. Specifi
cally, the paper identifies (1) the characteristics 
of a sample of small U.S. firms who. are involved in 
countertrade, (2) the motivations that led these 
business into countertrade arrangements, (3) the 
problems associated with countertrade, (4) satis
faction with these types of transactions, and (5) 
the intentions of exporters to engage in counter
trade in the future. 



SWEDISH FIRMS IN SOUTH EAST ASIA 
THEIR EFFECTS ON THE LOCAL INDUSTRIES 

Pervez N. Ghauri, University of Uppsala 

Abstract 

One of the major problems for the Newly Inudustri
alised Countries (NIC) in South East Asia is to 
create a balance between the foreign firms, their 
establishments, and the local industries. A very 
little research has been done which analyses the 
effects of these foreign establishments on the 
local industries. The effects of Swedish establ
ishment on the local industries, in these count
ries, have not been studied before. The study 
would analyse the Swedish establishments in 
Thailand, Philippines and Indonesia, that how 
these establishments have effected the local ind
ustries. The theoretical background of the study 
is the research already done in Uppsala, inter
organisational theory, transaction cost theory 
and the network approach. Data collection is to 
be done by interviewing ten Swedish firms and 
their subsidiaries. 
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INTERNATIONAL EXPANSION OF THE U.S.-BASED 
FRANCHISORS: OPPORTUNITIES AND PROBLEMS 

Nizamettin Aydin, Suffolk University 
Madhav Kacker, Suffolk University 

Abstract 

This paper describes a research in progress on 
the international business involvement of the 
U.S.-based franchising firms and the opportun
ities and problems associated with their 
international franchise operations. The 
preliminary findings of the research will be 
presented at the conference. 

Introduction 

One of the bright spots in the U.S. economy has 
been the franchising business. The U.S. 
Department of Commerce estimated that in 1985, 
there were 481,234 franchising establishments 
in the U.S. with a sales volume of $529 billion. 
The industry provided 5. 6 million people with 
employment. The sales volume has been growing 
at a compound annual rate of 10.50 percent since 
1972. According to the U.S. Department of 
Commerce survey, retail sales of all firms 
associated with franchising will constitute 
33 percent of estimated total retail sales in 
1985. It appears, however, that the franchising 
market has reached a mature stage with regard to 
the number of franchising outlets, growing only 
at a compound annual rate of 0.49 percent 
during the years 1972-1985. This slow growth 
is partly due to business failures but it mostly 
suggests that the market has been well covered. 
Therefore, the 10 percent compound growth in 
sales was accomplished not through a greater 
market coverage and penetration but rather 
through an increase in the sales volume of 
already existing outlets. Furthermore, part of 
the increase in sales volume is attributable to 
inflation. The question that arises, therefore, 
is whether or not will the franchising business 
be able to sustain the present growth rate in 
the domestic market? At the individual firm 
level, the increasing sales may mean greater 
marketing costs due to more intense competition. 

As an alternative growth strategy, a firm can 
contemplate an expansion into international 
markets. In fact, the existing evidence suggest 
that the companies who have already ventured 
into international markets have been growing 
faster in these markets. The number of U.S.
based franchisors with foreign operations 
increased from 156 in 1971 to 305 in 1983. The 
number of outlets associated with the overseas 
operations of these firms grew at a compound 
annual rate of 18.5 percent during the years 
1971-1983 compared to 0.19 percent growth rate 
for domestic franchising for the same period. 
However, the figures indicate that this growth 
rate has been slowing down. For example, the 
growth for the 1971-1975 period was 34 percent, 
and the growth rates for the periods 1975-1980 
and 1980-1983 were 13 and 8 percent respectively. 
Considering the fact that the overseas markets 
have not yet reached the saturation stage, this 
slow down may be due to other factors. In 
addition, there are a host of other operational 
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issues that deserve further investigation. 

A greater interest and involvement on the part 
of the U.S.-based franchisors in international 
markets would benefit not only this industry 
but also the nation as a whole. First, fran
chising does not export jobs. Individual over
seas franchisees of the U.S. firms pose no threat 
to the U.S. employment. Second, franchising 
abroad does not require outflow of funds from 
the U.S. in the same degree as the manufacturing 
because the bulk of the financing is provided 
by the foreign franchisee. Third, the changes 
in exchange rates have very little impact on the 
overseas market share of the U.S. franchisors 
because export-import content of their business 
is negligible. Fourth, as explained above, the 
domestic market expansion may be reaching a 
maturity stage. 

Research in Progress 

This research deals with the internationalization 
of the U.S.-based franchisors. Two sets of mail 
questionnaires have been prepared, one for the 
franchisors with international involvement, and 
another for the franchisors who have no foreign 
market involvement. The questionnaires have 
gone through several revisions and have already 
been tested with a select number of franchisors, 
the U.S. Department of Commerce, and the Inter
national Franchise Association. 

The sample for this study includes over one 
thousand franchisors. The questionnaires have 
been designed to gather information from the 
sample firms on the issues associated with 
international expansion. Some of these issues 
include the following: 

Market potential analysis: How do the firms go 
about evaluating markets? What are the country 
prerequisites for a given form of franchising? 

Expansion path: Do franchisors follow a certain 
path in expanding abroad? 

- Motives for going abroad? 

- Organizational approach and its impact. 

- Standardization vs. adaptation; market induced 
or government imposed factors. 

- Franchisor - franchisee interaction. The role 
of culture, infrastructure, legal-political 
system, etc. 

- Sources and nature of competition (i.e., host 
country franchisers, third-country franchisers). 

- Sources of future expansion. 

Perceptual - attitudenal issues: reasons for not 
going international. 



Students' Perceptions of Faculty Evaluations 

Sivayya Kolla, Clarkson University 
Beheruz N. Sethna, Clarkson University 

Abstract 

The focus of this paper is student-teacher 
evaluations, which are generally an important in
put in the determination of a faculty member's 
teaching. Findings from this study indicate that 
the students do appear to know the purpose, do 
exercise their privilege, but they are not en
tirely serious in carrying out their re
sonsibility. 

Introduction 

The quality of higher education depends, to a 
large extent, on the performance of faculty 
members. As such, evaluation of faculty per
formance is of concern to the administrators of 
almost all academic institutions. A recent 
survey of AACSB business schools indicated that 
90% of the faculty believed that teaching is an 
important factor in tenure/promotion decisions. 
A major input (though not the only one) in the 
overall evaluation of a professor's teaching, are 
the students' evaluations of his or her teaching 
ability on a variety of dimensions. There has 
been considerable research in the area of faculty 
evaluation by students: Marsh (1984), Kassaye 
and Feldman (1983), Stutts and Thoede (1984), 
Cornwell (1984), and Varble (1983). The current 
study is mainly concerned with the students' per
ceptions of the major purpose of teaching 
evaluations and how serious they are in exercis
ing their responsibility in evaluating faculty. 

Methodology 

The study consisted of 219 upper-division 
students of different majors, taking courses in a 
private, AACSB-accredited School of Management in 
Fall of 1984 at a University in New York State. 
Respondents were administered a questionnaire 
containing twelve questions (in addition to 
classification information). A combination of 
yes-no, multiple choice, likert-type scales 
(strongly agree to strongly disagree) was used. 
(Questionnaire available upon request) 

Findings 

The data from 199 useable questionnaires (out of 
219) were tabulated. There were 130 males, 69 
females, 100 seniors, and 99 juniors. 64.5% of 
the respondents feel that faculty evaluations 
serve a useful purpose. However, 21.5% of them 
feel that they do not. 70% of the respondents 
stated that they are aware of the purpose of 
student evaluation, while about 30% did not 
know. 81% believed that the major purpose of 
evaluation was feedback on the abilities of the 
teacher. Only -7% felt that the purpose was for 
use in tenure/promotion decisions. 
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While 35.5% of the respondents agree that most 
students take their responsibility seriously, 
48.5% feel that they don't take this seriously. 
14.5% have no opinion. 

The teacher's performance was the major basis of 
evaluations (75.5%). Personality and student's 
grade accounted for 10.5% and 6.5% respectively. 

Findings from this study indicate that the 
students are experienced in the evaluation pro
cess. 95.5% participated in the process in the 
immediate past semester. More than half of them 
filled four to five such forms/semester 64.5%* of 
the respondents felt that the evaluations serve a 
useful purpose. The rest feel differently or 
have no opinion. 98%* said that they do not re
main absent to avoid this duty. 91%* of those 
who receive the form, complete and turn them in. 
Only a small percent (11%) filled the same answer 
for all questions. 85% of the respondents felt 
that evaluations provide good feedback to the 
teacher. 

An interesting finding is that only 35.5% of the 
respondents said most students take this re
sponsibility seriously, while 48.5%@ feel that 
they do not (14.5% have no opinion). This ties 
well with the specific comments made by more than 
half (56.5%) of those who recorded their comments 
in this study; i.e •. , they do not take seriously 
as they doubted the effect. If this attitude, 
arising out of doubt, is true, it may cause some 
questions as to the basis on which students fill 
out the forms. This in turn raises questions as 
to the reliability of the ratings for de
cision-making purposes. Perhaps students should 
be more educated/informed that this input is an 
important determinant (along with research, pro
fessional development and service) of the overall 
evaluation of a professor. This would give bett
er purpose and credibility to the whole process. 

Limitations and Conclusions 

Clearly, the findings from one private university 
in New York State are not necessarily re
presentative of university education in the U.S 
as a whole. However, the results are significant 
enough for the study to merit replication in oth
er universities which are concerned about the 
quality of their student-teacher evaluation pro
cess. 

* significantly >50% (0.5) at 0.05 level of 
significance. 

@ not significantly different from 50% (0.5) 
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A SYSTEMS APPROACH FOR THE USE CF LIVE CASE STUDIES 

Jim Finlay, Western IIl:!.nois U;.,_iversity 

Abstract 

As a means of creating a realistic situational 
ap?lication for marketing research theory, many 
11::ofessors have opted for the u!le of client
spunsored projects. This concept has been dis
cussed by c n~mber of authors (Santos and Jensen 
1985; Prestly 1983; Jones 1982; Humphreys, 1981; 
Browne 1979). G::.lberto de los Santos t.uu Thomas 
D. Jensen, in particular, have ut:!.l:!.zed this 
technique at both the graduate r.ad undergraduate 
levels. Although this concept has been tried by 
a number of professors, it has been rejected by 
many ::s too time consuming. One reason for this 
rejection is the difficulty encou!!tered in or
ganizing the project and the classroom in
struction. For this reason, a systems approach 
wao designed to aasist in the organization of 
all activities associated with the client-based 
a.c·;:::.vity. 

The System 

The system has five identifiable components. 
First, is the professor and the class. In this 
segmel<t, normal instruction must take along with 
the class project. The second component includes 
groups of 4-5 students which are used for in
structional purposes as well as completion of 
the group project. The third component is the 
meeting between the professor and a steering 
committee comprised of one representative from 
each group. It is at this point that the pro
fessor provides his/her consulting expertise to 
the groups who are performing the study. A 
fourth segment of the system is the professor. 
On ar. ir:dividual basis, he/she will develop the 
initial proposal and have the first contact with 
the client. The fit:ul component of the process 
is the cl?.ent. The client must agree to meet 
with the steering cowmittee to outline the pro
ject and this meeting should coincide with the 
proposal which has beer. previously agreed upon 
by the client and the professor. Finally, the 
client muot agree to meet with the clasa after 
~:11 final reports have been submitted so that 
the students can share 'their f::.ndings. 

Suggestions for Implementation 

Having used this syste~ for a period of time, 
the author has noticed certain facets of the 
process which require a high degree of 
attention. 

First, any researcher/consultant finds that many 
private consulting opportunities which cannot be 
accepted due to the limited resources of the 
client. These projects can often be used for 
pedagogical consulting since, although the 
clients cannot afford to pay for a !!Ormal re
search project, they can afford to make a 
donation to the department. In addition, campus 
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::dministrative office can save considerable 
amounts of funds ;,y ~12ving their surveys con
.::ucted by students rat he:: than outside firms. 

3econd, the p'rofeocor ohould c.~·..:tempt to select 
projects that provide the maximum degree of 
otudent exposure to practical application of 
~esearch theory. 

Third, data analysis will depend upo" the stu
dents' prior exposure to statistics and computer 
based decision making. Projr.cts i~volving com
plex multivariate decis:iou makiLg models nhould 
not be accepted if the students have not pre
viously been exposed to these statistical 
techniques. 

Fourth, this process can be formalized by es
tablishing a Center for Instructional Research 
headed by those professors who wish to use this 
technique ir. their research classes. This 
serves as a formum for ideas on further devel
opment of the system and as a clearing house. 

Fifth, the Tiajor strength of the :::;ystems ap
proach is that the entire semester's project can 
be "layed out" in advance. This c.llows ::he 
professor to more effectively budget clc.snrooo 
time to the project and will reduce the feeli~g 
of being pressured by thin activity. 

Summary 

The systems approach to pedagogical consulting 
provides the professor with a means through 
which to oversee client-based projects without 
he traditional amount of time consuming involve
ment which they may have experienced in the 
past. Client-based instruction is an excellent 
method by which to introduce "real world" re
search experiences as well as providing a means 
by which to secure additional financial re
sources. When properly applied, results show 
that it is a rewarding experience for both 
faculty and students. 

Referer.ces 

Browne, William G. "Using Corporate Sponsored 
Marketing Management Projects," Journal of 
Marketing Education November, 1979), 39-47. 

de los Sa!!tos, Gilberta and Thomas D. Jensen. 
"Client Sponsored Projects: Bridging the Gap 
Between Theory and Practice," Journal of 
Marketing Education (Summer,1985), 45-50. 

Humphreys, l>ar::.e Adele, "Client-Sponsoreci Pro
jects in a Ymrketing Research Course," Jour
nal of Ymrketing Education (Fall, 1931), 7-12. 

Jones, Ann Dickinson. "Student Research in 
~larketing," Journal of Business Educution 
(November, 1982), 60-62. 



THE INTERNATIONAL MARKETING COURSE IN TRF. AACSB SCHOOLS* 

John Thanopoulos, The University of Akron 

Abstract 

The present study examines the AACSB member schools 
with respect to the International Marketing course. 
It is based on an analysis of the responses of 384 
schools and relates the frequency of offerings to 
the number of other international business courses 
regularly offered, number of other international 
business courses not regularly offered, number of 
professors having an interest in international 
topics, number of students for the present academ
ic year (1984-85), and, growth of the student body 
during the last three years. The study examines 
separately the graduate and the undergraduate 
levels of instruction for this course. 

Introduction and Methodological Concerns 

Although the internationalization of business cur
ricula was not a well-pronounced priority before 
the eighties, the American Assembly of Collegiate 
Schools of Business (AACSB) had some conviction 
of this need as early as 1959 (Nehrt 1981). Fur
thermore, Professor Nehrt reports that the first 
courses of international business were offered in 
the mid-1950's. Following the initial awareness 
AACSB proceeded to prepare appropriate guidelines 
and frequent seminars to educate its members on 
the complexities of the new topics (Business, 1977; 
the Internationalization, 1979). 

International business education includes many 
different specific titles. International market
ing is one of its most important topics. This 
paper examines the AACSB member schools with re
spect to this particular course. It is based on 
an analysis of the responses of 384 schools and 
relates the frequency of offerings to the follow
ing variables: (1) number of other international 
business courses regularly offered, (2) number of 
other international business courses not regularly 
offered, or only being in the school's bulletin, 
(3) number of professors having interest in inter
national topics, (4) number of students for the 
present academic year (1984-85), (5) growth of the 
student body during the last three years. The 
study examines separately the graduate and the un
dergraduate levels of instruction for the inter
national marketing course, through a series of 
linear regression models. 

Six hundred and ninety four (694) institutions 
v7ere identified from the AACSB Directory. Their 
Deans received personalized letters by February 20, 
1985 and those who did not respond were sent re
minders by April 15. The questionnaires sent 
included a large number of questions, only a few 
of them referring to the international marketing 
course. At that time, three hundred and eighty 
four (384) usable answers were received, approxi
mately, 55.3 percent of the sampling frame. 

*Credit for advice in developing this paper is 
given to Professor C.P. Rao of the University of 
Arkansas. 
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Findings 

At the basic undergraduate model the variables 
"number of professors having an interest in inter
national topics" and "the student body growth" do 
not satisfy the t-tests. Thus, only the existence 
of other international business courses and the 
size of student body become important predictors 
of the frequency the international marketing course 
is offered. 

At the "best" graduate model the only variable 
that may be a good predictor of the frequency the 
international marketing course is offered may be 
other international business courses regularly 
available at the graduate level. 

In general, it appears that there is a strong cor
relation between regularly offered international 
marketing courses and fully developed programs in 
international business. Faculty interests and num
ber of students are not important factors in deter
mining how often this course is offered. It ap
pears also that more institutions are involved in 
teaching international business in the East than 
in the West. In total, 68 percent of the respond
ing schools regularly offer international market
ing at the undergraduate level, 61 percent at the 
masters level, and 37 percent at the doctoral level 
(Thanopoulos, 1986). 
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IMPACT OF MARKETING TRENDS ON RETAIL EMPLOYEE PERCEPTIONS 
OF ORGANIZATIONAL CLIMATE, JOB SATISFACTION, AND JOB MOTIVATION 

Jack A. Lesser, Miami University 
Martin L. Schwartz, Miami University 

Abstract 

A study was performed to determine the changes 
which occurred in employee perceptions of organi
zational climate, employee satisfaction, and moti
vational benefits offered by retailers during the 
period, 1969 to 1977. Results indicated a signi
ficant improvement in employee satisfaction, a 
partial improvement in employee perceptions of 
motivational climate, and almost no improvement in 
motivational benefits offered by retailers. 

Hypothesized Changes 

Four changes in the retailer customer relationship 
are perceived to have had an effect on retail 
employee satisfaction, motivation, and organiza
tional climate perceptions since the 1960's. 
These changes include: (1) the development of 
innovative retail establishments; (2) shortened 
retail institution life cycles; (3) the accelera
ted hiring of managers trained by university 
business schools, and (4) the increased sophisti
cation of analytical/decision making tools. 

Findings 

Tab le  summarizes the findings of this study. 
Plus "+" signs under MGt in Tab le 1 indicate that 
significantly more management employees scored the 
applicable statements higher in 1977 than they 
scored them in 1969. Minus "-" signs indicate 
that significantly more employees scored the ap
plicable statements lower in 1977 than in 1969. 
The level of significance used was .05. 

Results of the study, shown on Tab le 1, indicate 
that the job satisfaction improvement hypothesis 
was supported. The improvement in job satisfac
tion between 1969 and 1977 was stable across the 
four categories tested (management, nonmanagement, 
large retailers, and small retailers) for all 
three questions assigned to the job satisfaction 
dimension. The results are significant at the .05 
level. 

Other hypotheses tested in the study were not 
totally supported. 
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TABLE 1 

CHANGES IN EMPLOYEE RESPONSES TO STATEMENTS 
BETWEEN 1969 AND 1977 

(Based on Chi Square Analysis) 

NON- LGE 
MGT MGT RET. 

ORGANIZATIONAL CLIMATE 
Leadership Structure 
I am given a lot of free
dom to decide how I do my 
own work. 

Management Concern 
My supervisor is very con

cerned about the welfare 
of those under him or her. + 

Role ambiguity 
I have enough information 
to get the work done. 

My responsibilities are 
clearly defined. + 

Role Overload 
I have enough help and equip
ment to get the work done. -

I am not asked to do ex
cessive amounts of work. 

Job Tension 
The job security is good. + 

JOB SATISFACTION 
All in all, how satisfied 
are you with your job? + 

Would you recommend your 
job to a friend? + 

Knowing what you know now, 
if you had to decide all 
over again whether or not 
to take the job you now + 
have, what would you decide? 

JOB MOTIVATION 
Extrinsic Job Outcomes 
The pay isTood. 
My fringe benefits are good.+ 
Th~ physical surround-
ings are pleasant. + 

I am given a lot of chances 
to make friends. 

Intrinsic Job Outcomes 
I am given~chance to do 
the things I do best. 

+ + 

+ + 

+ + 

+ + 

+ + 

+ + 

+ + 

SML 
RET. 

+ 

+ 

+ 

+ 

+ 

+ 

+ 

Note: "+" indicates a significant improvement (at 
the .05 level) in employee response between 
1969 and 1977. 

"-" indicates a significant deterioration 
(at the .05 level) in employee response 
between 1969 and 1977. 

A blank indicates no significant change (at 
the .05 level) in either direction. 

1 



NEW PRODUCT EVALUATION 
AN APPLICATION OF A 

MULTI-CRITERIA DECISION MAKING APPROACH 

James W. Beck, Montclair State College 
Nick Bahmani, Montclair State College 

Abstract 

The Analytical Hierarchy Process (AHP) was 
used successfully in a new product evaluation 
case study on a New Jersey food processing 
company. It led to a clear quantifiable deci
sion to go with one of five proposed products. 
Briefly, AHP structures any complex, multi-cri
teria problem hierarchically. Five major 
criteria (gross margin, capital investment, 
consumer preference, competition and line 
capacities) were structured by which potential 
new products were evaluated by key company 
personnel. In this manner, it organized intui
tion and logic into a framework for objective 
decision making. The model seemed both reliable 
and efficient given the number of key personnel 
involved. 
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METHODS FOR ESTIMATING PRICE-QUANTITY RELATIONSHIPS: 
A PILOT STUDY UTILIZING A SURVEY TECHNIQUE 

Daulatram B. Lund, Iowa State University 
James C. McConnon, Jr., Iowa State University 

Abstract 

This paper presents a brief review of some 
of the major studies dealing with the construc
tion of price-quantity relationships. A pilot 
study is presented that utilizes a survey 
technique to illustrate the feasibility of 
generating price-quantity relationships. 

Introduction 

One of the pricing problems facing retail 
store managers is the determination of consumer 
price sensitivity for particular lines of mer
chandise. One measure of consumer price 
sensitivity that has been utilized by both 
economists and marketers is the price elasticity 
of demand. The estimation of specific price 
elasticities usually involves the development of 
price-quantity relationships. There have been a 
number of methods used for gathering price and 
quantity data. These methods range from the 
economist's use of ex post prices and quantities 
to the marketer's laboratory shopping 
experiments. Tab le 1 lists some of the 
important research studies that have focused on 
the construction of price-quantity relationships 
in order to estimate the price elasticity of 
demand. 

TABLE 1 
METHODS USED FOR CONSTRUCTING 
PRICE-QUANTITY RELATIONSHIPS 

Author Year Method 
Hawkins, .E.R 1957 In Store Experiments 
Pessemier, E.A. 1960 Simulated Shopping 

Trips 
Bell, c.s. 1960 In-Store Experiment 
Abrams, J. 1964 Mail Panel Survey 
Dalrymple, D.J. 1966 Correlation Analysis 
Stout, R.G. 1969 In-Store Experiment 

Trailer Experiment 
Personal Interview 

Jones, D.F. 1975 Survey Technique 

Pilot Study 

The objective of this pilot study was to 
generate a price-quantity relationship using a 
modified version of the survey technique 
discussed by Jones (1975). 

Interviews were conducted with ten local 
residents who were frequent shoppers at the test 
grocery store and who frequently purchased the 
test product (6~ oz. chunk light tuna) during 
their weekly shopping trips. After the initial 
briefing, each participant was first shown four 
price cards. Each card listed a particular 
brand at a specified price. The first four 
price cards were drawn from the middle row of 
Table 2. This table lists the current prices 
for all four brands as well as the prices 
that would prevail on all brands given the 
manager's suggested price discounts and price 
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Price Level 

$.10 
-$.05 

current 
+$.05 
+$ .10 

TABLE 2 
PRICE MATRIX 

Brand 
A B c 

$.80 $.79 $.69 
.85 .84 .74 
.90 .89 .79 
.95 .94 .84 

1.00 .99 .89 

D 
$. 77 

.82 

.87 

.92 

.97 

increases. Each participant was asked to 
indicate which brand he would buy at the current 
prices shown. After the brand was selected, the 
price of the control brand was replaced with 
another card showing the next lowest price for 
that brand. If the control brand was selected 
at its current price, then that price card was 

· replaced with the next highest price. In either 
case, the respondent was then asked to make a 
second selection from this modified list of 
brand and price combinations. This procedure 
continued until all prices were exhausted, or 
until the respondent indicated he would not buy 
any of the brands at the prices shown. This 
procedure was repeated for each participant in 
the pilot study. 

Results and Conclusions 

By tabulating the responses of the ten 
participants, a price-preference relationship 
was constructed for each brand given the current 
price levels of the other brands. For example, 
Table 3 shows the demand for each brand as the 
price of Brand A was increased from $.80 to 
$1 .00, while the other brands were held at their 
market prices. 

TABLE 3 
DISTRIBUTION OF SHARES OF PREFERENCE 

Brand and Estimated Shares 
Current Price Price of Brand A 

$.80 $.85 $.90 $.95 $1 .00 
A 80% 60% 20% 10% 0% 
B ($.89) 0 20 40 40 50 
c ($.79) 10 10 20 20 20 
D ($.87) 10 10 20 30 30 

100% 100% 100% 100% 100% 

It is important to stress that this was a 
pilot study with a small sample size. Hence, 
the results are not generalizable. Also, 
specific price-change recommendations cannot be 
made without accurate product cost data. Care
ful analysis of the impact of changing demand on 
profits will be necessary before final pricing 
recommendations are formulated. 
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RETAIL ADVERTISING AND THE FORMATION 
OF STORE PRICE IMPRESSIONS 

Anthony D. Cox and Dena Thometz Saliagas, Georgia State University 

Price is among the most important consumer store 
choice criteria (e.g., Arnold, et al 1983); but how 
do consumers form perceptions of a store's prices, 
and what role does advertising play in this pro
cess? This paper presents a series of research 
propositions on this important topic. 

PROPOSITION 1: IT IS DIFFICULT FOR MOST CONSUMERS 
TO RELY ON DIRECT OBSERVATION IN FORMING STORE 
PRICE IMAGES. THEREFORE, THEY RELY ON INDIRECT 
CHANNELS OF INFORMATION, INCLUDING ADVERTISING. 
First, most consumers visit only a small subset of 
the available stores (Food Marketing Institute 
1984), making it hard to have current price data on 
a large number of stores. Second, consumers may 
not attend to prices in the stores they do visit 
(Wells and LoSciuto 1966). Third, even consumers 
who pay attention to the prices in a store may have 
little idea how these prices compare to those in 
their "regular" store (e.g., Dietrich 1977). 
Finally, consumers may have difficulty assessing a 
store's overall economy, since most stores' prices 
are inconsistent. Brown and Oxenfeldt (1972) found 
that even in stores with below average overall 
prices, 35% of products were priced above average. 
Buyukkurt (1983) discovered that con~s faced 
with many varied prices use shortcuts in judging a 
store's price level (e.g. counting the number of 
discounted prices vs. calculating total market 
basket savings). 

Since it is hard for consumers to make accurate 
observations of stores' overall price levels, it 
seems likely that they rely on indirect sources of 
information, such as word of mouth and advertising. 
Lynn (1981) found that over 60% of consumers listed 
newspapers as their primary source of retail price 
information. 

PROPOSITION 2: IT IS HARD FOR CONSUMERS TO JUDGE 
A STORE'S OVERALL PRICE LEVEL BASED ON THE FEW 
PRICES INCLUDED IN A RETAIL AD. As suggested 
earlier, many consumers cannot recall products' 
regular prices. Their recall is poor enough for 
items they regularly purchase; however, retail ads 
often depict the prices of brands most consumers 
don't normally buy. Dietrich (1977) found that 
consumers could accurately recall only 18% of such 
prices. Further, it is not known whether most con
sumers view advertised items as isolated 
"specials", or whether they also use them to draw 
inferences about the prices of unadvertised pro
ducts. 

PROPOSITION 3: RETAIL ADS WHICH STATE "REFERENCE" 
PRICES IN ADDITION TO SALE PRICES ARE MORE 
EFFECTIVE IN SHAPING THE STORE'S OVERALL LOW PRICE 
IMAGE. Again, studies show (Dietrich 1977) that 
many consumers do not carry around such reference 
prices in their memories. Also, research indicates 
that consumers perceive greater savings on adver
tised products when reference prices accompany sale 
prices (e.g., Bearden, et al 1984). However, many 
retail advertisements do not state reference prices 
(Dietrich 1977). ---
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PROPOSITION 4: AN AD'S EFFECTIVENESS IN SHAPING A. 
STORE'S PRICE IMAGE DEPENDS ON WHICH PRODUCTS' 
PRICES ARE ADVERTISED. Several authors have specu
lated consumers may use certain products as indices 
of a store's overall price level (e.g., Gabor 
1973). Buyukkurt (1983) speculated that such pro
ducts may be frequently purchased, very stable in 
price, etc. However, the existence and charac
teristics of such "index" products has not been 
empirically examined. 

PROPOSITION 5: CONSUMERS RELY HEAVILY ON AN AD'S 
NON-PRICE CUES WHEN TRYING TO ASSESS A STORE'S 
PRICE LEVEL. Research in psychology (e.g., Hammond 
1955) and marketing (Cohen 1972) shows that when 
humans must assess a hard-to-observe variable, they 
are likely to rely on easily observed cues believed 
to be associated with this variable. Thus, con
sumers having difficulty assessing a store's price 
level may look for non-price cues by which to judge 
it. Both Brown and Oxenfeldt (1972) and Buyukkurt 
( 1983) found a perceived relationship between a 
store's price level and its other characteristics 
(for example, its decor). 

PROPOSITION 6: THE CUES WHICH SHAPE STORE PRICE 
IMAGE ARE NOT NECESSARILY RELATED TO STORE PRICES; 
THE CHOICE OF CUES IS BASED MORE ON CONSUMERS 1 PRE
CONCEPTIONS THAN ON THEIR EXPERIENCE. Experimental 
subjects generally do a poor job of assessing 
correlation, being influenced more by their precon
ceptions than by actual correlation in the data 
(Jennings, et al 1982). Consistent with this, 
Cohen (1972) reports that cues used in consumers' 
judgments are sometimes completely useless. 
Specifically, Brown and Oxenfeldt (1972) found that 
the cues used to form store price images are often 
unrelated to actual prices. 

PROPOSITION 7: CONSUMERS WITH A LOW LEVEL OF 
INVOLVEMENT (WITH SHOPPING, PRICES OR BOTH) ARE 
MORE STRONGLY AFFECTED BY INDIRECT CUES REGARDING 
STORE PRICES THAN MORE HIGHLY INVOLVED CONSUMERS. 
Petty and Cacioppo (1983) report that uninvolved 
consumers tend to be particularly susceptable to 
"peripheral" advertising cues. In addition, unin
volved consumers process information in a super
ficial way: Petty and Cacioppo's uninvolved 
subjects were more influenced by the number of 
arguments than by their cogency; similarly, unin
volved consumers might be more influenced by the 
number of ostensibly low prices in an ad than by 
the legitimacy of each product's supposed discount. 
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CONSUMER SATISFACTION WITH THE AUTOMOBILE INDUSTRY 

Vinod K. Thukral, Tulane University 
Ravi Parameswaran, Oakland University 

Abstract 

In this study recent car buyers' 
satisfaction with the automobile industry 
is examined. The satisfaction literature 
is reviewed and Lundstrom and Lamont's 
discontent scale is adopted for the data 
collection. The findings suggest that 
buyers are generally satisfied with car 
manufacturers but dissatisfied with car 
dealers' service departments and their 
selling techniques. The respondants also 
felt that there are too many styles and 
types of automobiles to choose from. 
Specific sources of discontent are 
identified. 

475 



POSITIONING: ANOTHER LOOK 

Susie Simon, Dobbs Houses Inc, and Ernest F. Cooke, Memphis State University 

INTRODUCTION: The Positioning concept introduced 
over ten years ago, is not clear or well defined. 
Professionals in marketing frequently refer to 
Positioning but rarely use it in a universally 
understood context, Academicians tend to apply the 
term hand-in-hand with classical Market Segmentation 
and Product Differentiation or occasionally use Pos
itioning to describe spatial models and clustering 
techniques related to forecasting and new product 
development. Advertising agencies sell Positioning 
as an innovative technique to be used to psyche con
sumers into believing what the marketers wants the 
person to perceive about his product, particularly 
compared to other products. Recognized marketing 
authorities either interpret and relabel Positioning 
relative to their own theories, ignore or deny its 
existence as a new or innovative concept, or loosely 
apply it to a myraid of marketing related situa
tions. Determining Positioning's place as a stra
tegy begins with a look at the evolution of the term 
and its relevance to well-established concepts, 

REVIEW: The SO's are called the Product Era, epito
mized by hard sell with emphasis on the unique fea
tures or benefits of the product (Trout & Ries, 
1972). Technological advances coupled with increas
ing competition forced marketers to search for ways 
to build market share and increase penetration. From 
the Fifties comes the now-classic article by Smith 
discussing the roles of Market Segmentation and 
Product Differentiation as strategic alternatives. 
Smith (1956) thought of Market Segmentation as the 
merchandising alternative where the marketers and 
the manufacturers adjusted a marketing mix to 
satisfy consumers, Demographic, geographic, and 
psychographic research were the keys to determining 
consumer needs. Product Differentiation was defined 
by Smith as taking a homogenous product and using 
heavy advertising to tell the consumer how this pro
duct is different, better than all the competitive 
products. Smith suggests that these two strategies 
are nearly inseparable, and could be used simul ta
neously; although, in his opinion, the most effec
tive application is sequential. 

The Sixties were labeled the Era of Creativity where 
image was the buzzword and the company was nearly as 
important as the product (Trout & Ries, 1972), 
Competition became fierce and many markets stabi
lized as more product life cycles entered the mature 
stage. The Seventies focused on strategy and began 
the Positioning Era. In a three-part series in 
Advertising ~ in 1972, Ries and Trout introduced 
this new concept, In modern American society, they 
contended, there existed too many products, too many 
companies, and too much noise and clutter. 
Consumers were so bombarded with advertising messa
ges that this overcommunication led to mass sensory 
overload. Positioning was not what to do to a pro
duct, but what you do to the mind of the consumer. 
As they said, "the basic approach of positioning is 
not to create something new or different, but to 
manipulate what's already up there in the mind" 
(Ries and Trout, 1981). According to them in a 
fiercely competitive market, a company is foolish to 
go head-to-head with the leader. They recommended 
that through careful research and definition the 
company find a position that has strong consumer 
appeal and be first in that position. 
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Maggard (1976), thought that this was a repackaging 
of the old standbys-market segmentation and product 
differentiation-with a heavy emphasis on image 
importance, As an umbrella term, Maggard agreed 
positioning was acceptable, but as an innovation it 
missed the mark, McCarthy ignored the idea comple
tely until 1978 when he included "product posi
tioning" in Basic Marketing, Barnett (1969) had 
already written about product positioning in much 
the same terms as McCarthy but called it Product 
Segmentation which is the same as Benefit 
Segmentation (Haley, 1968). Kotler (1980) waited 
until 1980 and then discussed Competitive 
Positioning, defined as "a general idea of what kind 
of offer to make to the target market in relation to 
what the competition offers," Ray (1973) explained 
that a product's position consisted of appeals or 
characteristics to be communicated to target 
segments, and that the development of various com
puter models supported the validity of this theory. 
He pointed out that the Fishbein-Rosenberg model, 
combined an overall weighting of consumer percep
tions of important product characteristics with a 
specific weighting of brand preferences. Stefflre 
( 1968) wrote on advertising's importance and found 
that similar products tended to substitute for and 
compete with each other, therefore splitting the 
purchase. However, advertising, Stefflre said, can 
create in the mind of the consumer distinct dif
ferences between competitive brands through the use 
of selective attribute emphasis and clever creative 
ad copy, If successful, advertising can fit the 
product to the consumer. AI though not Positioning, 
this is similar to Trout and Ries. 

Brand personality or how people feel about a brand 
rather than what the brand does is currently being 
discussed by Madison Avenue ad agencies as the 
"elisive quality that separates exceptional adver
tising from ordinary" (Abrams, 1982) Some call it 
brand character or imagery, and others say it's this 
year's term for positioning, However, most agree 
with Purdy (1982), creative director of Young and 
Rubicam, who says "In today' s marketplace, product 
categories are packed with competitive entries that 
seem, for all practical purposes, to be very much 
alike , , , the most distinctive thing about a brand 
may well be its personality," Ennis (1982) in 
Advertising ~ says "there are so many interpreta
tions and usages of the concept of Positioning that 
the expression has been relegated to a catch-all 
phrase to cover virtually any aberration in a 
brand's approach to its market," To Ennis all types 
of positioning are marketing tools to be chosen and 
impiemented on the basis of the product and its 
marketing environment. Where the product fits into 
the environment on the basis of "marketable dif
ferentiation" determines which types of positioning 
are necessary. Ennis has effectively combined both 
the product and the consumer's perception into his 
explanation of positioning, Aaker & Shansby (1982) 
admit that positioning means different things to 
different people including what Cooke (1984) has 
defined as segmentation, positioning and differen
tiation. 
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MODERATING EFFECT OF EXCELLENCE 
ON PREDICTION OF VOTING INTENTIONS1 

By 

Sadrudin A. Ahmed 
Faculty of Administration 

University of Ottawa 

Abstract 

The study examined the moderating effect of 

Excellence personality scale on the cognitive 

consistency between attitude and bahavioral 

intention. Analysis showed that respondents who 

scored high on Excellence had a stronger correla

tion between attitude and intention to vote for an 

energy supply measure than respondents who scored 

low. It is, therefore, speculated that Excellence 

has potential as a segmentation variable for 

marketing complex, high involvement policy issues. 
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APPLYING MARKET RESEARCH TO A SERVICE ORGANIZATION: 
A CASK STUDY OF THE UNITED WAY OF GREATER K.ICHHOND, VIRGINIA 

Dennis R. McDermott, Virginia Commonwealth University 

Abstract 

The United Way of Greater Richmond, Virginia 
recently sponsored a market research project 
designed to assess the public's general percep
tions of United Way, importance ratings of tasks 
and services United Way performs, knowledge and 
attitudes regarding United Way's performance, 
donation-related behavior and motives, and demo
graphics. The data, based on 1, 120 completed 
employee questionnaires from 15 major employers, 
are analyzed relevant to United Way's future 
marketing eff arts regarding market segmentation, 
product and service offerings, and promotional or 
educational programs. Key differences regarding 
potential and existing contributors to United Way 
are highlighted based on a profile of those aged 
35 or over compared to those under 35. 

Survey Results 

Approximately 80 percent of the 1,120 respondents 
either agree or strongly agree that UW assists 
those in need, volunteers should be involved, UW 
appreciates contributions, and UW strengthens the 
community. In addition, some 85 percent to 90 
percent of the respondents feel positively that UW 
should tell potential users about available ser
vices and where to go for them, as well as to ask 
donors about needed services. The highest nega
tive feelings relate to UW suggesting appropriate 
amounts to contribute and giving to religious 
groups. Some 81 percent of the respondents feel 
favorably about donors having the ability to 
specify to which agency or service their donations 
should be allocated. Services to the elderly, 
child welfare services, and family counseling ser
vices are rated as being most important by the ma
jority of the respondents. The widespread percep
tion exists that community volunteers best reflect 
community views regarding allocating UW funds, but 
only 23 percent have the correct perception that 
volunteers determine which agencies UW will fund 
and how much money each receives. Overall, 
roughly one-half of the respondents are either 
fairly satisfied or very satisfied with the way UW 
performs its functions, allocates funds among ser
vice agencies, and raises money, while some 20 
percent are dissatisfied, and approximately 30 
percent indicate a "don't know" response. Of the 
total sample of respondents, 83 percent revealed 
they contributed some amount to United Way in the 
past twelve months, with 60 percent of the total 
giving less than $100, 12 percent from $101 to 
$200, six percent from $201 to $300, and five 
percent over $300. Helping other people, their 
employer expecting them to donate, and the fact 
that it makes them feel good are the most
mentioned reasons for the respondents' donating to 
UW. The major reasons for not contributing to UW 
include they either could not afford or were not 
asked to contribute, they already gave to another 
charity, or they felt excessive pressure from 
their employer to contribute. Of the demographics 
obtained in the survey, age was determined by the 
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chi-square test to be most significant as an 
indicator of a typical respondent's overall 
perceptions and support of UW. General percep
tions of younger employees are more likely to be 
negative regarding UW, and the type of services 
they rate as more important do not coincide with 
ratings of the older employees, as the younger 
employees preferred services consisting of re
creational, educational, community action, employ
ment, and housing services and programs. 

Research Implications 

Regarding employees aged 35 or over, the data in
dicate a generally supportive set of attitudes and 
donation patterns toward UW. Ways to maintain 
loyalty among these employees include matching the 
services rated as most important by these donors, 
consisting of services to the elderly, child wel
fare services, family counseling services, and 
services for the poor and needy, to the primary 
offerings supported by UW. In addition, a better 
understanding should be emphasized regarding 
first, the quality of services offered; second, 
the role that community volunteers have in making 
all major policy decisions; third, the efficiency 
of UW as related to how much of each dollar con
tributed actually gets passed on to a service 
agency; fourth, the donor option policy of allow
ing the contributors to specify which service 
agency, if any, they would prefer their donation 
support; and, fifth, ensuring more communication 
in the work-place to increase the number of con
tacts and solicitations made by UW's volunteers 
employed by their firm or organization. Employees 
under 35 are more likely to express concern about 
UW's efficiency, to feel pressured into giving, 
and would feel better about giving if they knew 
more about UW. To this segment, services in the 
recreation, education, community action, health 
research, employment, housing and day care areas 
are rated as being important. Due to the future 
importance of this younger segment, strategies to 
educate these employees regarding UW's structures, 
operations, and services would seem necessary. An 
obvious alternative to accomplishing these ends 
would be to more actively recruit younger em
ployees as UW volunteers as members of the UW 
Board of Directors or key committees. In addi
tion, younger employees could be the UW repre
sentatives at the work-place who.could communicate 
to their peers the UW message. 



THE EFFECT OF ACTUAL AND PERCEIVED 
TIME AVAILABILITY ON VOLUNTARISM 

Lyaette S. Unger, Miami Uaiversity 

Abstract 

This study investigates the relatioaship betweea 
actual time availability and perceived time avail
ability to hours voluateered oa aa individual 
level of aaalysis. A direct relatioaship was 
hypothesized for both variables, given that time 
is the curreacy oae pays for the rewards of 
voluateering. Neither hypothesis was supported, 
with actual time unrelated aad perceived time 
negatively related to voluntarism. 
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THE U.S. ~~RKET FOR COMPUTER SERVICES 

Andrew C. Gross, Cleveland State University 

Abstract 

This paper reports on the results of a major sur
vey of the U.S. computer services industry which 
is one of the largest and most important service 
industry in the nation. The key forces, both eco
nomic and technical, which affect the industry are 
identified. Major marketing opportunities and spe
cific niches are still available as the industry 
is fragmented. Four major segments exist; data 
processing; software; professional consultancy; 
and turnkey systems. While end users' needs are 
quite diverse, competitive strategies for creating 
new customers and forging loyalty bonds with exist
ing ones can be implemented. Extent of interaction 
with clients, degree of customization, and pricing 
methods are key variables. 
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ON IMPROVING MEASURE QUALITY BY ALTERNATING LEAST SQUA~ES OPTI~ffiL SCALING 

Greg J. Lessne, Uni.versity of Rhode Island 

Abstract 

This paper presents a discussion of principal com
ponent analysis by alternating least squares opti
mal scaling (PRINCIPALS) and its application to 
measure development. 

PRINCIPALS was presented by Didow et al (1985) as 
being capable of improving measure quality. The 
present paper presents a discussion of the approach 
advocated by Didow et al (1985) and should prove 
useful to those contemplating the use of PRINCI
PALS .in measure development. The data presented 
by Didow et al (1985) provide a basis for the 
discussion which follows. 

Two examples were presented by Didow et al (1985) 
each having as dependent measures the tripartite 
components of attitude (affect, belief and behav
ioral intention). In both examples, a principal 
component analysis (with a vari.max rotation) was 
presented which did not provide total support for 
the convergent and discriminant validity of the 
measures. This was demonstrated by the fact that 
a number of variables loaded heavily on components 
which they were not intended to measure. Cronbach's 
coefficient alpha for four of the six measures was 
reported as failing to indicate sufficient reli
ability for basic research. The authors proceeded 
to rescale the data by applying the PRINCIPALS 
algorithm and presented the factor loadings and 
coefficient alphas for the new "optimal scale 
values". The resultant factor loading matrices 
and coefficient alphas demonstrated a greater 
degree of convergent and discriminant validity and 
reliability. This apparently makes the point that 
PRINCIPALS is capable of improving the reliability 
and validity of deficient data. 

The driving force behind PRINCIPALS is to give the 
data the appearance of being reliable and valid. 
This is accomplished by rescaling the original 
values so as to "maximize the variance explained 
by a one-component principal component analysis" 
(Didow et al 1985, p. 34). PRINCIPALS will result 
in larger coefficient alphas and "cleaner" factor 
structures. Unfortunately, the goal of the method 
is not to create new scales which best capture the 
attitudinal state of the respondents. PRINCIPALS' 
major shortcoming resides in the manner in which 
it is virtually unconcerned with creating scales 
which mirror the sentiments of the respondents. 
Therefore, it's ability to truly increase the 
validity of measures is greatly hampered. 

The Tab le presents the original 1-7 scale values 
and PRINCIPALS "Optimal Scale Values" (OSV's) for 
two measures of affect, AFFl and AFF5. Responses 
one through five for AFF5 were all collapsed to a 
common value of 2.999. PRINCIPALS' rescaling 
would lead one to believe that there is no differ
ence in the attitudinal state of a respondent who 
indicated 1 on AFF5 and a respondent who indicated 
2, 3, 4 or even 5. Evidence of the fact that the 
respondents did not differentiate between the first 
five response categories would be required to 
legitimately allow such drastic rescaling. PRINCI-
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PALS, however, is not motivated in this manner. 

TABLE 
SELECTED OPTUffiL SCALE VALUESa 

Original Optimal Scale Values 
Values AFFl AFF5 

1 -3.211 2.999 
2 4.482 2.999 
3 4.482 2.999 
4 5. 713 2.999 
5 6.312 2.999 
6 6.460 6.042 
7 6.829 7.648 

a(Didow et al 1985, p. 35) 

PRINCIPALS rescaled AFFl in a manner drastically 
different than AFF5. One might maintain that such 
differences are not problematic; that the original 
Likert scale data were ordinal and therefore any 
rescaling which maintained order is appropriate. 
However, the authors point out that analytical 
results based on the rescaled data are likely to 
differ from results obtained from the original 
data. The burden of proof is on the advocates of 
PRINCIPALS to demonstrate that the rescaled values 
are indeed more appropriate measures of the re
spondents' sentiments than are the original values. 
For AFFl this would mean that if a respondent 
chose response category number two s/he did not 
mean to be one unit from Strongly Agree and five 
units from Strongly Disagree but rather 7.693 units 
from Strongly Agree and 2.347 from Strongly Dis
agree. PRINCIPALS would thus transform the 
original "agree" response to "disagree". In this 
sense the algorithm acts as if it knows the re
spondents' attitudes better than the respondents 
do. This is a most unfortunate aspect of the 
method. 

PRINCIPALS only improves the apparent reliability 
and validity of the data by a rescaling approach 
which is not concerned with capturing the true 
sentiments of the respondents. The meaning of the 
rescaled values must therefore be viewed with much 
susp1c1on. PRINCIPALS is basically an approach 
which is concerned with the cosmetic appearance of 
the data. Such concern for the superficial will 
not serve to improve the quality of measures. 
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ATTITUDE SCALES: SHOULD WE SYSTEMATICALLY IGNORE 
POSITION LABELING AND ORDER EFFECT? 

Robert C. Greene, Jr., University of Arkansas 

Abstract 

The use of scales to measure attitude strength 
and/or polarity is an accepted practice in 
marketing as well as other social sciences. 
Often these scales. are systematically reversed 
by shifting the polarity labels. Scales may 
also be presented alternatively with other 
types of scales. This paper presents an 
empirical study of the effects of these 
practices. 
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Al'I El<FICIENT HETHOD FOR l)JW!\I.OPI"lG TAILORHADE SEMANTIC 
DU'FERENTIALS FOR SPECIFIC Sl'fALL BUSINESS CONTEnT AREAS 

Robin T. Peterson, New Hexico State Universitv 

Abstract 

s~all business researchers are in need of means of 
ileveloping scales for inclusion in semantic differ
ential nuestionnaires that are hi<;;h in validitv. 
Some researchers utilize generalized scA.les, but 
these may not be appropriate for a particular popu
lation under study or object that is evaluated; A 
technique exists that can provide indices of vali
rlity with a l'linimum expenditure of tine anr1 effort. 
1'his manuscrint indicates how this techniaue can he 
emnloyed hy smA.ll business l'tanagers anrl. rese:trchers. 

Introduction 

Hanv Sl'lA.ll businesses can make use of I'leasures of 
customer, non-custol'ler, employee, ani! general public 
attituiles toward the business, its nronucts ann ser
vices, and its practices. These measures are of 
substantial value in formulating both strate«ies anrl 
tactics in gener2l managel'tent, hul'lan resource manap;e
JTlent, anrl !'larketinR. The semantic differential is 
a vRluahle tooJ for smaller enterprises' attitude 
measurel'lent efforts, hecause it has been widely used 
ani! validated and is simple and inexPensive to ad
l'linister, However, some firms are not able to select 
scales f'or this instrument in the manner el'tployen by 
larger col'tpanies ann consultants because of insuf
ficient funds, talent, tiTTle, or other resources. 
This l'lannscriot indicates a l'teans of overcol'ting this 
obstacle. 

Problel'l 

Axiomatically, the validity o".any semantic differ
ential attitude measurel'tent attemPt is highly 
dependent upon the l'leaningfulness of the particular 
scqles chosen for inclusion on the face of the in
strnl'lent. The scales should accurately elicit the 
subjects' affective connotations of the object that 
they are to evaltiate. There is a need for l'tetho
dologies which enable researchers to ascertain what 
bipolar adjectives should he selected and which to 
rf'ject. 

One techniC1ue for selecting scales is simoly to 
borrow thel'l from the outout of other research en
deavors. The classic Osgood et. al, (1957) listed 
a nn'l!beJ:- of scales that manifeste;:trelatively high 
factor loading in studies conducterl hy thel'l and by 
other researchers. The consistent large 1'tap:nituc1.es 
of these loadings across multiple studies have led 
sol'te researchers to speculate as to whether or ·not 
global, all-pervasive scales exist that can be 
applied to different groups of subjects and/or to 
r11verse ohiects--oroducts, p:roups oF emoloyees, 
~omnanies, arlvertisements, etc. Some researchers 
have taken the position that the scales are all
enco!'lpassing. They have adopted for their own 
!'leasnre1'1ent purposes those scales producing hip;h 
factor loadings in Osgood et. al. and other factor 
analyses. -- --
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This practice dates hack to the 1960's. According 
to Mindak (1961): 

In attempting to set up standardized 
scales, certain researchers have concen
trated on the classic list of fifty 
word-pairs, factor analyzed hy Osgood. 
This direction offers comnarative oossi
bilities anrl a hope of generalized attitude 
scales. In rating TV commercials Burleigh 
Gardner of Social Research, Inc,, consis
tently uses thirty word-pairs with heavy 
factor loadings on evaluation, activity, 
strength, etc. 

Another early user of' the standardized scales was 
Endler (1961). In a study of chan~es in meaning 
during psychotherapy, he emPloyed nine scales that 
Osgood et. al. had isolated in factor analytic stu
dies. These-were not tested, other than through 
face validity checks, for their relevance to the 
particular inquiry that was undertaken. 

The practice of borro-v1ing scales has not rlisa-ppeared 
from the research scene. Martin ann Bellizzi, in 
an analysis of congruous relationships hetween self
images anc1 product images, used 22 scales whicl1 
Dolich eMployed in a similar stur'ly (1969). The 
scales were picked to represent several of the 
different underlying dimensions of meaning pre
viously documented in the work hy Osgood ~ ~ 

Holbrook and Moore used canonical correlation to 
construct product spaces for objects with known 
feature structures (1982), Subjects were asked to 
rate pictures of sweaters on 20 semantic differ
ential scales, The selection of scales by the 
researchers vras based on the evaluation--activity-
potency factor loadings reportec:l hy Osgood et. al. 
Fifteen additional scales ,.,ere included, ha.sen upon 
suggestions raised hy inforl'lal intervie~vs with fi f
teen respondents who were asked to provide reactions 
to samples of real sweaters. 

In other cases, researchers have borrowecl scales 
from other studies. The rationale is that the stu
dies were sufficiently si!'lilar to permit valid 
generalization froM one to another. Dwyer and 
Ttlalker, in a study of bargaining in an asvmmetrical 
power structure, w'>ed scales (1981) which Fere 
adopted from those developed hy Scott for Measuring 
morale (1967). The reliabilities of the scales 
were.assessed by Dwyer as a device for measuring 
morale, hut not for other types of attitude assess
!'lent (1 980). 

In another instance nf borrowed scales, Luncstrom 
and Ashworth studied customers' perceptions o" 
saleswomen in the automotive industry (1982). A 
set of self administered semantic differ~ntial 
scales was used to measure perceptions of women 
automobile sales representatives by buyers, on per·· 
son.qlity, task and evaluative variables. The scales 
el'lployed were developed by Robertson anrl Hackett 
(1977) in their generalized study of saleswomen, 



AN ASSESSMENT OF THE EQUALITY OF SEMANTIC AND PERCEPTUAL 
RELATIONSHIPS BETWEEN TWO SCALING FORMATS 

Taylor E. Little, Jr., Georgia State University 

Abstract 

This research extends the comparison between the 
Stapel and Semantic Differential scaling formats to 
include multiple objects, interitem covariance 
matrices, interpretation of extracted factors, and 
perceptual spaces. It is recommended that the 
methodologically simpler Stapel scaling format not 
be substituted for the Semantic Differential 
scaling format when the purpose of a study is to 
either identify and interpret the dimensions of a 
semantic space, or to describe the location of the 
objects in a product space. 
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THE IMPACT OF ALTERNATIVE RATING PROCEDURES ON 
THE MEASUREMENT OF STORE IMAGE: AN EXPERIMENTAL STUDY 

Bob T. W. Wu, Bowling Green State University 
Susan M. Petroshius, Bowling Green State University 

Introduction 

This study examined the effect of two different 
rating procedures on the measurement of store 
image and on the magnitude of the halo effect 
present in the ratings. One rating procedure re
quired subjects to evaluate alternative objects, 
one at a time, on various attributes. The other 
rating procedure required subjects to evaluate 
all stores on one attribute, then all stores on 
another attribute and so on until all attributes 
were exhausted. In addition, the impact of 
familiarity of the stores on the halo effect was 
examined. Specifically, the following hypotheses 
were investigated: 

1. The rating procedure that requires subjects 
to rate a store on all attributes at a time 
will be significantly different from that of 
ratings from the alternative procedure which 
requires subjects to rate all stores on one 
attribute at a time. 

2. The rating procedure that requires subjects 
to rate a store on all attributes at a time 
will exhibit a higher halo effect than the 
alternative procedure which requires subjects 
to rate all stores, one attribute at a time. 

3. The more familiar the subjects are with the 
store, the lower the halo effect will be. 

Methodology 

The procedure involved subjects rating each of 
ten stores on 20 attributes using one of the two 
alternative measuring instruments. The ten 
stores used in the study were screened from a 
pilot study to ensure that the majority of sub
jects would have some knowledge of the stores. 
The final sample of stores used in the study 
included a variety of discount and department 
stores located in the area of research. The 20 
attributes examined were determined by the pilot 
study and a review of past store image studies. 
While trying to keep the number of attributes to 
a minimum to prevent the procedure from being 
excessively long, attributes were selected that 
would tap different dimensions of store image 
and yet be relevant for all the stores being 
evaluated. 

The actual procedure consisted of randomly 
dividing 86 male and female student subjects into 
two groups. One group received the measuring 
instrument requiring them to rate all attributes 
for one store before moving to the next store 
(high halo procedure). The second group received 
the instrument which required subjects to rate 
all stores on one attribute before moving to the 
next attribute (low halo procedure). All 
subjects were requested to rate the ten stores on 
the 20 attributes using a 7-point Likert scale. 
In addition, subjects were requested to: (1) 
indicate the number of times within the last 12 48S 

months that they visited each of the ten stores, 
on a S-point scale ranging from no visits to over 
24 visits; and (2) indicate their familiarity 
with each store on a 6-point scale ranging from 
extremely familiar to not at all familiar. 
Both the shopping experience and self report 
familiarity rating were jointly used to measure 
the concept of familiarity. 

Results 

The results revealed there were no significant 
differences in ratings between the two rating 
instruments at the .OS level across any of the 
ten stores. Thus, hypothesis one was not sup
ported by the data in this study. Further, the 
second hypothesis that suggests that a high halo 
procedure will generate a high halo effect was 
also not supported by the data. Finally, the 
influence of familiarity with store on halo 
effect was not conclusive in this study. Since 
shopping experiences and perceived familiarity 
with stores were not subjected to the experi
mental manipulations, they were treated as 
covariates in the analysis of variance. For 
those stores where these two covariates were not 
statistically significant, the F values and 
corresponding probabilities from ANOVA without 
covariates were examined. Four out of ten stores 
resulted in significant joint covariate effects 
at the .OS level. For those stores with a 
significant familiarity-shopping experience joint 
effect, Pearson correlation coefficients cal
culated to determine the direction of the impact 
revealed that the effect was consistently posi
tive for perceived familiarity but inconclusive 
for shopping experience. In other words, the 
more familiar the subjects were with the store, 
the lower the halo effect shown. Therefore, 
hypothesis three was partially supported by the 
results of the study. 



THE EFFECT OF APPEALS ON SURVEY FOLLOW-UP MAILING RESPONSE BEHAVIOR 

Allen E. Smith, Florida Atlantic University 
Daulatram B. Lund, Iowa State University 

Abstract 

The purpose of this study was to test the effect 
of five different appeals on follow-up mailing 
response rate, response speed, and response 
completeness. Analysis of variance results 
indicated that the effect of different appeals 
was statistically significant on response speed, 
but not on response rate and response 
completeness. 

Introduction 

Roscoe, Lang, and Sheth (1975 p.20) concluded 
that "while there is a general consensus that 
any follow-up or prodding generates additional 
response, there is little agreement about the 
relative effectiveness of different follow-up 
procedures." The purpose of this study is to 
determine which follow-up letter appeals 
facilitate responding. Four appeals and a 
control message were tested. 

Previous work by Childers, Pride, and Farrell 
(1980) and Houston and Nevin (1977), provide the 
theoretical base for the utilitarian and 
egoistic appeals. Comments obtained from focus 
group and pretest panelists provided the impetus 
to differentiate the general from the specific 
appeal. The specific appeals differ from the 
general in that the former presents and 
describes the specific ways by which research 
findings are distributed to key people. The 
latter appeal does not. 

Control: If you have already completed and 
returned this survey, please reconsider. 

Utilitarian-general: YOUR ASSISTANCE IS NEEDED. 
If you have not already completed and returned 
this survey, please reconsider. Your attitudes 
and opinions can provide information that 
contributes to understanding how the community 
can be better served by local business and 
professional organizations. 

Utilitarian-specific: YOUR ASSISTANCE IS NEEDED. 
If you have not already completed and returned 
this survey, please reconsider. Your attitudes 
and opinions can provide information that 
contributes to understanding how the community 
can be better served by local business and 
professional organizations. For example, 
seminars, consultations, and educational 
programs are continually being given to 
manufacturing executives, retail store owners, 
real estate people, chamber of commerce members, 
and professional service providers (e.g., 
hospital administrators, doctors, lawyers, tax 
preparers, dentists, etc.). 

Egoistic-general: YOUR OPINIONS ARE IMPORTANT. 
If you have not already completed and returned 
this survey, please reconsider. It's important 
for you to express your opinion so local 
business and professional people will know the 
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types of products, services, and facilities 
which would best serve you. 

Egoistic-specific: YOUR OPINIONS ARE IMPORTANT. 
If you have not already completed and returned 
this survey, please reconsider. It's important 
for you to express your opinion so local 
business and professional people will know the 
type of products, services, and facilities which 
would best serve you. For example, seminars, 
consultations, and educational programs are 
continually being given to manufacturing 
executives, retail store owners, real estate 
people, chamber of commerce members, and 
professional service providers (e.g., hospital 
administrators, doctors, lawyers, tax preparers, 
dentists, etc.). 

Findings 

The follow-up study was conducted in the spring 
of 1984 in several South Florida suburban cities. 
The follow-up mailing was sent two weeks after 
the initial mailing and included a 
questionnaire, the appropriate cover letter, and 
a postage-paid business reply envelope. 

Response Rates. The follow-up mailing generated 
only 63 returns (7.4%). Statistically (at 
p<=.05) there was no difference in the follow-up 
mailing response rates due to different cover 
letter appeals. 

Response Speed. The results indicate that the 
follow up mailing response speed is 
significantly (at p=.0018) affected by the type 
of cover letter appeal used. A least 
significant difference (at p=.05) analysis of 
response speed means indicated that the effect 
of only the egoistic-specific appeal was 
significantly different; the effect of all other 
appeals on response speed was on a par. 

Response Completeness. The results indicate 
that the effect of different types of appeals on 
follow-up mailing response completeness was 
statistically not significant. 

Conclusions 

The results of the analyses indicated that the 
type of appeal in the cover letter did not 
affect follow-up mailing response rate and 
response completeness, but significantly affect 
response speed. The egoistic-specific appeal 
generated slower responses to the follow-up 
mailing than other appeals considered in the 
study. 



COMPONENTS OF JOB SATISFACTION RELATED TO 
INTENTIONS TO LEAVE: A STUDY OF THE PURCHASING PROFESSION 

James R. Lumpkin, Baylor University 
Lawrence B. Chonko, Baylor University 

Abstract 

Research has related job satisfaction to employee 
turnover in the purchasing profession. However, 
little research has been done to establish which 
aspects of job satisfaction contribute to this 
turnover. This research reports on a survey of 
almost 400 purchasing executives nationwide and 
establishes a link between intention to leave and 
the components of job satisfaction. 

Employee turnover has been frequently 
investigated as a dependent variable in 
organization research (e.g., Staw 1984). Most of 
this research has employed attitudinal variables 
such as job satisfaction to account for variance 
in the turnover criterion. Many of these studies 
point to the consistent, although weak impact of 
job satisfaction as a predictor of turnover 
(Price and Mueller 1981; Michaels and Spector 
1982; Mobley 1982; Steers and Mowday 1981). 
Other research has suggested that intentions to 
leave may be a b~tter predictor of turnover than 
job satisfaction (Atchison and Lofferts 1972). 
Researchers following this approach argue that an 
employee's intention to leave may be the next 
step after the experienced dissatisfaction. In a 
study of salespeople, Donnelly and Ivancevich 
( 1975) reported a positive relationship between 
dissatisfaction and intention to leave. 
Similarly, Busch and Bush (1978) reported that 
female sales people were slightly less satisfied 
with their jobs than their male counterparts, but 
more inclined to leave, although no direct test 
of this relationship was provided. 

Recently, Parasuraman and Bower ( 1983) reported 
that approximately one third of purchasing 
executives surveyed appeared ready to switch 
fields. They found that propensity to leave the 
field of purchasing was related to selected 
personal and job factors, including an overall 
measure of job satisfaction. While consideration 
of overall job satisfaction in the decision to 
stay with an organization is important, such a 
measure offers little insight into the roots of 
dissatisfaction. Knowing that a purchasing 
executive is dissatisfied and ready to leave does 
not tell us why he/she is dissatisfied. 
Consequently, little can be done in an effort to 
retain his/her services. To answer these 
questions, it is necessary to take a closer look 
at aspects of the work situation and job 
satisfaction as they relate to a purchasing 
executive's intention to leave. The purpose of 
this paper is to examine the relationship of 
several aspects of job satisfaction with 
purchasing executives' intentions to leave. The 
purpose of this paper is to examine the 
relationship of several aspects of job 
satisfaction with purchasing executives' 
intentions to leave the organization. 
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Methodology 

The Sample 

The data for this study was gathered via a mail 
questionnaire sent to a random sample of 1000 
purchasing executives. A total of 395 
questionnaires were returned for a response rate 
of 39.5%. 

The sample included purchasing executives from a 
wide range of industries including government and 
all sizes of organizations. Fifty-two percent of 
the sample reported only one purchasing agent in 
their organization while 14 percent had 6 or 
more. Forty-four percent of the respondents 
represented organizations with 500 or fewer 
employees and 34 percent had over 2000. Finally, 
54 percent of the organizations represented had 
annual sales revenues of $100 million or less 
while 20 percent had sales of $1,000 million or 
more. 

Data Collection Instrument 

As part of a larger study, the purchasing 
officers were asked to rate their job 
satisfaction on a 91 item scale using a five
point agree/disagree format. The scale is based 
on the one developed by Churchill, et al. (1974) 
for salespeople and was slightly modified for 
purchasing executives. The satisfaction scale 
consists of statements that indicate satisfaction 
or dissatisfaction with specific aspects of the 
purchasing executive's work environment and 
includes seven components--the job itself, 
coworkers, supervision, company policy and 
support, pay, promotion, and suppliers and 
salespeople. A detailed discussion of the 
measurement of job satisfaction is beyond the 
scope of this paper. Interested readers can 
consult Smith, Kendall and Hulin (1969), Futrell 
( 1979) and Futrell and Parasuraman ( 1984) . The 
scale allows for obtaining scores for each 
purchasing executive on each component. A factor 
analysis and subsequent measurement of internal 
consistency (Cronbach's (1951) Alpha Coefficient) 
indicated the scale works as well for purchasing 
executives as with salespeople (Churchill, et al. 
1974). Table 1 shows the alpha coefficients for 
each of the seven job satisfaction components. 

Intention to leave was measured on a five-point 
scale from "not at all" ( 1) to "A very great 
extent" (5) in response to the question "To what 
extent are you presently seeking to change 
employers?" In order to determine the 
relationship between intention to quit--a 
precursor to turnover--and the seven job 
satisfaction components, regression was used with 
intention to. quit as the dependent variable. 
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THE ENVIRONMENT - ORGANIZATION INTERFACE: THE IMPACT OF 
OPERATING ENVIRONMENT ON DISTRIBUTION ARRANGEMENT 

OF FIRMS IN DEVELOPING ECONOMIES 

Rowland C. Chidomere, North Carolina A&T State University 

Abstract 

It has been suggested that an effective market
ing strategy is one in which organizational 
arrangements and practices are matched with en
vironmental opportunities. Despite the impor
tance of marketing in the third world nations' 
quest for development, few researchers have 
investigated empirically the appropriateness of 
existing marketing strategies. Furthermore, 
previous research has failed to establish the 
nature of relationship between the environment 
and the design of the channel for distribution 
of most products in developing countries. This 
paper examines the channel of distribution for 
household appliances in Nigeria, and assesses 
the extent to which the organizational structure 
of the firms is influenced by the environment in 
which they operate. 

Introduction 

In recent years, the continued realization of 
the importance of marketing in the growth of 
third world's economy has precipitated research 
designed to understand more clearly, the nature 
of the relationship between the environment and 
the organization of marketing firms in these 
economies (Douglas 1971; Douglas and Wind !973-
1974; Wadimambiaratchi !965; Kaynak 1980; Nwa
ogwugwu 1979; Chidomere 1984). These studies 
suggest that the environment in developing 
nations contains certain operating conditions 
that limit the scope of the marketing institu
tions' activities, and affect their organization
al structure. However, as pointed out by Kaynak 
(1980), the precise nature of the relationship 
between environmental factors and the marketing 
system remains a matter of speculation. The 
research reported here is designed to aid market
ing practitioners and international marketers 
(I) understand the nature of these relationships, 
in order to maintain their functional as well 
as operational viability by adapting to environ
mental changes; (2) appreciate what has to be 
done to change the underlying factors; and (3) 
design marketing strategies more suitable for 
their requirements. 

Specifically, the purpose of this study is to 
explore the relationship between selected en
vironmental factors and the organizational 
structure of household appliance distributors 
in Nigeria. It investigates the relationship 
between economic, socio-cultural, technological 
factors and such organizational structural 
arrangements as the product assortment and market 
coverage. 

Background and Previous Research 

This section presents the theoretical justifica
tions for the variables to be examined, and re
views previous studies which employed these 
measures. The independent variables are discuss-

Economics 

The characteristics and development of the market
ing organizations for household appliances in 
Nigeria has been mostly influenced and conditioned 
by two economic factors: the source of manufac
tured goods, and the disparities in the rural-ur
ban dichotomy. With a limited number of manufac
turers for these products in the country, there 
is a strong dependence by distributors on multi
national corporations for their stock. The 
foreign-based supply system, controlled by the few 
importers, is often blamed for the low and sporadic 
supply of household appliances in Nigeria. This 
situation, often aggravated by stringent govern
ment foreign exchange policies and import controls 
(U.S. Department of Commerce, 1982), has created 
a seller's market for these products in this eco
nomy. Another majoreconomic factor shaping the 
development of the marketing system in Nigeria is 
the sharp disparities between the rural and urban 
population structure. Despite the large rural mar
ket (over 60 percent of the total population), 
demand for appliances has been dominated by the 
urban segment. Such facto~ as low income level, 
low per capital consumption, and lack of electri
city supplies have persistently precluded rural 
population as a potential market for these pro
ducts. This economic dualism results in a highly 
fragmented market system with little opportunity 
or incentive to develop large-scale operations 
(Kaynak 1982, p. 17). 

For this study, the economic environment is oper
ationalized as the level of demand, capital, and 
inventory supply. The level of demand is 
measured in terms of units of products sold in the 
last accounting period; capital is measured in 
terms of availability and rate of utilization of 
sources of funds; while inventory supply includes 
the number and closeness of suppliers, as well as 
the level of inventory computerization. 

Socio-Cultural 

Such basic social and cultural factors as law 
value custom and more have been documented as 
having influence on the structure of any organi
zation existing within them. According to Walters 
and Berqiel (1982), consumer expectation of pro-
duct quality and services, and government 
regulations exert indirect influence on channels 
of distribution and often determines the prero
gatives of management in the marketplace. For 
this study, the socio-cultural evironment is 
operationalized as government regulations and con
sumer expectations. These were measured in terms 
of level of existence and enforcement of regula
tions, and the level of consumers' expectations 
of product availability, services, and price. 

Technology 

ed first, followed by discussions of the organi- In the context of marketing, technology consist~ zational structure variables. 490 of the modes and the procedures by wh1ch marketing 



inputs are used to create customer utility and to 
create a sale (Etgar 1977). Technology is con
sidered increasingly important as a determinant 
of structure and functioning of a market system. 
Inadequate transport, communication, and storage 
facilities contributes to the lag in advanced 
marketing activities in most developing countries, 
including Nigeria. The existence of gaps in 
communication between these firms and the consu
mers (mostly" in rural areas) would affect their 
ability to shift toward broader geographic dis
tribution, and therefore, impact on their opera
tions. For this study, technology is operation
alized as communication and physical transfer 
facilities. These were measured in terms of the 
extent of their availability, and the rate of 
their usage. 

Structural Variables 

As stated at the outset, this study examines the 
impact of three factors - economic, socio-cultural, 
and technology - on product assortment and market 
coverage. Several alternative measures of product 
assortment exist including width-category of pro
ducts in each category; and depth - the number of 
items carried or available for sale. Market 
coverage has been described as (I) gaining the 
optimum volume of sales obtainable in the market 
in which the company is operating; (2) securing 
a reasonable market share, and (3) attempting 
satisfactory market penetration. For this study 
product assortment and market coverage are con
ceptualized as described above. 

Hypotheses 

The research hypotheses are designed to address 
the two research questions. First, do environ
mental factors such as economics, technology, 
society, and culture affect a firm's organiza
tional structure? Secondly, to what extent are 
specific environmental conditions such as economic, 
social and technological patterns associated with 
the nature of product assortment, and the extent 
of market coverage of firms in Nigeria? 

An experimental design is used to determine the 
extent of the relationship between the variables 
and the measures. The null hypothesis of no sig
nificant difference is tested as follows: 

There exists no relationships be 
tween the development in technology, 
and such firms' organizational struc
tures as product assortment. 
There exists no relationship between 
the development in technology, and 
such firms' organizational structures 
as the extent of market coverage. 
There exists no relationship between 
socio-cultural environment, and such 
firms' organizational structure as pro
duct assortment. 
There exists no relationship between 
the socio-cultural environment, and 
such firms' organizational structure 
as the extent of market coverage. 
There exists no relationship between 
the economic environment, and such 
firms' organizational structure as the 
extent of market coverage. 491 

Methodology 

Measurement 

As previously discussed, several measures of pro
duct assortment commonly employed are utilized in 
the present study. These include: category of 
product carried; types of products in category; 
and the number of items carried or available for 
sale. Four variables were used to measure market 
coverage: geographic dispersion, scale of opera
tion, speed of product delivery to customers, and 
type of customers. (Douglas 1976; Khandwalla 1974) 

Research Design 

The data for this study were collected from firms 
involved in the distribution of air conditioners 
and refrigerators in Nigeria. The research ques
tionnaire was divided into two sections. In the 
first section, the firms were asked some background 
questions. Also included in this section were 
questions designed to determine the level of cus
tomer expectations of the firms' products and ser
vices, the extent of availability, and the rate of 
usage of communication and physical transfer faci
lities, the types of inventory systems and ware
house facilities used, and the extent of existence 
and level of enforcement of government regulations. 
In the second section of the questionnaire, the 
firms were requested to rate the extent to which 
they perceive the environment to be influencing the 
product assortment and market coverage of the firm, 
using a 5-point Likert summated rating scale {!
strongly agree, 5-strongly disagree). 

Data Analysis 

The extent of relationship between the environment
al variables, product assortment, and markets was 
examined using canonical correlation coefficient; 
canonical weights; and the Stewart and Love's re
dundancy index (Alpert 1972; Alpert and Peterson 
1972; Zarrel and Durrand 1975; Jackson 1983). 

In the second stage of the analyses, the responses 
to the perceptual measures were factor analyzed. 
Each set of data was analyzed using principal com
ponent factor analysis with varimax rotation. 

Results 

The result of the analysis of the relationship be
tween the economic variables, the product assort
ment and market coverage measures are presented in 
Table I . Of the six linear combinations formed in 
the canonical correlation, three are significant 
beyond the .05 level. The rank order of the con
tributions to the relationship in the predictor set 
are the rate of usage the various sources of fund, 
the number of firms' sup pi iers, and the number of 
units sold by the firms. These are associated 
with the number of models in the product lines, 
the number of units available for sale, and the 
percentage of electric-operated air conditioners 
and refrigerators in the product lines. Table I 
also shows that four combinations between the 
economic variables and the market coverage measures 
are significant beyond the .05 level. The number of 
firms' suppliers, the extent of availability 



of funds, the location of major suppliers, 
exclusively outside the country of operation, 
are associated with the extent of local opera
tions, the extent of emphasis placed on price, 
the number of firms' locations, and the extent 
of geographic operations. 

Table I 

Results of Canonical Analysis for the 
Economic Variables, Product Assortment, 

and Market Coverage Measures 

Predictor Set 
Economi Variables 

I. Extent of availa-
bility of funds 

2. Rate of usage of 
sources of funds 

3. Number of firm's 
suppliers 

4. Extent of warehouse 
usage (public) 

Canonical 
Weights 

-.072(-.125) 

.566( .149) 

.444(-.333) 

.125( .334) 
5. Location of the firm's 

suppliers within the 
country of operation -. 126 ( .224) 

6. Extent of demand for 
firm's product .428( .167) 

Redundancy Coefficient .290( .337) 

Criterion Set Canonical 
Product Assortment Heights 
I. Number of units 

available for sale .366 
2. Number of models in 

the product line .457 
3. Percentage of elec-

tric operated air 
conditioners and 
refrigerators in the 
product I i ne .512 

Redundancy Coefficient .432 

Market Coverage 
I. Extent of geographic 

Loadings 

.149(.175) 

.316( .291) 

.587(-.448) 

.132 ( .538) 

.034( .364) 

.432 ( .287) 

Loadings 

.192 

.319 

.433 

operations .335 .215 
2. Number of locations .411 .512 
3. Extent of emphasis 

placed on marketing 
activities -.035 -.215 

Redundancy Coefficient .425 
Canonical Correlation Coefficient .05 
Total Percentage of Squared Loadings 100% 

) Canonical analyses of economic variables and 
market coverage measures. 

The analysis of the relationship between the 
technological variables and product assortment 
measures presented in Table 2 indicates that two 
of the four canonical correlation coefficients 
formed from the linear combinations are signifi
cant. The extent of availability of carriers 
and communication facilities, and their rate of 
usage are associated with the number of products 
available for sale and the percentage of electric 492 

operated refrigerators in the product line. Pre
dictor variables are associat4d with the number of 
firms locations and the extent of firms geograph
ic operations. 

Table 2 

Result of Canonical Analysis for the Technological 
Variables, Product Assortment, a~ Market 

Coverage Measures 

Predictor Set -
Technological Var. 

Canonical 
Weights 

I. Extent of availa-
bility of communica-
tion facilities -.514 (-.359) 

2. Rate of usage of 
communication facili-
ties -.389 (-.206) 

3. Extent of availabili-
bility of carriers .331 .515) 

4. Rate of usage of 
carriers .413 .672) 

Redundancy Coefficient .199 .320) 

Criterion Set -
Product Assortment 
I. Number of units avail-

able for sale -.499 
2. Number of models in 

the product line .028 
3. Percentage of elec-

tric air conditioners 
and refrigerators in 
the product line .313 

Redundancy Coefficient -0-

Market Coefficient 
I. Extent of geographic 

operations .435 
2. Number of locations .350 
3. Extent of emphasis 

placed on marketing 
activities -.208 

Redundancy Coefficient .176 (.229) 

Loadings 

-.391(-.322) 

-.293(-.125) 

.416( .377) 

.380( .425) 

-.269 

.299 

.121 

.182 

.262 

-.198 

Canonical Correlation Coefficient .05 
Total Percentage of Squared Loadings 100% 

) Canonical analysis of technological 
variables and market coverage 

Of the three linear combinations that were formed 
from the socio-cultural variables and the assort
ment structure measures, two are statistically 
significant. The rank order of the weights for 
the socio-cultural variables contributing to the 
relationships (Table 3), is the level of enforce
ment of government regulations, and the level of 
importance of consumers' expectations. These are 
associated with the assortment structure measure 
of the number of products available for sale. 
In the second analysis, the level of importance 
of consumers expectation associated with the mar
ket coverage measures of the number of firms' 
locations and the percentage of sales to sub
wholesalers in the urban areas. 



Table 3 

Results of Canonical Analysis for the Socio
Cultural Variables, Product Assortment, 

And Market Coverage Measures 

Predictor Set -
Socio-Cultural Var. 

Canonical 
Weights Loadings 

I. Extent of existence 
of government regula-
tions .148 (.221) .206(-.138) 

2. Level of enforcement of 
government regulations -.429(-.854) ~169(-.450) 

3. Level of importance of 
customer expectations .429( .881) .303( .744) 

Redundancy Coefficient .294(.299) 

Criterion Set -
Product Assortment 
1. Number of units .729 
2. Number of models in the 

product line -.040 
3. Percentage of electric 

operated air condition
ers and refrigerators 
in the product line .444 

Redundancy Coefficient .124 

Market Coverage 
I. Extent of geographic 

operations .480 

.548 

-.174 

.194 

.ll3 

2. Number of locations .576 .670 

3. Extent of emphasis 
placed on marketing 
activities -.413 -,216 

Redundancy Coefficient .114 
Canonical Correlation Coefficient .05 
Total Percentage of Squared Loadings= 100% 

( ) Canonical analyses of socio-cultural varia
bles and market coverage 

Table 4 shows the results of the factor analyses 
of the firms' perceptions of the influence of 
economic, technology and socio-cultural factors 
on-their product assortment and market coverage. 
The findings. show that the lack of capital to buy 
products from suppliers is perceived by household 
appliance distributors as a major factor limiting 
the number of items available for sale. Also 
identified is the limitations imposed on the ex
tent and nature of products available by the in
adequate sources of supply. The delay in product 
arrival, mostly due to the location of major 
suppliers outside Nigeria, is perceived as contri
buting to the constant product stockouts. 
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Table 4 

Result of Factor Analyses of Distributors 
Perceptions of the Influence of Environmental 

Factors, on Their Product Assortment and 
Market Coverage 

Perceptual Measures Loadings 

l. Lack of capital to buy products from 
suppliers limit the number of items 
for sale. 

2. Number of products available for sale 
limited by insufficient credit line. 

3. Inadequate source of supply limits 
the variety of products for sale 

4. Delay in product arrival from suppliers 
cause shortage of products for sale. 

5. Inability to set up new facilities due 
to lack of capital. 

6. Restrict operations to urban areas to 
avoid the high cost of servicing rural 
markets. 

7. Distribution centers are restricted to 
areas with highest demand. 

8. Product delivery from suppliers-delayed 
by the lack of adequate motor carriers 
and/or railroad systems. 

9. Inadequate telephone and telegraph 
facilities to inform suppliers about 
sudden changes in consumer demand 

10. Variety of items for sale limited by the 
inability of suppliers to inform the 
firm about new products 

II. Setting up establishments only in areas 
with fast and dependable communication 
faci I ities. 

12. Concentrates operations in areas with 
mass communication media. 

13. Government regulates product safety. 

14. Suppliers are legally restricted to 
sell only on the condition that the 
firm purchases other products. 

15. Restricts product lines to products that 
are warranted by the manufacturers. 

16. Laws against resale restrictions prevent 
suppliers from stipulating where and to 
whom the products are sold. 

17. Rules and regulations set by some states 
prevent the firm from operating in those 

.39 

.28 

.69 

.43 

.54 

.47 

.48 

.55 

.43 

-.10 

.42 

.23 

.15 

-.07 

.26 

.25 

states. -.32 

As a result of inadequate source of capital supply, 
household appliance distributors in Nigeria limit 
the extent of their market coverages. Operations 
are mostly concentrated in urban areas, avoiding 
the higher cost of serving the less lucrative 
rural markets. The lack of adequate transporta
tion and communication facilities such as motor 
and railroad carriers, telephone, and telegraph 
also limits operations. Finally, consumer expec
tations of product and service availabilities 
featured more than government regulation and re
strictions in decisions concerning product quality, 
durability, and performance. 



Conclusions and Implications 

The primary objective of this study was to examine 
the nature of relationship between selected en
vironmental factors and the organizational struc
ture. The result of the analyses leads to the 
rejection of the six null hypotheses. This is 
congruent with the findings of previous research 
by Wadinambiaratchi (1965), DuBick (1978), Litvak 
and Banting (1968), Goldstucker (1968), and Doug
las (1975, and contradicts Douglas (1971), and 
Douglas and Wind (1973). 

The results of this research suggest sveral impli
cations for distributors in Nigeria and interna
tional marketers. First, in light of the limita
tions imposed of firms' operations by economic, 
technological, and socio-cultural factors, market
ing programs should be designed more efficiently 
using the existing resources. Larger firms with 
higher borrowing abilities may seek out more ave
nues for additional funds. 

In presence of inadequate funds, household appli
ance distributors in Nigeria should enhance the 
level of services by seeking stronger distributor 
support from the manufacturers. Such supports 
could include increased discounts, more credit, 
training of firms' salespeople, fairer policy of 
adjustment and returns, and other essential tech
nical and non-technical supports. 

Due to the dissimilarity in buying practices be
tween the urban and rural segments of the popula
tion, new marketing policies should be formulated 
or existing ones reinforced to accommodate the 
need in both market segments. For example, exist
ing product lines could be altered to reflect the 
demand for gas-operated air conditioners and re
frigerators in the rural market. Significant 
changes could be made in the nature of operation 
to facilitate product deliveries to both areas. 
Such changes should include the use of more know
ledgeable salespeople to maintain frequent contact 
with the customers, increase in the use of exist
ing physical distribution facilities to speed up 
deliveries to both urban and rural markets and 
the establishment of service centers in rural 
areas to provide product information and services 
to customers in this segment. Lastly, customer 
confidence in the quality of the products and 
their patronage of the distributors could be in
creased using product warranties, more liberal 
refund policies, and exchange for defective pro
ducts. 

Particularly for international marketers, the small 
number of suppliers, the inadequate inventories 
and constant product stockouts found among firms 
in Nigeria due to low avialability of funds and 
insufficient product supplies is significant. It 
points out th8 necessity to provide local warehous
ing facilities or extend long-term credits to en
able the distributors provide these. Provision of 
product discounts may also encourage these inter
mediaries to carry larger inventories. As an 
alternative, higher product availability could be 
assured by establishing branch sales office, 
branch plant assemble operations, or if possible, 
wholly owned manufacturing subsidiaries. 

Finally, the finding showing a high segmentation 
of the consumers into urban markets is useful to 
international marketers. Products must be designed494 

to fit such technical specifications as laws and 
power usage, and/or modified to reflect the demand 
requirements of the market. Promotion and distri
bution activities must be designed with the con
sideration of reaching both urban and the inherent 
large rural market. 
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