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Chapter 1
Metagenomics as a Tool for Enzyme Discovery:
Hydrolytic Enzymes from Marine-Related
Metagenomes

Ana Popovic, Anatoly Tchigvintsev, Hai Tran, Tatyana N. Chernikova,
Olga V. Golyshina, Michail M. Yakimov, Peter N. Golyshin, and
Alexander F. Yakunin

Abstract This chapter discusses metagenomics and its application for enzyme
discovery, with a focus on hydrolytic enzymes from marine metagenomic libraries.
With less than one percent of culturable microorganisms in the environment,
metagenomics, or the collective study of community genetics, has opened up a
rich pool of uncharacterized metabolic pathways, enzymes, and adaptations. This
great untapped pool of genes provides the particularly exciting potential to mine
for new biochemical activities or novel enzymes with activities tailored to peculiar
sets of environmental conditions. Metagenomes also represent a huge reservoir of
novel enzymes for applications in biocatalysis, biofuels, and bioremediation. Here
we present the results of enzyme discovery for four enzyme activities, of particular
industrial or environmental interest, including esterase/lipase, glycosyl hydrolase,
protease and dehalogenase.

Keywords Metagenome • Gene library • Gene discovery • Enzyme screening •
Hydrolase

1.1 Introduction to Metagenomics and Its Applications

Prokaryotes constitute the largest fraction of individual organisms on Earth,
accounting for up to 108 separate genotypes, with conservative estimates of up
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2 A. Popovic et al.

to 52,000 microbial species residing in just one gram of soil, and several hundred
to several thousand species in just one millilitre of sea water (Simon and Daniel
2011; Roesch et al. 2007; Kemp and Aller 2004; Ravenschlag et al. 1999; Schloss
and Handelsman 2005). Less than one percent of these microorganisms, however,
are culturable in the laboratory, and amenable to traditional experimental studies
(Giovannoni et al. 1990). Through the advent of metagenomics, we are just now
starting to gain insight into the rich microbial worlds thriving within distinct
habitats. One of the first heralded successes of metagenomics was the discovery of
bacteriorhodopsin in marine bacterioplankton (Beja et al. 2000). This chapter gives
an overview of the importance and applications of function-based metagenomic
studies, and describes enzyme screening of metagenome libraries and findings to
demonstrate what metagenomes have to offer.

1.1.1 Metagenomics and Its Approaches

Metagenomics is the study of community genetics through the extraction and direct
analysis of environmental DNA, most often via creating large or small insert DNA
libraries transformed into E. coli as a surrogate host. It allows us to circumvent
the problems associated with culturing environmental bacteria and to study the bio-
diversity and biogeochemical roles of the communities through sequence analysis
and function-based enzyme screens (Fig. 1.1). The increasingly more accessible
and economical Next-Generation Sequencing platforms and continuous advances
in computational biology allow us to analyse ever larger sets of sequence data,
but prediction and annotation of new genes still relies on sequence similarity
to already characterized genes and pathways in the public databases (GenBank,
UniProt, KEGG, etc.). As a result, 40–50 % of genes in genomes are routinely
labelled as “hypothetical” or proteins of unknown function (Koonin and Galperin
2003; Ferrer et al. 2007; Pelletier et al. 2008). In this scenario, function-based
metagenomics is invaluable. The magnitude of microbial and protein diversity of
marine metagenomes was demonstrated by two landmark papers by Venter et al.,
which together revealed over 500 new species, over 6 million protein encoding
genes, and almost 2000 new protein families with unknown function (Venter
et al. 2004; Yooseph et al. 2007). A more recent high-throughput metagenomics
project identified over 27,000 putative carbohydrate-active genes in the cow rumen
metagenome and demonstrated the presence of glycosyl hydrolase activity in 51 of
90 tested proteins.

The experimental approaches of functional metagenomics include developing
new cultivation methods, meta-transcriptomics, meta-proteomics, meta-metabolo-
mics, and enzyme screening (Rondon et al. 2000; Ferrer et al. 2007; Simon and
Daniel 2011; Uchiyama and Miyazaki 2009). The enzyme screening approach
involves gene expression and directly assaying metagenomic gene libraries for
the ability to modify or hydrolyze a specific chemical substrate. Most often, this
means expressing metagenomic enzymes from native or inducible promoters in E.
coli and detecting enzymatic activity using chromogenic or insoluble substrates in
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Fig. 1.1 Overview of sequence-based and functional metagenomics

agar (Rondon et al. 2000). An alternate approach is to clone environmental DNA
fragments into a lambda phage-based expression vector and to screen for particular
enzymatic activities directly on phage plaques (Ferrer et al. 2005). Enzymatic
screening of metagenome libraries allows mining for new enzyme activities, and
offers the possibility to discover novel families of enzymes with no sequence
similarity to previously characterized enzymes found in BRENDA or Uniprot. It
also offers an immense repository of new enzymes with an incredible variety of
characteristics evolved to accommodate the unique environments that the microbes
reside in.

Screening of metagenome gene libraries has greatly expanded the number of
novel enzymes, including over 130 new nitrilases and many cellulases, carboxyl
esterases, and laccases (Robertson et al. 2004; Lorenz and Eck 2005; Beloqui
et al. 2006). Recently, metagenomes of several extreme environments have also
been explored and revealed a rich biochemical diversity of enzymes adapted to
function under extreme conditions, such as low or high temperatures, low or high
pH, and high salt concentrations (Ferrer et al. 2007). Biochemical and structural
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characterization of these enzymes revealed different molecular mechanisms of
adaptation to extreme environmental conditions (Feller and Gerday 2003; Olufsen
et al. 2005; Siddiqui and Cavicchioli 2006). The potential for enzyme discovery in
metagenomes has not gone unnoticed in the industrial sector, and several companies
such as Diversa, Genencor International (now part of DuPont), Henkel, Degussa
(now Evonik Industries), among others, have already made efforts in this area
(reviewed by Lorenz and Eck 2005). The efforts will only increase as comparative
studies have shown that replacing conventional industrial processes with enzymatic
processes in a multitude of industries have indeed lead to savings and cleaner
production (reviewed by Jegannathan and Nielsen 2013, of Novozymes).

1.1.2 Metagenomics and Enzyme Discovery

Examples of industries which employ enzymatic processes include pulp and paper
production, household detergent production, the textile industry, food and beverage
industries, animal feed production and biodiesel production, among others (Jimenez
et al. 1999; Nguyen et al. 2008; Hemachander and Puvanakrishnan 2000; Saeki et al.
2007; Aly et al. 2004; Osma et al. 2010; Okamura-Matsui et al. 2003; Gado et al.
2009; Monsan and Donohue 2010; Hernández-Martín and Otero 2008). Novozymes,
which holds a 48 % share of the global market for industrial enzymes, has reported
enzyme business sales up by 5 % in 2013, at 1574 million euros, with the strongest
sales to household care (including most importantly detergents) and bioenergy
industries. They also calculated that customers saved approximately 52 million tons
of CO2 (editor Bedingfield 2013). In the trend toward alternative, cleaner, cheaper
and more efficient processes, the potential for enzyme application is great.

Cold-active enzymes offer particular advantages in the household cleaner and
food industries, including primarily energy savings compared to traditional high-
temperature processes, both for consumers, in the case of detergents marketed
for cold-water cleaning, and manufacturing processes (Cavicchioli et al. 2002).
These enzymes maintain high levels of activity and specificity, and many have
the convenient property of being thermolabile, allowing for easy inactivation prior
to subsequent processing steps. As a result of their inherent flexibility, in order
to remain active and mobile at low temperatures, they have been proposed as
candidates for organic synthesis in non-aqueous or mixed aqueous-organic solvents,
where the absence of water stabilizes and inhibits activity of many mesophilic
enzymes. Similarly halophilic enzyme instability in aqueous low salt environments
has made them attractive for non-aqueous synthesis (van den Burg 2003; Sellek
and Chaudhuri 1999; Cavicchioli et al. 2002). Marine environments offer an ideal
opportunity to sample microbial communities which have evolved to thrive at both
cold temperatures and hypersaline conditions.

The Earth’s biosphere is predominantly aqueous (70 % water) and cold (around
5 ıC). Marine microorganisms that are able to grow at low temperatures have
evolved different adaptation mechanisms to survive under these conditions.
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Temperature is one of the most important factors for enzyme activity as the
reaction rate can be reduced 30–80 times when the temperature drops from 37
to 0 ıC (Lonhienne et al. 2000). To explore the biochemical diversity of marine
metagenomes, we have screened twelve metagenomic libraries from a diverse set of
marine-related environments for one or more of the following hydrolytic functions:
esterase/lipase, glycosyl hydrolase and protease, which have applications in one or
more of the industries listed above, and lastly dehalogenase, which together with the
above mentioned enzyme activities, plays an important role in bioremediation and
detoxification of halogenated organic pollutants (Brisson et al. 2012; Jegannathan
and Nielsen 2013).

1.2 Metagenome Gene Library Preparation

1.2.1 Environments and Library Preparation

Immense sequence diversity has so far been documented in environmental
metagenomes, suggesting significant metabolic and biochemical variety as well
(Dinsdale et al. 2008; Yooseph et al. 2007). To exploit this diversity, we selected
a set of marine-related metagenomes to search for cold-active and salt-tolerant
esterases, lipases, proteases, glycosyl hydrolases and dehalogenases.

We sampled 12 marine-related environments, from communities thriving under
extreme anoxic deep sea conditions (Urania, Kryolo, Medee, Rimicaris Gill
and Gut) or extremely low pHs (Vulcano), to various regions associated with
heavy industrialization and oil-contamination of the Mediterranean or Barents
Sea (Messina, Milazzo, Priolo, Haven, Kolguev, Murmansk). As examples of the
environmental diversity, the Rimicaris Gut and Gill libraries were prepared from
dense bacterial communities inhabiting Rimicaris exoculata shrimp, which lives
on chimney walls of hydrothermal vents in the Mid-Atlantic ridge, over 3 km
beneath the surface (Williams and Rona 1986). The Haven library, though, is
derived from samples of tar collected on the coast of Genoa, Italy, where the
Amoco Milford Haven tanker exploded in 1991 releasing thousands of tonnes of
crude oil. The temperatures of all of selected environments range from 3 to 15 ıC
and water salinity ranges from 3.1 to 3.8 %. Selected communities were treated for
1 month with phenanthrene and pyrene (Milazzo, Messina) or crude oil (Kolguev,
Murmansk), prior to extraction of large molecular weight DNA.

Two types of metagenomic libraries were prepared from the marine samples—
large DNA insert (40,000 bases) fosmid libraries and small DNA insert (4000–7000
bases) lambda phage libraries, using commercially available kits (Epicentre’s
CopyControl Fosmid and Stratagene’s, now Agilent’s, Lambda-ZAP). The names
and descriptions of the 12 metagenomic libraries are provided in Table 1.1.
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Table 1.1 Metagenomic libraries prepared and screened for enzyme activity

Metagenomic library FosmidTotal clones Lambda-ZAPTotal clones Notes

Contaminated source

Kolguev
Island

N/A 100,000 Crude oil-degrading
psychrophilic
community; Barents Sea

Port of
Murmansk

N/A 100,000 Crude oil-degrading
psychrophilic
community; Barents Sea

Milazzo
enrichment

50,000 2400 Marine-based
enrichment cultures with
phenanthrene and
pyrene; Mediterranean
Sea

Messina
enrichment

21,000 1000 Marine-based
enrichment cultures with
phenanthrene and
pyrene; Mediterranean
Sea

Priolo
sediment

3000 40,000 Anoxic community,
heavy industrialization
and crude/refined oil
contamination; harbor of
Priolo Gargallo, Italy

Haven
sediment

9200 25,000 Petroleum
contamination; harbor of
Arenzano, Italy

Specialized environment

Rimicaris
exoculata
gut

11,100 150,000 Deep sea shrimp
metagenome;
Mid-Atlantic Ridge

Rimicaris
exoculata
gill

20,000 350,000 Deep sea shrimp
metagenome;
Mid-Atlantic Ridge

Urania
basin
interface

N/A 100,000 Deep hypersaline anoxic
lake; Mediterranean Sea

Kryos brine
interface

9300 620,000 Deep hypersaline anoxic
lake; Mediterranean Sea

Medee
basin
interface

18,432 N/A Deep hypersaline anoxic
lake (salinity
170–190 g/l);
Mediterranean Sea,
Cycloclasticus
naphthalene enrichment

Vulcano
acidic pool

3456 N/A Enrichment made from
acidic pool sand/gravel;
Mediterranean Sea
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1.2.2 Advantages and Disadvantages of Large and Small DNA
Insert Libraries

Each of the two types of metagenome gene libraries (large DNA insert fosmid
libraries and small DNA insert phage libraries) offers particular advantages and
disadvantages. Although the lambda phage libraries may be converted to phagemid
clones and screened as colonies, one of the biggest advantages to the phage is
lysis of E. coli cells at the end of the infection cycle and release of translated
metagenomic proteins to the extracellular matrix, and consequently the substrate.
Lambda phage are stable for long periods, both at �80 ıC and at 4 ıC, and
library contamination with other laboratory strains is a smaller concern due to the
specificity of the host–virus interaction. Perhaps most importantly, toxic effects of
metagenomic enzymes generally do not pose problems as they would in cell-based
libraries, since gene expression in cells is only driven during the short interval of
viral infection. In addition, the lambda libraries, although containing small inserts
of on average 4–8 kilobases (4–8 genes), have IPTG-driven expression which allows
for higher concentrations of metagenomic proteins. This is important for phage
screening, since there is only a short window of infection (approximately 50 min
for a wildtype lambda virus) during which the metagenomic genes can be expressed
prior to cell lysis. In screening phage, it is possible to screen large numbers of
clones (600–2000 per 10 cm plate, depending on the substrate) very quickly and
easily. Because the enzyme is released to the extracellular matrix upon cell lysis,
the activity is often seen earlier than with fosmid libraries.

Alternatively, the large insert libraries have the advantage of just that—the
presence of a longer metagenomic DNA insert. In some cases, more than one gene
is required for activity or correct expression and folding of the enzyme of interest,
and fosmid libraries offer the advantage of screening larger gene clusters (up to
50 genes), in many cases entire operons. In the particular cases of two esterases
we have identified during functional screening, we have also found predicted lipase
chaperones immediately downstream of the active genes. Sequencing the genetic
neighbourhood of an active fosmid clone can also offer hints about the native
metabolic role of the enzyme in question, and more accurately predict the taxonomy
of the source organism. Finally, vectors used for cloning large-insert DNA fragments
are typically low copy which, unless induced by engineered copy-control, minimize
effects of toxic genes (Taupp et al. 2011) and allow basal expression levels
from native promoters, avoiding inclusion body formation often associated with
overexpression in E. coli.

1.3 Agar-Based Enzyme Screens for Hydrolytic Enzymes

Agar plate-based screening of metagenomic libraries provides a direct and simple
approach to mine for industrially useful enzymes that function under diverse
conditions—low temperature, extreme pH, nonaqueous, anoxic, hypersaline, among
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Fig. 1.2 Agar-based enzymatic screening of metagenomic libraries. Panels show positive hits on
fosmid or phage library screens as follows: (a) Glycosyl hydrolase positive fosmid (i) and phage
(ii and iii) clones screened on carboxymethyl cellulose. (b) Skim milk screens for protease and
glycosyl hydrolase activities, on fosmid libraries with and without a pH indicator (i and ii), and
on phage libraries (iii). (c) Esterase or lipase positive fosmid (i) and phage (ii) hits screened on
tributyrin. (d) Lipase positive fosmid (i) and excised phagemid (ii) clones screened on olive oil. (e)
Fosmid clones positive for dehalogenase activity

others. This method has successfully produced a large number of novel esterases,
lipases, proteases, glycosyl hydrolases, laccases, and other enzymes (Lorenz and
Eck 2005; Ferrer et al. 2009; Steele et al. 2009). Below we describe the five screens
we have used to screen up to 100,000 clones per experiment using Lambda-ZAP
or over 6000 clones for all activities using fosmid libraries. Examples of enzyme
screens and positive clones are shown in Fig. 1.2.

1.3.1 Esterases and Lipases

We use two substrates to screen for esterase and lipase activity. A commonly used
substrate for detection of esterase or lipase activity is the simple ester tributyrin.
To specifically detect lipase activity, we use olive oil, which is comprised primarily
of the long carbon chain (C >16) triglyceride esters oleic acid, linoleic acid and
palmitic acid. The screens are adapted from previously published protocols (Kok
et al. 1993; Kouker and Jaeger 1987).

In fosmid screens, the substrates, 1 % tributyrin and 3 % olive oil, are emulsified
with 0.5 % gum arabic in standard Luria-Bertani (LB) broth and agar plate media
containing appropriate antibiotics. The clones, containing metagenomic DNA, are
grown in LB in microtiter plates for several hours, plated on substrate plates using
96-pin or 384-pin replicators and incubated overnight at 37 ıC. Emulsified tributyrin
gives a turbid appearance to the plates, and hydrolysis by esterases or lipases is seen
as a clearing or halo around the colony, or plaque in phage screening (Fig. 1.2c).
In the case of olive oil plates, 0.001 % w/v Rhodamine B dye is also added to the



1 Metagenomics as a Tool for Enzyme Discovery: Hydrolytic Enzymes. . . 9

plates, and activity is detected as orange fluorescence under UV light (Fig. 1.2d),
presumably caused by formation of complexes of Rhodamine B molecules and the
hydrolyzed fatty acids (Kouker and Jaeger 1987). During phage screening, phage
clones are preincubated with host cells, added to several millilitres of soft LB-
agar containing emulsified tributyrin and gum arabic, and plated on LB-agar plates,
containing 1 mM IPTG, overnight at 37 ıC.

All plates are kept for an additional 2–4 days at room temperature to 37 ıC, and
monitored for positive clones.

1.3.2 Glycosyl Hydrolases

One rather simple color-based method to screen for glycosyl hydrolase activity uses
carboxymethyl cellulose as a substrate and Congo red dye as an indicator (adapted
from Teather and Wood 1982). In this assay, 0.3 % carboxymethyl cellulose is added
to conventional plate media (for fosmid screening) or to soft LB-agar (for phage
screening), and cells or phage are plated as described in the screen above. After 2–4
days, cellulose is stained with a 0.1 % Congo red solution, and unstained haloes are
observed around positive colonies (Fig. 1.2a).

1.3.3 Proteases

The skim milk-based agar screen has been proposed for detecting proteases in soil
metagenome libraries (Rondon et al. 2000). In these screens, 1 % skim milk is
added to LB-agar plates for colony screening, and 3–4 % skim milk is added to soft
LB-agar for phage library screening, as described for screens above (adapted from
Rondon et al. 2000). Activity is detected as a clearing in the turbidity (Fig. 1.2b),
as the protease degrades milk proteins, mostly caseins. Later, Jones et al. showed
that skim milk screens can also detect the metagenomic clones expressing glycosyl
hydrolases or releasing acid (Jones et al. 2007). Therefore, to some screens we have
added pH indicator dyes (0.5 mM phenol red and/or bromothymol blue) to increase
sensitivity and detect the acidic shift during hydrolysis of casein by proteases or
lactose by glycosyl hydrolases (Jones et al. 2007). In order to distinguish proteases
from glycosyl hydrolases, we rescreened positive clones from the skim milk assay
on plates containing X-gal. In pH based assays, including also the assay described
below for dehalogenases, however, we have found a higher tendency for false
positives, and positive clone genes must be further tested to ensure the enzymatic
activity is present.
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1.3.4 Dehalogenases

Detection of dehalogenase activity has been described using a variety of haloalkane
and haloacid substrates (Holloway et al. 1998). The basic concept involves freeing
the halogen (e.g. chloride or bromine) from the substrate and detecting the ensuing
pH change with an indicator dye, which results from haloacid formation (HCl, HBr,
etc.). The described agar based screen is set up in a similar way to those of the other
activities above with the following changes. Colonies or phage are plated on LB-
agar plates containing 0.5 mM phenol red and/or bromothymol blue pH indicator
dyes, but no substrates. After overnight incubation, or in the case of fosmid libraries,
possibly after 2–3 days of incubation, a mixture of melted 0.4 % agarose, 20 mM
EPPS buffer (pH 8.0) and a 2.5 mM combination of haloalkanes and haloacids,
such as bromoacetic acid, 3-bromo-2-methylpropanoic acid, iodoacetic acid, ethyl-
3-(bromomethyl)propanoate, 3-dibromopropanol, 1-iodopropane, is layered on top
of the colonies or phage. The plates are incubated at 30 ıC, and checked every few
minutes for colour change (Fig. 1.2e). The pH change on solid media is short lived
as a result of diffusion, therefore requires close monitoring.

In the above described screens, we have found phage particularly useful for
screens involving turbid substrates (tributyrin or skim milk), as well as color-based
end-point assays (such as the glycosyl hydrolase screen described above). Positive
plaques are difficult to spot in screens involving transient colour changes, such as the
dehalogenase screen. For these screens, liquid-based microplate assays with fosmid
or excised phagemid libraries are perhaps best.

1.4 Screening and Sequencing Results for Marine
Metagenome Libraries

1.4.1 General Functional Screening Statistics

Over 1.3 million clones from the 12 described marine-related metagenomic libraries
were screened for esterase/lipase, glycosyl hydrolase, protease and dehalogenase
activities, yielding 545 positive hits. Over half of these were putative esterases or
lipases identified with tributyrin screens, the quickest and most successful assay,
followed by glycosyl hydrolases, putative proteases or glycosyl hydrolases from
skim milk screens, and finally dehalogenases (Table 1.2). The tributyrin plate screen
for esterases and lipases is the most common metagenomic screen, which depending
on the metagenomic library has been reported to have a hit rate in the range of 1
positive per 5 to 4000 Mb of DNA screened (Lorenz and Eck 2005; Steele et al.
2009; Uchiyama and Miyazaki 2009). In our work, this screen produced 1 hit
per 9 Mb of screened DNA (Table 1.3), which is within the reported range. The
glycosyl hydrolase and dehalogenase screens produced comparable frequencies of
positive hits (1 hit per 28.4 and 23.9 Mb DNA, respectively). The highest frequency
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Table 1.2 Enzyme screening statistics for marine metagenomic libraries

Esterase/lipase Glycosyl hydrolase Protease Dehalogenase

Metagenomic library Screened Positive Screened Positive Screened Positive Screened Positive

Contaminated source

Kolguev (phage) 154,000 30 111,500 5 8200 6 – –

Murmansk (phage) 108,000 41 103,000 9 – – – –

Milazzo (phage) 20,000 8 15,000 0 24,000 0 – –

Messina (phage) 24,000 18 – – 25,000 3 – –

Priolo (phage) 118,500 5 54,000 0 – – – –

Haven (phage) 36,800 11 94,500 4 16,000 2 – –

Specialized environment

Rimicaris Gill (fosmid) – – 8400 27 8400 38 8400 17

Rimicaris Gut (phage) 137,500 7 – – – – – –

Rimicaris Gill (phage) 21,100 8 – – – – – –

Urania (phage) 90,800 36 130,000 5 – – – –

Kryos (fosmid) – – 3456 49 3456 16 3456 17

Medee (fosmid) 4992 147 4992 0 4992 1 4992 0

Vulcano (fosmid) 1920 32 3456 1 3456 2 3456 0

Total 717,612 343 528,304 100 93,504 68 20,304 34

Table 1.3 Frequency of positive hits (hit per Mb of DNA screened)a

Metagenomic library Esterase/lipase Glycosyl hydrolase Protease Dehalogenase

Contaminated environment

Kolguev (phage) 1/20.5 1/89.2 1/5.5 –
Murmansk (phage) 1/10.5 1/45.7 – –
Milazzo (phage) 1/10 0 0 –
Messina (phage) 1/5.3 – 1/33.3 –
Priolo (phage) 1/94.8 0 – –
Haven (phage) 1/13.3 1/94.5 1/32 –
Specialized environment

Rimicaris Gill (fosmid) – 1/12.4 1/8.8 1/19.8
Rimicaris Gut (phage) 1/78.6 – – –
Rimicaris Gill (phage) 1/10.5 – – –
Urania (phage) 1/10.1 1/104 – –
Kryos (fosmid) – 1/2.8 1/8.6 1/8.1
Medee (fosmid) 1/1.4 0 1/200 0
Vulcano (fosmid) 1/2.4 1/138 1/69 0
Total 1/9.1 1/28.4 1/16.2 1/23.9

aFor calculation of hit frequency, an average of 4000 bp/phage clone and 40,000 bp/fosmid
clone were used
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of positive esterase hits (1 hit per 1.4 Mb DNA) was obtained from the Medee
fosmid library, whereas the Kryos fosmid library produced the highest frequencies
of positive glycosyl hydrolase and dehalogenase clones (1 hit per 2.8 and 8.1 Mb
DNA, respectively) and the Rimicaris Gill and Kryos fosmid libraries revealed the
highest frequencies of positive hits on skim milk screens (1 hit per 8.8 and 8.6 Mb
DNA, respectively) (Table 1.3). In some libraries, the high frequency of positive
hits can be explained by the presence of multiple copies of a limited number of
positive genes (redundancy) as was revealed by DNA sequencing (see below), or
a high propensity for false positives in enzyme activity screens using transient pH
changes.

1.4.2 Clone Sequencing

Due to the size differences between phagemids (on average 4–7 kilobases) and
fosmids (on average 40 kilobases), we used different strategies for sequencing
the positive clones. Simple gene walking was used to sequence phagemids. This
approach, however, would have been tedious and impractical for fosmids. Fosmid
DNA samples were pooled into mixtures of 40–100 clones and submitted for Next
Generation sequencing by Illumina. The massive amount of sequence data obtained,
the substantial decrease in cost of this sequencing platform, and the increasing
number of companies offering the service have made this approach practical.
In theory, it is possible to obtain 1000� sequence coverage for samples of 500
pooled fosmids, assuming 200 million reads per lane (Genome Quebec, personal
communication), however one must keep in mind inevitable downstream problems
of contig assembly, including overlapping clones, underrepresented sequences,
short-sequence DNA repeats, or stretches of DNA inherently difficult to sequence.
For these reasons, we were relatively conservative in our DNA pool sizes. There
are a variety of assemblers for Illumina data (Velvet, ABySS, DNASTAR). We
used Geneious, a powerful sequence analysis program, which uses a Velvet based
algorithm for sequence assembly. In order to trace the assembled contigs to
particular clones, we also sequenced the ends of each fosmid. In lieu of end
sequencing, it is also possible to barcode the fosmids, in house or at added expense
by the sequencing companies.

We obtained sequences for most isolated phage and phagemid positives and
50 % of our fosmids. Open reading frames were predicted and annotated using
a combination of Geneious’ gene prediction, Glimmer, BLASTx and MG-RAST.
Gene annotation is laborious and requires significant manual curation to accurately
resolve and annotate predicted overlapping open reading frames. Genes with
predicted enzyme activities of interest were cloned and rescreened in standard E.
coli expression vectors. Where the putative enzyme could not be identified through
sequence-based searches, multiple, if not all, genes were cloned and retested.

Sequencing revealed a high proportion of marine hydrocarbon degrading bacteria
in the tested metagenomic libraries. Murmansk and Kolguev libraries both had
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a large proportion of the bacterium Alcanivorax borkumensis, an oil-degrading
bacterium. The deep sea Urania library had predominantly Marinobacter aquaeolei
and Marinobacter hydrocarbonoclasticus, the most abundant sea dwelling bacteria
capable of degrading oil or other hydrocarbons, or species with high nucleotide sim-
ilarity to these. Finally, a majority of positive clones isolated from the Medee deep
sea basin were predicted to contain DNA from one or more of the marine polycyclic
aromatic hydrocarbon degrading Cycloclasticus species. Positive hits isolated from
libraries with geographical proximity showed some overlap, as expected, with seven
enzymes recovered from both Murmansk and Kolguev screening, two enzymes from
Milazzo and Messina libraries, and the same Cycloclasticus enzyme isolated from
Messina, Vulcano as well as the Medee libraries.

In our experience, one quarter of all initially cloned metagenomic genes could be
expressed in E. coli and purified sufficiently for biochemical analysis. Quite often,
it became necessary to clone protein fragments and remove predicted N-terminal
signal peptides or transmembrane domains, identified using prediction programs
such as TMHMM or SignalP. Based on sequence, nearly one half (45 %) of the
experimentally confirmed metagenomic esterases were predicted to have N-terminal
signal or transmembrane sequences. A combination of removing these sequences
and using chemical chaperones, such as sorbitol or glycerol, for recombinant protein
expression (Prasad et al. 2011), greatly aided in obtaining soluble proteins.

1.4.3 Sequence Analysis of Esterase Positive Genes

Thirty-nine so far cloned and confirmed esterases from marine-related metagenomes
belong to a diverse set of protein families (Fig. 1.3). As expected, a majority (70 %)
is predicted as ’/“-hydrolase family proteins, the largest proportion belonging

Fig. 1.3 Protein family
prediction for 39 confirmed
esterases
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Unknown (1)Patatin-like phospholipase (1)

Cyclase (1)

Lipase bact N (1) α/β-hydrolase 1 (1)

Carboxylesterase (2)

β-lactamase (4)

DUF3089 (1)

α/β-hydrolase 3 (20)

α/β-hydrolase 6 (5)

α/β-hydrolase 5 (1)
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to the ’/“-hydrolase 3 family. Four enzymes are predicted “-lactamases, two
carboxylesterases, and the remaining are a predicted lipase, patatin, and interest-
ingly a predicted cyclase, prolyl oligopeptidase, DUF3089 family protein and one
completely unknown.

Most of the biochemically characterized ’/“-hydrolases contain a Ser-His-Asp
catalytic triad in the active site. Sequence analysis of the identified ’/“-hydrolases
and carboxylesterases reveals conserved GxSxG motifs, suggesting the positions
of the catalytic Ser residues, as well as several conserved candidates for the His
and Asp residues of the catalytic triad. The “-lactamases each have the typical
N-terminal SxxK motif, as well as a conserved Tyr and an additional GxSxG
or GxSxx near the C-terminus described for Family VIII esterases (reviewed by
Hausmann and Jaeger 2010). The predicted lipase, patatin and DUF3089 proteins
also show conserved GxSxG motifs and several conserved His and Asp residues
suggesting that these proteins also belong to serine hydrolases. The enzyme of
unknown protein family (internally identified as MGS0084) shares low sequence
similarity (20–23 % of sequence identity) with only four predicted proteins in Gen-
bank and Uniprot. These proteins have several conserved Ser residues suggesting
that these sequences might represent another family of Ser-dependent hydrolases.
Finally, both esterase and peptidase activities have been previously detected in
select serine proteases, specifically prolyl oligopeptidases predicted to contain an
’/“ hydrolase fold (Wang et al. 2006). It was found that a single conserved Arg
residue can discriminate between the two enzymatic activities. The active residues
of the latter enzymes will need to be confirmed through mutagenesis.

Thus, while a majority of the lipolytic enzymes so far mined belong to one of the
well-known esterase families, a significant 4 (10 %) are either unknown or predicted
to have alternate activities. For esterases from characterized families, we have the
opportunity to compare and study particular amino acid substitutions or structural
changes that confer psychro or halophilicity.

1.4.3.1 Case Example of Venturing into Novel Sequence Space

MGS0012, one of several enzymes isolated in our functional assays that were
predicted as domains of unknown function, shares 99 % sequence identity with
a predicted hypothetical protein from Kordiimonas gwangyangensis, an organism
isolated in the Gwangyang Bay of Korea capable of degrading high-molecular-
mass polycyclic aromatic hydrocarbons (Kwon et al. 2005). It also shares 40 %
sequence identity with another recently and independently isolated soil metage-
nomic enzyme EstWSD (Uniprot K9RYB0), which exhibits salt tolerant and solvent
tolerant activities (Wang et al. 2013). It is particularly useful that as we isolate
and annotate new enzymes in functional metagenomics, we can extend these
findings and predictions through protein sequence space to other interesting and
environmentally important organisms. A protein sequence alignment (Fig. 1.4)
shows that MGS0012 and EstWSD, predicted members of the DUF3089 family,
share sequence similarity with uncharacterized proteins from Dehalococcoides
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MGS0012

A7HXP8

N1MT11
Q2NCG0

K7A5N7

D0LTJ2

A3WDY8

Q3Z6Q3

F3WXJ6
EstWSD

M6D3D2
F4KT82

Q6AK75

A0YHI1

Sphingomonas sp.

P. lavamentivorans

D. ethenogenes

Fig. 1.4 Sequence alignment of the conserved Ser motif in identified metagenomic carboxyl
esterase MGS0012 and DUF3089 family proteins

ethenogenes (Q3Z6Q3), an organism known to reductively dechlorinate the ground-
water pollutants tetrachloroethene and trichloroethene (Maymo-Gatell et al. 1997),
Parvibaculum lavamentivorans (A7HXP8), a microbe which degrades the commer-
cial laundry surfactant linear alkylbenzenesulfonate (Schleheck et al. 2000), and
proteins from various species of Sphingomonas (F3WXJ6), some of which are
known to degrade aromatic compounds (Fredrickson et al. 1991, 1995; Baraniecki
et al. 2002). In fact, MGS0012 has >30 % sequence identity to 197 proteins in
Uniprot. Thus slowly, but surely, we are venturing into novel sequence space, and
making progress into those 40 % hypothetical or uncharacterized proteins currently
in the database.

1.5 Biochemical Properties of Carboxyl Esterases
from Marine Metagenomes

Eight genes encoding metagenomic carboxyl esterases were cloned for overexpres-
sion in E. coli and purified using affinity chromatography. Detailed biochemical
characterization of these enzymes revealed a high prevalence of cold-adapted
activity and salt tolerance, in accordance with the microbial environment. The
enzyme activities of purified proteins were assayed using a set of p-nitrophenyl ester
substrates with different acyl chain lengths (C2–C16). They were also tested for
temperature optimum, pH preference, as well as salt and organic solvent tolerance,
in addition to the substrate specificity.

The metagenomic carboxyl esterases were active over a broad pH range at 30 ıC
(pH 7–9). These enzymes display a wide range of chain length preferences, ranging
from acyl chain length C2 (pNP-acetate for MGS0109) to C8 (pNP-octanoate for
MGS0010). The preference for short acyl chain substrates is typical of carboxyl
esterases (Hausmann and Jaeger 2010). However, two enzymes, MGS0012 from
the Messina library and ABO1197 from the oil-degrading Alcanivorax borkumensis
of the Murmansk library, exhibit high activity (up to 30 �moles/min per mg
protein) against the C16 pNP-palmitate, a model substrate used for lipase activity.
However, the preferred substrates for these two enzymes are ’-naphthyl acetate
(61 �moles/min per mg protein) and pNP-valerate (nearly 300 �moles/min per mg
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Table 1.4 Biochemical characteristics of purified metagenomic carboxyl esterases

Activity

Clone
Metagenomic
library Predicted Pfam Optimal temp

Activity
at 4 ıC

Optimal
salt conc 0 M NaCl 2 M NaCl

MGS0006 Messina ’/“-hydrolase 3 30 ıC 55 % 0 M 100 % 3 %

MGS0010 Messina “-lactamase 30 ıC 32 % >3.5 M 100 % 144 %

MGS0012 Messina DUF3089 40 ıC 9 % 2 M 100 % 187 %

MGS0018 Rimicaris Gill ’/“-hydrolase 3 30 ıC 37 % 0 M 100 % 9 %

MGS0105 Kolguev “-lactamase 15 ıC 41 % 0 M 100 % 0 %

MGS0109 Kolguev ’/“-hydrolase 6 30 ıC 50 % 0 M 100 % 0 %

ABO1197 Murmansk ’/“-hydrolase 6 30 ıC 66 % 0 M 100 % 40 %

ABO1251 Murmansk Carboxylesterase 35 ıC 46 % 0 M 100 % 23 %

protein), respectively. A weak lipase activity was also detected for MGS0012 in an
agar-based olive oil assay, which contains 50–80 % oleic acid (C18).

Temperature optima for seven out of eight enzymes were found to range from
15 to 35 ıC, with 32–66 % activity at 4 ıC (Table 1.4) suggesting that these
proteins are cold-adapted (psychrophilic) enzymes. MGS00012 alone showed an
optimal temperature of 40 ıC, and only 9 % activity at 4 ıC, reminiscent of a
mesophilic enzyme. As intracellular salt concentrations vary species by species,
and can differ from external salt concentrations (Oren 2002; Christian and Waltho
1961, 1962), we would expect enzymes recovered from different species to reflect
these differences. For the eight characterized metagenomic enzymes (Table 1.4),
we found a range of salt effects on activity including stimulation and various levels
of inhibition. As shown in Table 1.4, three enzymes were completely inhibited by
2 M salt (MGS0006, MGS0105 and MGS0109), while the activity of two other
enzymes was stimulated by addition of NaCl, and in fact have optimal activity at
2 M or over 3.5 M concentrations (MGS0012 and MGS0010, respectively). The
remaining enzymes show intermediate salt tolerance and lie on various points along
this spectrum. Thus, many carboxyl esterases from marine metagenomes are cold-
adapted enzymes showing different levels of salt resistance.

1.6 Conclusion

In summary, enzymatic screening of metagenomic marine libraries identifies genes
from diverse organisms and protein families with enzymatic properties that reflect
the environmental conditions of the microbial community. Most of the esterases
we have biochemically characterized are halotolerant or halophilic, cold adapted
enzymes, as one would expect for proteins from a marine environment. We have
identified several esterases which belong to uncharacterized families or proteins
annotated to have alternate functions, which could not have been identified through
sequence analysis alone.
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Since only 40 % of enzymes from environmental DNA have been suggested
to express in E. coli, (Gabor et al. 2004), this leaves a large proportion of the
environmental gene pool unsampled during a standard enzyme activity screen,
missing some potentially very exciting enzymes. In order to increase physiologic
and metabolic diversity and therefore close this expression gap, multi-host shuttle
vectors have already been designed for expression in Bacillus subtilis, Pseudomonas
putida, Streptomyces lividans, and Rhizobium leguminosarum (Martinez et al. 2004;
Staskawicz et al. 1987; Troeschel et al. 2012; Li et al. 2005; Wexler et al. 2005).
Enzymatic screening of metagenomic libraries expressed in these hosts revealed
different gene expression profiles indicating that additional metagenomic enzymes
can be identified using this approach. For example, these hosts have successfully
identified a novel alcohol/aldehyde dehydrogenase in R. leguminosarum, and
multiple hemolytic clones that were active in S. lividans but not E. coli.

Presently, DNA sequencing and sequence-based studies of metagenomes far
outpace functional metagenomic studies. As the computational load has now fallen
on improving high-throughput annotation of thousands of metagenomes, functional
studies offer us a targeted approach to find the needles in the haystack. Activity
based studies remain crucial in identifying novel enzymes and enzyme families,
and allow us to isolate and clone those genes which we know can be expressed
in industrially-relevant hosts from gigabases of environmental DNA. Selecting
appropriate environmental communities enriched in the activities we wish to mine
for, and being creative in designing screens to identify enzymes with desired
characteristics are key in the field.
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Chapter 2
Investigating Bacterial Protein Synthesis
Using Systems Biology Approaches

Alla Gagarinova and Andrew Emili

Abstract Protein synthesis is essential for bacterial growth and survival. Its study
in Escherichia coli helped uncover features conserved among bacteria as well as
universally. The pattern of discovery and the identification of some of the longest-
known components of the protein synthesis machinery, including the ribosome
itself, tRNAs, and translation factors proceeded through many stages of successively
more refined biochemical purifications, finally culminating in the isolation to homo-
geneity, identification, and mapping of the smallest unit required for performing the
given function. These early studies produced a wealth of information. However,
many unknowns remained. Systems biology approaches provide an opportunity to
investigate protein synthesis from a global perspective, overcoming the limitations
of earlier ad hoc methods to gain unprecedented insights. This chapter reviews
innovative systems biology approaches, with an emphasis on those designed
specifically for investigating the protein synthesis machinery in E. coli.

Keywords Bacteria • E. coli • Protein synthesis • Translation • Ribosome bio-
genesis • Systems biology • Ribosome profiling • Synthetic genetic array •
Genetic interaction • Proteomics

Bacterial protein synthesis is an adaptive, multi-step process performed by the
ribonucleoprotein machinery, consisting of the ribosome and a multitude of fac-
tors and accessory components (e.g. tRNA) that translate nucleic acid sequences
encoded by different messenger RNAs (mRNAs) into the corresponding sequences
of cognate amino acids in response to changing cellular demands. Due to evo-
lutionary conservation of many aspects of protein synthesis, the enteric microbe
Escherichia coli played a key role in understanding both prokaryotic and eukaryotic
translation. For instance, mRNA was first identified as the template for protein
synthesis in E. coli (Astrachan and Volkin 1958; Brenner et al. 1961; Gale and
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Folkes 1955) and E. coli was the first organism for which the genetic code was
deciphered (Adams and Capecchi 1966; Brenner et al. 1965; Bretscher et al.
1965; Clark and Marcker 1966; Ganoza and Nakamoto 1966; Khorana et al. 1966;
Lamborg and Zamecnik 1960; Last et al. 1967; Lengyel et al. 1961; Weigert and
Garen 1965). This chapter will focus on E. coli protein synthesis because this is
the best-studied bacterium and because of the important role this model organism
has played in elucidating bacterial protein synthesis components, concepts, and
mechanisms.

Early studies of bacterial protein synthesis relied on low throughput biochemical
approaches and forward genetic screens to identify components of the protein
synthesis machinery and investigate pertinent mechanisms (e.g. see Capecchi 1967a,
b; Fakunding and Hershey 1973; Helser et al. 1971, 1972; Noll and Noll 1972; Sabol
and Ochoa 1971; Sabol et al. 1970; Scolnick et al. 1968; Sparling 1970). Although
many pivotal discoveries and breakthroughs were made using these conventional
approaches, many unknowns about bacterial protein synthesis components and
mechanisms remain (see Kaczanowska and Ryden-Aulin 2007 and below). At
the same time, in the best annotated and studied bacterium, E. coli, about a
third of its genes still lack experimental annotations (Hu et al. 2009). It is not
surprising, therefore, that with the advent of systems biology approaches they
are increasingly frequently being applied to the study bacterial protein synthesis,
effectively complementing earlier approaches and circumventing their limitations.

Because protein synthesis is a complex, dynamic, and adaptive process, with
many unknowns, diverse systems biology approaches are used to tackle this system
from various perspectives. These approaches can be roughly categorized based on
the kinds of information they collect and thus how they approach the study of
bacterial protein synthesis. Methods in the first category approach protein synthesis
by looking at translated messages (see Sect. 2.1); the second category includes
genetic and proteomic methods that are aimed at identifying new components of
the protein synthesis machinery and exploring component functions (see Sect. 2.2).
These categories are not exclusive and can be combined to gain even greater insights
about bacterial protein synthesis, as will be discussed below.

2.1 Systematic Investigation of Translated Messages Provides
Insights into the Functioning of Bacterial Protein
Synthesis Machinery

Taniguchi et al. (2010) used a fluorescent protein fusion library to measure
mRNA and protein abundances for over 1000 proteins in E. coli on single cell
level. The study revealed that mRNA and protein levels within a cell did not
correlate well for any given gene (Taniguchi et al. 2010). Since most cellular
processes are accomplished by proteins, this finding emphasizes the insufficiency
of transcript abundance studies and the concurrent need to understand translation
and translational regulation of gene expression for understanding cellular dynamics
and processes.
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Ingolia et al. (2009, 2012) developed ribosome profiling for investigating
translation by looking at mRNA translated in vivo. The approach was first developed
in yeast and then adapted to E. coli. Ribosome profiling, briefly, involves capturing
translating ribosomes along with their target mRNAs; then nuclease footprinting is
performed, during which all mRNAs not protected by the ribosomes are degraded;
the short mRNA fragments protected by the ribosomes are then isolated and
used in creating next generation deep sequencing libraries, which are sequenced
(Ingolia et al. 2009, 2012). The obtained sequencing reads identify regions occupied
by the ribosomes with nucleotide resolution and provide quantitative occupancy
measurements, while preserving coding strand information (Ingolia et al. 2009,
2012). Oh et al. applied ribosome profiling to E. coli (Oh et al. 2011). The resulting
map was reported to permit monitoring gene expression and defining protein
coding sequence boundaries (Oh et al. 2011). Furthermore, it revealed nonuniform
ribosome occupancy between and within genes, with average differences in gene
expression levels spanning staggering five orders of magnitude (Oh et al. 2011).
The authors also used affinity purification in combination with ribosome profiling
(Fig. 2.1) to describe quantitatively and for the first time the substrates of co-
translational chaperone trigger factor (Oh et al. 2011). For example, it was found
that trigger factor recruitment is delayed until approximately 100 amino acids have
been added to the growing polypeptide (Oh et al. 2011). Furthermore, trigger factor
exhibited preference for interacting with nascent outer-membrane proteins (Oh et al.
2011).

Li et al. (2012) applied ribosome profiling to E. coli and evolutionarily distinct
Bacillus subtilis. The authors combined ribosomal profiling with the use of differing
growth conditions, an engineered ribosome and a reporter gene system to address
a long-standing question about why translation rates differ between genes (Li et al.
2012). The genetic code is degenerate, meaning that multiple codons encode the
same amino acid. Some codons and tRNAs are present in the cell at lower frequency.
Proteins containing rare codons are less frequent, leading to speculations that
ribosomes pause at these rare codons because of lower tRNA frequencies, which
in turn leads to lower translational efficiency (see Gingold and Pilpel 2011). Many
models where developed to quantify and describe these effects (see Gingold and
Pilpel 2011 and references therein). However, surprisingly, Li et al. (2012) found
that under nutrient-rich conditions ribosomes do not slow down at rare codons.
Instead, approximately 70 % of the strong pauses occur at Shine-Dalgarno-like
sequences within the coding regions of mRNA (Li et al. 2012). Bacterial translation
typically initiates with the interaction between the Shine-Dalgarno sequence of
mRNA upstream of the protein-coding region and the anti-Shine-Dalgarno sequence
of 16S ribosomal RNA (rRNA), which places the codon for the first amino
acid in the position suitable for translation initiation (Li et al. 2012; Shine and
Dalgarno 1975). Li et al. (2012) demonstrated increased ribosomal occupancy at
Shine-Dalgarno-like sequences within protein-coding regions of mRNA and that
it was not due to the instances of internal initiation of translation. The authors
proposed that the rare, Shine-Dalgarno-like codons were evolutionarily disfavored
and the tRNA abundances adjusted through evolution to these codon adaptations
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Fig. 2.1 Schematic of ribosome profiling procedure for quantifying translated mRNA by deep
sequencing. In this example of selective ribosome profiling, mRNAs from all ribosomes or
from ribosomes with nascent polypeptides bound to trigger factor (TF) chaperone are analyzed.
Subsequently, the two sets of sequences are compared to characterize TF function. See main text
for references and details

(Li et al. 2012). While frequent appearances of Shine-Dalgarno-like sequences
would hinder growth, strategically placed translational pause sites can help ensure
proper nascent peptide folding, targeting, translation, and transcription. Indeed,
Fluman et al. (2014) analyzed the same data and found that Shine-Dalgarno-like
elements trigger strategic pauses during the translation of membrane proteins.
Fluman et al. (2014) further demonstrated that these pauses correlate with better
folding of overexpressed membrane proteins, further reinforcing the shift in the
perception about codon adaptation and evolution.

Ribosome profiling was similarly essential for dispelling the misconception
about the mechanism through which macrolide antibiotics inhibit protein synthe-
sis. Macrolides are large antibiotics binding the large ribosomal subunit inside
the peptide exit tunnel (Wilson 2009). It has long been thought that macrolide
antibiotics inhibit translation by blocking the peptide exit tunnel so that several
initial amino acids are translated but once the growing polypeptide reaches the
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macrolide, which blocks its exit, no further elongation can take place, with peptide
and macrolide occupancy of the exit tunnel being mutually exclusive (Wilson 2009).
If this were the mode of macrolide action, ribosome profiling experiments following
maximal inhibition of translation by a macrolide antibiotic would reveal arrest of
translation near the nascent peptide’s N-terminus. Kannan et al. (2014) found three
common patterns of macrolide action in their ribosome profiling experiments for
each of the two macrolides they tested. The effect of macrolide action matched
the expected pattern for one group of genes (Kannan et al. 2014). However, the
patterns observed for two other groups could not be explained by the existing
model (Kannan et al. 2014). Translation of the second group of genes remained
unaffected by macrolides; site-specific arrest of translation at positions past the
N-terminal region was observed for the third group of genes (Kannan et al. 2014).
Search for sequence specificity in arrest sites of this third group revealed specific
and distinct features (Kannan et al. 2014). These features were roughly placed near
the peptidyl transferase center rather than at the peptide exit tunnel (Kannan et al.
2014). Biochemical mapping and in vitro experiments confirmed that the sites of
macrolide-induced translation arrest were defined primarily by the nature of amino
acids present in the peptidyl transferase center (Kannan et al. 2014). Since some
such macrolide-dependent stall sites were apparently missed, and since in vitro and
in vivo inhibition patterns did not always mirror each other (Kannan et al. 2014),
additional, possibly yet undiscovered, factors may come into play during in vivo
protein synthesis.

Ribosome profiling was also used in a number of other studies. For example,
it was used to investigate translation following bacteriophage lambda infection
(Liu et al. 2013), to examine the consequences of the loss of poorly characterized
elongation factor 4 (Balakrishnan et al. 2014), and to investigate the function of
elongation factor P (EF-P) (Elgamal et al. 2014; Hersch et al. 2014; Woolstenhulme
et al. 2015). Biochemically, EF-P was shown to be required for efficient elongation
of translation across polyproline stretches (Doerfel et al. 2013; Ude et al. 2013).
However, EF-P loss results in a minor growth defect despite many essential genes
containing such motifs (Zou et al. 2012). Ribosome profiling helped reconcile and
explain these seemingly opposing observations, expanded the understanding of the
role of EF-P, and improved the understanding of translation (Elgamal et al. 2014;
Hersch et al. 2014; Woolstenhulme et al. 2015).

Although only a limited number of publications used ribosome profiling so far,
this approach clearly demonstrated its vast potential for future discoveries. For
example, the approach offers a unique opportunity to query the functions of some
conserved, yet dispensable rRNA or ribosomal protein (r-protein) modifications,
whose functions thus far could not be successfully discerned (Kaczanowska and
Ryden-Aulin 2007; Sergiev et al. 2012). When combined with appropriate genetic
and environmental perturbations, ribosome profiling may represent a particularly
powerful tool not only for investigating and understanding translation, but also for
examining other biological phenomena, such as stress adaptation.

Continued and expanded application of ribosome profiling requires addressing
the limitations of the approach as it relates to the system at hand. For example,
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elongation in E. coli is extremely fast, making capturing bacterial polysomes
challenging without the rapid filtration and flash freezing before cell lysis (Li et al.
2012; Oh et al. 2011), which should therefore continue to be used in E. coli ribosome
profiling studies. The limitation still present in all herein discussed ribosome
profiling studies (Balakrishnan et al. 2014; Elgamal et al. 2014; Hersch et al. 2014;
Li et al. 2012; Liu et al. 2013; Oh et al. 2011; Woolstenhulme et al. 2015) is that
highly-translated sequences were the only ones that could be reliably mapped and
analyzed. In the future, less abundant translated sequences may be captured and
investigated by ribosome profiling if highly abundant sequences are depleted (Labaj
et al. 2011) or if specific low-abundance sequences are selected (Levin et al. 2009),
for instance, before the nuclease footprinting step.

2.2 Identifying New Components of the Bacterial Protein
Synthesis Machinery and Investigating the Functions
of Known Components

E. coli is the best annotated bacterium (Hu et al. 2009). Nonetheless, about one third
of the protein-coding genes, including those that are essential or broadly conserved,
lack experimental annotations (Hu et al. 2009). Given the many unknowns about
protein synthesis, at least some of uncharacterized genes may affect this process.
In an effort to facilitate gene function discovery for these ‘orphan’ unannotated
E. coli genes, Hu et al. (2009) performed a thorough survey of the affinity-
purification/mass spectrometry data encompassing nearly six thousand physical
associations. In addition, the authors generated a comprehensive, high-quality map
of genome context associations, encompassing nearly 75 thousand links and derived
from gene co-conservation, gene fusion, and other data (Hu et al. 2009). Integration
and analysis of the data helped assign orphans to specific biological processes,
including protein synthesis (Hu et al. 2009). The effect of deleting two such
orphans on protein synthesis was experimentally tested and verified (Hu et al. 2009),
highlighting the utility of high-throughput datasets for investigating bacterial protein
synthesis.

Sergiev et al. (2012) compiled data from various high-throughput datasets,
including gene co-conservation and co-expression, phenotypic similarity between
single gene deletion mutants across a variety of growth conditions, and protein
physical association data with the aim of identifying uncharacterized genes whose
products may affect or participate in rRNA modification. Each of the datasets
contributed new and unique associations to the rRNA modification machinery of
E. coli (Sergiev et al. 2012), which likely attests to the complementarity of different
kinds of systems biology data in facilitating the understanding of bacterial protein
synthesis. Vlasblom et al. (2015) compiled 48 biological networks from various
literature sources to facilitate gene function discovery and exploration in E. coli
in an accessible and user-friendly GeneMANIA (Mostafavi et al. 2008) format.
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The compilation was experimentally verified to be useful for predicting genes
affecting protein synthesis (Vlasblom et al. 2015). This resource will likely continue
to be extremely useful. However, additional systematic systems biology studies
need to be undertaken to create a more comprehensive framework for continued
discoveries in the field of bacterial protein synthesis. Among published datasets,
interactions and relationships most relevant to the study of protein synthesis are
underrepresented, as will be described in the following two sections.

2.2.1 Genetic Interactions for Investigating Bacterial
Protein Synthesis

Only 303 of the 4453 protein coding genes of E. coli are essential for growth under
standard laboratory conditions (Baba et al. 2006). This low percentage (7 %), rela-
tive, for example, to yeast, a eukaryote with approximately 19 % gene essentiality
(Giaever et al. 2002), suggests a high degree of functional buffering against loss-of-
function mutations. Genetic buffering complicates the study of molecular functions:
when a functionally redundant or a genetically buffered gene is deleted, only a
muted phenotype indicative of a biological role may be observed in the absence
of a secondary ‘modifier’ mutation (e.g. a growth defect may be apparent only
in a sensitized genetic background). In such circumstances, mutations in two or
more functionally overlapping genes may be necessary to reveal participation in a
biological process that is subject to extensive functional redundancy.

The fact that several protein synthesis machinery components were discovered
as genetic determinants in sensitized backgrounds suggests that the E. coli protein
synthesis machinery is functionally buffered. For example, ad hoc forward genetic
screens were used in the discovery of post-transcriptional modifications of 16S
rRNA and the corresponding enzyme-encoding genes under conditions of inhibited
translation in the presence of the antibiotic kasugamycin (Helser et al. 1971, 1972;
Sparling 1970); the discovery of ribosomal proteins S4, S5, and S12 as being
important for translational fidelity in the presence of spectinomycin (Carter et al.
2001; Ogle et al. 2002; Spahn and Prescott 1996); and the discovery of ribosome
biogenesis factors that become essential at low and/or high temperatures in certain
genetic backgrounds. For instance, rimN—encoding a ribosome maturation factor—
was discovered as a suppressor of a temperature sensitive mutation in release
factor 1, which is involved in the termination of translation (Kaczanowska and
Ryden-Aulin 2005). RbfA and RimJ—two other ribosome biogenesis factors—
were discovered as suppressors of temperature sensitive mutations in 16S rRNA
and ribosomal protein S5, respectively (Dammel and Noller 1995; Roy-Chaudhuri
et al. 2008). These examples demonstrate that genetic interactions can identify
new protein synthesis genes. Genetic interactions can also help explore and define
functions for translation genes. For example, Campbell and Brown (2008) combined
yjeQ deletion with single mutations in each of pre-selected protein synthesis genes.
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Based on the observed phenotypes, the authors concluded that yjeQ was likely
involved in the biogenesis of the small ribosomal subunit of E. coli (Campbell and
Brown 2008). This prediction was later verified by orthogonal approaches (Jomaa
et al. 2011; Leong et al. 2013).

Synthetic genetic interaction screens, investigating pair-wise interactions
between genes, systematically combine mutations and identify interacting genes
by comparing the observed double mutant fitness measurements to expected
measurements, which are determined based on the fitness of the corresponding
single mutants (Mani et al. 2008). For example, according to the multiplicative
model of genetic interactions (Mani et al. 2008), the fitness of the double mutant
is expected to equal the product of the corresponding single mutant measurements
(Fig. 2.2a). When the observed fitness is significantly less than or greater than
expected, the two genes are said to be linked by aggravating or alleviating genetic
interactions, respectively (Fig. 2.2a). Genetic interaction maps can help discern
gene functions and pathway relationships (see example in Fig. 2.2b–e).

One systematic genetic interaction screening approach, termed eSGA (for E. coli
Synthetic Genetic Arrays (Butland et al. 2008)), produced most of the currently
available genetic interaction data for E. coli. The approach exploits bacterial mating,
or conjugation, as well as successive rounds of robotic pinning, colony growth,
and selection to construct arrays of double mutants from defined arrays of marked
E. coli single gene deletion mutants (Butland et al. 2008). The fitness of single
and double mutants is measured by measuring colony sizes and the interacting
genes are identified (Butland et al. 2008). This approach has been successful in
defining pathways, predicting gene functions, and describing the rewiring of genetic
interactions in response to changing environments (Babu et al. 2011a, b, 2014;
Butland et al. 2008). The latest and largest eSGA-based study investigated genome-
wide genetic interactions of 163 E. coli genes and identified a new gene affecting
protein synthesis despite the fact that protein synthesis genes were underrepresented
among the selected 163 queries, with only three ribosome biogenesis factors, one
elongation factor, and one tRNA synthetase having been screened (Babu et al.
2014). This highlights the potential of systematic genetic interaction studies for
making new discoveries about bacterial translation. A variety of systems biology
approaches for investigating genetic interactions in E. coli and other bacteria exist
(see Gagarinova and Emili 2012 for review). Their systematic application in a
variety of relevant conditions should continue improving the understanding of
bacterial protein synthesis.

2.2.2 Proteomic Approaches for Investigating Bacterial
Protein Synthesis

Most cellular processes are accomplished by proteins, which rarely act alone.
The translation process and the ribosome itself are amazing examples of dynamic
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Fig. 2.2 The use of genetic interactions for investigating functional relationships. (a) Multiplica-
tive model for scoring genetic interactions. The extent to which mutations in two genes jointly
impact growth rate may be evaluated by measuring single and double mutant fitness. One way
to estimate fitness is to measure the colony sizes of mutants arrayed on plates. Each of the
colonies is quantified, with the wild type strain being assigned an arbitrary fitness of one unit.
In the example shown, the single mutants, �a and �b, have the fitnesses ’ and “, respectively,
equaling 0.5 relative to the wild type. The double mutants are denoted as �a�b, with fitness ’“.
When two mutations are combined, according to the multiplicative model of genetic interactions,
the double mutant is expected to have the ’“ fitness of 0.25 (’“ D ’ � “) if the two genes do
not interact (i.e. are functionally unrelated, or neutral). However, when a functional relationship
connects the two genes, either a worse than expected (’“ < 0.25) or better than expected (’“ > 0.25)
double mutant fitness is likely to be observed. The two genes are then said to have aggravating
or alleviating genetic interactions, respectively. (b–e) Genetic interactions can help predict gene
functions and delineate pathway relationships. Pathways ‘ab’ (consisting of genes ‘a’ and ‘b’)
and ‘xy’ (consisting of genes ‘x’ and ‘y’) buffer each other and contribute to the same essential
process. (b, c) Inactivating either pathway by a single mutation may slow growth but will not
abolish viability. (d) However, when both pathways are abolished, the cell can no longer survive.
The two inactivated genes will be said to show an extreme example of an aggravating genetic
interaction—i.e. synthetic lethality. (e) When all combinations of pair-wise mutations for the two
pathways are interrogated, the resulting pattern of genetic interactions will delineate pathways.
Aggravating interactions will be observed between buffering pathways. Since perturbing two or
more components in the same pathway may not result in further fitness reduction than seen upon
single gene loss, alleviating interactions between genes within the same pathway will be observed.
If the function of one of the genes (e.g. gene ‘x’) in this pathway map were unknown, its function
and participation in pathway ‘xy’ could be predicted based on the aforementioned pattern of genetic
interactions. See main text for references and details
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Fig. 2.3 A diagram showing the use of affinity purification with subsequent mass spectrometry
for mapping protein–protein interactions. See main text for references and details

molecular cooperation. Correspondingly, biochemical protein-centric approaches
have played key and pivotal roles in protein synthesis research. For example,
successive improvements and applications of proteomic techniques were essential
for identifying the 21 and 34 r-proteins of the small 30S and the large 50S ribosomal
subunits, respectively (Kaltschmidt and Wittmann 1970). They were also essential
for identifying and characterizing the various translation factors that transiently or
stably interact with various components of the translation machinery to synthesize
proteins (Capecchi 1967a, b; Fakunding and Hershey 1973; Noll and Noll 1972;
Sabol and Ochoa 1971; Sabol et al. 1970; Scolnick et al. 1968). These early studies
benefited from the high abundance of the protein synthesis machinery components
they investigated. Newer methods that are continually being developed permit
deeper querying of the protein synthesis machinery.

Affinity purification with subsequent mass spectrometry (AP/MS) can be used to
map protein–protein interactions (PPI) corresponding to high- and low-abundance
endogenous protein complexes (Fig. 2.3). From among all prokaryotic organisms,
this approach has been most extensively applied to E. coli (Babu et al. 2009; Butland
et al. 2005; Hu et al. 2009). For typical E. coli AP/MS studies, briefly, strains
with individually epitope-tagged proteins are constructed; each epitope-tagged bait
protein, along with its stable PPI partners, is affinity purified; all purified proteins
are then identified by mass spectrometry and interactions between each bait protein
and its interacting partners are mapped (Babu et al. 2009; Butland et al. 2005;
Hu et al. 2009; Zeghouf et al. 2004). Such typical AP/MS studies are limited to
stable complexes. Since the purification procedures are not perfect in eliminating
all high-abundance co-purifying proteins, false positive identifications may be



2 Investigating Bacterial Protein Synthesis Using Systems Biology Approaches 31

made (Nesvizhskii 2012). The strength of systematic genome-wide AP/MS studies
compared to single purifications is that common contaminants can be identified and
filtered out (Nesvizhskii 2012).

While the analysis of high throughput E. coli AP/MS data allowed identifying
new, previously uncharacterized proteins affecting protein synthesis (Hu et al.
2009), these data likely do not capture the entire repertoire of physical associations
underlying translation. One reason for this is that many known PPIs, required for
efficient translation, are transient and therefore may be overlooked. Cross-linking
interacting proteins before in AP/MS should help recover transient interactions
(Kim et al. 2012). Another limitation is due to the confounding abundance of many
core translation components, which typically represent the most abundant proteins
during exponential growth (Taniguchi et al. 2010). Exponentially growing E. coli
contain about 90,000 ribosomes per cell, which constitute up to approximately half
of the microbial dry mass (Kjeldgaard and Gausing 1974; Tissieres and Watson
1958). Such highly abundant proteins may frequently co-purify with unrelated baits
and distinguishing their true interactions from irrelevant co-purifications can be
difficult. Therefore, new ribosome biogenesis or translation factors may be obscured
in standard AP/MS studies.

Biochemical pre-fractionation of ribosomal components can help overcome
some of the AP/MS limitations, providing additional insights. Briefly, fractions
are separated by sucrose gradient ultracentrifugation and fractionation (Fig. 2.4a);
then quantitative mass spectrometry approaches identify and determine protein
abundances in each of the fractions (Fig. 2.4b). Fractionation can separate the
peaks consisting primarily of the small 30S and the large 50S subunits of the
ribosome, the 70S ribosome, as well as the polysomes (Fig. 2.4a). Since ribosomal
proteins are sequentially incorporated into each of the ribosomal subunits during
ribosome biogenesis, analysis of sequential fractions, along with relative or absolute
quantitation, can allow for molecular reconstruction of the in vivo assembly process
(Chen et al. 2012; Chen and Williamson 2013; Jiang et al. 2007; Sykes et al.
2010). For example, in vivo maps of normal ribosome biogenesis, generated
by using fractionation and mass spectrometry, are largely consistent with the in
vitro assembly maps, which were produced and refined over decades (Chen and
Williamson 2013; Guo et al. 2013; Kaczanowska and Ryden-Aulin 2007; Xu and
Culver 2010). At the same time, analysis of fractions from cultures grown in low
temperature revealed that several late-binding proteins were underrepresented in
subunit peaks but were present in 70S ribosomes, likely indicating the delayed
addition of these proteins at low temperature (Jiang et al. 2007). Furthermore,
combining fractionation and quantitative proteomic analysis with pulse-labeling
helped investigate not only the incorporation of ribosomal proteins but also their
exchange during normal bacterial growth (Bunner et al. 2008; Chen et al. 2012;
Chen and Williamson 2013) as well as during growth in the presence of neomycin,
which causes the accumulation of 30S precursor particles (Sykes et al. 2010).

Extending the analysis beyond ribosomal proteins helped find new ribosome-
associated proteins in addition to recovering known ribosome biogenesis and
translation factors (Chen and Williamson 2013; Jiang et al. 2007). For example,
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Fig. 2.4 A diagram of fractionation and quantitative proteomics approach for investigating protein
synthesis. (a) Ribosomal particles are separated in sucrose gradient by ultracentrifugation and
fractionation. A hypothetical absorbance trace is shown; 30S and 50S subunit, 70S ribosome,
and polysomal peaks are highlighted. (b) Quantitative or semi-quantitative analyses of the protein
contents of each of the selected fractions can help identify and quantify ribosome-associated factors
and ribosomal proteins. The figure highlights the groups of ribosomal proteins that are added at
early, intermediate, and late stages of ribosome biogenesis. Not all ribosomal proteins or ribosome-
associated factors are shown. See main text for references and details

the protein YbeB was identified as a novel ribosome-associating factor by Jiang
et al. (2007). Subsequent work by Hauser et al. (2012) demonstrated that it is a
ribosome silencing factor, necessary for efficient adaptation to stationary growth and
to the shift from rich to poor growth medium. Despite the demonstrated usefulness
of the aforementioned studies for investigating protein synthesis in normal and
altered growth conditions, none identified the full complement of known translation
or ribosome biogenesis factors (Chen and Williamson 2013; Jiang et al. 2007),
indicating incomplete coverage. This may be due to the transient nature of many of
the interactions, essential for protein synthesis (see Kaczanowska and Ryden-Aulin
2007 for review). An additional complication is that large, unrelated complexes
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co-sedimented with ribosomal components (Jiang et al. 2007) and the corresponding
proteins would need to be excluded in studies aiming to identify new translation
and ribosome biogenesis factors. The increasing sensitivity and detection range of
new mass spectrometry instruments and selective application of cross-linking with
improved fractionation or affinity purifications can help recover all known factors to
characterize their functions in addition to discovering new ones, while eliminating
unrelated contaminants. Standard and modified proteomic approaches, applied to
the study of protein synthesis in wild type and mutant strains, grown in standard
and altered conditions will provide new insights about translation.

2.3 Outlook and Conclusions

Bacterial protein synthesis has been the subject of intense investigations since the
middle of the last century. Plethora of information about this system has since
been accumulated. However, much still remains unknown. Ribosome biogenesis
and translational fidelity are two of the many areas, where the new systems biology
approaches will likely be essential for finding answers to the multitude of pending
questions.

In vivo, ribosome biogenesis starts concomitantly with the synthesis the three
E. coli rRNA molecules—5S, 16S, and 23S, which are transcribed together as
large precursor molecules from each of seven operons (Kaczanowska and Ryden-
Aulin 2007). Each precursor is then cleaved, modified, and processed in a series
of enzymatic steps coupled to ribosomal subunit assembly facilitated by ribosome
biogenesis factors, wherein over 50 r-proteins are sequentially incorporated to
form the functional ribosome (Kaczanowska and Ryden-Aulin 2007; Srivastava and
Schlessinger 1990).

Despite this apparent complexity, E. coli ribosome maturation is highly efficient
in vivo, being accomplished in less than 2 min during fast growth (Lindahl 1975).
Although far less efficient, in vitro assembly is also possible (Xu and Culver
2010), indicating that all information needed for ribosome assembly is contained
within its components. However, unlike in vivo assembly, in vitro assembly depends
on pre-processed ribosomal components and requires long incubation steps and
non-physiological conditions (Guo et al. 2013). While in vitro experiments have
generated ribosomal subunit assembly maps and insights into the cooperative nature
of r-protein binding (Hamacher et al. 2006; Mizushima and Nomura 1970; Nierhaus
and Dohme 1974), it is clear that in vivo assembly involves not only known but
also yet unknown factors (Shajani et al. 2011). Similarly, while many aspects of
rRNA processing have been meticulously and carefully elucidated, the enzyme(s)
responsible for the processing of the 30 end of 16S rRNA and the 50 ends of 23S and
5S rRNA remain unknown (Kaczanowska and Ryden-Aulin 2007). Taken together,
these observations point to the existence of yet unidentified cellular components
playing a role in ribosome biogenesis.
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Another aspect of protein synthesis—translational fidelity—has gathered some
attention but is still poorly understood. Translational fidelity can vary significantly
even within the range of normal physiological conditions—for example, depending
on the nutritional status of the cell (O’Farrell 1978). Various sources of ‘error’
may contribute to the overall accuracy of translational fidelity. These include tRNA
mischarging (Cramer et al. 1991) and errors made by the ribosome, such as (1)
non-canonical interpretation of the genetic code (Farabaugh 1996; Jorgensen et al.
1993); (2) loss of the reading frame through frameshift (Baranov et al. 2002)
or slippage (Gallant and Lindsley 1998; Herr et al. 2000; Huang et al. 1988;
Weiss et al. 1990), whereby ribosome skips a normally translated region of mRNA
without translating it; and (3) processivity errors, whereby the nascent polypeptide
is released prematurely (Janssen and Hayes 2012; Jorgensen and Kurland 1990;
Keiler and Lee 2010; Keiler et al. 1996; Menninger 1976).

Instances of programmed translational errors and observations of sequence
context affecting the frequencies of ‘misreading’ of the mRNA by the ribosome
have been proposed to contribute to proteome diversity, particularly for low-
abundance polypeptides (Alam et al. 1999). Thus, non-canonical interpretations
by the ribosome are sometimes referred to as ‘recoding’ (Baranov et al. 2002).
Recoding types were investigated to various depths, with specific environmental
or sequence determinants having been discovered for each type of recoding. For
example, ribosomes can slip over “hungry codons”, which encode amino acids
whose availability is limited, and continue translating at a cognate downstream
codon (Gallant and Lindsley 1998). In an extreme example of programmed slippage,
during the synthesis of a topoisomerase encoded by the bacteriophage T4, 50
nucleotides are omitted in order to synthesize the correct full-length protein product
(Herr et al. 2000; Huang et al. 1988; Weiss et al. 1990). The sequence of amino acids
joined prior to the slippage event (Weiss et al. 1990), nucleic acid sequence context
(Farabaugh 1996; Gallant and Lindsley 1998; Herr et al. 2000; Huang et al. 1988;
Stahl et al. 2002; Weiss et al. 1990), and physiological context (Gallant and Lindsley
1998) can affect the likelihood of slippage. For all of these errors, the mechanistic
dependencies and potentially new regulators remain unclear.

New factors affecting ribosome biogenesis and translation may be identified and
their roles investigated by systematic genetic interaction screens (see Sect. 2.2.1)
or by proteomic approaches (see Sect. 2.2.2). Ribosome biogenesis or translation
factors, associating with pre-ribosomal or ribosomal particles, are best targeted by
proteomic approaches, separating the various ribosomal particles by fractionation.
The capture of these factors may be further improved, for example, by purifying
the particles of interest by AP/MS after fractionation and by using cross-linking to
retain transient interactions (see Sect. 2.2.2). Some modifications of ribosomal RNA
and proteins as well as some ribosomal features have currently no known roles in
protein synthesis (Golovina et al. 2012; Kaczanowska and Ryden-Aulin 2007). To
investigate the roles of these modifications in ribosome biogenesis, null mutants
can be constructed and used in the fractionation-based proteomics experiments
(see Sect. 2.2.2), while the effects of the same mutations on translation can be
examined using ribosome profiling experiments (see Sect. 2.1). The individual and
combined roles of translation and ribosome biogenesis factors can be examined in
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similar detail by examining mutants with single and multiple mutations in genetic,
proteomic, and ribosome profiling experiments.

The potential effects of physiologically-relevant and stress conditions on the
aforementioned and other aspects of protein synthesis are even less well under-
stood. Since the rate of peptide bond formation, temperature, and growth rate
exhibit mutual dependencies (Asato 2005), better understanding of protein synthesis
requires investigating it in a variety of relevant conditions. Given that many
aspects of the protein synthesis machinery are retained through evolution (Carter
et al. 2001; Liebman et al. 1995; Ogle et al. 2002; Spahn and Prescott 1996;
Watanabe 2010), the discoveries made in E. coli should help understand translation
in other species, including those that cannot be easily manipulated or cultured
in the laboratory settings. Better understanding of translation will help harness it
for biotechnological applications (Han et al. 2004; Hochkoeppler 2013; Lee and
Lee 2005; Waegeman and Soetaert 2011) and may provide additional avenues
of developing antimicrobials (Comartin and Brown 2006), which is particularly
relevant in view of the increasing drug resistance in the clinic.
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Chapter 3
Biology and Assembly of the Bacterial Envelope

Karine Dufresne and Catherine Paradis-Bleau

Abstract All free-living bacterial cells are delimited and protected by an envelope
of high complexity. This physiological barrier is essential for bacterial survival
and assures multiple functions. The molecular assembly of the different envelope
components into a functional structure represents a tremendous biological challenge
and is of high interest for fundamental sciences. The study of bacterial envelope
assembly has also been fostered by the need for novel classes of antibacterial agents
to fight the problematic of bacterial resistance to antibiotics. This chapter focuses
on the two most intensively studied classes of bacterial envelopes that belong to
the phyla Firmicutes and Proteobacteria. The envelope of Firmicutes typically
has one membrane and is defined as being monoderm whereas the envelope of
Proteobacteria contains two distinct membranes and is referred to as being diderm.
In this chapter, we will first discuss the multiple roles of the bacterial envelope and
clarify the nomenclature used to describe the different types of envelopes. We will
then define the architecture and composition of the envelopes of Firmicutes and
Proteobacteria while outlining their similarities and differences. We will further
cover the extensive progress made in the field of bacterial envelope assembly over
the last decades, using Bacillus subtilis and Escherichia coli as model systems for
the study of the monoderm and diderm bacterial envelopes, respectively. We will
detail our current understanding of how molecular machines assure the secretion,
insertion and folding of the envelope proteins as well as the assembly of the
glycosidic components of the envelope. Finally, we will highlight the topics that
are still under investigation, and that will surely lead to important discoveries in the
near future.
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3.1 Introduction

3.1.1 The Multiple Functions of the Bacterial Envelope

The bacterial envelope is a complex structure that surrounds and delimits all
free-living bacterial cells. Its integrity is essential for bacterial survival, division,
morphogenesis, adaptation and pathogenesis. The envelope provides the bacterial
shape and protects bacterial cells against variations in osmotic pressure and external
insults (Silhavy et al. 2010; Holtje 1998). It enables influx of nutrients and
cofactors required for bacterial cell metabolism, and efflux of toxins (Silhavy et al.
2010; Piddock 2006). It drives energy production through the generation of an
electrochemical proton gradient via the electron transport chain. This allows the
formation of the proton motive force in the cytoplasmic membrane (Nelson 1994;
Taylor 1983) and the production of cytoplasmic ATP by oxidative phosphorylation
(Harold 1972; Maloney et al. 1974). The envelope acts as an interface between
the bacterial cells and the environment, and is the first site of contact with the
hosts. It allows signal sensing and transduction, thus mediating cell signaling for
stress response and adaptation to continuously changing extracellular conditions
(Jordan et al. 2008; Raivio 2005; Utsumi 2008). It also confers adherence, motility
and effector secretion for bacteria-host interactions (Jordan et al. 2008; Wooldridge
2009; Harshey 2003; Thanassi et al. 2012; Haiko and Westerlund-Wikstrom 2013).
Bacterial envelope components are in turn recognized by host innate immune
receptors as signs of invasion (Li et al. 2013; Ramos et al. 2004; Raetz and Whitfield
2002; Dziarski and Gupta 2005; Royet and Dziarski 2007).

3.1.2 Nomenclature and Types of Bacterial Envelopes

This chapter focuses on the architecture, components and assembly of the two
most intensively studied classes of envelopes that belong to the phyla Firmicutes
and Proteobacteria. The members of those phyla are commonly referred to as
being Gram-positive and Gram-negative, respectively. This classification is based
on the capacity of the bacteria to retain a primary dye in their envelope after
a decolorization step according to the staining procedure developed by Christian
Gram and published in 1884 (Bartholomew and Mittwer 1952). The envelope of
Firmicutes typically contains a thick layer of cell wall that retains the primary dye
and is thus referred to as being Gram-positive. The envelope of Proteobacteria
includes a thin layer of cell wall that is protected by an additional membrane
named the outer membrane (Fig. 3.1). The decolorizant used in the Gram staining
protocol disrupts the outer membrane and removes the primary dye from the
envelope of Proteobacteria that is therefore classified as being Gram-negative
(Beveridge 2001). Even though the Gram stain procedure has been extremely useful
for bacterial identification and diagnostic for over a century, it is more relevant to
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define bacterial envelope architecture with the number of membranes than with the
staining properties of bacterial cells (Sutcliffe 2010). In this chapter, the envelopes
of Firmicutes and Proteobacteria that respectively have one and two membranes
will be referred to as being monoderm and diderm (Fig. 3.1). For an overview of
the architecture and components of the envelope in the different bacterial phyla, we
refer the readers to the excellent review by Iain C. Sutcliffe (Sutcliffe 2010) and to
the Bergey’s Manual of Systematic Bacteriology (Boone et al. 2001).

3.2 Architecture and Components of the Envelope
in Firmicutes and Proteobacteria

In the following sub-sections, we will define the architecture of the envelopes
in Firmicutes and Proteobacteria, detail the nature of their core components and
explain their importance in bacterial physiology. The assembly of the described
core components into functional envelopes will be addressed in Sect. 3.3. The
organization and assembly of motility devices such as the flagella (Chevance and
Hughes 2008) and of virulence factors such as secretion systems (Wooldridge 2009)
in the envelope as well as the formation of a protective capsule (Whitfield 2006;
Fagan and Fairweather 2014; Beveridge and Graham 1991) is beyond the scope of
this chapter.

3.2.1 The Envelope of Firmicutes (Monoderm)

Most members of the phylum Firmicutes such as Bacillus subtilis have an envelope
composed of a cytoplasmic or inner membrane surrounded by a thick layer of cell
wall facing the external environment (Fig. 3.1a). The inner membrane delimits the
cytoplasmic content of bacterial cells and is formed of a symmetrical bilayer of
phospholipids. In the model system B. subtilis, this bilayer is typically made of 30 %
of the zwitterionic phospholipid phosphatidylethanolamine and 70 % of the anionic
phospholipid phosphatidylglycerol (van der Does et al. 2000). It also contains
the polyisoprenoid lipid carrier named undecaprenyl-phosphate (undecaprenyl-P)
required for envelope assembly, saccharidic linkage units for teichoic acids as
well as integral ’-helical proteins and lipoproteins (Silhavy et al. 2010). These
proteins assure many functions such as the formation of a proton gradient via
the electron transport chain, the production of cytoplasmic ATP by oxidative
phosphorylation, the transport of nutrients inside the cytoplasm, the detection
of extracellular signals and the export of envelope components across the inner
membrane (Facey and Kuhn 2010). In Firmicutes, the cell wall is mainly composed
of peptidoglycan and teichoic acids. The peptidoglycan layer is a network of long
glycan chains made of alternating units of N-acetylglucosamine (GlcNAc) and N-
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acetylmuramic acid (MurNAc) cross-linked by short peptide bridges (Holtje 1998).
This macromolecular network is organized as an exoskeleton around the inner
membrane and constitutes the major structural component of the bacterial envelope.
It confers the bacterial shape and provides rigidity, flexibility and strength necessary
for all free-living bacterial cells to grow and divide while withstanding their high
internal osmotic pressure (Typas et al. 2012). Peptidoglycan is the site of attachment
of surface proteins that interact with the extracellular environment (Dramsi et al.
2008) (Fig. 3.1a). Members of the phylum Firmicutes contain two types of teichoic
acids in their envelope: wall teichoic acids (WTAs) and lipoteichoic acids (LTAs)
that are respectively anchored in the peptidoglycan layer (Brown et al. 2013)
and in the outer leaflet of the inner membrane (Reichmann and Grundling 2011)
(Fig. 3.1a). These glycopolymers typically consist of a disaccharide linkage unit and
an anionic chain of polyglycerolphosphate or polyribitolphosphate decorated with
saccharides and positively charged D-alanyl esters. WTAs are a major constituent of
the envelope of Firmicutes and account for about 50 % of the cell wall material
(Hancock 1997; Sewell and Brown 2014). They are critical determinants of the
bacterial surface charge and hydrophobicity (Brown et al. 2013). WTAs are involved
in the regulation of cell division and peptidoglycan biosynthesis, and are particularly
important for morphogenesis in rod-shaped bacteria like B. subtilis (Sewell and
Brown 2014; Swoboda et al. 2010; Schirner et al. 2009). LTAs are important for
membrane physiology and are needed to maintain divalent cation homoeostasis.
They are involved in morphogenesis and are crucial for cell division (Schirner et al.
2009; Percy and Grundling 2014).

3.2.2 The Envelope of Proteobacteria (Diderm)

Members of Proteobacteria such as Escherichia coli have an envelope made of
an inner and an outer membrane with a thin layer of cell wall sandwiched in
between them (Fig. 3.1b). The inner membrane is formed of a symmetrical bilayer
of phospholipids. In the model system E. coli, this bilayer is typically made of
75 % of the zwitterionic phospholipid phosphatidylethanolamine, 20 % of the
anionic phospholipid phosphatidylglycerol and 5 % of the anionic phospholipid
cardiolipin (Raetz 1978). The inner membrane of the diderm model system E. coli
thus has a smaller net negative charge than the inner membrane of the monoderm
model system B. subtilis that consists mainly of phosphatidylglycerol (van der
Does et al. 2000). As for the Firmicutes, members of the phylum Proteobacteria
have the polyisoprenoid lipid carrier undecaprenyl-P, integral ’-helical proteins and
lipoproteins in their inner membrane. However, the envelope of Proteobacteria does
not contain techoic acids. (Silhavy et al. 2010). In Proteobacteria, the inner and
outer membranes delimit the periplasm; an oxidizing environment densely packed
with proteins and containing the cell wall (Silhavy et al. 2010; Mullineaux et al.
2006) (Fig. 3.1b). The cell wall of Proteobacteria is composed mainly of a thin layer
of peptidoglycan. Firmicutes and Proteobacteria have peptidoglycan of similar
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composition, although the peptidoglycan layer of Proteobacteria is thinner and
less cross-linked than for Firmicutes (Vollmer et al. 2008a). The outer membrane
of Proteobacteria is an asymmetrical lipid bilayer; its inner leaflet is made of
phospholipids while its outer leaflet is composed of anionic glycolipids, mainly
lipopolysaccharides (LPS) (Muhlradt and Golecki 1975; Kamio and Nikaido 1976)
(Fig. 3.1b). The inner leaflet of the outer membrane contains the same phospholipids
as the inner membrane but the phospholipid ratio differs. In E. coli, the inner
membrane and the inner leaflet of the outer membrane are respectively made
of 75 % and 90 % of the zwitterionic phospholipid phosphatidylethanolamine.
Furthermore, phospholipids of the outer membrane contain relatively more saturated
fatty acids than phospholipids of the inner membrane. The inner leaflet of the outer
membrane consequently has a smaller net negative charge and is more rigid than
the leaflets of the inner membrane (Lugtenberg and Peters 1976). LPS in the outer
leaflet of the outer membrane typically consist of a lipid A (also referred to as the
endotoxin), a negatively charged core oligosaccharide and a distal chain of repeating
oligosaccharides called O-antigen (Raetz and Whitfield 2002). The negative charges
of LPS are balanced and stabilized by divalent cations such as magnesium and
calcium in the outer leaflet of the outer membrane (Nikaido 2003; Holst 2007).
As for WTAs in Firmicutes, LPS are critical determinants of the bacterial surface
charge and hydrophobicity in Proteobacteria. Finally, the outer membrane harbors
a unique set of lipoproteins as well as integral “-barrel proteins such as the porins
for transport across the outer membrane (Silhavy et al. 2010; Doerrler 2006). Like
the other envelope layers, the outer membrane is essential for bacterial survival.
It reduces the overall cell envelope permeability and acts as a selective barrier
that protects bacterial cells from harmful extracellular compounds (Delcour 2009;
Nikaido 1989; Bos et al. 2007).

3.3 Biosynthesis and Assembly of the Bacterial Envelope

The building blocks for the construction of bacterial envelopes, notably the phos-
pholipids and polyisoprenoid lipid carrier, the proteins, the peptidoglycan precursor
lipid II, the LPS precursors lipid A-core and O-antigen units, WTAs and the
precursors for LTAs are synthesized in the cytoplasm and the inner leaflet of the
inner membrane. These components then have to be transported across the inner
membrane for their assembly and/or incorporation at their correct locations in the
envelope. This process named envelope assembly is required for the formation,
maintenance and reorganization of a physiologically active structure (Silhavy et al.
2010). Envelope assembly is performed in a potentially hostile environment that
lacks ATP and other high-energy molecular carriers (Silhavy et al. 2010; Oliver
1996). The energy required to assemble the envelope is either provided by exergonic
reactions with substrates that have been energized before their transport across
the inner membrane or by protein machineries in the inner membrane that exploit
and translocate the energy from the proton motive force or ATP hydrolysis in the
cytoplasm (Polissi and Sperandeo 2014).
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Fig. 3.1 Schematic representation of the architecture and components of the envelope in Firmi-
cutes and Proteobacteria. (a) The monoderm envelope of the members of the phylum Firmicutes
is typically made of an inner membrane and a thick layer of cell wall. The inner membrane is com-
posed of a bilayer of phospholipids, it contains integral ’-helical proteins and LTAs anchored in the
outer leaflet. The membrane also includes the lipid carrier undecaprenyl-P and a few lipoproteins in
the outer leaflet that are not represented in the figure. The cell wall is composed of peptidoglycan,
surface proteins and WTAs. Peptidoglycan is made of long glycan chains containing alternating
units of GlcNAc and MurNAc cross-linked by short peptide bridges. It is the site of attachment
of surface proteins and WTAs. In the model system B. subtilis strain 168, LTAs and WTAs are
composed of a disaccharide linkage unit attached to a chain of polyglycerolphosphate decorated
with monosaccharides and D-alanine residues. (b) The diderm envelope of the members of the
phylum Proteobacteria is made of an inner membrane, a thin layer of cell wall and an outer
membrane. The inner membrane is the same as described for the Firmicutes but does not contain
LTAs. The inner and outer membranes delimit an environment called the periplasm that contains
the cell wall and proteins. The cell wall is mainly composed of peptidoglycan, which is the site of
attachment of the lipoprotein Lpp that links the peptidoglycan layer with the outer membrane. The
inner leaflet of the outer membrane is composed of phospholipids whereas the outer leaflet of the
outer membrane is made of LPS composed of a lipid A anchor, an inner core and an O-antigen.
The outer membrane contains lipoproteins and integral “-barrel proteins

While the biochemical pathways for the biosynthesis of the cytoplasmic and
lipid-linked bacterial envelope precursors are well characterized (Silhavy et al.
2010; Raetz and Whitfield 2002; Brown et al. 2013; Reichmann and Grundling
2011; Barreteau et al. 2008; Bouhss et al. 2008; Manat et al. 2014), their assembly
represents an extremely complex biological process that is still not well understood
(Silhavy et al. 2010). However, extensive progress has been made in the field of
bacterial envelope assembly over the last decades using model systems of the phyla
Firmicutes and Proteobacteria. We will resume our current understanding of the
transport, assembly and incorporation systems that have been identified.
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3.3.1 Transport, Insertion and Folding of Envelope Proteins

3.3.1.1 Insertion of Inner Membrane Proteins and Secretion of Envelope
Proteins Across the Inner Membrane by the Sec Translocase

All bacterial proteins are made in the cytoplasm by the translation machinery that
converts the genetic information from messenger RNAs into chains of amino acids
via ribosomes and transfer RNAs (Clark 2010). The vast majority of envelope
proteins require the Sec translocase for their insertion in the inner membrane or
their translocation across the inner membrane. These proteins have hydrophobic
N-terminal sequences that act as a signal for their recruitment to the Sec translocase;
a highly conserved protein-conducting channel in the inner membrane composed of
the heterotrimeric protein complex SecYEG (Driessen and Nouwen 2008; du Plessis
et al. 2011) (Fig. 3.2).

Integral inner membrane proteins contain transmembrane domains made of
hydrophobic ’-helices that have to be inserted perpendicular to the membrane (du
Plessis et al. 2011) (Fig. 3.2a). The signal sequences of inner membrane proteins are
located in their N-terminal transmembrane domains. For the insertion of proteins
in the inner membrane, a ribonucleoprotein named signal recognition particle
(SRP) recognizes the highly hydrophobic N-terminal sequences of ribosome-bound
nascent polypeptide chains and directs them to the translocase (du Plessis et al.
2011; Dalbey et al. 2011) (Fig. 3.2a). SRP interacts with the SRP receptor FtsY,
a cytoplasmic protein that associates with phospholipids in the inner leaflet of the
membrane and interacts with the translocase (Angelini et al. 2005, 2006; Millman
et al. 2001). The binding of SRP to FtsY triggers the GTPase activity of both protein
partners. The energy from GTP hydrolysis drives the transfer of the ribosome-
nascent chain complexes to the translocase and the dissociation of the SRP/FtsY
complex in the cytoplasm (Dalbey et al. 2011; Egea et al. 2004; Focia et al. 2004).
The lateral insertion of proteins in the phospholipid bilayer from the translocase
gate is driven by polypeptide chain elongation from the ribosomes. The inner
membrane protein complex SecDF\YajC and the insertase YidC transiently interact
with the translocase to assist the insertion and folding of inner membrane proteins
(du Plessis et al. 2011; Dalbey et al. 2011) (Fig. 3.2a). The insertion of inner
membrane proteins containing large periplasmic domains involves an additional
factor. The SecA protein acts as an ATP-dependent motor for the transport of large
hydrophilic domains across the inner membrane (du Plessis et al. 2011; Andersson
and von Heijne 1993; Koch and Muller 2000). A subset of inner membrane proteins
is inserted in a Sec-independent fashion. In this case, the complexes formed by
the ribosome-bound nascent polypeptide chain, SRP and FtsY directly interact
with YidC independently of the Sec translocase. The ribosome-bound nascent
polypeptide chains are transferred from the SRP/FtsY complex to the YidC integrase
that directs their insertion in the inner membrane (du Plessis et al. 2011; Welte
et al. 2012; Samuelson et al. 2000) (Fig. 3.2a). However, the insertion of inner
membrane proteins containing large periplasmic domains cannot be performed by
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Fig. 3.2 Insertion of inner membrane proteins and secretion of envelope proteins across the inner
membrane by the Sec translocase. Most envelope proteins are inserted in the inner membrane
or translocated across the inner membrane by the Sec translocase: a protein-conducting channel
composed of the SecYEG protein complex. (a) Co-translational insertion of inner membrane
proteins by the Sec translocase. SRP first recognizes the highly hydrophobic N-terminal sequences
of ribosome-bound nascent polypeptide chains. The interaction of SRP with its receptor FtsY
triggers the GTPase activity of both protein partners and GTP hydrolysis drives the transfer of
the ribosome-nascent chain complexes to the Sec translocase. Protein insertion in the membrane is
energized by polypeptide chain elongation from the ribosomes. The SecDF\YajC protein complex
and YidC interact with the translocase and contribute to the insertion and folding of inner
membrane proteins. A subset of inner membrane proteins is inserted by the integrase YidC in a Sec-
independent fashion. The ribosome-bound nascent polypeptide chains are then transferred from
the SRP/FtsY complex to YidC for membrane protein insertion. (b) Post-translational secretion
of envelope proteins by the Sec translocase. TF binds to the N-terminal signal sequences of
secretory proteins when they exit the ribosomes. For protein secretion, the N-terminal signal
sequences of unfolded preproteins are further recognized by SecA. In Proteobacteria, preproteins
are generally maintained in an unfolded state by the chaperone SecB that recruits them to SecA.
The ATP-dependent motor protein SecA drives the transport of preproteins across the translocase
and the SecDF\YajC complex contributes to protein secretion. The N-terminal signal sequences of
preproteins enter of the translocase first and are inserted in the inner membrane from the external
side of the inner membrane. The signal peptidase SPase I cleaves the N-terminal sequences of the
preproteins and allows the release of mature unfolded proteins on the external side of the inner
membrane

the YidC-only pathway, indicating that the SecA motor protein required for the
translocation of large hydrophilic domains across the inner membrane can only
interact with the Sec translocase (Welte et al. 2012).

The Sec translocase is also responsible for the secretion of envelope proteins
across the inner membrane (Fig. 3.2b). While the insertion of inner membrane
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proteins is a co-translational process, the translocation of envelope proteins occurs
post-translationally (du Plessis et al. 2011; Ulbrandt et al. 1997). Secretory proteins
are synthesized as preproteins in the cytoplasm and possess N-terminal signal
sequences with a short positively charged region followed by a central hydrophobic
region and a C-terminal polar region containing a type-I peptidase cleavage site for
their subsequent maturation in the envelope compartment (Driessen and Nouwen
2008; Palmer and Berks 2012). When the signal sequences of secretory proteins
exit the ribosome, they are recognized by a chaperone named trigger factor (TF)
that prevents the binding by SRP (Beck et al. 2000; Eisner et al. 2003; Ferbitz
et al. 2004). For protein secretion, the N-terminal signal sequences of unfolded
preproteins are further recognized by SecA (Driessen and Nouwen 2008). In most
Proteobacteria such as E. coli, preproteins are maintained in an unfolded state by
the secretion-dedicated chaperone SecB that recruits them to SecA (Driessen and
Nouwen 2008; van der Sluis and Driessen 2006). The motor protein SecA drives
the transport of preproteins across the translocase in the inner membrane by its
ATPase activity and the N-terminal signal sequences of secretory proteins enter
the translocase first (Lycklama and Driessen 2012). On the external side of the
inner membrane, the central hydrophobic region of the secreted N-terminal signal
sequences are predicted to be inserted in the inner membrane. This would position
the short positively charged N-terminal region back in the cytoplasm, thus retaining
the preproteins in the membrane and exposing the type-I peptidase cleavage sites
of the N-terminal signal sequences to the signal peptidase I (SPase I, also named
Lep). This enzyme is integrated in the membrane with its catalytic domain facing
the envelope compartment (Lycklama and Driessen 2012; Paetzel et al. 2002;
Briggs et al. 1986) (Fig. 3.2b). To complete protein translocation across the inner
membrane, SecA continues to drive the transport of secretory proteins through the
translocase and the protein complex SecDF\YajC associates transiently with the
translocase to stimulate the transit. This process directly involves SecDF and the
membrane proton motive force (Lycklama and Driessen 2012). The combined action
of the Sec secretory system and SPase I that cleaves the N-terminal sequences of
preproteins allows the release of mature unfolded proteins on the external side of
the inner membrane (Lycklama and Driessen 2012; Paetzel et al. 2002) (Fig. 3.2b).

3.3.1.2 Folding of the Secretory Sec Substrates in the Envelope
Compartment

After their transport across the inner membrane and their processing by SPase
I, mature unfolded secretory proteins must adopt their functional conformations.
Protein folding involves the formation of the secondary structure elements, the
’-helices and “-sheets, and their non-covalent interactions for the adoption of
active tertiary structures (Merdanovic et al. 2011). In Proteobacteria, periplasmic
molecular chaperones participate in the folding of mature secreted proteins and
in the maintenance of protein quality under stress conditions by reducing protein
aggregation and degradation (Silhavy et al. 2010; Merdanovic et al. 2011; Duguay
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and Silhavy 2004). The folding of some envelope proteins also requires folding
catalysts; oxidoreductases for the formation of disulfide bonds between cysteine
residues and peptidyl-prolyl isomerases (PPIases) for cis-trans isomerization of
peptidyl-prolyl bonds (Merdanovic et al. 2011; Duguay and Silhavy 2004; Goemans
et al. 2014; Depuydt et al. 2011). While the formation of disulfide bonds in
the periplasm of Proteobacteria is an extremely important physiological process
(Hatahet et al. 2014; Kadokura and Beckwith 2010), its role is very limited in
Firmicutes (Dutton et al. 2008; van Wely et al. 2001). In Firmicutes, secretory
proteins are released directly in the extracellular environment and the folding of
mature proteins is assisted by folding catalysts integrated in the inner membrane
such as the predicted PPIase PrsA present in many species such as B. subtilis (van
Wely et al. 2001; Sarvas et al. 2004).

3.3.1.3 Translocation of Folded Proteins Across the Inner Membrane
by the Tat System

Some envelope proteins are translocated across the inner membrane in their
folded and/or cofactor-containing forms by the twin-arginine translocation (Tat)
system (Palmer and Berks 2012; Natale et al. 2008). Secretory Tat substrates have
hydrophobic N-terminal signal sequences with a tripartite structure and a type-
I peptidase cleavage site like the signal sequences of secretory Sec substrates
(see Sect. 3.3.1.1). However, the N-terminal positively charged region of the Tat
signal sequence is longer than for the Sec signal sequence and the Tat signal
sequence includes two invariable arginine residues at its C-terminal end (Palmer
and Berks 2012; Goosens et al. 2014). For Tat substrates, the presence of the signal
sequence is not sufficient for translocation, and the proteins must adopt the proper
folded conformation and/or incorporate the correct cofactor in the cytoplasm to be
transported across the inner membrane (Goosens et al. 2014). Some Tat substrates
have to incorporate complex cofactors such as metal–sulphur clusters or nucleotide-
based molecules that are present only in the cytoplasm while others need to fold
around the correct cytoplasmic cofactor to avoid competition of periplasmic metal
ions for their active sites. A subset of Tat substrates associates with cytoplasmic
protein cofactors that do not possess signal sequences for their translocation across
the inner membrane. In all cases, preprotein maturation in the cytoplasm is required
for proper folding, stability and functionality of the Tat substrates in the envelope
compartment (Palmer and Berks 2012).

The minimal Tat system for translocation of folded and/or cofactor-containing
substrates is composed of the TatA and TatC proteins (Goosens et al. 2014). This
system is used in Firmicutes such as B. subtilis that only has a few predicted Tat
substrates (Palmer and Berks 2012; Dilks et al. 2003). In Proteobacteria such as
E. coli that has 27 predicted Tat substrates, translocation also requires the TatA-
like protein TatB (Palmer and Berks 2012; Goosens et al. 2014; Palmer et al.
2010) (Fig. 3.3). The Tat system is functionally divided in the pore-forming unit
and the docking unit for substrate recognition. The small inner membrane protein
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Fig. 3.3 Translocation of folded proteins across the inner membrane by the Tat system. The Tat
system allows the transport of folded and/or cofactor-containing proteins through a large protein
pore in the inner membrane. The N-terminal sequences of Tat substrates are recognized by the
docking unit formed by TatC in Firmicutes such as B. subtilis and of the additional TatB protein in
Proteobacteria such as E. coli. The formation of Tat(B)C-substrate complex triggers the insertion
of N-signal sequences in the inner membrane and the recruitment of TatA that oligomerizes to
form a large pore in the inner membrane for protein transport. The assembly of the Tat system
is energized by the proton motive force but the dynamics of protein transport is not understood.
After the translocation of Tat substrates, their N-terminal signal sequences are cleaved by the signal
peptidase SPase I. Mature proteins are then released on the external side of the inner membrane
and the Tat complex disassembles

TatA is responsible of forming the pore by oligomerization. The large integral inner
membrane protein TatC in B. subtilis with the additional TatA-like protein TatB
in E. coli constitutes the docking unit. For protein translocation, the docking unit
recognizes the N-terminal signal sequences of folded and/or cofactor-containing
Tat substrates. TatC binds to the twin-arginine consensus motif in the N-terminal
positively charged region of the Tat signal sequences (Palmer and Berks 2012;
Goosens et al. 2014) (Fig. 3.3). In E. coli, it has been shown that TatC inserts
the following regions of the Tat signal sequences in the inner membrane. This step
requires the membrane proton motive force, is regulated by TatB and results in the
positioning of the signal sequences in a binding pocket formed by TatB and TatC
(Frobel et al. 2012) (Fig. 3.3). The formation of the Tat(B)C-substrate complex
triggers the recruitment of TatA monomers that oligomerize to form a large pore
in the inner membrane, a process energized by the proton motive force (Palmer
and Berks 2012; Goosens et al. 2014; Frobel et al. 2011). The mechanistic and
energy source required for the passage of folded and/or cofactor-containing Tat
substrates across the pore is not yet understood, but it is known that the twin-
arginine consensus motif of the signal sequences remain attached to TatC during
the transport. After substrate translocation across the inner membrane, the protease
cleavage site of the signal sequences is exposed at the external side of the inner
membrane. The signal sequences are then cleaved by SPase I for the release of
mature proteins on the external side of the inner membrane, and the Tat complex
disassembles (Palmer and Berks 2012; Goosens et al. 2014; Frobel et al. 2012)
(Fig. 3.3).
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3.3.1.4 Biogenesis of Lipoproteins and Transport by the Lol System

Some Sec and Tat substrates are designed to become lipoproteins; lipidated proteins
embedded in a phospholipid leaflet (Fig. 3.4). These proteins are produced as
preprolipoproteins in the cytoplasm and contain a Sec or Tat N-terminal targeting
signal sequence (see Sects. 3.3.1.1 and 3.1.3, respectively). However, the C-terminal
polar region of their signal sequences consists of a lipoprotein box including a
type-II peptidase cleavage site instead of a type-I peptidase cleavage site and
contains an invariable cysteine residue after the cleavage site (du Plessis et al.
2011; Palmer and Berks 2012). After the translocation of preprolipoproteins across
the inner membrane by the Sec or Tat pathway (see Sects. 3.3.1.1 and 3.3.1.3,
and Figs. 3.2 and 3.3), their signal sequences retain them in the inner membrane.
The central hydrophobic region of the signal sequences stays embedded in the
membrane while the positively charged N-terminal region remains in the cytoplasm
and the C-terminal lipoprotein box faces the envelope compartment (Fig. 3.4).
The cysteine residue at the C-terminal end of the lipoprotein box is lipidated
by the Lgt enzyme in the inner membrane that transfers a diacylglycerol moiety
from the phospholipid phosphatidylglycerol to the preprolipoproteins (Pailler et al.
2012; Okuda and Tokuda 2011; Sankaran and Wu 1994). Prolipoproteins are then
embedded in the outer leaflet of the inner membrane by their lipidated cysteine
residues. Their N-terminal signal peptides are subsequently cleaved by the signal
peptidase SPase II (also named Lsp), and the membrane-anchored cysteine residues
become the first residues of the lipoproteins (Fig. 3.4). This typically completes the
maturation of lipoproteins in Firmicutes (Okuda and Tokuda 2011; Hutchings et al.
2009; Nakayama et al. 2012). In Proteobacteria, an additional fatty acid is attached
to the N-terminal cysteine residues by the phospholipid/apolipoprotein transacylase
Lnt in the inner membrane (Okuda and Tokuda 2011; Hutchings et al. 2009;
Buddelmeijer and Young 2010; Robichon et al. 2005) (Fig. 3.4). The lipoprotein
biosynthesis enzymes are essential in Proteobacteria such as E. coli whereas they
are not essential in Firmicutes such as B. subtilis (Nakayama et al. 2012).

In Proteobacteria, most lipoproteins are localized in the inner leaflet of the outer
membrane (Nakayama et al. 2012). Depending on the residues following the lipid-
modified cysteine residues, mature lipoproteins stay anchored in the outer leaflet of
the inner membrane or are transported to the outer membrane by the localization of
lipoproteins (Lol) system. Typically, the presence of an aspartate residue at position
2 in mature lipoproteins functions as a Lol avoidance signal for lipoprotein retention
in the inner membrane (Okuda and Tokuda 2011). In the absence of an avoidance
signal, mature lipoproteins are released from the outer leaflet of the inner membrane
by the LolCDE complex: an ATP-binding cassette (ABC) transporter in the inner
membrane that requires ATP hydrolysis for its function (Yakushi et al. 2000).
The LolCDE complex transfers mature lipoproteins to the soluble chaperone LolA
that assures their transport across the hydrophilic periplasm to the receptor protein
LolB located in the inner leaflet of the outer membrane. Finally, LolB incorporates
lipoproteins in the inner leaflet of the outer membrane by an unknown mechanism
(Okuda and Tokuda 2011; Narita and Tokuda 2010) (Fig. 3.4).
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Fig. 3.4 Biogenesis of lipoproteins and transport by the Lol system. Lipoproteins are lipidated
proteins embedded in a phospholipid leaflet. These proteins are produced as preprolipoproteins in
the cytoplasm and are translocated across the inner membrane by the Sec or Tat pathway. The
N-terminal sequences retain the preprolipoproteins in the inner membrane after secretion and
position them for their lipidation with diacylglycerol by the Lgt enzyme. The N-terminal signal
sequences of prolipoproteins are then cleaved by the signal peptidase SPase II and this completes
the biogenesis of lipoproteins in Firmicutes. In Proteobacteria, a fatty acid is further added
to the apolipoproteins by the transacylase Lnt. In Proteobacteria, most mature lipoproteins are
transported to the inner leaflet of the outer membrane by the Lol system. For lipoprotein transport,
the LolCDE complex forms an ABC transporter in the inner membrane and uses energy from ATP
hydrolysis to transfer lipoproteins to LolA. This soluble chaperone transports lipoproteins across
the periplasm and transfers them to the lipoprotein LolB for lipoprotein incorporation in the inner
leaflet of the outer membrane
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3.3.1.5 Insertion of Outer Membrane Proteins by the Bam Complex
in Proteobacteria

In addition to lipoproteins, the outer membrane of the diderm envelope contains
integral proteins. Most outer membrane proteins contain antiparallel “-sheets that
form transmembrane domains for the adoption of a closed cylindrical “-barrel
structure (Ricci and Silhavy 2012; Wimley 2003). Integral outer membrane proteins
are translocated from the cytoplasm to the periplasm as unfolded polypeptides
by the Sec translocase and are processed by the protease SPase I (Driessen and
Nouwen 2008; du Plessis et al. 2011) (see Sect. 3.3.1.1 and Fig. 3.2b). Nascent
outer membrane proteins associate with soluble molecular chaperones that prevent
their aggregation, facilitate their transport across the periplasm in an unfolded but
folding-competent state and target them to the “-barrel assembly machinery (Bam)
in the outer membrane (Ricci and Silhavy 2012; Denoncin et al. 2012; Hagan et al.
2011). The molecular chaperones involved in the transport and assembly of outer
membrane proteins include SurA, Skp and DegP in E. coli (Goemans et al. 2014).
SurA transports most nascent outer membrane proteins across the periplasm while
Skp and DegP form a partially redundant backup pathway (Denoncin et al. 2012;
Rizzitello et al. 2001; Sklar et al. 2007) (Fig. 3.5). Nascent outer membrane proteins
can also be the substrates of periplasmic folding catalysts such as oxidoreductases
and PPIases as discussed in Sect. 3.1.2 on the maturation of secretory Sec substrates
(Merdanovic et al. 2011; Duguay and Silhavy 2004; Goemans et al. 2014; Depuydt
et al. 2011).

The most important and conserved component of the Bam complex for outer
membrane protein insertion and folding is BamA: an integral “-barrel outer
membrane protein with a large periplasmic portion containing five structurally
homologous polypeptide translocation associated (POTRA) domains (Kim et al.
2007) (Fig. 3.5). In E. coli, the Bam system is composed of BamA and of the four
outer membrane lipoproteins BamBCDE that form an oligomeric complex (Ricci
and Silhavy 2012; Hagan et al. 2011) (Fig. 3.5). The POTRA domains of BamA
are required for the interaction with the lipoprotein components of the complex,
for proper BamA assembly in the outer membrane as well as for the binding and
folding of the Bam substrates. Nascent outer membrane proteins in their unfolded
but folding-competent states probably bind to the POTRA domains of BamA via
C-terminal signal sequences. This interaction is though to initiate protein folding by
a process called “-strand augmentation (Ricci and Silhavy 2012; Hagan et al. 2011;
Kim et al. 2007). The mechanism of protein insertion and complete folding of “-
barrel proteins in the outer membrane by the BAM complex is not yet understood.
However, the reconstitution of the Bam system in liposomes by the Kahne lab
demonstrated that SurA can deliver unfolded substrates to the Bam complex that
facilitates outer membrane protein incorporation without an external energy source
(Hagan et al. 2010).
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Fig. 3.5 Insertion of outer membrane proteins by the Bam complex in Proteobacteria. The
outer membrane of Proteobacteria contains integral proteins that typically adopt a “-barrel
conformation. These proteins are translocated from the cytoplasm to the periplasm as unfolded
polypeptides by the Sec translocase. They associate with chaperones that assure their transport
across the periplasm in an unfolded but folding-competent state and target them to the Bam
complex in the outer membrane. In E. coli, the chaperone SurA transports most nascent outer
membrane proteins across the periplasm while Skp and DegP form a backup pathway. The Bam
complex of the model system E. coli is composed of the integral “-barrel outer membrane protein
BamA that contains five POTRA domains and of the four lipoproteins BamBCDE. The mechanism
of insertion and folding of “-barrel proteins by the Bam system is currently not understood but
involves the interaction of nascent outer membrane proteins with the POTRA domains of BamA

3.3.1.6 Attachment of Proteins to Peptidoglycan

Some envelope proteins in Firmicutes and Proteobacteria are associated non-
covalently with the peptidoglycan layer via cell wall binding domains (Visweswaran
et al. 2011) while other envelope proteins are attached covalently to peptidoglycan
by the enzymes described below.

In Firmicutes, many surface proteins are attached covalently to the thick peptido-
glycan layer that faces the extracellular environment (Fig. 3.1a). These proteins are
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synthesized as preproteins in the cytoplasm and have N-terminal signal sequences
for their translocation across the inner membrane by the Sec translocase and their
processing by Spase I (see Sect. 3.1.1 and Fig. 3.2b). They also have C-terminal
cell wall sorting signals for their attachment to peptidoglycan by sortase enzymes
(Dramsi et al. 2008; Spirig et al. 2011). These signal sequences typically consist of
the N-terminal LPXTG sorting motif where X can be any amino acid, followed
by a central hydrophobic domain and a short positively charged C-terminal tail
(Schneewind et al. 1992). However, many different classes of sortases have now
been involved in protein attachment to peptidoglycan and some of them recognize
distinct sorting motifs in which the LPXTG sequence varies (Spirig et al. 2011).
Similarly to the N-terminal secretion signals of preprolipoproteins (see Sect. 3.1.4
and Fig. 3.4), the C-terminal cell wall sorting signals delay protein secretion by
retaining the preproteins in the inner membrane. This allows proper preprotein
positioning for enzymatic processing. The central hydrophobic region of the cell
wall sorting signals stays embedded in the membrane while the positively charged
C-terminal tail remains in the cytoplasm and the N-terminal sorting motif is exposed
at the external side of the inner membrane for recognition by sortases. These
enzymes are embedded in the inner membrane with their catalytic domains for
cysteine transpeptidase activity facing the extracellular environment (Schneewind
and Missiakas 2012). They typically function by first breaking the peptide bond
between the threonine and glycine residues of the LPXTG sorting motif. They
then form a peptide bond between the C-terminal threonine residue of the target
proteins and the terminal amino group of the residue in the third position of the stem
peptide of the peptidoglycan lipid II assembly unit (Dramsi et al. 2008; Spirig et al.
2011). In B. subtilis (and in E. coli), this residue in lipid II is meso-diaminopimelic
acid (mA2pm) (Barreteau et al. 2008; Kouidmi et al. 2014). The lipid II units with
attached proteins are then incorporated to the peptidoglycan layer in the process of
peptidoglycan assembly described in Sect. 3.2.2 and Fig. 3.6. The structure of the
peptidoglycan layer of the monoderm envelope of Firmicutes containing covalently
bound proteins is pictured in Fig. 3.1a.

Sortases have been identified in a few species of Proteobacteria, but their
function remains unknown (Spirig et al. 2011; Comfort and Clubb 2004; Pallen
et al. 2003). However, the L,D-transpeptidases YbiS, YcfS and ErfK are redundant
enzymes that attach the outer membrane protein Lpp (also named Braun lipoprotein,
Braun and Rehn 1969) to the peptidoglycan layer in the diderm model system E. coli
(Magnet et al. 2007a). These enzymes also have a cysteine transpeptidase activity.
To link Lpp to peptidoglycan, they cleave the peptide bond between the third and
fourth residue of the peptidoglycan stem peptide to form a peptide bond between the
mA2pm residue at the third position of the stem peptide and the side chain amine
of the C-terminal lysine residue of Lpp. It is not known whether Lpp is attached to
the peptidoglycan lipid II assembly unit or to mature peptidoglycan (Dramsi et al.
2008; Magnet et al. 2007a). The attachment of the outer membrane protein Lpp to
the peptidoglycan layer physically links these two envelope layers as depicted in
Fig. 3.1b.
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Fig. 3.6 Peptidoglycan assembly by the transglycosylation and transpeptidation activities of
PBPs. The lipid II precursor for peptidoglycan assembly is composed of the disaccharide GlcNAc-
MurNAc linked to the pentapeptide moiety and the lipid carrier undecaprenyl-P. In B. subtilis
and E. coli, the pentapeptide is composed of L-Ala-D-Glu-mA2pm-D-Ala-D-Ala. The flippase for
the translocation of lipid II from the inner leaflet of the inner membrane to the outer leaflet has
been proven to be MurJ, at least in Proteobacteria (see main text). In the envelope compartment,
lipid II units are used as substrates by the PBPs that possess two distinct enzymatic domains for
peptidoglycan assembly. In Proteobacteria, the bifunctional PBPs require activation by lipoprotein
cofactors in the outer membrane (Lpo). Lipid II units are first polymerized in long glycan chains
by the transglycosylation activity of PBPs. These nascent chains stay embedded in the inner
membrane by the lipid carrier. They are added to the growing peptidoglycan network by the
transpeptidase activity of PBPs that cleave the peptide bond between the terminal D-Ala-D-Ala
residues of a stem peptide to form a peptide bound between the fourth residue of the donor stem
peptide and the third residue of an adjacent acceptor stem peptide (D-Ala-mA2pm crosslinks).
Peptidoglycan assembly and maturation require the action of peptidoglycan hydrolases that cleave
bonds in the peptidoglycan network, such as carboxypeptidases that remove the terminal D-Ala of
unprocessed pentapeptide moieties

3.3.2 Assembly of the Glycosidic Components of the Envelope:
Peptidoglycan, LPS and Teichoic Acids

3.3.2.1 Inner Membrane Flipping on the Undecaprenyl-P Lipid Carrier

The peptidoglycan precursor lipid II as well as the saccharide units for O-antigen
and WTAs are translocated across the hydrophobic inner membrane by the lipid
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carrier undecaprenyl-P. This isoprenoid lipid is composed of a hydrophobic linear
chain of 55 carbons embedded in a leaflet of the inner membrane and a polar
phosphate group that can face the cytoplasm or the external side of the inner
membrane (Bouhss et al. 2008; Manat et al. 2014). In the biochemical pathways
for the biosynthesis of the glycosidic precursors for envelope assembly, hydrophilic
saccharide-phosphate moieties are transferred from UDP nucleotide-activated sug-
ars in the cytoplasm to the undecaprenyl-P lipid carrier in the inner leaflet of
the inner membrane. This step performed by specific glycosyltransferase enzymes
leads to the formation of undecaprenyl-pyrophosphate (undecaprenyl-PP)-linked
glycosidic intermediates and to the release of UMP (Brown et al. 2013; Bouhss et al.
2008; Manat et al. 2014; Whitfield 1995). After the completion of the membrane
step of the pathways for glycosidic precursor synthesis, the undecaprenyl-PP-
linked glycosidic intermediates are translocated from the inner leaflet of the inner
membrane to the outer leaflet by a specific ATP-independent isoprenoid lipid
flippase that facilitates lipid diffusion or an ATP-dependent ABC transporter (Sanyal
and Menon 2009). The undecaprenyl-PP-linked glycosidic intermediates in the
outer leaflet of the inner membrane then act as activated donors in the envelope
compartment. They are recognized as substrates by specific enzymes that use the
energy of their sugar-phosphate intramolecular bonds to catalyze glycan transfer
or polymerization on a specific acceptor molecule for assembly (Manat et al.
2014; Lovering et al. 2012). As the phosphodiester bonds between the lipid carrier
and the glycosidic moiety of envelope precursors are cleaved, undecaprenyl-PP
is released and further dephosphorylated into undecaprenyl-P by undecaprenyl-PP
phosphatases for recycling (Manat et al. 2014; Lovering et al. 2012; Valvano 2008).
However, the assembly of WTAs involves a different reaction that directly leads
to the relase of undecaprenyl-P in the outer leaflet of the inner membrane (Brown
et al. 2013; Kawai et al. 2011). We still do not understand how undecaprenyl-P is
translocated back from the outer leaflet of the inner membrane to the inner leaflet
(Manat et al. 2014; Valvano 2008).

3.3.2.2 Peptidoglycan Assembly

The peptidoglycan layer is the most important structural component of the bacterial
envelope. It provides rigidity, flexibility and strength necessary for bacterial cells
to grow and divide while maintaining their shape and withstanding their high
internal osmotic pressure (Typas et al. 2012). The final lipid-linked precursor
from the biochemical pathway for peptidoglycan biosynthesis is named lipid II.
It is composed of the disaccharide GlcNAc-MurNAc, with the MurNAc sugar
linked to both the pentapeptide and the lipid carrier. As the disaccharide GlcNAc-
MurNAc is assembled on undecaprenyl-P from UDP-activated sugars, it results
in an undecaprenyl-PP-precursor (see sect. 3.3.2.1) (Bouhss et al. 2008). In B.
subtilis and E. coli, the pentapeptide is composed of the residues L-Ala-D-Glu-
mA2pm-D-Ala-D-Ala (Barreteau et al. 2008; Kouidmi et al. 2014). The mechanism
of lipid II translocation across the inner membrane is not well understood and
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the candidates FtsW/RodA and MurJ (also called MviN) are at the center of a
controversy on the identity of the lipid II flippase (Young 2014; Sham et al. 2014;
Mohammadi et al. 2011). The conserved inner membrane proteins FtsW and RodA
are members of the shape, elongation, division, and sporulation (SEDS) superfamily
of proteins and are respectively required for cell division and elongation in rod-
shaped bacteria like B. subtilis and E. coli (de Pedro et al. 2001; Henriques et al.
1998; Khattar et al. 1994). The inner membrane protein MurJ is a member of the
multidrug/oligosaccharidyllipid/polysaccharide (MOP) exporter superfamily (Ruiz
2008; Hvorup et al. 2003) like the O-antigen flippase Wzx (Young 2014; Islam
et al. 2013) (see Sect. 3.2.3 and Fig. 3.7 on LPS assembly). While FtsW has
been shown to function as a lipid II flippase in an in vitro reconstituted system
in proteoliposomes (Mohammadi et al. 2011, 2014), the data from in vivo assays
support the function of MurJ as the lipid II flippase in Proteobacteria (Young
2014; Sham et al. 2014; Lara et al. 2005; Mohamed and Valvano 2014). MurJ
is highly conserved in Proteobacteria but is not well conserved Firmicutes (Ruiz
2009). Anyhow, MurJ homologues from the species B. subtilis and Streptococcus
pneumoniae from the phylum Firmicutes complement for the function of MurJ in
E. coli (Ruiz 2009; Fay and Dworkin 2009), and the MurJ functional homologue
is essential in S. pneumoniae (Ruiz 2009; Thanassi et al. 2002). However, the
four putative MurJ homologues in B. subtilis can be inactivated without defects in
growth, indicating that there must be another lipid II flippase in this species (Young
2014; Fay and Dworkin 2009).

Once lipid II units are translocated across the inner membrane, they are added
to the growing peptidoglycan network by the high molecular weight Penicillin-
Binding Proteins referred to as PBPs; the molecular targets of penicillin and other
“-lactam antibiotics (Goffin and Ghuysen 1998; Spratt and Pardee 1975). These
enzymes are embedded in the inner membrane and possess two distinct enzymatic
domains on the external side of the inner membrane for their transglycosylation
and transpeptidation activities (Sauvage et al. 2008). In Proteobacteria such as E.
coli and Vibrio cholerae, the bifunctional PBPs require activation by lipoprotein
cofactors in the outer membrane for proper activity (Paradis-Bleau et al. 2010;
Typas et al. 2010; Lupoli et al. 2014; Dorr et al. 2014; Young 2010; Egan
et al. 2014). For peptidoglycan assembly, the PBPs first use lipid II substrates to
polymerize long glycan strands that stay embedded in the outer leaflet of the inner
membrane by the lipid carrier (Fig. 3.6). In the first transglycosylation reaction, the
phosphodiester-MurNAc bond of a lipid II unit is cleaved to energize the formation
of a glycosidic bond between the MurNAc moiety of the donor substrate and the
GlcNAc of the acceptor lipid II unit. Glycan chain polymerization then continues
with the formation of new glycosidic bonds between MurNAc and GlcNAc residues
concomitant with the release of an undecaprenyl-PP donor in each cycle (Lovering
et al. 2012; Perlstein et al. 2007). The PBPs are the main lipid II polymerases and
their transglycosylation activity is typically essential in bacteria (Lovering et al.
2012; Sauvage et al. 2008; Vollmer et al. 2008b; McPherson and Popham 2003).
Many bacterial species from the phyla Firmicutes and Proteobacteria also have
monofunctional transglycosylases in the inner membrane that perform a redundant
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transglycosylation reaction (Lovering et al. 2012; Di Berardino et al. 1996).
Intriguingly, the transglycosylation activity of PBPs is not required in B. subtilis
and no monofunctional transglycosylase-encoding gene has yet been identified in
its genome. This indicates that the peptidoglycan glycan strands can be made by an
unidentified novel type of enzyme in this species (McPherson and Popham 2003;
Kunst et al. 1997). The last step of peptidoglycan assembly involves the attachment
of nascent glycan strands to the growing peptidoglycan network. This is performed
by the D,D-transpeptidase activity of the PBPs that attach peptide moieties from
adjacent peptidoglycan glycan strands (Fig. 3.6). PBPs are serine transpeptidases
that cleave the peptide bond between the terminal D-Ala-D-Ala residues of the
peptidoglycan stem peptide to form a peptide bound between the fourth residue
of the donor stem peptide and the third residue of an adjacent acceptor stem peptide
(Fig. 3.6). The D-Ala-mA2pm cross-link is predominant in the peptidoglycan of
Firmicutes and Proteobacteria (Figs. 3.1 and 3.6) and the transpeptidase activity of
PBPs is usually required for bacterial survival (Lovering et al. 2012; Sauvage et al.
2008; Vollmer et al. 2008b). Many species such as B. subtilis and E. coli also have
L,D-transpeptidases that introduce peptide bonds between the third residues of the
stem peptides (Magnet et al. 2007b, 2008; Mainardi et al. 2005). At the opposite
of the D,D-transpeptidase activity of PBPs, the activity of L,D-transpeptidases is
typically not inhibited by “-lactam antibiotics (Lecoq et al. 2012). The mA2pm-
mA2pm cross-links are in low abundance in the peptidoglycan of Firmicutes and
Proteobacteria (Vollmer et al. 2008b; Magnet et al. 2008; Lecoq et al. 2012; Glauner
et al. 1988). However, their proportion increases in the stationary phase of growth
or in cases of “-lactam resistance where bacterial species such as Enterococcus
faecium from the phylum Firmicutes bypass the need for D,D-transpeptidation by
PBPs by relying on L,D-transpeptidases for glycan strands cross-linking (Vollmer
et al. 2008b; Lecoq et al. 2012; Pisabarro et al. 1985; Mainardi et al. 2000, 2008).

To assure proper peptidoglycan assembly, the addition of new material into the
network by synthesizing enzymes must be tightly coordinated with the action of
enzymes that cleave bonds in peptidoglycan (Typas et al. 2012; Lovering et al.
2012). Peptidoglycan hydrolases regroup different classes of enzymes that can
collectively cleave almost any bond in the peptidoglycan network (Typas et al.
2012; Vollmer et al. 2008b). The collaborative work of peptidoglycan synthases
and hydrolases assures proper peptidoglycan assembly and maturation for the
maintenance of a functional structure (Typas et al. 2012). In rod-shaped bacteria
like B. subtilis and E. coli, specific peptidoglycan-synthesizing complexes assemble
for the purpose of cell elongation and division. These complexes are organized by
the cytoskeletal elements MreB and FtsZ in the cytoplasm (Vollmer et al. 2008a).
MreB forms cytoplasmic filaments that orient the elongation complex along the long
axis of the bacterial cell while FtsZ makes the Z-ring at the center of the mother cell
and directs the synthesizing complex involved in cell division (Vollmer et al. 2008a;
Lovering et al. 2012; den Blaauwen et al. 2008; Margolin 2009).
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3.3.2.3 Biogenesis of Lipopolysaccharides (LPS) and Transport
by the Lpt System in Proteobacteria

The outer membrane of the diderm envelope of Proteobacteria is asymmetric; its
inner leaflet is composed of phospholipids whereas its outer leaflet is composed
mainly of LPS (Muhlradt and Golecki 1975; Kamio and Nikaido 1976) (Fig. 3.1b).
These polyanionic glycolipids are typically made of a lipid A, a core oligosaccharide
and a highly variable chain of repeating oligosaccharides named O-antigen. Lipid
A anchors LPS in the outer leaflet of the outer membrane and consists of a
glucosamine-based phospholipid. The core oligosaccharide is divided in an inner
core linked to lipid A and an outer core attached to O-antigen. The inner core
typically contains a few residues of the negatively charged sugar 3-deoxy-D-
manno-oct-2-ulosonic acid (Kdo) followed by a few residues of L-glycero-D-manno
heptose. The inner core is often decorated with other sugars, phosphate, phos-
phoethanolamine, pyrophosphorylethanolamine or phosphorylcholine residues, but
only the structure of the main saccharidic backbone is well known. The outer core is
more structurally diverse than the inner core and consists mostly of hexoses (Raetz
and Whitfield 2002; Nikaido 2003). The O-antigen is made of oligosaccharide
repeating units that are extremely variable with even a high degree of diversity
between different strains of the same species (Raetz and Whitfield 2002; Bos et al.
2007). The strains of E. coli make about 170 different types of O-antigen that are
defined as serotypes (Raetz and Whitfield 2002). The model system E. coli K12
acquired a mutation during its domestication in laboratory and only contains the
essential portion of LPS consisting of the lipid A and Kdo portions, a phenotype
referred to as “rough” due to the effect on colony morphology. Most wild-type
strains and clinical isolates of E. coli contain complete LPS structures and form
“smooth” colonies (Raetz and Whitfield 2002; Trent et al. 2006; Reeves et al. 1996).
Anionic LPS are tightly packed to form the outer leaflet of the outer membrane and
their negative charges are counterbalanced and stabilized by divalent cations such
as magnesium and calcium that bridge LPS by strong lateral interactions (Nikaido
2003; Holst 2007).

In the pathway for biosynthesis of complete LPS, the lipid A-core and O-antigen
units are made separately in the inner leaflet of the inner membrane and are further
combined in the outer leaflet of the inner membrane (Raetz and Whitfield 2002)
(Fig. 3.7). The lipid A-core is flipped from the inner leaflet to the outer leaflet
of the inner membrane by the ABC transporter MsbA (Raetz and Whitfield 2002;
King and Sharom 2012). As for lipid II units, O-antigen is synthesized on the lipid
carrier undecaprenyl-P from nucleotide-activated sugar donor substrates. This leads
to undecaprenyl-PP-linked O-antigen subunits or polysaccharides. Indeed, there are
two main pathways for O-antigen assembly and transport. Individual O-antigen
subunits can be made in the inner leaflet of the inner membrane and translocated
to the outer leaflet by the flippase Wzx. O-antigen subunits are then assembled in
mature O-antigen by the polymerase Wzy and the chain length regulator Wzz in
the periplasm (Fig. 3.7). Alternatively, O-antigen can be assembled as a complete
polymer in the inner leaflet of the inner membrane and further translocated to the
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Fig. 3.7 Assembly of LPS and transport to the outer membrane by the Lpt system in Proteobac-
teria. The outer leaflet of the outer membrane of Proteobacteria is composed of LPS; anionic
glycopolymers made of a lipid A anchor, a core oligosaccharide and a highly variable chain
of repeating oligosaccharides named O-antigen. The lipid A-core and O-antigen units are made
separately in the inner leaflet of the inner membrane and are combined in the outer leaflet. The
lipid A-core is flipped from the inner leaflet of the inner membrane to the outer leaflet by the ABC
transporter MsbA upon ATP hydrolysis. There are two main pathways for O-antigen biogenesis.
As represented in the figure, O-antigen subunits can be linked to the lipid carrier undecaprenyl-
P in the inner leaflet of the inner membrane and translocated to the outer leaflet by the flippase
Wzx. O-antigen subunits are then assembled in mature O-antigen by the polymerase Wzy and
the chain length regulator Wzz in the periplasm. O-antigen can alternatively be assembled as a
complete polymer on the lipid carrier in the inner leaflet of the inner membrane and translocated
to the outer leaflet by an ABC transporter (not represented in the figure). In both cases, mature
O-antigens are transferred to the lipid A-core unit in the outer leaflet of the inner membrane by
the ligase WaaL. Mature LPS are then transported to outer leaflet of the outer membrane by the
Lpt system. The proteins LptA-G physically interact to span the entire envelope compartment. The
LptBFG proteins form an ABC transporter in the inner membrane and associates with the LptC
protein. The LptBCFG complex extracts LPS from the outer leaflet of the inner membrane and
transfers it to LptA, a process requiring energy from ATP hydrolysis. The transport of LPS through
the periplasm occurs inside the hydrophobic groove formed by the transenvelope protein complex.
The “-barrel protein LptD and the lipoprotein LptE form a complex in the outer membrane for LPS
incorporation and assembly of the outer leaflet. This figure is based on studies performed with the
E. coli K12 model system that contains truncated LPS without O-antigens. It is not know if the
transport of complete LPS requires additional components and/or mechanistic
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outer leaflet by an ABC transporter (Raetz and Whitfield 2002; Whitfield 1995).
In both cases, the mature O-antigen is transferred to the lipid A-core unit in the
outer leaflet of the inner membrane by the ligase WaaL (Fig. 3.7). This enzyme
utilizes the undecaprenyl-PP-linked O-antigen as a donor and the lipid A-core as
an acceptor in the reaction, and consequently liberates undecaprenyl-PP (Raetz and
Whitfield 2002; Han et al. 2012). The lipid A moiety of mature LPS can be modified
by enzymes in the envelope compartment. However, the action of these enzymes is
not required for proper bacterial physiology but rather modulates the virulence of
some pathogens (Raetz et al. 2007).

Once LPS are assembled in the outer leaflet of the inner membrane, these
amphipathic molecules are transported to the outer leaflet of the outer membrane by
the LPS transport (Lpt) system (Ruiz et al. 2009; Sperandeo et al. 2009). The system
includes the 7 proteins LptA-G that physically interact to span the entire envelope
compartment (Chng et al. 2010; Freinkman et al. 2012; Sperandeo et al. 2011; Villa
et al. 2013) (Fig. 3.7). The transenvelope complex mediates the extraction of LPS
from the outer leaflet of the inner membrane, its transport across the periplasm
and its insertion in the outer membrane for the construction of the outer leaflet
(Polissi and Sperandeo 2014). The assembly of the Lpt system is quite complex
and is tightly regulated to assure correct transenvelope protein complex formation
and proper LPS transport (Polissi and Sperandeo 2014). The LptBFG proteins form
an ABC transporter in the inner membrane. It uses the energy from cytoplasmic ATP
hydrolysis to extract mature LPS from the outer leaflet of the inner membrane and
transfer them to the LptC protein associated with the inner membrane and facing
the periplasm (Fig. 3.7). The LptBFG complex then transfers LPS from LptC to
the periplasmic protein LptA, a step that also requires energy from cytoplasmic
ATP hydrolysis (Okuda et al. 2012). LptA connects the LptBCFG complex in the
inner membrane to the complex in the outer membrane formed by the “-barrel
protein LptD and the outer membrane lipoprotein LptE. It is still unclear how
many LptA is required to bridge the transenvelope Lpt complex, but it is likely
one or two molecules. The transport of LPS through the periplasm occurs inside
the hydrophobic groove formed by the transenvelope Lpt protein complex (Polissi
and Sperandeo 2014; Okuda et al. 2012; Sperandeo et al. 2008) (Fig. 3.7). The
LptDE complex incorporates and assembles LPS in the outer membrane by an
uncharacterized mechanism (Polissi and Sperandeo 2014). It should be noted that
the study of the Lpt system has been performed on the E. coli K12 model system
that contains only the lipid A and Kdo portions of LPS (Raetz and Whitfield 2002),
and it is not know if the transport of complete LPS requires additional components
and/or mechanistic (Polissi and Sperandeo 2014).

3.3.2.4 Biosynthesis of Wall Teichoic Acids (WTAs) and Attachment
to Peptidoglycan in Firmicutes

The envelope of Firmicutes contains anionic glycopolymers named teichoic acids.
They are made of a short saccharidic linkage unit attached to a long chain of
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Fig. 3.8 Assembly of teichoic acids in Firmicutes. The envelope of Firmicutes contains teichoic
acids made of a short saccharidic linkage unit and a long chain of phosphodiester-linked polyol
repeat units. In the model system B. subtilis strains 168, WTAs contain the linkage unit GlcNAc-
ManNAc-GroP and a polyol chain made of repeat units of GroP that is decorated with D-alanine
and glucose moieties. WTAs are synthesized on the lipid carrier undecaprenyl-P in the inner leaflet
of the membrane and glycosylated in the cytoplasm. They are translocated to the outer leaflet of
the membrane by the ABC transporter TagGH upon ATP hydrolysis. The attachment of WTA to
MurNac moieties of peptidoglycan is performed by the TagTUV enzymes. D-alanylation of WTAs
occurs in the envelope compartment and is though to involve the transfer of D-alanine from LTAs.
In B. subtilis, LTAs are embedded in the outer leaflet of the inner membrane by the glycolipid
diacylglycerol-glucose-glucose. This anchor is attached to a polyol chain of GroP repeat units
decorated with D-alanine residues. The glycolipid anchor is assembled on diacylglycerol in the
inner leaflet of the inner membrane and is translocated to the outer leaflet by a flippase such as LtaA
in S. aureus (the flippase of B. subtilis remains unidentified—see main text). After translocation, the
glycolipid anchor serves as the acceptor for the assembly of the GroP polyol chain. GroP units are
transferred from head groups of phosphatidylglycerol phospholipids in the outer leaflet of the inner
membrane by LtaS. D-alanylation of LTAs occurs in the envelope compartment via the proteins
DltB and DltD. The favored model for D-alanylation implies the translocation of undecaprenyl-P-
linked activated D-alanine residues from the inner leaflet of the membrane to the outer leaflet for
the attachment to LTAs. In most B. subtilis strains, the polyol chains of LTAs are decorated with
GlcNAc moieties in the envelope compartment. This step is not understood and is not represented
on the figure

negatively charged phosphodiester-linked polyol repeat units, a polyol being a
compound with multiple hydroxyl functional groups. While LTAs are anchored
in the inner membrane (see Sect. 3.2.5), WTAs are attached to peptidoglycan
(Brown et al. 2013) (Figs. 3.1a and 3.8). The saccharidic linkage unit of WTAs
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is a disaccharide composed of GlcNAc and N-acetylmannosamine (ManNAc)
further bound to one or two glycerol 3-phosphate (GroP) units, forming GlcNAc-
ManNAc-GroP. While the disaccharide linkage unit of WTAs is highly conserved
in Firmicutes, the composition of the repeat units varies and can differ within the
same species. In B. subtilis, strains 168 and W23 contain repeat units of GroP and
ribitol 5-phosphate, respectively (Brown et al. 2013). The polyol chain of WTAs is
decorated with cationic D-alanyl esters and saccharides such as glucose or GlcNAc
(Brown et al. 2013; Neuhaus and Baddiley 2003). The B. subtilis strains 168 and
W23 have both D-alanyl esters and glucose moieties attached to their WTA polyol
chains (Brown et al. 2013) (Figs. 3.1a and 3.8).

In the pathway for WTA biosynthesis, the disaccharide linkage unit is assembled
on the undecaprenyl-P lipid carrier in the inner leaflet of the inner membrane from
nucleotide-activated sugar donor substrates, yielding undecaprenyl-PP-GlcNAc-
ManNAc-GroP. The phosphodiester-linked polyol repeat units are then polymerized
at the GroP distal end of the disaccharide linkage unit (Brown et al. 2013; Xia and
Peschel 2008). Glycosylation of the polyol chain of WTAs is performed by cytoplas-
mic glycosyltransferases that use specific UDP-activated sugar as donor substrates
(Brown et al. 2013; Xia et al. 2010). Undecaprenyl-PP-linked glycosylated WTAs
are translocated from the inner leaflet of the inner membrane to the outer leaflet
by a two-component ABC transporter such as TagGH in B. subtilis 168 (Brown
et al. 2013; Lazarevic and Karamata 1995; Schirner et al. 2011) (Fig. 3.8). In the
final stage of WTA assembly, the glycopolymers are attached to MurNAc moieties
of peptidoglycan by phosphodiester bonds. This implies a phosphotransfer reaction
that binds phospho-WTAs from undecaprenyl-PP-linked WTAs to peptidoglycan
and releases undecaprenyl-P (Brown et al. 2013; Kawai et al. 2011). The widespread
LytR–Cps2A–Psr (LCP) protein family has been involved in WTA attachment
to peptidoglycan in B. subtilis, and have been renamed TagTUV (Kawai et al.
2011). These three redundant enzymes have a phosphotransferase activity and are
associated with the cytoskeleton element MreB that governs cellular elongation in
rod-shaped bacteria (Kawai et al. 2011; Graumann 2009). This is consistent with
the crucial role of WTAs for cell elongation (Schirner et al. 2009). Homologues
of TagTUV have been involved in the ligation of WTAs to peptidoglycan in the
species Staphylococcus aureus (Dengler et al. 2012; Over et al. 2011) and S.
pneumoniae from the phylum Firmicutes (Eberhardt et al. 2012). The mecanistic
of the phosphotransfer reaction is not understood and it is unclear whether WTAs
are attached to nascent and/or mature peptidoglycan (Brown et al. 2013). In the
model system B. subtilis, about 10 % of the peptidoglycan MurNAc moieties are
covalently attached to a WTA disaccharide linkage unit that contains from 40 to 60
polyol repeats (Brown et al. 2013; Kojima et al. 1985).

The addition of cationic D-alanine residues to the anionic polyol chain of WTAs
occurs in the envelope compartment and plays an important role in the modulation of
the cell surface charge (Brown et al. 2013; Collins et al. 2002). Activated D-alanine
residues from the cytoplasm are attached to the polyol chain of extracellular WTAs
via the inner membrane proteins DltB and DltD through a mechanism that remains
unclear (Brown et al. 2013; Kovacs et al. 2006; Perego et al. 1995). DltB is a
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member of the membrane-bound O-acetyltransferase and DltD is predicted to have
esterase/thioesterase activity. The favored model implies the transfer of activated
D-alanine residues from the cytoplasmic carrier protein DltC to undecaprenyl-P with
the help of DltB. The lipid-linked donor substrates would then be translocated across
the inner membrane for the attachment of D-alanine residues to LTAs, a process
involving DltB and DltD (Brown et al. 2013; Percy and Grundling 2014; Perego
et al. 1995). A subset of the D-alanyl esters on LTAs would further be transferred
to WTAs by transesterification, but it is not clear if this step requires an enzyme
(Brown et al. 2013; Reichmann and Grundling 2011; Schneewind and Missiakas
2014) (Fig. 3.8).

3.3.2.5 Assembly of Lipoteichoic Acids (LTAs) in Firmicutes

In addition to the WTAs described in Sect. 3.3.2.4, the envelope of Firmicutes
includes LTAs. These amphipathic glycopolymers consist of long chains of neg-
atively charged phosphodiester-linked polyol repeat units embedded in the outer
leaflet of the inner membrane by a glycolipid anchor. There are five types of
LTAs but most Firmicutes, including B. subtilis, synthesize type I LTAs (Percy
and Grundling 2014). These LTAs are composed of a glycolipid anchor, typically
containing a disaccharide linkage unit, attached to a polyol chain of GroP repeat
units. While the composition of the repeat units of type I LTAs is conserved, the
nature of their decorations and the number of repeats vary among bacterial species,
so as the structure of the glycolipid anchor (Schneewind and Missiakas 2014).
In B. subtilis, the glycolipid anchor is made of a diacylglycerol lipid bound to a
disaccharide of glucose (Schneewind and Missiakas 2014) and the polyol chain
contains between 15 and 50 GroP units (Fischer 1988). LTAs of B. subtilis are
decorated with D-alanyl esters but their glycosylation varies among strains. Most
B. subtilis strains have GlcNAc moieties on their LTA polyol chains and a subset of
strains do not present any form of LTA glycosylation (Percy and Grundling 2014;
Iwasaki et al. 1986, 1989).

The biosynthesis of LTAs does not involve the lipid carrier undecaprenyl-P. It
rather directly involves the integral inner membrane phospholipid phosphatidylgly-
cerol both as a source of lipid for glycolipid synthesis and membrane flipping, and
of GroP for polyol chain elongation. In the inner leaflet of the inner membrane,
diacylglycerol generated from phosphatidylglycerol turnover is used for the assem-
bly of the LTA glycolipid anchor (Schneewind and Missiakas 2014; Ganfield and
Pieringer 1980; Koch et al. 1984; Taron et al. 1983). The disaccharide linkage unit
is made of two glucose units transferred from nucleotide-activated sugars in the
cytoplasm, and the glycolipid diacylglycerol-glucose-glucose is translocated from
the inner leaflet of the inner membrane to the outer leaflet by a flippase such as LtaA
in S. aureus (Schneewind and Missiakas 2014; Grundling and Schneewind 2007a).
While LtaA is conserved in many members of the Firmicutes, there is no apparent
homologue of LtaA in B. subtilis and its diacylglycerol-glucose-glucose flippase
remains unidentified (Reichmann and Grundling 2011; Schneewind and Missiakas
2014).
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The LTA glycolipid anchor translocated in the outer leaflet of the inner membrane
serves as the acceptor for the assembly of the GroP polyol chain in the envelope
compartment. The head group of phosphatidylglycerol in the outer leaflet of the
inner membrane is used as a GroP donor. The polymerization of the LTA polyol
chain is made by the sequential addition of GroP units at the tip of the growing chain
on the glycolipid anchor (Percy and Grundling 2014; Schneewind and Missiakas
2014; Koch et al. 1984; Fischer 1994). In S. aureus, this step is catalyzed by the
LTA synthase (LtaS), an inner membrane protein with a large domain facing the
cell exterior (Grundling and Schneewind 2007b; Lu et al. 2009; Karatsa-Dodgson
et al. 2010). LtaS is conserved in most Firmicutes. B. subtilis has four functional
LtaS homologues: LtaS (also named YflE), YqgS, YfnI and YvgJ (Reichmann and
Grundling 2011; Schneewind and Missiakas 2014). B. subtilis LtaS seems to be
the most important enzyme for LTA assembly while YqgS and YfnI appear to
have overlapping roles for the adaptation to changing environmental conditions.
Finally, B. subtilis YvgJ has a primase activity and adds the first GroP subunit to
the glycolipid anchor. YvgJ is not required for LTA assembly in B. subtilis and it is
suggested that the other LtaS homologues perform both the primase and polymerase
activities as for the S. aureus LtaS enzyme (Reichmann and Grundling 2011;
Sutcliffe 2011). The action of LtaS and its homologues liberates one diacylglycerol
in the outer leaflet of the inner membrane for every GroP unit transferred from
phosphatidylglycerol for the assembly of the LTA polyol chain. The diacylglycerol
products return to the inner leaflet of the membrane and are further utilized for the
synthesis of the LTA glycolipid or are recycled in phosphatidylglycerol (Percy and
Grundling 2014; Koch et al. 1984).

LTAs are D-alanylated in the envelope compartment by the DltBD enzymes as
described in the previous section on WTAs (see Sect. 3.2.4 and Fig. 3.8). While
WTAs are glycosylated in the cytoplasm (see Sect. 3.2.4), saccharide moieties are
added to the GroP units of LTAs in the envelope compartment. This step is not
understood but seems to involve the lipid carrier undecaprenyl-P (Mancuso and Chiu
1982; Yokoyama et al. 1988). The current model implies the action of a cytoplasmic
glycosyltransferase for the formation of the lipid-linked membrane precursor and a
periplasmic glycosyltransferase for the glycosylation of LTAs from the translocated
lipid donor (Percy and Grundling 2014).

To allow for glycopolymer polymerization, D-alanylation and glycosylation by
the action of membrane proteins, LTAs must stay close to the inner membrane
(Reichmann and Grundling 2011) (Fig. 3.8). This model of LTA localization
is supported by LTA labeling experiments and observation by cryo-transmission
electron microscopy (Matias and Beveridge 2008). It is also consistent with the
crucial role of LTAs for cell division (Schirner et al. 2009). However, the presumed
transfer of D-alanyl esters from LTAs to WTAs suggests that at least some LTAs
extend in the peptidoglycan network (Reichmann and Grundling 2011) (Fig. 3.8).
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3.4 Conclusion and Perspectives

The bacterial envelope is a functional structure of high complexity that fulfills
many functions required for bacterial survival, morphogenesis, growth, adaptation
and pathogenesis. The process of bacterial envelope assembly is extremely chal-
lenging and bacteria have evolved amazing molecular machines to accomplish this
tremendous task while preserving cellular integrity and homeostasis. The study of
the monoderm envelope of Firmicutes and the diderm envelope of Proteobacteria
with the model systems B. subtilis and E. coli, respectively, have led to impressive
breakthroughs over the last decades. We now have a broader understanding of how
molecular machines assure the secretion, insertion and folding of the envelope
proteins as well as the assembly of the glycosidic components of the envelope.
This progress is very exciting and the availability of novel tools and expertise will
surely lead to many more important discoveries in the field of envelope assembly
in the upcoming years. This should provide answers and explain certain aspects of
envelope assembly that remain unclear.

For example, we do not understand how ’-helical transmembrane domains exit
the gate of the Sec translocase for their insertion in the inner membrane. The
mechanistic of YidC function is also not understood, so as the coordination of
the action of SecA for the translocation of large protein domains in the periplasm
with the process of membrane protein insertion (du Plessis et al. 2011). We do not
know how protein translocation by the Tat system is energized, and how this system
selectively allows the passage of its folded and/or cofactor-containing substrates
while maintaining the impermeability of the inner membrane to other molecules
(Palmer and Berks 2012). Even though the enzymes involved in peptidoglycan
assembly are well studied, the mechanism of nascent glycan strand integration
into the existing peptidoglycan layer is elusive (Holtje 1998; Sauvage et al. 2008;
Perlstein et al. 2007) and the construction of the three-dimensional peptidoglycan
meshwork is poorly understood (den Blaauwen et al. 2008). In Proteobacteria, the
mechanism of lipoprotein incorporation in the inner leaflet of the outer membrane
by LolB is undetermined (Okuda and Tokuda 2011). We also do not understand
how phospholipids are translocated across the inner membrane and transported
through the periplasm for the assembly of the inner leaflet of the outer membrane
(Silhavy et al. 2010). The mechanism of LPS insertion in the outer membrane by
LptDE is not elucidated and we do not know if the Lpt system requires additional
components to accommodate complete LPS molecules with O-antigens (Polissi and
Sperandeo 2014). The individual functions of the Bam proteins and the mechanistic
of outer membrane protein insertion and folding remain largely unknown (Hagan
et al. 2011). Regarding teichoic acid assembly in Firmicutes, the process of D-
alanylation is not well characterized and the mechanism of WTA attachment to
peptidoglycan is unclear (Brown et al. 2013). Finally, the glycosylation of LTAs in
the envelope compartment remains a mystery (Percy and Grundling 2014). Looking
at the bigger picture of envelope assembly, we are only starting to understand how
the construction of the different envelope layers is regulated and coordinated for
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the maintenance of a functionally active structure (Silhavy et al. 2010; Ruiz et al.
2009; Weiner and Li 2008). As stated before, the novel tools and expertise for
the study of the exiting field of bacterial envelope assembly will surely lead to
important discoveries and provide some answers to these unresolved questions in
the upcoming years.
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Chapter 4
Comparative Genomics and Evolutionary
Modularity of Prokaryotes

Cedoljub Bundalovic-Torma and John Parkinson

Abstract The soaring number of high-quality genomic sequences has ushered
in the era of post-genomic research where our understanding of organisms has
dramatically shifted towards defining the function of genes within their larger
biological contexts. As a result, novel high-throughput experimental technologies
are being increasingly employed to uncover physical and functional associations
of genes and proteins in complex biological processes. Through the construction
and analysis of physical, genetic and metabolic networks generated for the model
organisms, such as Escherichia coli, organizational principles of the genome
have been deduced, such as modularity, which has important implications toward
understanding prokaryotic evolution and adaptation to novel lifestyles.

Keywords Comparative genomics • Genomic-context • High-throughput interac-
tion screening • Network biology • Modularity • Prokaryotic evolution

4.1 What Is Comparative Genomics?

Prokaryotes demonstrate a remarkable variety of lifestyles and strategies ranging
from free-living in aquatic or terrestrial environments, to intimate associations (sym-
biosis) with other organisms with neutral, beneficial, or harmful, i.e. pathogenic,
consequences for their hosts. Furthermore such host associations may occur either
externally or internally, the latter involving either direct contact with host cytosol, or
encasement within specialized vacuoles (Silva 2012). With recent advances in next-
generation genome sequencing technologies resulting in the generation of thousands
of high-quality prokaryotic genomes covering diverse taxa (Pagani et al. 2011),
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opportunities are emerging to understand the underlying genetic mechanisms that
facilitate these diverse lifestyle strategies. For example, recent sequencing initiatives
such as the Genomic Encyclopedia of Archaea and Bacteria (Wu et al. 2009)
have uncovered a vast pool of novel uncharacterized prokaryotic genes from
previously neglected prokaryotic phyla. Such genes offer enormous potential in
driving the evolution of distinct lifestyle strategies. However, our ability to exploit
these datasets is compromised by our limited understanding of prokaryotic biology,
derived primarily from small-scale experiments of only a handful of prokaryotic
model organisms, such as the Gram-negative and -positive model organisms E.
coli and B. subtilis, respectively (Keseler et al. 2005; Barbe et al. 2009). Given the
costs involved, it is unlikely in practice that such experimental investigations can be
extended to cover even a fraction of currently uncharacterized genes. Consequently
there has been much interest in the development and application of computational
methods to functionally annotate novel genes and identify those responsible for
driving innovations such as the ability of a pathogen to invade and cause disease.

Among the more widely adopted methods of predicting gene function are those
that rely on sequence similarity searches that attempt to identify putative homologs
of previously characterized genes. Such approaches range from the naive use of
an established tool such as BLAST (Altschul et al. 1990), to more sophisticated
tools that facilitate the concurrent detection of orthologous proteins across species
(Kuzniar et al. 2008). Indeed, numerous pipelines now exist that facilitate automated
functional annotation of novel genome sequences; two of the more notable being
Rapid Annotation using Subsystem Technology RAST (Overbeek et al. 2014)
and the NCBI Prokaryotic Genome Automatic Pipeline (Angiuoli et al. 2008).
Further tools allow the prediction of specialized protein properties, such as cellular
localization (Yu et al. 2010), and enzymatic function (Claudel-Renard et al. 2003;
Hung et al. 2010; Karp et al. 2009). However, functional prediction based on
sequence similarity can be compromised by the presence of gene-duplication
events, where through sequence divergence one duplicate-copy may evolve a novel
function (neofunctionalization), or the ancestral function may be divided between
both of the duplicate-copies (subfunctionalization) (Taylor and Raes 2004). Also,
through horizontal gene transfer (HGT) a functionally redundant duplicate may be
present in a genome, known as a xenolog (Gabaldon and Koonin 2013). All of
these aspects of prokaryotic evolution are widely recognized challenges towards
automated functional annotation of novel prokaryotic genomes (Kuzniar et al.
2008), and numerous specialized methods have been devised towards resolving
orthology relationships (Wall et al. 2003) across hundreds of genomes (COG,
Tatsuov et al. 1997; InParanoid, Remm et al. 2001; ORTHOLUGE, Fulton et al.
2006; eggNOG, Powell et al. 2014; ORTHOMCL, Chen et al. 2006).

In addition to functional prediction, comparative genomics also facilitates the
ability to identify core-conserved genes as well as lineage-specific innovations that
are likely involved in environmental adaptations. With these defined orthologous
groups, it is possible to examine the mechanisms that shaped the evolution of genes
and generated distinct adaptations underlying prokaryotic lifestyle differences.
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Determining the functions mediated by these genes requires an understanding of
the biological context in which they operate, which can be elucidated through high-
throughput interaction studies.

4.2 Generation of Biological Interaction Networks
in Prokaryotes

Proteins do not function in isolation but typically form parts of integrated biological
systems such as metabolic pathways, signaling networks, and protein complexes.
Much of the current knowledge of biological systems are derived from experimen-
tally tractable and well characterized model organisms such as E. coli and yeast
(Keseler et al. 2005; Cherry et al. 1998). Allied to these investigations has been the
establishment of reference resources providing curated information on biochemical
pathways and complexes such as the Kyoto Encyclopaedia of Genes and Genomes
(KEGG) (Kanehisa and Goto 2000), MetaCyc (Caspi et al. 2013) and MiPS (Mewes
et al. 2002).

However, even for extensively studied prokaryotes such as E. coli, a large extent
of genes lack annotation and require other methods of characterization. For example,
in E. coli the largest proportion of uncharacterized genes are predicted to belong to
the cellular membrane, a class of proteins refractory to traditional aqueous-based
experimental approaches (Diaz-Mejia et al. 2008). However, the identification of
such a gulf in our knowledge has resulted in the development of a variety of
state-of-the-art experimental and computational-based approaches to begin to assign
functional predictions for focused characterization.

Traditional low-throughput methods employed to predict gene function have
typically relied on disrupting a gene in an organism of interest, either through
directed knockout or random mutagenesis, and correlating its function to a change
in phenotype (Smith et al. 1995; Wagner et al. 2002; Bernhardt and de Boer
2004; Buchanan et al. 2001). One disadvantage of such approaches is that they are
limited to readily assayable phenotypes, and are thus challenging to implement.
To overcome this challenge, high-throughput screens have been devised and can
be used to examine gene function and represent this information as large-scale
binary interaction datasets. These methods can be divided into two types: physical
interaction screens, such as affinity-tag based Protein–Protein Interaction (PPI)
purifications (Babu et al. 2009) and Two-Hybrid screens (Rajagopala et al. 2014);
and functional interaction screens that identify genes involved in similar biological
processes, which may not necessarily interact, such as gene expression microarrays
which elucidate genes that are co-expressed in response to different physiological
states (Richmond et al. 1999), and Genetic Interaction (GI) screens that explore
epistatic buffering of genes with similar biological roles (Butland et al. 2008; Typas
et al. 2008). Such approaches typically provide functional relationships between
genes or proteins as a list of binary interactions, with an associated metric assessing
the statistical significance of the interaction.
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Affinity-tag based PPI purifications utilize genetically modified collections of
bacterial strains, consisting of individual genes, known as bait proteins, modified
with affinity-tag sequences that enable their transcribed protein sequences to
effectively bind to an affinity column and be purified (Babu et al. 2009). An
advantage to this approach over small-scale co-immunoprecipitation is that the
development of specific antibodies for a bait of interest is not required (Monti et al.
2005). One important caveat, however, is that a bait protein will be identified with
potentially multiple interactors, or preys, which may not all be valid due either
to non-specific binding of proteins to the column, or over-expressed “background
noise” proteins (i.e. the ribosome), which require additional filtering. The specificity
of the identified bait-prey protein interactions are subject to a scoring metric (Pardo
and Choudhary 2012; Armean et al. 2013) which indicates the statistical significance
of the interaction, which can be represented in two ways: as a spoke-model where
the bait is assumed to directly interact with all purified baits, or as a matrix-
model where the baits are also assumed to interact with one another. The model
of interaction is relevant as it may yield different sets of interactions depending on
the PPI scoring metric utilized, possibly rejecting some that are genuine (Hakes
et al. 2007).

Two-hybrid screens, initially developed in the yeast S. cerevisaie (Young 1998),
utilize a different approach in detecting physically interacting proteins based on
the in vivo reconstitution of a gene promoter system between directly interacting
hybrid bait and prey proteins (Van Criekinge and Beyaert 1999; Uetz et al. 2000).
This approach enables direct and transient protein interactions to be detected,
which might otherwise be missed by affinity-tag purifications. In practice, the bait
and prey fusion constructs are generated in separate yeast strains and conjugated,
enabling high-throughput automated screening of interactions, although bacterial-
based conjugation systems have been proposed (Joung et al. 2000; Clarke et al.
2005). The methodology is also prone to false-positive interactions resulting from
auto-activation of promoter expression by certain protein baits or through non-
specific interaction of promiscuously interacting preys, which require particular
consideration (Van Criekinge and Beyaert 1999).

Gene expression microarrays enable prokaryotic biological processes to be
examined both temporally and under various environmental conditions, and only
recently is beginning to be replaced by microarray-independent methods such as
RNA-Seq (Wang et al. 2009). The basis of the approach utilizes the binding of
fluorescently labeled mRNA transcripts onto specially designed slides (microar-
rays), containing complementary transcripts of known genes for an organism of
interest (Schena et al. 1995). The capacity for microarrays to assess the expression
of thousands of genes in response to environmental change or under a disease
state is a powerful tool for elucidating the roles of genes in biological pathways.
This can be done either by examining the fold-expression change of individual
genes from one condition to another, or by applying clustering algorithms to find
groups of genes with correlated expression patterns across multiple conditions
(Eisen et al. 1998). However this poses a challenge in data analysis, particularly
in normalization of microarray expression values across multiple experiments,
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determining thresholds to select genes that are significantly altered in expression,
or selecting the appropriate correlation metric when genes do not show a linear-
coexpression pattern over time (Slonim and Yanai 2009; Song et al. 2012).

E. coli Synthetic Genetic Arrays (eSGA) is a novel high-throughput approach
(Babu et al. 2011), previously devised for S. cerevisiae (Boone et al. 2007), that
promises to shed further insight into the organization of prokaryotic biological
networks beyond protein-interaction networks alone. The eSGA platform assesses
pairwise Genetic Interactions (GIs) that occur when a double-gene knockout is
observed to deviate in fitness from that expected when each knockout is con-
sidered in isolation. Such fitness deviations are termed epistasis, and can either
be alleviating or aggravating in type and can be used to elucidate the biological
relationships between genes. Aggravating GIs occur when, for a pair of genes
serving a redundant biological role, deleting each separately does not impair fitness,
yet deleting both together results in a significant decrease in fitness or death to the
organism. Conversely, alleviating GIs occur when genes directly depend on each
other to carry out a biological function, thus only disrupting one of the pair is
necessary to generate a maximum decrease in fitness. The degree to which a GI
is alleviating or aggravating can be quantified using the multiplicative model of
epistasis (Boone et al. 2007). In this manner, functional predictions can be examined
on the level of individual gene pairs, leading to focused experimental validation,
or biological pathways can be deduced through the correlation and clustering of
GI profiles (Butland et al. 2008). Setting cutoffs for significant GI scores in E.
coli is currently a challenge, where only scores above an arbitrary significance-
threshold are considered. Although it would be more appropriate to set biologically
meaningful cutoffs from previously validated functional interactions, such a gold-
standard is presently unavailable.

In addition to these experimental approaches, a number of computational
methods, based on Genomic-Context (GC) information, have also been developed
to predict physical or functional interactions of proteins in both model and
understudied organisms. Unlike the experimental approaches previously described,
GC methods infer functional associations for a given gene pair of interest (and
their orthologs) based solely on informational features calculated from the genome
sequence. The features typically examined include gene co-occurrence (phyloge-
netic profiles) (Pellegrini et al. 1999; Enault et al. 2003), gene-neighbourhood or
conservation of gene-order (Dandekar et al. 1998; Overbeek et al. 1999; Korbel et al.
2004), chromosomal proximity (Yellaboina et al. 2007), and gene-fusion (Rosetta
Stone) (Marcotte et al. 1999). These features are calculated for a given-gene pair
of interest in a reference organism and their orthologs detected across multiple
genomes; it is understood that the preservation or correlation of these features across
different species indicates a co-evolutionary relationship between genes that are also
likely to have related biological functions, or physically interact. Each method will
be briefly summarized below.

Gene co-occurrence determines whether a pair of genes is likely to be function-
ally related based on their correlated patterns of conservation or absence in other
organisms. Thus for each protein in a genome of interest a phylogenetic-profile is
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constructed, represented by a vector of the presence or absence of orthologs, across
the proteomes of a set of compared genomes. The degree of functional interaction
of a given pair of proteins is then determined by calculating the correlation between
their phylogenetic profiles (Pearson Correlation, Jaccard Coefficient, or Mutual
Information). It is important to note that species selection in the construction
of phylogenetic profiles must be carefully considered (Yellaboina et al. 2007),
gene-duplication (paralogy) may lead to false-positive predictions (Marcotte et al.
1999), and the approach tends not to be as effective for highly-conserved proteins.

The conservation of gene-neighbourhoods and their direction of transcription
can also be utilized to discern groups of genes that are likely to be co-expressed,
and thus functionally related. Importantly, gene-neighbourhood explicitly examines
genes that are co-conserved, and can yield novel functional interactions missed
by phylogenetic profiles. However, in a genome of interest not all functionally
related genes may be located within the same neighbourhood, and chromosomal
proximity can reveal these hidden relationships by detecting orthologs of gene pairs
that are neighbours in the genome of a comparator species. In more extreme cases, a
functionally related gene pair may have undergone a fusion event in another species,
suggesting that the products of the pair physically interact. Such gene-fusion events
occurring in distantly related species are termed Rosetta-Stones, as they provide a
clue towards deciphering a functional relationship between uncharacterized genes
of a genome of interest. The integration of GC methods with high-throughput
screening, and small-scale experimental studies to aid in the functional prediction of
uncharacterized proteins can be explored and retrieved from public online databases,
such as STRING (Szklarczyk et al. 2011) (see Database Table 4.1).

4.3 Application of Large-Scale Biological Interaction
Datasets in Prokaryotes

With the increasing availability of databases containing physical interactions and
experimentally supported biological pathways for model organisms such as E. coli,
S. cerevisiae, D. melanogaster, and C. elegans (see Database Table 4.1) (Kanehisa
and Goto 2000; Caspi et al. 2013; Salwinski et al. 2004; Bader et al. 2003;
Razick et al. 2008), it has been recently been possible examine how biological
systems may evolve across diverse phylogenetic scales. In one of the first large-
scale PPI networks in E. coli, Butland et al. (2004) evaluated the ability of GC
based methods to recapitulate physically interacting protein pairs detected by using
their novel affinity-tagging approach, finding only a small subset of interacting
protein-pairs having a significant degree of phylogenetic co-occurrence (Pellegrini
et al. 1999). Yellaboina et al. (2007) shortly after generated a large-scale functional
network in E. coli using an integration of multiple GC approaches, and provided a
comparison with two previously published PPI interaction datasets (Butland et al.
2004; Arifuzzaman et al. 2006), illustrating that proteins of core, widely-conserved
biological processes tend to possess a high degree of physical interconnections.
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Table 4.1 Publically available databases of prokaryotic biological networks

Database Description
Types of biological interactions and data
retrieval

KEGG
(Kanehisa
and Goto
2000)

Manually curated collection of databases of
biological interactions based on literature
evidence derived from reference organisms
(e.g. E. coli, B. subtilis, Homo sapiens, etc.)
that can also be utilized for network
prediction in other fully sequenced genomes.

Defined biological pathways and
physically interacting complexes;
metabolic networks of enzymes and
substrates.
Although direct download of KEGG
database networks requires a paid
subscription, metabolic networks can be
downloaded in flat-file format via an
online web-service (http://www.kegg.jp/
kegg/rest/), or as network maps via
extensions of the biological network
visualization tool, Cytoscape (Killcoyne
et al. 2009).

MetaCyc/
EcoCyc
(Caspi et al.
2013;
Keseler et al.
2005)

MetaCyc represents a compendium of
manually curated, experimentally defined
metabolic pathways, presently derived from
2515 different organisms, of which EcoCyc
represents those specific to the
most-extensively studied model prokaryote,
E. coli K12 MG1655.

Defined biological pathways, interacting
protein complexes, metabolic pathways
and enzymes, signaling pathways,
transcriptional and post-transcriptional
regulation is available for the gene
content of E. coli K12 MG1655
(EcoCyc).
EcoCyc, and lower-level curated
organism-specific Pathway/Genome
databases can be freely downloaded from
the BioCyc collection of
organism-specific databases, along with
the PathwayTools (Karp et al. 2009)
software enabling users to generate a
Pathway/Genome database for a specific
organism of interest (http://biocyc.org/
download.shtml).
A compendium of curated pathways from
2515 different organisms is also available
through MetaCyc (Caspi et al. 2013) for
large-scale analyses and can be
downloaded via http://metacyc.org.

RegulonDB
(Salgado
et al. 2013)

Manually curated database of transcriptional
regulation of the E. coli MG1655 K12
genome; both serving as a model of
prokaryotic transcriptional regulation, or as a
resource for comparative genomics studies.
Genes are annotated by varying degrees of
supporting evidence given to their
transcriptional start-sites, promoter regions,
and transcription factor binding sites.

Gene-regulatory interactions with
transcriptional factors, transcriptional
unit and operon organization. Flat-files of
each type of interaction may be freely
downloaded through http://regulondb.
ccg.unam.mx.

Bacteriome.
org (Su et al.
2008)

An E. coli-specific knowledge-base
containing both high-quality experimental
physical protein-interactions and theoretical
interactions generated using an integration of
high-throughput PPI and GC approaches.
Users may search the networks via a
web-interface, based on an E. coli gene of
interest, or by BLAST-based search to a
related protein of interest.

High quality physical interactions with
experimental evidence and functional
interactions derived from GC inferred
interactions plus high-throughput
physical interactions lacking direct
literature support can be freely
downloaded via http://www.compsysbio.
org/bacteriome/download.php.

(continued)

http://www.kegg.jp/kegg/rest/
http://www.kegg.jp/kegg/rest/
http://biocyc.org/download.shtml
http://biocyc.org/download.shtml
http://metacyc.org.
http://regulondb.ccg.unam.mx
http://regulondb.ccg.unam.mx
http://www.compsysbio.org/bacteriome/download.php
http://www.compsysbio.org/bacteriome/download.php
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Table 4.1 (continued)

Database Description
Types of biological interactions and data
retrieval

STRING
(Franceschini
et al. 2013)

Contains predicted protein–protein
associations generated via the computational
integration of a variety of evidence sources:
gene co-expression, GC methods,
experimentally determined associations from
online databases, and text-mining of
literature (see Szklarczyk et al. 2011 for
more information). Using orthology
mapping, predicted interactions are currently
available for greater than 1100 organisms;
users may also explore potential functional
associations for a protein of interest using a
BLAST-based search.
Through a web-portal, users may browse
functional interaction networks for a given
protein of interest, as well as its supporting
evidence.

Protein functional interactions and their
contributing sources of evidence can be
downloaded freely in flat-file format, for
all available organisms, or a species of
interest (http://string-db.org).

MINT (Licata
et al. 2011)

Manually curated, experimentally verified
protein–protein interactions detected using a
variety of experimental approaches. Species
coverage ranges from Homo sapiens to
Escherichia coli.
MINT employs several useful features to aid
users in retrieving data relevant to their
interests. These include: a unique scoring
system that weights interaction reliability
based on number of publications support,
and the scale and reliability of the
experimental approaches used; and, a
detailed description of the interaction
according to the Molecular Interaction
Ontology of the Proteomics Standard
Initiative (PSI-MI) (Kerrien et al. 2007).

Physical protein–protein interactions are
freely downloadable (http://mint.bio.
uniroma2.it/mint/download.do),
providing varying levels of description.
Note that prokaryote specific interactions
are not separately provided and users
must perform their own filtering.

IntAct (Kerrien
et al. 2012)

Manually curated protein interactions
covering over 200 organisms, derived from
experimental literature (covering over 10
prokaryotic phyla). Users are provided with
an easy to navigate web-based interface,
allowing the selection of interactions based
on taxonomic division, or through more
specialized queries. Detailed description
interactions are also provided using PSI-MI
standard.

Physical and genetic interactions can be
freely exported either through a
customizable web based search tool, or
the entire database can be downloaded
via ftp, in a number of file formats (http://
www.ebi.ac.uk/intact/pages/
documentation/downloads.xhtml).

IRefWeb (Razick
et al. 2008)

Provides protein interactions
cross-referenced from over a dozen public
repositories, derived from a number of
experimental approaches in a select set of
organisms (including E. coli, Y. pestis and T.
pallidum). Unique to previous repositories,
iRefWeb allows users the flexibility of
generating custom interaction datasets for
download through filters, i.e. by number of
independent citations supporting an
interaction, or the scale of experiment
interactions were deduced (low- or
high-throughput).

Physical and genetic interactions derived
from literature curation, categorized by
experimental approaches utilized.
Tailored datasets may be downloaded
through an online portal (http://wodaklab.
org/iRefWeb/search/index), or can be
constructed via a cytoscape extension,
iRefScape 1.0 (iRefScape 2011).

http://string-db.org
http://mint.bio.uniroma2.it/mint/download.do
http://mint.bio.uniroma2.it/mint/download.do
http://www.ebi.ac.uk/intact/pages/documentation/downloads.xhtml
http://www.ebi.ac.uk/intact/pages/documentation/downloads.xhtml
http://www.ebi.ac.uk/intact/pages/documentation/downloads.xhtml
http://wodaklab.org/iRefWeb/search/index
http://wodaklab.org/iRefWeb/search/index
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Recently, two large-scale functional interaction datasets have been generated for
E. coli (Hu et al. 2009; Peregrin-Alvarez et al. 2009a) using computational inte-
gration of high-quality physical interaction data, small-scale experiments, and GC
methods to infer functional relationships between characterized and uncharacterized
prokaryotic proteins. Clustering of the functional interactions enabled functional
modules of genes to be identified in E. coli, consisting of both known physically
interacting complexes, biochemical pathways, or complements of proteins enriched
in similar annotated function. Importantly, such computational approaches for
predicting gene-function can provide unique insight to biological organization
of prokaryotes not provided by PPI studies alone, and are publically available
(see Table 4.1 on Database Resources) for use as either for annotation purposes
or examining the evolution of different protein functional classes across diverse
prokaryotic phyla.

4.4 Network Biology and Biological Systems

One of the major aims of systems biology is to determine how the complex
behaviours of a cell, i.e. a prokaryote, are carried out via underlying interactions of
the multitude of genes and proteins encoded by a genome. In the previous sections
we have discussed some of the main approaches in tackling this challenge through
the methodologies and approaches in generating large-scale interaction datasets,
which aim to place individual genes into their functional context. However, it
is evident that these datasets can be further exploited to gain important insight
on how genes and proteins evolve within the context of a biological system and
enable adaptation of prokaryotes to distinct lifestyles. The integration, analysis, and
visualization of such vast amounts of data require the extensive use of computational
tools, and the concepts developed over the past decade of work in the field of
network biology.

The elucidation of the organizational principles of complex biological systems
and their evolution is the major goal of network biology. The analysis of biological
networks and their evolution through comparative genomics can lead to an important
understanding of how protein complexes and biochemical pathways function in
redundant biological processes, and how changes/rewiring of these pathways may
lead to the emergence of mutualistic, pathogenic or symbiotic associations. The
primary mode of exploring and analyzing such networks involves network graphs.
Although graphical analysis has long been applied to non-biological networks,
recent study is revealing many common organizational features found in the physical
interactome of E. coli to the Internet and even food-webs (Milo et al. 2002).

Large-scale physical, biochemical and regulatory relations occurring within
a prokaryotic cell are typically represented by network graphs—abstractions of
biological systems where nodes representing the components interest, e.g. genes,
proteins, or metabolites, and edges connect those nodes with similar biological
associations. The meaning of these relationships depends on the process described
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by the network. For example, nodes and edges in physical interaction networks rep-
resent proteins and their physical associations, respectively. In metabolic networks,
nodes typically represent a metabolic enzyme, or reaction encoded by associated
genes, with edges connecting them representing shared substrates. These networks
demonstrate several interesting topological properties of biological importance.
Nodes possess a varying number of interacting partners in order to carry out their
roles in a cell; the number of these interactors is referred to as degree, and the
number of edges that connect any two nodes in the network is referred to as a
path. From these basic features topological properties of a network can be deduced
and used to examine the organization principles of actual biological networks.
Calculating the degree distribution of nodes illustrates that in biological networks,
from eukaryotes (S. cerevisiae) to prokaryotes (E. coli), reveals a majority of nodes
are sparsely connected, with the exception of a few nodes that are highly-connected,
called hubs. This distribution follows a power-law and is termed scale-free, dis-
tinguishing them from random-networks (Butland et al. 2004; Arifuzzaman et al.
2006). The consequence is that the majority of biological processes in a cell are
mediated by a subset genes or proteins, likely to enable robust responses to stimuli
or environmental perturbation.

4.5 Deducing Modules from Biological Networks

Transitioning from global towards local topological properties of biological net-
works reveals that smaller sets of proteins appear to form regions enriched in
functional connections with one another, called clusters, which often represent
biological modules. Modules are groups of biological entities that can perform a
distinct function in isolation; examples of biological modules range from prokary-
otic membrane transporters involved in nutrient acquisition and antibiotic efflux,
large molecular machines such as the bacterial flagellum, redundant iron-sulfur
biogenesis clusters, and cell-envelope biogenesis pathways (Butland et al. 2008;
Milo et al. 2002; Silhavy et al. 2010). Identifying modules in biological networks
is not a trivial task and numerous clustering approaches have been developed for
this end (Brohee and van Helden 2006). In regards to module identification in
physical interaction networks, some commonly utilized computational algorithms
include Molecular Complex Detection (MCODE) (Bader and Hogue 2003), Affinity
Propagation (AP) (Frey and Dueck 2007), and Markov Clustering (MCL) (van
Dongen and Abreu-Goodger 2012), of which MCL has been shown to perform with
the greatest accuracy and with robustness against noisy data (Brohee and van Helden
2006; Vasblom and Wodak 2009) (see Fig. 4.1). Each method identifies modules
based on different aspects of the underlying network topology and can be easily
implemented in the popular network visualization tool, Cytoscape (Killcoyne et al.
2009; Saito et al. 2012).
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Fig. 4.1 (continued)
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4.6 Evolution of Prokaryotic Biological Networks

Modularity is understood to be an organizational principle of biological systems
that enables the development of complex behaviours, i.e. response to environmental
change, from the combination and interchange of smaller functional units. Support
of a modular organization in biological networks is exemplified by the successful
recapitulation of growth and metabolite production by in silico metabolic recon-
structions of well-studied prokaryotic species (Feist et al. 2007; Oh et al. 2007),
and the application modular principles in synthetic biology to construct engineered
bacterial strains through the combination of “biological parts” (Porcar et al. 2013).
Furthermore, because prokaryotes, are capable of growth, reproduction, and survival
under diverse environments, it follows that the genes or proteins that comprise
biological modules underlying these processes should also demonstrate a significant
degree of co-evolution. With high-quality physical interaction networks derived
from small-scale experiments or high-throughput studies, it is now possible to
examine the underlying mechanisms of prokaryotic evolution on a genomic scale.

It is well established that horizontal gene transfer is an important factor in the
evolution of prokaryotes (Koonin et al. 2001), and is increasing our understanding
of how modularity has influenced the evolution of prokaryotes; when gene(s)
are transferred into a new genetic context, it is commonly understood that their

J
Fig. 4.1 Delimiting Functional Modules in E. coli using MCL and Applications for Comparative
Genomics. (a) A previously published network of high-quality functional interactions in E. coli
(http://www.compsysbio.org/bacteriome/download.php) was downloaded in tab-delimited format
and imported into Cytoscape 3.1.1 Killcoyne et al. (2009). The left panel illustrates the organization
of the data, where each line represents a binary interaction between a pair of proteins and their
corresponding functional interaction likelihood score [see Peregrin-Alvarez et al. (2009a) for
details]. After import, protein and interaction data are represented graphically as nodes and edges,
respectively. The graphical representation of the overall functional network is shown after applying
the Perfuse Force Directed layout algorithm (with default parameters. Node colors correspond to
general COG functional categories Tatsuov et al. (1997) of each protein. (b) Increasing iterations of
MCL clustering algorithm (inflation parameter D 2.5), provided by the ClusterMaker2 Cytoscape
plugin Morris et al. (2011), are applied to illustrate how functional modules of different resolution
can be extracted from a complex interaction network. Note that after 12 iterations of the MCL
algorithm, functional modules are obtained which correspond to known E. coli complexes and
pathways (as defined by EcoCyc Keseler et al. 2005). (c) Networks can also be used to integrate
other datasets to aid in comparative genomics analyses. In this example, the relative phylogenetic
distributions of Chemotaxis and Flagellum module proteins are shown among four major bacterial
classes (Proteobacteria, Bacteroidetes, Firmicutes, and Actinobacteria, totalling 752 non-redundant
species). In brief, orthologous groups containing of E. coli proteins were extracted from the
EggNOG online database Powell et al. 2014 using in-house scripts, and mapped onto network
nodes using the MultiColoredNodes Warsow et al. (2010) Cytoscape plugin. Note that not all
components are uniformly conserved, and may represent specific innovations, i.e. components of
the flagellar export apparatus in Proteobacteria Toft and Fares (2008), or may be replaced by a
functionally equivalent but non-orthologous protein in distantly related bacteria. This serves as
a valuable starting point for further investigation of how known biological modules have been
adapted in prokaryotes of differing lifestyles
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likelihood of being retained if the function provided is essentially modular, i.e.
functioning in isolation without disruption of native biological processes. Such
a notion of biological modularity has been demonstrated by the identification
of “pathogenicity islands”, or plasmids identified through comparative genomics
studies of closely related strains of prokaryotes (Hacker and Kaper 2000). For
example, numerous instances of horizontal transfer of partial to entire gene-
neighbourhoods have been identified across phylogenetically diverse prokaryotes,
from acquificales to proteobacteria, representing complexes and pathways as diverse
as the ribosome, lipid biosynthesis and the NADH oxidoreductase (Omelchenko
et al. 2003). Recently, the extensive genomic sequencing of Yersinia strains
have has led to the discovery that the independent acquisition of plasmids and
pathogenic determinants has resulted in the emergence of human pathogens Yersinia
pseudotuberculosis and pestis from distinct environmental non-pathogenic lineages,
contrary to the former notion of their divergence from a common ancestor (Reuter
et al. 2014).

A study of the evolutionary conservation of metabolism across prokaryotic,
archaean, and eukaryotic genomes (Peregrin-Alvarez et al. 2009b) identified a core
set of widely conserved enzymes belonging to essential metabolic pathways, with
a periphery of enzymes of limited conservation likely representing phyla-specific
adaptations of using phylogenetic profiles of enzymes mapped to defined KEGG
pathways, the evolutionary modularity of various pathways could be calculated
by summing the jaccard coefficients of all enzyme pairs belonging to a pathway
of interest, with higher jaccard coefficients indicating enzymes of a pathway are
more frequently found together in a given genome. Given that many enzyme
classes belong to highly conserved gene families, and that bias in species selection
can bias phylogenetic profiling approaches, statistical significance of pathway
modularity scores was assessed using distributions of shuffled enzyme phylogenetic
profiles. From this approach, the authors were able to identify highly co-conserved
submodules of enzymes within pathways, and also an appreciable extent of shared
enzyme memberships across related pathways, indicating a degree of flexibility in
metabolism across life.

One of the first large-scale PPI interaction networks generated by Butland
et al. in E. coli (Butland et al. 2004) examined the network properties of both
broadly conserved (across three domains of life) and E. coli specific protein baits
(648 proteins in total). Proteins pairs with a high-degree of conservation, based
on the number of genomes containing detectable orthologs, show an increased
likelihood of physically interacting, and form a core network involved in essential
bacterial processes. From the standpoint of prokaryotic evolution, the bias between
ortholog conservation and physical interaction suggests that certain non-essential
protein complexes detected in the E. coli PPI network may have evolved different
interaction partners in other bacterial phyla, developing novel functional modules.

Utilizing a machine learning approach Hu et al. (2009) generated a large-scale
functional network of E. coli using both experimental PPI and computational GC
interactions. Clustering of binary interactions having overlapping support from
these multiple datasets enabled 97 distinct functional neighbourhoods (modules)
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to be delimited, containing both uncharacterized proteins and those with consistent
biological roles. The phylogenetic distribution of functional neighbourhood did
not appear to be phyla-specific, suggesting that different biological processes in
prokaryotes may consist of a core set of proteins with different extents of elaboration
as phyla innovations. Among the predictions that were experimentally validated
were novel components involved in several important prokaryotic biological
processes, such as DNA replication, cell-envelope biogenesis, and antibiotic
resistance. Immediately following this work, Peregrin-Alvarez et al. (2009a)
constructed a high-quality functional interaction network encompassing over half
of the E. coli proteome by utilizing a novel Bayesian-based approach to integrate an
extensive number of high-throughput experimental and computationally generated
interaction datasets. Based on the global topology of the functional network, genes
predicted to have originated from horizontal transfer were less well connected,
or peripheral, to the network. From the examination of the functional modules
consisting of horizontally derived genes, many examples were found having roles
in environmental adaptation and possessing interactions with native E. coli proteins
with functional roles implicated in pathogenesis, i.e. iron-acquisition operons and
iron-siderophore precursor biogenesis.

The study of modules is not limited to PPI networks alone, but can be applied
to metabolic networks, networks of genetic interactions and networks of gene
regulation. In a recent study, Babu et al. (2014) performed an unbiased genome-
wide screen in of 163 genes representing diverse prokaryotic biological processes.
Examination of GIs showed enrichment between the subunits of distinct complexes
involved in related processes, such as DNA polymerase and DNA repair exonucle-
ases, and iron–sulfur and ferric enterobactin biogenesis. A co-conservation analysis
of the GI network based on mutual-information of phylogenetic-profiles of orthol-
ogous E. coli genes across 233 Gamma-Proteobacterial genomes, revealed that
gene-pairs with highly correlated GI profiles also tended to show a greater degree of
co-conservation. This trend was observed particularly for gene-pairs belonging to
the same EcoCyc defined complex or pathway, suggesting that integrated biological
processes revealed by GI interaction networks are built from the concerted action
of distinct biological modules. However, when examining large complexes such
as the flagellum, anti-correlation was observed mainly among subunits with low
conservation (orthologs detected in < 50 % of Gamma-proteobacterial genomes).
One possibility is that the low-conserved subunits are lineage-specific acquisitions
and may have specialized functional roles in flagellum assembly, illustrating
how biological modules such as physically interacting complexes may evolve to
elaborated function around an essential core of components.

Other studies have examined the role of modularity in the evolution of novel
bacterial adaptations, with interesting insights. Broadly conserved prokaryotic
stress responses, such as chemotaxis, spore formation can be strongly resolved
into distinct submodules based on the biological functions of their components
(structural proteins, environmental sensing, cell-signalling, pathway cross-talk),
which strongly correlate with the lifestyles of different prokaryotic species (Singh
et al. 2008); not surprisingly, components of these modules showing the greatest
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evolutionary divergence are involved either in direct environmental sensing or the
last stage of internal cellular signaling cascades. Modularity has also been shown
to play an important role in the evolution of phyla specific traits. For example,
differences in the localization of stalk formation in the closely related Alpha-
Proteobacteria Caulobacter crecentus and Asticcacaulis species was shown to be
driven by the protein SpmX, which evolved from a cell-development regulator
in C. crescentus into a stalk localization determinant in Asticcacaulis, recruiting
peptidoglycan synthesis machinery commonly conserved across prokaryotes (Jiang
et al. 2014). Prokaryotes also display the potential to adapt broadly conserved
protein complexes to exploit novel lifestyle niches. For example, the twin-arginine
export system (Tat) is one of two essential protein secretory pathways found across
prokaryotes, and is involved in the transport of folded proteins across the bacterial
membrane (Yuan et al. 2010). The Tat complex in the majority of prokaryotes
is comprised of the three proteins TatA, TatB, and TatC, likely originating from
the ancient duplication and sequence diversification of the ABC transporter family
(Saurin et al. 1999). In a recent study, Jiang and Fares demonstrated that functional
divergence of various subunits of the Tat complex was significantly increased in
prokaryotic phyla containing pathogens (e.g. Neisseria, Bartonella, Salmonella) and
species adapted to extreme environments (Halobacteria) (Jiang and Fares 2011). It
was also found that many predicted Tat-dependent substrates in these species were
enriched for functions that may serve as lifestyle adaptations, such as ribosomal
proteins that may influence host immune response, and inorganic ion transport
that may ensure ionic equilibrium in high-salt environments, respectively. These
few examples illustrate that modularity can play an important role in prokaryotic
evolution, through the combination of distinct pathways or processes, or evolution
of components therein, generating novel environmental adaptations.

4.7 Conclusions and Future Directions

The study of prokaryotic evolution has been greatly aided by an unprecedented
number of high-quality fully sequenced genomes, giving us a novel opportunity
to study at a profound level the evolutionary relationships across the diverse
prokaryotic world. However, genome sequencing initiatives have also revealed a
vast expanse of uncharacterized genetic material, even among strains of the best
characterized prokaryotic model organism, E. coli. The novel high-throughput
screening approaches briefly mentioned here are aiding greatly in filling present
gaps in our knowledge of gene function as well as characterizing the properties
of complex biological systems beyond traditional reductionist approaches. It is
apparent that computational approaches are becoming essential in resolving the
wealth of information being generated, and may one day lead to the first fully
integrated computational model of a known organism.

Despite existing gaps in our knowledge, model-organisms and databases that
describe experimentally characterized biological systems are the key resources
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utilized for comparative genomic analyses. High-quality large-scale physical and
genetic interaction networks are enabling functional predictions to be made for
uncharacterized genes through guilt-by-association, that would otherwise be missed
by smaller-scale studies. To do so, the use of graph theory to unravel the organization
of these complex networks has been employed. With these insights, it has recently
been possible to understand how functional associations between genes and proteins
also manifest through genomic organization, leading to the generation of Genomic
Context approaches and computationally inferred networks, which have also greatly
aided in genome annotation. In this context we should note that theoretical concepts
of interaction networks, particularly of modularity, has been invaluable towards
the practical accomplishments of high-throughput experimental and computational
efforts in genome annotation.

Conversely, the synergy of comparative genomics and large-scale interaction
networks that describe the functional relationships of genes and proteins, has led to
an expanded understanding of prokaryotic evolution. By applying the principle of
modularity in the analysis of biological networks, it has been possible to identify
subsets of genes that are involved in environmental adaptation across diverse
prokaryotic taxa, and to understand the emergence of traits such as pathogenic-
ity and antibiotic resistance. Looking toward the future, combining comparative
genomics with high-throughput biological networks of greater scope and quality
promises to only increase our understanding of the vast biological diversity of the
prokaryotic world.
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Chapter 5
Predicting Functional Interactions Among
Genes in Prokaryotes by Genomic Context

G. Moreno-Hagelsieb and G. Santoyo

Abstract Genomic context methods for finding functions of unannotated genes
were implemented very early after the publication of the first few prokaryotic
genomes. The ideas behind these methods include gene fusions, conservation of
gene adjacency, and the patters of co-occurrence of genes across available genomes.
A later addition was the prediction of features related to functional organization,
such as operons, stretches of genes co-transcribed into a single messenger RNA.
The ideas behind these methods tend to be easy to understand, while the strategies
for transforming those basic ideas into predictions can vary in complexity, mostly
because genes whose products are known to functionally interact vary in the way
they relate to those basic ideas. We present here a view of genomic context methods
for predicting functional interactions, with simple examples of their implementation
as compared and evaluated using genes whose products are known to functionally
interact.

Keywords Operons • Interactome • Conservation of gene order • Phylogenetic
profiles • Gene fusion • Operon rearrangement • Comparative genomics •
Prokaryotes

5.1 Introduction

One of the problems noticed when the first genomes were sequenced was the
existence of a large number of genes with no known function. Researchers wasted
no time before proposing computational methods to try and predict the missing
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functions. The most direct approach to predicting functions is by transference
of functions from a homologous, functionally characterized, gene into the genes
without a known function (Galperin and Koonin 2000; Stormo and Tan 2002).
Transference by homology continues to be a main source for putative functions, and
is in itself a dynamic field worth of a review. However, here we will concentrate on
methods building on top of homology. Methods that infer functions by associations
among gene products. That is, predictions by genomic context, so called because
they take into account genomic organization and evolutionary expectations of
genes whose products functionally interact. The three main genomic contexts
proposed as evidence for functional interactions were: (a) gene fusions (Enright
et al. 1999; Marcotte et al. 1999), (b) conservation of gene order (Overbeek et al.
1999; Dandekar et al. 1998), and (c) phyletic patterns or phylogenetic profiles
(Gaasterland and Ragan 1998; Pellegrini et al. 1999), with a fourth one being
developed later on: the rearrangement of predicted operons (Rogozin et al. 2002;
Snel et al. 2002; Yanai et al. 2002; Janga et al. 2005).

While the ideas behind genomic context are easy to understand, their imple-
mentation can vary due to possible confounding factors, such as the evolutionary
plasticity of functional interactions. Here we will explore further predictions based
on each genomic context, and evaluate an example each of their implementations
using genes whose products are known to interact in Escherichia coli K12 MG1655,
as presented in the EcoCyc database (Keseler et al. 2011) and RegulonDB (Gama-
Castro et al. 2011). Readers can explore genomic context results using the STRING
database (Szklarczyk et al. 2015), which also includes predictions based on high-
throughput experiments, and which remain today as one of the best web-based tools
for navigating predictions by genomic context.

5.2 Data and Methods

5.2.1 Gold Standards

To evaluate predictions, for positive gold standards (true positives), we used genes
whose encoded proteins work in the same biochemical pathways, or are part of
the same protein complex, as available in EcoCyc (Keseler et al. 2011), a curated
database containing information on experimentally confirmed pathway, regulatory,
and other interactions. We also use experimentally confirmed operons as present in
RegulonDB (Gama-Castro et al. 2011). As true negatives we used genes present
in different biochemical pathways found using the data in EcoCyc as described
previously (Moreno-Hagelsieb and Jokic 2012).
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5.2.2 Genomes and Orthologs

Using a web-based tool (Moreno-Hagelsieb et al. 2013), we selected a non-
redundant genome dataset filtered using a genomic similarity score (Moreno-
Hagelsieb and Jokic 2012; Moreno-Hagelsieb et al. 2013; Moreno-Hagelsieb and
Janga 2008) chosen to keep the equivalent of one genome per represented species
(GSSa D 0:90) out of the 2733 prokaryotic genomes available at the RefSeq
database (Pruitt et al. 2007) (ftp://ftp.ncbi.nih.gov/genomes/Bacteria/) by the end
of December 2013. We further filtered this non-redundant genome dataset to keep
genomes longer than 2.5 Mbp.

For phylogenetic profiles, we produced a second reduced genome dataset filtered
at a GSSa threshold of 0.75, a threshold previously shown to produce phylogenetic
profiles with good discrimination between genes coding for functionally interacting
proteins and genes coding for non-interacting proteins (Moreno-Hagelsieb and
Janga 2008). Presence of an ortholog (see below) was represented with 1, absence
with 0. We used mutual information (MI), measured in bits, to compare the
similarity of phylogenetic profiles (Moreno-Hagelsieb and Janga 2008; Huynen
et al. 2000):

MI D
1X

iD0

1X

jD0

Pijlog2

Pij

PiPj
(5.1)

We used NCBI’s blastp (Camacho et al. 2009) to determine orthologs as
reciprocal best hits (RBHs) as described previously (Moreno-Hagelsieb and Latimer
2008; Ward and Moreno-Hagelsieb 2014).

5.3 Gene Fusions

The idea behind exploring gene fusions for inferring functional interactions is
the easiest to understand and implement. Essentially, if separate genes in a target
genome (the genome we want to functionally annotate), are found as a fused gene
in an informative genome, we can infer that the two genes in the target genome
functionally interact (Enright et al. 1999; Marcotte et al. 1999).

Implementations might take care of making sure that an apparent fusion is not
the result of a sequencing error, and measured their confidence in the prediction by
counting the number of genomes where the fusion is found (von Mering et al. 2003).
The functional inference is the most direct of all.

Here we predicted functional associations by gene fusions without taking care of
potential sequencing errors. Given that gene fusions can be thought of as a special
case for conservation of gene order, we mix predictions based on gene fusions with
predictions based on operon rearrangements (see below).

ftp://ftp.ncbi.nih.gov/genomes/Bacteria/
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5.4 Conservation of Adjacency

The inspiration for looking for conservation of gene order goes beyond a naïve
expectation that functionally associated genes would be found closer together in
a chromosome. Since the first genomes available for comparative genomics were
prokaryotic, the expectation was based on the knowledge of operons, stretches of
adjacent genes in the same strand that are transcribed into a single messenger RNA.
Operons tend to contain genes that work together [reference to Salgado], and it
was expected that they should be conserved across genomes. While some work
challenged the idea of conservation of gene order in general (Mushegian and Koonin
1996), and of operon structures in particular Itoh et al. (1999), other works found
that even if there is no complete conservation, a signal is still detectable (Moreno-
Hagelsieb et al. 2001). No only that, methods based on the idea of conservation of
adjacency were already fruitful (Overbeek et al. 1999; Huynen et al. 2000).

Several implementations exist. For example, Overbeek et al. (1999) scored the
conservation of adjacency by a measure of the evolutionary distance between the
genomes compared. Others calculated scores by the number of genomes where
they found the genes next to each other. Here we will use an implementation
that estimates the confidence (CV) of meaningful conservation of adjacency by
comparing the conservation of genes in the same strand (Psame), as compared with
the conservation of genes in different strands (Popposite) (Ermolaeva et al. 2001;
Moreno-Hagelsieb 2006):

CV D 1 � 0:5
Popposite

Psame
(5.2)

Predictions based on conservation of gene order tend to have very good quality
(Fig. 5.1). For example, we have used these predictions to test if genes in operons
in prokaryotes have the same tendencies to have short distances between genes as
experimentally determined operons from Escherichia coli (Moreno-Hagelsieb et al.
2001; Moreno-Hagelsieb and Collado-Vides 2002; Moreno-Hagelsieb 2006). We
found that conserved pairs tend to have such intergenic distances, which gave us
confidence that we could predict operons by intergenic distances (see below) in
most prokaryotes.

5.5 Phylogenetic Profiles or Phyletic Patterns (PP)

The genomic contexts discussed above already assume the co-occurrence of the
genes within the genomes explored. Phyletic patterns or phylogenetic profiles (PP)
are about the co-occurrences themselves. The idea is that if the products of two
genes functionally interact in a target genome, then whenever one of the genes is
present in another genome, the other gene should be expected to also be present.



5 Predicting Functional Interactions Among Genes in Prokaryotes. . . 101

0.0

0.2

0.4

0.6

0.8

1.0

0 0.2 0.4 0.6 0.8 1

AUC:
S

en
si

tiv
ity

1 - Specificity

Integrated 0.82
Distances 0.81
Adjacency 0.81

Phyl profiles 0.73

Fig. 5.1 Quality of predicted functional associations. Predicted associations were evaluated
against positive gold standards based on experimentally-determined interactions, such as genes
whose products work in the same biochemical pathways (Keseler et al. 2011; Moreno-Hagelsieb
and Jokic 2012), or belong to the same operon (Gama-Castro et al. 2011; Moreno-Hagelsieb
and Jokic 2012), while gold negatives were genes in different biochemical pathways or present
in different, but adjacent, transcription units (Moreno-Hagelsieb and Jokic 2012). The intergenic
distance-based predictions, and the ones based on conservation of gene order include predictions
based on operon rearrangements

Absent one, the other should also be absent. The genes whose products functionally
interact should co-occur (Gaasterland and Ragan 1998; Pellegrini et al. 1999). Co-
occurrence would be visible as a pattern of co-presence, co-absence, of the genes in
question across a series of informative genomes.

Here we used mutual information as a measure of co-occurrence (Huynen et al.
2000; Moreno-Hagelsieb and Janga 2008). PP can be calculated for any gene in
a genome, and therefore, PP would be expected to produce the largest amount of
predictions. When filtering for high-quality predictions, however, PP do not seem to
produce a number of predictions obviously above those produced by other methods
(Fig. 5.2). Their quality, using this implementation, does not seem better than the
quality of predictions by other methods either (Fig. 5.1). Other implementations
try and work on potential problems using PP, for example, the problem that co-
occurrence should be expected for reasons other than functional interactions. For
example, evolutionarily close organisms would be expected to share more genes,
while evolutionarily distance ones should be expected to share less. Therefore, a
phylogenetic signal might be mistaken for functionally-related co-occurrence. In
our own work, we filter out redundant genomes (Moreno-Hagelsieb and Janga 2008;
Moreno-Hagelsieb et al. 2013), which seems to improve the functionally-related
signal (Moreno-Hagelsieb and Janga 2008). It remains a challenge to improve
results.
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5.6 Operon Predictions by Intergenic Distances

As explained above, operons were part of the inspiration for exploring conservation
of gene order (Overbeek et al. 1999), and conservation itself has been used for
predicting operons (Ermolaeva et al. 2001; Moreno-Hagelsieb 2006; Hu et al. 2009).
Another method for predicting functional association would be the prediction of
operons regardless of their conservation. To this end, the first successful method
explored was based on the expectation that operons would have short distances
between their genes, since genes inside the operon would not require such signals
as those required for transcriptional regulation (Salgado et al. 2000).

Here we used the method for predicting operons based on calculating log-
likelihoods for adjacent genes to be in the same operon given a distance. The method
is trained on known operons and adjacent genes in the same strand known to be
in different transcription units (transcription unit boundaries) (Salgado et al. 2000;
Moreno-Hagelsieb and Collado-Vides 2002). Predictions based on internecine
distances have qualities comparable to those produced by conservation of gene order
(Fig. 5.1). Intergenic distances have been the most informative feature for predicting
operons for a good while (Stormo and Tan 2002; Price et al. 2005; Ferrer et al. 2010;
Chuang et al. 2012). However, our current results suggest that, with the increasing
number of available genomes, conservation of gene order might have come close
enough to intergenic distances to compete as the most informative feature (Fig. 5.2).

5.7 Operon Rearrangements

Two methods above can predict operons, one by conservation of gene order, the
other by the distances between adjacent genes. While predicted operons might

Fig. 5.2 Venn diagram
comparing the number of
predictions by each genomic
context methodwithout
operon rearrangements
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contain mostly genes with related functions, the predicted associations are limited
to neighbouring genes. However, even though operons are more conserved than
neighbouring genes in different transcription units, their conservation is still small
(Moreno-Hagelsieb et al. 2001). Galperin and Koonin (2000) suggested that there
would be an advantage to the variable conservation of gene order should a method
for predicting operons be developed. The idea was that if two genes were predicted
to be in the same operon in an informative genome, then the case for a functional
interaction between the corresponding genes in a target genome could be made. That
would increase the potential of operons for predicting functional interactions among
genes that are not necessarily in close proximity in the target genome.

With that idea in mind, some authors managed to project predicted functional
interactions by conservation of gene order, onto their non-adjacent counterpart
genes in other genomes (Rogozin et al. 2002; Snel et al. 2002; Yanai et al. 2002).
Later on, another group explored the same idea, except with operons predicted by
internecine distances (Janga et al. 2005).

Here we explore the prediction of functional interactions by transference of
predicted interactions from informative operons as predicted by conservation of
gene order (Moreno-Hagelsieb 2006; Hu et al. 2009), and by intergenic distances
(Salgado et al. 2000; Moreno-Hagelsieb and Collado-Vides 2002; Janga et al. 2005;
Hu et al. 2009). The latter corresponding to the method presented previously as
Nebulon (Janga et al. 2005). The expansion in the number of predicted interactions
is quite notable (Fig. 5.3).

Fig. 5.3 Venn diagram
comparing the number of
predictions by each genomic
context method when operon
rearrangements are also
present. The number of
predictions increases
enormously compared those
in Fig. 5.2
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5.8 Concluding Remarks

In this work we presented some example predictions based on genomic context. The
predictions were evaluated with experimentally confirmed functional interaction
databases. The results are encouraging in terms of helping us annotate unknown
genes with potential functions based on their annotated predicted partners (Hu et al.
2009).

5.9 Competing Interests

The authors declare that they have no competing interests.

Acknowledgements We thank The Shared Hierarchical Academic Research Computing Network
(SHARCNET) for computing facilities. Work supported with a Discovery Grant to GM-H from
the Natural Sciences and Engineering Research Council of Canada (NSERC).

References

Camacho C, Coulouris G, Avagyan V, Ma N, Papadopoulos J, Bealer K, Madden TL (2009)
BLAST+: architecture and applications. BMC Bioinf 10:421

Chuang L-Y, Chang H-W, Tsai J-H, Yang C-H (2012) Features for computational operon prediction
in prokaryotes. Brief Funct Genomics 11(4):291–299

Dandekar T, Snel B, Huynen M, Bork P (1998) Conservation of gene order: a fingerprint of proteins
that physically interact. Trends Biochem Sci 23(9):324–328

Enright AJ, Iliopoulos I, Kyrpides NC, Ouzounis CA (1999) Protein interaction maps for complete
genomes based on gene fusion events. Nature 402(6757):86–90

Ermolaeva MD, White O, Salzberg SL (2001) Prediction of operons in microbial genomes. Nucleic
Acids Res 29(5):1216–1221

Ferrer L, Dale JM, Karp PD (2010) A systematic study of genome context methods: calibration,
normalization and combination. BMC Bioinf 11:493

Gaasterland T, Ragan MA (1998) Microbial genescapes: phyletic and functional patterns of ORF
distribution among prokaryotes. Microb Comp Genomics 3(4):199–217

Galperin MY, Koonin EV (2000) Who’s your neighbor? New computational approaches for
functional genomics. Nat Biotechnol 18(6):609–613

Gama-Castro S, Salgado H, Peralta-Gil M, Santos-Zavaleta A, Muniz-Rascado L, Solano-Lira H,
Jimenez-Jacinto V, Weiss V, Garcia-Sotelo JS, Lopez-Fuentes A, Porron-Sotelo L, Alquicira-
Hernandez S, Medina-Rivera A, Martinez-Flores I, Alquicira-Hernandez K, Martinez-Adame
R, Bonavides-Martinez C, Miranda-Rios J, Huerta AM, Mendoza-Vargas A, Collado-Torres L,
Taboada B, Vega-Alvarado L, Olvera M, Olvera L, Grande R, Morett E, Collado-Vides J (2011)
Regulondb version 7.0: transcriptional regulation of escherichia coli k-12 integrated within
genetic sensory response units (gensor units). Nucleic Acids Res 39(Database issue):98–105

Hu P, Janga SC, Babu M, Diaz-Mejia JJ, Butland G, Yang W, Pogoutse O, Guo X, Phanse S, Wong
P, Chandran S, Christopoulos C, Nazarians-Armavil A, Nasseri NK, Musso G, Ali M, Nazemof
N, Eroukova V, Golshani A, Paccanaro A, Greenblatt JF, Moreno-Hagelsieb G, Emili A (2009)
Global functional atlas of escherichia coli encompassing previously uncharacterized proteins.
PLoS Biol 7(4):96



5 Predicting Functional Interactions Among Genes in Prokaryotes. . . 105

Huynen M, Snel B, Lathe W, Bork P (2000) Predicting protein function by genomic context:
quantitative evaluation and qualitative inferences. Genome Res 10(8):1204–1210

Itoh T, Takemoto K, Mori H, Gojobori T (1999) Evolutionary instability of operon structures
disclosed by sequence comparisons of complete microbial genomes. Mol Biol Evol 16(3):
332–346

Janga SC, Collado-Vides J, Moreno-Hagelsieb G (2005) Nebulon: a system for the inference of
functional relationships of gene products from the rearrangement of predicted operons. Nucleic
Acids Res 33(8):2521–2530

Keseler IM, Collado-Vides J, Santos-Zavaleta A, Peralta-Gil M, Gama-Castro S, Muniz-Rascado
L, Bonavides-Martinez C, Paley S, Krummenacker M, Altman T, Kaipa P, Spaulding A,
Pacheco J, Latendresse M, Fulcher C, Sarker M, Shearer AG, Mackie A, Paulsen I, Gunsalus
RP, Karp PD (2011) Ecocyc: a comprehensive database of escherichia coli biology. Nucleic
Acids Res 39(Database issue):583–590

Marcotte EM, Pellegrini M, Ng H-L, Rice DW, Yeates TO, Eisenberg D (1999) Detecting protein
function and protein-protein interactions from genome sequences. Science (New York, NY)
285(5428):751–753

von Mering C, Huynen M, Jaeggi D (2003) STRING: a database of predicted functional
associations between proteins. Nucleic Acids Res 31:258-261

Moreno-Hagelsieb G (2006) Operons across prokaryotes: Genomic analyses and predictions 300+
genomes later. Curr Genet 7:163–170

Moreno-Hagelsieb G, Collado-Vides J (2002) A powerful non-homology method for the prediction
of operons in prokaryotes. Bioinformatics 18(Suppl 1):329–336

Moreno-Hagelsieb G, Janga SC (2008) Operons and the effect of genome redundancy in
deciphering functional relationships using phylogenetic profiles. Proteins 70(2):344–352

Moreno-Hagelsieb G, Jokic P (2012) The evolutionary dynamics of functional modules and
the extraordinary plasticity of regulons: the escherichia coli perspective. Nucleic Acids Res
40(15):7104–7112

Moreno-Hagelsieb G, Latimer K (2008) Choosing BLAST options for better detection of orthologs
as reciprocal best hits. Bioinformatics 24(3):319–324

Moreno-Hagelsieb G, Trevino V, Perez-Rueda E, Smith TF, Collado-Vides J (2001) Transcription
unit conservation in the three domains of life: a perspective from escherichia coli. Trends Genet
17(4):175–177

Moreno-Hagelsieb G, Wang Z, Walsh S, ElSherbiny A (2013) Phylogenomic clustering for
selecting non-redundant genomes for comparative genomics. Bioinformatics 29(7):947–949

Mushegian AR, Koonin EV (1996) Gene order is not conserved in bacterial evolution. Trends
Genet 12(8):289–290

Overbeek R, Fonstein M, D’Souza M, Pusch GD, Maltsev N (1999) The use of gene clusters to
infer functional coupling. Proc Natl Acad Sci USA 96(6):2896–2901

Pellegrini M, Marcotte EM, Thompson MJ, Eisenberg D, Yeates TO (1999) Assigning protein
functions by comparative genome analysis: protein phylogenetic profiles. Proc Natl Acad Sci
USA 96(8):4285–4288

Price MN, Huang KH, Alm EJ, Arkin AP (2005) A novel method for accurate operon predictions
in all sequenced prokaryotes. Nucleic Acids Res 33(3):880–892

Pruitt KD, Tatusova T, Maglott DR (2007) NCBI reference sequences (RefSeq): a curated
non-redundant sequence database of genomes, transcripts and proteins. Nucleic Acids Res
35(Database issue):61–65

Rogozin IB, Makarova KS, Murvai J, Czabarka E, Wolf YI, Tatusov RL, Szekely LA, Koonin
EV (2002) Connected gene neighborhoods in prokaryotic genomes. Nucleic Acids Res
30(10):2212–2223

Salgado H, Moreno-Hagelsieb G, Smith TF, Collado-Vides J (2000) Operons in escherichia coli:
genomic analyses and predictions. Proc Natl Acad Sci USA 97(12):6652–6657

Snel B, Bork P, Huynen MA (2002) The identification of functional modules from the genomic
association of genes. Proc Natl Acad Sci USA 99(9):5890–5895



106 G. Moreno-Hagelsieb and G. Santoyo

Stormo GD, Tan K (2002) Mining genome databases to identify and understand new gene
regulatory systems. Curr Opin Microbiol 5(2):149–153

Szklarczyk D, Franceschini A, Wyder S, Forslund K, Heller D, Huerta-Cepas J, Simonovic M,
Roth A, Santos A, Tsafou KP, Kuhn M, Bork P, Jensen LJ, von Mering C (2015) STRING
v10: protein-protein interaction networks, integrated over the tree of life. Nucleic Acids Res
43(Database issue):447–452

Ward N, Moreno-Hagelsieb G (2014) Quickly finding Orthologs as reciprocal best hits with BLAT,
LAST, and UBLAST: how much do we miss? PLoS ONE 9(7):101850

Yanai I, Mellor JC, DeLisi C (2002) Identifying functional links between genes using conserved
chromosomal proximity. Trends Genet 18(4):176–179



Chapter 6
Functional Implications of Domain Organization
Within Prokaryotic Rhomboid Proteases

Rashmi Panigrahi and M. Joanne Lemieux

Abstract Intramembrane proteases are membrane embedded enzymes that cleave
transmembrane substrates. This interesting class of enzyme and its water mediated
substrate cleavage mechanism occurring within the hydrophobic lipid bilayer
has drawn the attention of researchers. Rhomboids are a family of ubiquitous
serine intramembrane proteases. Bacterial forms of rhomboid proteases are mainly
composed of six transmembrane helices that are preceded by a soluble N-terminal
domain. Several crystal structures of the membrane domain of the E. coli rhomboid
protease ecGlpG have been solved. Independently, the ecGlpG N-terminal cyto-
plasmic domain structure was solved using both NMR and protein crystallography.
Despite these structures, we still do not know the structure of the full-length protein,
nor do we know the functional role of these domains in the cell. This chapter will
review the structural and functional roles of the different domains associated with
prokaryotic rhomboid proteases. Lastly, we will address questions remaining in the
field.

Keywords Domain organization • Prokaryotic rhomboid proteases • Serine
intramembrane proteases

6.1 Intramembrane Proteolysis

Proteases are essential components that regulate cellular processes in all organisms,
and their dysregulation can be the major causative factor of human disease. Decades
of study has provided detailed insight into their catalytic mechanism advancing our
understanding of their catalytic mechanisms and development of both high-affinity
inhibitors and drug therapies (Drag and Salvesen 2010). More recently, attention
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has been given to intramembrane proteases, which also play a major role in several
disease states. These peptidases cleave transmembrane substrates to facilitate roles
in several biological pathways (Strisovsky 2013).

Four classes of intramembrane proteases exist, all of which are shown to play key
roles in human health. The serine protease rhomboid is linked to Parkinson’s disease
(Shi et al. 2011; Whitworth et al. 2008) and cancer (Etheridge et al. 2013; Abba
et al. 2009; Blaydon et al. 2012), while the aspartyl protease presenilin is involved
in Alzheimer’s disease (De Strooper et al. 1998; Scheuner et al. 1996; Sherrington
et al. 1995). The metalloprotease site-2-protease plays key roles in cholesterol
metabolism (Rawson et al. 1997). Glutamic intramembrane proteases have also
been identified, yet their physiologic role remains to be determined (Manolaridis
et al. 2013). Bacterial intramembrane proteases also contribute to human diseases in
pathogenic organisms including Mycobacterium tuberculosis (Schneider et al. 2014;
Sklar et al. 2010), and others (Schneider and Glickman 2013; Rather 2013; Urban
2009; Ye 2013).

Compared to canonical proteases, less is known about intramembrane protease
family. Over the past 15 years, however, there have been major advances in
structure–function studies with the rhomboid family of proteases, which has
become a strong model for enhancing our understanding of the mechanism of
intramembrane proteolysis (Strisovsky 2013).

Proteolysis within the membrane is an important feature for bacterial systems.
This process, within the confines of the two-dimensional space of the lipid bilayer,
provides a means for precise regulation, akin to fidelity, which occurs in other
signaling pathways (Tian et al. 2007). The lipid bilayer, an essential barrier to these
single celled organisms, also provides a mechanism for communication with the
outside environment. While most classes of intramembrane proteases have their
catalytic active site located near the cytoplasmic face of membrane lipid bilayer,
only rhomboids have their site of action at the extracellular leaflet, suggesting a
common role in secretion (Urban and Freeman 2002). Indeed, in eukaryotic systems,
rhomboid proteases play roles in secreting epidermal growth factor (Urban et al.
2002).

6.2 Rhomboid Family

Rhomboids have been identified in every kingdom of life, implying a strong
evolutionary relationship between prokaryotic and eukaryotic enzymes (Urban
2009; Lemberg and Freeman 2007; Koonin et al. 2003). While not found in viruses
and proteobacteria, they have been identified in acidobacteria and higher species
with several isoforms identified in humans. In thirty-two bacteria, at least one or
more rhomboids can be found. Due to the conservation of key polar amino acids
including histidine, it is postulated that their initial role was in peptide transport
and these polytopic membrane proteins evolved to cut peptides (Koonin et al.
2003). Rhomboid proteases bear no structural homology to soluble serine proteases,
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suggesting independent evolutionary origins (Wang et al. 2006). Phylogenetic
analysis suggests rhomboids evolved in bacteria and through horizontal gene
transfer were acquired by the eukaryotic systems. Further phylogenetic analysis is
ongoing to provide insight into its evolutionary and functional relationship (Kinch
and Grishin 2013).

Despite the fact that rhomboids belong to the same family, there is little sequence
similarity between the family members. Thus topological classification was required
to assign rhomboids into various classes (Lemberg and Freeman 2007; Bergbold and
Lemberg 2013). Rhomboids can be classified into four distinct classes based on their
sequence and topological arrangement (Fig. 6.1) (Lemberg and Freeman 2007).
The first type is the basic secretase that consists of 6 transmembrane segments
(TM). An 100 amino acid cytoplasmic domain is located at the N-terminus. The
1C6 secretase-type has an identical predicted topological arrangement as the basic
secretase type except an extra transmembrane segment is appended at the C-
terminus. The iRhom class of rhomboid proteases has similar predicted topology as
the 6C1 secretase type, except there is a large domain found between helix 1 and 2.
Furthermore, iRhoms also have a cytoplasmic domain at the N-terminus. These are
non-catalytic forms of rhomboid proteases that have evolved to play regulatory roles
in metazoans (Bergbold and Lemberg 2013; Lemberg 2013). Lastly, the presenilin-
associated rhomboid like class, which has a 1C6 TM topology, and are located in
mitochondria of the eukaryotic cells.

6.3 Domain Organization for Prokaryotic Rhomboids

In the bacterial systems, only basic secretase type and the 6C1 secretase type are
found. Bacterial rhomboid proteases consist of two main conserved domains. At
the N-terminus there is a conserved 90 amino acid soluble cytoplasmic domain.
The C-terminus consists of a hydrophobic domain that is embedded within the
lipid bilayer. Only the Haemophilus influenzae and Providencia stuartii rhomboid
proteases (hiGlpG and AarA) lack this domain. Because of their ease of expression,
structural analysis of several prokaryotic rhomboid domains has contributed to our
knowledge of intramembrane proteolysis. The remainder of this chapter will focus
on the different domains of the rhomboid protease and summarize our current
knowledge of their structure and function.

6.3.1 Soluble Domain Structure

The soluble N-terminal cytoplasmic domain of prokaryotic rhomboids is highly con-
served and consists of approximately 90 residues (Lazareno-Saez et al. 2013). Our
first structural glimpse came from an NMR study of the Pseudomonas aeruginosa
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Fig. 6.1 The four topological forms of the rhomboid protease are represented. (a) The basic
secretase class of rhomboid protease has a six transmembrane topology with an N-terminal
cytoplasmic domain. The majority of prokaryotic rhomboid proteases have this topology. (b) The
6C1 topological form has an extra transmembrane helix appended at the C-terminus. (c) The
iRhoms are pseudoproteases with catalytically inactive membrane domains. Some have an extra
helix at the C-terminus. A large soluble domain exists between transmembrane helix 1 and 2.
(d) The mitochondrial PARL type rhomboid has an extra transmembrane helix at the N-terminus

N-terminal cytoplasmic domain structure to reveal a compact fold of both ’-helices
and “-sheet (Ghasriani et al. 2014). Subsequently, a similar NMR structure was
determined from the E. coli rhomboid (ecGlpG) N-terminal cytoplasmic domain
(Sherratt et al. 2012). In contrast to these globular structures, a crystal structure
and subsequent NMR structure of the N-terminal cytoplasmic domain of ecGlpG
revealed that there is an extended conformation with extensive domain swapping
for this domain (Fig. 6.2) (Lazareno-Saez et al. 2013; Ghasriani et al. 2014).
When purified without the membrane domain, the N-terminal cytoplasmic domain
of ecGlpG is monomeric with a small proportion being dimeric (Lazareno-Saez
et al. 2013). It is known that domain swapping is an energetically demanding
process. In vitro, the presence of certain detergents was shown to facilitate the
switch from monomeric to dimeric forms. Furthermore, domain swapping could
be induced with elevated temperatures (Lazareno-Saez et al. 2013; Ghasriani et al.
2014). More recently, the oligomeric state of the N-terminal cytoplasmic domain
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of ecGlpG was analyzed upon shedding from full-length ecGlpG in native lipid
bilayers (Arutyunova et al. 2014). In this case, all N-terminal cytoplasmic domain of
ecGlpG was dimeric suggesting that in vivo both membrane domain and cytoplasmic
domains oligomerize, confirming that this is an intrinsic feature of the protein
molecule and not a crystallization artifact. At this stage it is uncertain whether the
soluble domain is globular in vivo before forming domain swapped dimers.

6.4 Membrane Domain Structure

The six-transmembrane topology was confirmed from the first crystal structures
of ecGlpG membrane domain (Fig. 6.2) (Wang et al. 2006; Wu et al. 2006; Ben-
Shem et al. 2007) and hiGlpG (Lemieux et al. 2007). The six alpha-helical bundle
is organized into a catalytic and structural core (Urban and Shi 2008). A GxxxG
motif brings together the catalytic dyad consisting of a nucleophilic serine on helix
4 and the general base histidine on helix 6 (Urban 2010; Ha et al. 2013). This dyad
is obscured from the hydrophobic lipid bilayer by helices 2 and 5. From the aqueous
periplasmic region, loop 5 reduces accessibility to the active site. The mechanism
for access to the buried active site has been debated however recent reports suggest
that loop 5 and the top of helix 5 move to allow for substrate access to the buried
active site (Zoll et al. 2014). Between helix 1 and 2 is a conserved loop of 20 amino
acids that has been shown to play a role in substrate recognition.

Structural stability of the membrane domain is conferred by a series of sequence
motifs. Aside from these motifs, there is little sequence similarity in the rhomboid
family (Lemberg and Freeman 2007). Several signature sequence motifs have been
identified including a GxSx motif surrounding the catalytic serine in the fourth helix,
and a conserved histidine in the sixth helix. This histidine is in a dimerization motif
AHxxGxxxG that interacts with second dimerization motif, GxxxExxxG, located
on helix 2. In the hydrophilic loop separating helices one and two, there is a
conserved ExWRxxT motif that also confers structural stability to the rhomboid
protease. Typically membrane proteins have weak stability. However rhomboids
can be denatured with SDS and refolded, suggesting inherent structural features are
present in rhomboids to confer stability (Baker and Urban 2012). Indeed, a study of
over 150 mutants of the core of ecGlpG-membrane domain revealed several regions
are critical for the maintenance of rhomboid protease stability and function.

6.5 Dimeric Nature of Rhomboid Proteases

Although we have structures of the ecGlpG membrane domain and its cytoplasmic
domain, there are no full-length structures of the E. coli rhomboid protease
(Fig. 6.2). Prokaryotic rhomboids behave as dimers in detergent solution and
early studies suggest this dimeric nature is important for function (Arutyunova
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Fig. 6.2 Structural representation of the E. coli GlpG (ecGlpG) domains. (a) In solution, the N-
terminal cytoplasmic domain of ecGlpG can be in either a globular form (pink) or an extended form
(green). The extended form dimerizes to form a domain swapped dimer (bottom). in vivo we know
the N-terminal cytoplasmic domain of ecGlpG is dimeric. It remains to be determined whether
the cytoplasmic domain is globular in vivo. (b) The structure of the ecGlpG rhomboid protease
membrane domain has revealed a monomer (gold, residues 91–272, 2IC8.pdb), and the interface
for the dimerization is unknown. The N-terminal cytoplasmic domain of ecGlpG is also dimeric
(4HDD.pdb). Residues 2–67 are shown in cartoon representation in pale green. The full-length
ecGlpG structure, revealing how the membrane domain associates with the cytoplasmic domain,
remains to be determined
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et al. 2014). Initial studies focused on prokaryotic rhomboids in detergent solution
(Sampathkumar et al. 2012). Analytical ultracentrifugation revealed three different
prokaryotic rhomboids, hiGlpG, ecGlpG and YqgP, were primarily dimeric in these
conditions. A further examination of hiGlpG, which inherently lacks an N-terminal
soluble domain, with co-immunoprecipitation and gel filtration studies confirmed
that membrane domain alone is sufficient for dimerization. Thus, although the cyto-
plasmic domain is dimeric, the membrane domain can form dimers independently.
The membrane domain alone is capable of catalyzing the peptide bond cleavage and
the presence of cytoplasmic domain seems to be unnecessary for activity with model
a substrate. However, with the physiological substrate the cytoplasmic domain
could play some role in rhomboid function, for example substrate recognition
and tethering (Lazareno-Saez et al. 2013). It is possible domain swapping in the
cytoplasmic domain is a means for facilitating the dimerization of membrane
domain of rhomboid protease, a feature shown to enhance cleavage rate of substrates
(Arutyunova et al. 2014). In fact, early NMR studies suggest that this domain
interacts with the membrane domain (Sherratt et al. 2009). Further structural
analysis is needed to determine the structure of the full-length dimeric rhomboid,
whether the cytoplasmic domain interacts with the membrane domain, and how
dimerization facilitates a structural change to enhance substrate cleavage. It would
also be interesting to determine if the dimeric nature is transient and whether this is
a means for regulation of rhomboid activity.

6.6 Cytoplasmic Domain Function

Given the high conservation of this domain in bacterial rhomboids no functional
role has been established for the N-terminal cytoplasmic domain. Initial studies
suggested that the cytoplasmic domain enhanced the catalytic rate of ecGlpG, which
could be explained by the physical interaction between two domains. Conserved
residues, predicted to be involved in the interaction with membrane domain were
mutated, however no change in activity was observed (Lazareno-Saez et al. 2013).
The membrane domain alone is enough for catalysis, however at present due to
a lack of known substrates, it is unknown whether the cytoplasmic domain has a
regulatory role in rhomboid protease activity. Little is known about the regulation
of these apparently promiscuous enzymes (Dickey et al. 2013). With the eukaryotic
rhomboid RHBDL4, a soluble domain was shown to play a role in substrate
recognition (Fleig et al. 2012). Ironically AarA, the only rhomboid protease with
a known physiological substrate, is one of the few rhomboid proteases lacking a
N-terminal cytosolic domain. Domain swapping could be a regulatory signal for
substrate recognition, since upon swapping the new surface is exposed which could
be the recognition site for the substrate.

At the time of publication, no homologous structures were identified for the
crystal structure of the ecGlpG N-terminal soluble domain, with weak homology
attributed to the Type III secretion EscJ protein from E. coli (Lazareno-Saez et al.
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2013). A more recent search revealed structural similarities with PrgK, a component
of the Type III secretion system (Bergeron et al. 2015). The type III secretion system
is a multi-protein pore that assembles to facilitate transport of effector proteins into
the cytoplasm of the host cells (Ghosh 2004). There is currently no evidence that the
E. coli N-terminal cytoplasmic domain plays a similar role in a Type III secretion
system.

6.7 Membrane Domain

Although rhomboid proteases have been identified in bacteria, we have limited
knowledge of their substrates and hence function (Rather 2013). Genetic knockout
of rhomboid proteases had led to a characterizable phenotype in only three bacteria.
The rhomboid protease GlpG from E. coli is so far the best-studied rhomboid
protein, yet its function remains to be determined. E. coli strains lacking GlpG
have no apparent phenotype, however, under laboratory conditions these strains are
slightly more susceptible to the “-lactam antibiotics cefotaxime (Clemmer et al.
2006). In Bacillus subtilis, a knockout of the rhomboid protease YqgP resulted in
defects including glucose uptake and cell division. It must be noted that in these
studies effects of downstream genes in the operons were not considered (Rather
2013).

Most of our functional knowledge of prokaryotic rhomboids comes from the
rhomboid protease AarA of the pathogenic gram-negative bacteria, Providencia
stuartii. AarA was identified in a screen to characterize mutations leading to quorum
sensing defect. A loss of AarA was found to increase transcription of aac(20), an
enzyme possessing O-acetyltransferase activity (Rather et al. 1993). This enzyme is
known to o-acetylate peptidoglycan. The acc00(20) levels were also affected by loss
of AarA in high density cultures, suggesting the rhomboid protease plays a role in
quorum sensing (Stevenson et al. 2007).

AarA has been shown to cleave the TatA protein, the only bone fide physiological
prokaryotic rhomboid substrate. TatA is a single-pass transmembrane protein that
along with TatB and TatC forms the pore for the twin-arginine secretion pathway;
a secretion system that plays a role in the secretion of fully folded proteins
(Porcelli et al. 2002). In P. stuartii, the AarA rhomboid protease was reported to
cleave the psTatA protein (Stevenson et al. 2007). This had an effect on growth
of E. coli and the possible secretion of a quorum factor in the bacteria (Rather
and Orosz 1994). Cleavage of TatA enhances the oligomerization of the pore
and contribute to its widening to facilitate the transport of fully folded proteins
(Stevenson et al. 2007). The TatA secreted proteins play various physiological roles
in the cell including respiratory and photosynthetic energy metabolism, iron and
phosphate acquisition, cell division, cell motility, quorum sensing, organophosphate
metabolism, resistance to heavy metals and antimicrobial peptides, and symbiotic
nitrogen fixation (reviewed in Palmer and Berks 2012). While the TatA pathway
exists in E. coli and other bacteria, they are not involved in the generation of the Tat
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translocon (Rather 2013). The lack of substrates for the E. coli rhomboid remains
one of the biggest questions in the rhomboid field. An E. coli rhomboid substrate
would provide not only a physiological role for this well-studied enzyme, but also a
substrate to analyse the catalytic parameters of intramembrane proteolysis.

6.8 Summary

The rhomboid protease family, although representing a model for intramembrane
proteolysis in general, also has complexity due to the various topological forms.
Despite the fact that prokaryotic rhomboids have a simple topology and we know the
individual structure of the membrane and cytoplasmic domain of E. coli rhomboid,
we do not know how the dimer assembles in the membrane, nor do we know
the conformational changes that take place upon dimerization. To date there is
little information on prokaryotic substrates and the function for these enzymes.
In particular, for the well-studied E. coli rhomboid protease ecGlpG, a lack of
physiological substrate has hampered true measurement of catalytic parameters and
specificity determinants. These questions are at the forefront of the field and given
the interest in rhomboid protease, will hopefully be answered in the coming years.
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Chapter 7
Mapping Transcription Regulatory Networks
with ChIP-seq and RNA-seq

Joseph T. Wade

Abstract Bacterial genomes encode numerous transcription factors, DNA-binding
proteins that regulate transcription initiation. Identifying the regulatory targets of
transcription factors is a major challenge of systems biology. Here I describe the
use of two genome-scale approaches, ChIP-seq and RNA-seq, that are used to
map transcription factor regulons. ChIP-seq maps the association of transcription
factors with DNA, and RNA-seq determines changes in RNA levels associated with
transcription factor perturbation. I discuss the strengths and weaknesses of these and
related approaches, and I describe how ChIP-seq and RNA-seq can be combined to
map individual transcription factor regulons and entire regulatory networks.

Keywords Regulatory network • Transcription factor • Microarray • Tran-
scription profiling • RNA-seq • Chromatin immunoprecipitation • ChIP-chip •
ChIP-seq

7.1 Transcription Regulatory Networks

A key goal of systems biology is to understand, on a global scale, the mechanisms by
which bacteria modulate their gene expression in response to environmental signals.
Gene regulation has been studied for many decades, but until recently, studies have
been limited to regulation of individual genes. These focused studies have led
to a deep understanding of all aspects of bacterial gene expression, in particular
transcription. However, they have provided little insight into the regulation of
transcription on a genomic scale. The advent of genomic approaches, in particular
microarrays and next-generation sequencing, has revolutionized our understanding
of transcription regulation, and revealed unexpected phenomena that remain to be
fully understood. Here I discuss the genome-scale approaches that are most widely
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used to study bacterial transcription. I describe the specific methods, their strengths
and weaknesses, and how a combination of techniques provides a powerful approach
for mapping entire regulatory networks.

The primary point at which gene expression is regulated is transcription initi-
ation. To initiate transcription, RNA polymerase (RNAP) must associate with an
accessory ¢ factor that recognizes specific DNA sequences in the promoter region.
RNAP:¢ then forms an open complex in which the DNA is melted around the
transcription start site (TSS), followed by the transition to productive transcription
elongation. The affinity of RNAP:¢ for promoter DNA, and the rate at which RNAP
transitions to elongation, are controlled by a wide array of sequence-specific DNA-
binding proteins called transcription factors (TFs). TFs typically bind close to the
promoter region and either positively regulate transcription through protein–protein
interactions with RNAP:¢ , or negatively regulate transcription by occluding the
promoter elements such that RNAP:¢ cannot bind DNA. It is the TFs that coordinate
transcription initiation with the growth conditions. TF activity or expression levels
are coupled to specific environmental signals through a wide range of mechanisms.

The set of genes directly regulated by a TF is referred to as a “regulon”. The sum
of all regulons in a single bacterium is referred to as the “transcription regulatory
network” (TRN). In most bacterial species there are >100 TFs. A given TF regulon
can include as few as one transcript, and as many as several hundred transcripts.
Thus, the TRN is highly complex. Many studies have sought to identify the regulons
of bacterial TFs. Comprehensive identification of a TF regulon is important because
it provides insight into how gene expression is coupled to growth conditions, and
it can reveal fundamental principles of TF function. TF regulons can be mapped
on a genomic scale in two ways. First, the binding of the TF can be mapped
using a chromatin immunoprecipitation (ChIP) coupled with either microarrays
(ChIP-chip) or next-generation sequencing (ChIP-seq). Second, the effect on global
RNA levels of deleting or overexpressing a TF-encoding gene can be measured
using microarrays or RNA-seq. Here, I discuss these methods, their strengths and
weaknesses, and how they can be effectively combined to identify TF regulons. I
also discuss unexpected complexities of bacterial TRNs that have been revealed
using these genome-scale methods. The ultimate goal of these approaches is to
identify the complete TRN, i.e. all TF regulons. This will allow for accurate
modeling of transcription without the need for experimental data, and will be a
valuable resource for synthetic biology applications.

7.2 Mapping TF Binding Genome-Wide Using Chromatin
Immunoprecipitation

To map a TF regulon, two pieces of information are required: (1) the location of
TF binding genome-wide, and (2) the impact of the TF on genome-wide RNA
levels. There are many methods to map the position and/or strength of TF-DNA



7 Mapping Transcription Regulatory Networks with ChIP-seq and RNA-seq 121

Fig. 7.1 ChIP-seq. (a) Schematic showing ChIP-seq method. ChIP involves cross-linking of
DNA-binding proteins to DNA, cell lysis, sonication (to fragment DNA), and immunoprecipitation
with an antibody against the protein of interest. For ChIP-seq, ChIP-enriched DNA is converted
into a library for next-generation sequencing. Sequence reads are aligned to a reference genome
sequence. (b) Example of peaks in ChIP-seq data for a transcription factor from Salmonella
enterica. The graph shows piled up sequence reads from the ChIP-seq experiment. Reads mapping
to the plus strand are plotted above the horizontal line, and reads mapping to the minus strand are
plotted below the horizontal line. Two binding sites for the transcription factor are indicated with
vertical arrows. Note the characteristic stagger between the peaks on the plus and minus strands

interactions in vitro, e.g. electromobility shift assay, DNase I footprinting. However,
one method in particular has become the standard approach for genome-scale
mapping of TF binding. Chromatin Immunoprecipitation (ChIP) is a method to
measure the strength and location of protein–DNA interactions in living cells. Cells
are cross-linked using formaldehyde, lysed, sonicated to fragment DNA, and the
DNA-binding protein of interest is immunoprecipitated using a specific antibody
(Fig. 7.1a). Enrichment of bound genomic regions can then be determined relative
to a control region using quantitative PCR (Aparicio et al. 2005). Advantages of
ChIP over other methods used to map protein–DNA interactions are (1) ChIP
measures binding in vivo, under physiological conditions, (2) ChIP can detect
indirect interactions between protein and DNA, and (3) ChIP can detect protein–
DNA interactions for proteins with specific post-translational modifications. ChIP
was originally developed to study individual protein–DNA interactions (Solomon
et al. 1988), and has been widely used to measure the strength of TF binding to
specific target sites. However, this requires that the genomic location of a TF binding
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site is already known. To determine the position and strength of previously unknown
TF-DNA interactions using ChIP, it must be combined with either microarrays
(ChIP-chip/ChIP-on-chip), or sequencing (ChIP-seq).

ChIP-chip was developed shortly after microarrays became a popular tool for
studying gene expression on a genomic scale (Blat and Kleckner 1999; Iyer
et al. 2001; Lieb et al. 2001; Reid et al. 2000; Ren et al. 2000). It has been
used extensively to map TF-DNA interactions in eukaryotes (Cawley et al. 2004;
ENCODE 2007; Harbison et al. 2004; Lee et al. 2002), but less so for bacteria
(Grainger et al. 2004; Laub et al. 2002; Wade et al. 2007). Nonetheless, ChIP-
chip is an effective method for mapping TF binding in bacteria. Microarray design
is critical for the success of a ChIP-chip experiment. Some ChIP-chip studies of
bacterial proteins have used microarrays containing probes only within genes, i.e. no
intergenic sequence. Higher density microarrays, including “tiling” arrays in which
every genome position is covered by at least one probe, reduce bias and increase
resolution. The relatively small size of bacterial genomes is ideal for the use of
high density microarrays. As discussed below, ChIP-chip studies have provided
surprising new insights into the global pattern of TF binding.

With the advent of next-generation sequencing, ChIP-chip has been largely
replaced by ChIP-seq (Park 2009; Robertson et al. 2007). For ChIP-seq,
ChIP-enriched DNA is converted into a library that is suitable for next-generation
sequencing. Advantages of ChIP-seq over ChIP-chip are (1) higher resolution
(a typical ChIP-seq experiment gives 10 bp resolution), (2) no limit on dynamic
range, and (3) no bias with respect to genome position. A typical ChIP-seq
experiment generates between 1 and 100 million sequence reads that are aligned
to a reference genome. Although the resolution of ChIP-seq is high, it is still
not possible to identify the binding site for a DNA-binding protein with single
nucleotide resolution using ChIP-seq data alone. ChIP-exo is a modified ChIP-seq
approach that incorporates an exonuclease treatment of the protein-bound DNA
during immunoprecipitation to achieve single nucleotide resolution (Rhee and
Pugh 2011). Although ChIP-exo has proven effective for mapping TF binding in
eukaryotes, it has only recently applied to bacterial systems.

7.3 Analysis of ChIP-seq Data

There are many available programs for analysis of ChIP-seq data. In each case,
the primary goal is to identify enriched genomic regions, “peaks” (Fig. 7.1b), from
sequence reads that have been aligned to a reference genome. There are currently
not enough bacterial ChIP-seq studies to evaluate the effectiveness of each of the
available methods. Indeed, the most effective approach may be combine multiple
programs (Schweikert et al. 2012). Hence, I will not highlight any particular
program. Rather, I will describe the key features of these programs for accurately
calling peaks. All programs use the density of sequence reads as the primary
parameter for peak calling. Another critical parameter is the “shape” of the peak.
The expected shape of a ChIP-seq peak is a symmetric distribution of reads on each



7 Mapping Transcription Regulatory Networks with ChIP-seq and RNA-seq 123

strand, with a characteristic stagger between the plus and minus strands (Fig. 7.1b)
(Valouev et al. 2008). Genomic regions with a high density of sequence reads that
do not show this shape are unlikely to represent genuine sites of enrichment. A third
component of many peak calling programs is comparison of experimental data to
a control (see below). Finally, it is often helpful to eliminate repetitive sequence
since it is impossible to determine which repeat a given sequence read corresponds
to (Bonocora et al. 2013).

Bacterial TFs often bind to multiple, closely-spaced sites. The size of DNA
fragments generated in a typical ChIP experiment is 200–400 bp. Hence, TF binding
sites located <200 bp apart are expected to be found in many of the same DNA
fragments. Nonetheless, it is possible to bioinformatically infer the presence of
multiple closely-spaced binding sites using ChIP-seq data alone. The CSDeconv
program accurately deconvolutes contiguous regions of high sequence density that
contain multiple binding sites (Lun et al. 2009). Importantly, CSDeconv has been
trained and tested on bacterial ChIP-seq datasets. The importance of this approach
was recently demonstrated by a study of E. coli ArcA (Park et al. 2013b). This
study demonstrated, using CSDeconv, that ArcA preferentially binds to multimers
of a previously described motif, typically spaced only 11 bp apart.

7.4 ChIP-seq Artifacts and Controls

Several artifacts have been described for ChIP-seq datasets. The two major artifacts
are associated with regions of differential nucleosome density (Auerbach et al. 2009;
Vega et al. 2009), and highly transcribed regions (Park et al. 2013a; Teytelman
et al. 2013). The former is irrelevant for bacteria, since they lack histones. The
second artifact has, thus far, only been described for yeast samples. However, we
have observed high ChIP-chip and ChIP-seq signal at highly transcribed regions for
control samples from E. coli and Salmonella enterica. This can result in erroneous
identification of ChIP-seq peaks in highly transcribed regions (Cho et al. 2014). The
cause of the bias associated with highly transcribed regions is unclear. Given that
there are known artifacts in ChIP-seq data, use of a control dataset is important
(Bonocora et al. 2013; Galagan et al. 2013). There are a variety of options for
controls. The most straightforward option is “input” DNA. Input DNA is the DNA
from lysed, sonicated cell extracts, before immunoprecipitation. Thus, input DNA
represents the starting pool from which ChIP-enriched DNA is isolated. The main
advantage of input DNA is that it is plentiful and does not require additional samples
to be generated. However, it fails to control for the known artifacts associated with
ChIP-seq. A better control is DNA generated by a mock ChIP. This can be a ChIP
performed without antibody, ChIP from a strain in which the relevant TF-encoding
gene has been deleted, or in the case of TFs that are ChIPped using an antibody
against a fused epitope tag, ChIP from an untagged strain. Each of these will control
for artifacts associated with highly transcribed regions. A potential drawback of
these controls is that the amount of DNA generated is expected to be far less than for
an experimental sample, which may lead to limiting library complexity. This would
be reflected by multiple sequence reads corresponding to a single DNA fragment.
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7.5 Barcodes and Multiplexing

Bacterial genomes are relatively small. Therefore, it is often possible to combine
multiple samples in a single ChIP-seq experiment. This mitigates the high cost
of next-generation sequencing. Multiplexing of samples can be achieved using
barcodes, equivalent to those used for sequencing of genomic DNA libraries. The
degree of multiplexing is dependent upon the proteins being studied. Proteins that
bind few genomic locations require fewer sequence reads in order to identify their
targets. In contrast, proteins such as RNAP subunits require many sequence reads
since they bind to many regions. In principle, it is also possible to combine ChIP-seq
samples from different organisms without the need for barcoding, assuming that the
genome sequences are sufficiently divergent.

7.6 Identifying TF-Binding Motifs Using Genome-Scale
ChIP Data

ChIP-seq maps TF-DNA interactions with high resolution. However, this is insuffi-
cient to precisely map TF binding sites using ChIP-seq data alone. Most TFs bind
DNA in a sequence-specific manner, and their binding to DNA is associated with a
specific DNA sequence motif. Hence, it is possible to infer the precise location of
binding sites using a combination of ChIP-seq data and analysis of DNA sequence.
There are several programs that identify overrepresented DNA motifs in ChIP-
enriched sequences. The most commonly used program is MEME (Bailey and Elkan
1994). Such programs can facilitate identification of TF binding sites at nucleotide
resolution even with relatively low resolution data. The reliability of MEME can be
increased further by identifying overrepresented motifs that are located centrally
within ChIP-enriched DNA sequences (Bailey and Machanick 2012). Although
programs such as MEME are valuable tools for identifying TF binding sites, it is
important to note that not all TF binding sites are associated with the expected motif
(see below), and some TFs bind with little or no discernible sequence specificity.

7.7 Surprising Aspects of TF Binding Revealed
by Genome-Scale ChIP

ChIP-chip and ChIP-seq of bacterial TFs have revealed three surprising features of
TF binding profiles. First, TF binding upstream of many genes is not associated with
detectable regulation of those genes. Second, TF binding often correlates poorly
with the presence of the expected DNA sequence motif. Third, many TF binding
sites are located within genes, far from the start of an annotated gene. The extent
of each of these phenomena was completely unexpected based on previous studies
of individual TF targets, and highlights the importance of genome-scale approaches
such as ChIP-chip and ChIP-seq.
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7.7.1 TF Binding Sites Not Associated with Detectable
Regulation of the Downstream Gene

Many TF binding sites identified by ChIP-chip and ChIP-seq are not associated with
detectable regulation of nearby gene(s). Although there are many examples of TFs
that function in a condition-specific manner, the extent to which seemingly non-
functional TF binding sites have been discovered is unexpected. There are likely to
be several reasons for this phenomenon, although it remains to be comprehensively
investigated. First, some TF binding sites might simply be non-functional. This
is unlikely to be the case since the relevant TF binding sites are in intergenic
regions; although there is extensive TF binding inside genes (see below), only 10 %
of a typical bacterial genome is intergenic, and most TFs bind more intergenic
sites than expected by chance. Second, some TFs are only active under specific
growth conditions. However, most TFs mapped using ChIP-chip or ChIP-seq are
sufficiently well studied that the relevant growth conditions are known. Hence,
failure to detect regulation of nearby genes is not likely to be a consequence of
using the “wrong” growth conditions. Third, and most likely, TFs rarely work
alone. Combinatorial regulation by groups of two or more TFs is likely to be the
norm, and dependency/redundancy between TFs could result in condition-specific
requirements for individual TFs that cannot easily be predicted without knowing all
the TFs that regulate a given gene. A recent study identified binding sites of FNR in
E. coli using ChIP-seq (Myers et al. 2013). Many of the FNR binding sites identified
in this study are upstream of genes that were not detectably regulated by FNR under
the conditions tested. However, the authors analyzed other transcriptomic datasets
for cells grown under different growth conditions. This analysis strongly suggested
that FNR regulation of certain target genes is modulated by the activity of at least
four other TFs that are each specific to a different growth condition.

7.7.2 Poor Correlation Between TF Binding and Motif Score

Most TFs bind DNA with sequence specificity. Hence, a motif can be identified
that corresponds to the preferred binding site. Motifs can be represented as position
weight matrices (PWMs), which can be used to computationally predict TF binding
based on DNA sequence alone. In some cases, DNA sequence is highly predictive of
binding. For example, Escherichia coli LexA binds to essentially all occurrences of
its binding site (Wade et al. 2005). However, in most cases, DNA sequence is a poor
predictor of in vivo binding (Galagan et al. 2013). TFs often fail to bind to seemingly
excellent binding sites. Conversely, many TFs bind some sequences that bear little
or no resemblance to the expected motif. For example, although LexA binding can
be predicted accurately by the presence of an appropriate sequence motif, LexA also
binds many sites across the E. coli genome that differ greatly from the motif (Wade
et al. 2005). There are a variety of explanations for the poor predictive value of
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DNA sequence for many TFs: (1) bioinformatic prediction of binding site strength
based on DNA sequence may be inaccurate. For example, the interdependence of
pairs of positions within the site is usually ignored (Salama and Stekel 2010), as
is cooperativity between adjacent sites (Courey 2001). Nonetheless, for some TFs,
the difference between predicted and actual binding is so great that other factors are
likely to be important (Galagan et al. 2013); (2) TF binding may be affected by the
binding of other TFs to nearby sites. This effect may be cooperative, i.e. binding of
one TF may require binding of a second TF to an adjacent site (Kallipolitis et al.
1997; Wade et al. 2001), or competitive, i.e. two TFs bind overlapping sites but
cannot bind simultaneously. In the latter case, nucleoid-associated proteins (NAPs),
TFs that bind with low sequence specificity to extensive regions of the genome, are
likely to be important players. H-NS is a NAP in E. coli and has been shown to
prevent binding of FNR, a sequence-specific TF, to many of its predicted target sites
(Myers et al. 2013); (3) TF binding could be influenced by other factors that control
DNA structure, such as DNA methylation, supercoiling, and bending. The degree of
DNA supercoiling has been shown to affect the binding of OmpR to its target sites
in Salmonella enterica (Cameron and Dorman 2012).

7.7.3 Extensive TF Binding Inside Genes and Far
from Annotated Gene Starts

Decades of studies of bacterial TFs have focused almost exclusively on TF binding
sites located a short distance upstream of a gene. The majority of TFs whose
binding has been mapped by ChIP-chip or ChIP-seq have been observed to bind
many sites inside genes, far from the nearest annotated gene start. The frequency of
intragenic binding sites varies for each TF. For example, E. coli AraC binds only
one intragenic site (Stringer et al. 2014) while 70 % of E. coli RutR binding sites
are intragenic (Shimada et al. 2008). Only 10–20 % of bacterial genomes consist
of intergenic sequence. Hence, almost all TFs mapped by ChIP-chip and ChIP-seq
have an enrichment of intergenic sites relative to the genome content. However,
a comprehensive ChIP-seq study of over 50 TFs in Mycobacterium tuberculosis
identified some TFs that bind even more intragenic sites than expected by chance
based on the genome composition (Galagan et al. 2013). Despite the enormous
number of intragenic TF binding sites, the function of very few intragenic sites
has been determined. Possible functions include regulation of RNAs that initiate
from intragenic promoters (Singh et al. 2014), repression of transcription elongation
by forming a roadblock for RNAP (Belitsky and Sonenshein 2013), and a role in
maintaining higher order chromosome structures (Qian et al. 2012).



7 Mapping Transcription Regulatory Networks with ChIP-seq and RNA-seq 127

7.8 Identifying TF-Regulated Genes by Measuring
Genome-Wide Changes in RNA Levels

Identifying the binding sites of a TF is insufficient to reconstruct the regulon.
As discussed above, many TF binding sites are not associated with regulation
of the associated gene. Furthermore, TFs have both direct and indirect effects
on transcription. To determine a TF regulon it is necessary to combine binding
site locations with information on the impact of the TF on RNA levels. There
are a variety of methods used to identify and quantify changes in RNA levels
between strains and/or conditions, e.g. rtPCR, Northern blot. However, most of
these methods are targeted, i.e. they measure regulation of a single gene. Genome-
scale analysis of changes in RNA levels, commonly referred to as “transcription
profiling”, was first possible when microarrays were developed. More recently,
RNA-seq has begun to replace microarrays for this application.

Transcription profiling can be used to identify all direct and indirect regulatory
targets for a given TF by either comparing RNA levels between a wild-type and a
mutant strain (i.e. strain with/without the TF-encoding gene), or between conditions
known to influence TF abundance/activity. While ChIP methods and transcription
profiling provide overlapping information, there are several key differences. First,
ChIP methods detect binding but do not provide any information on the impact
of the TF on RNA levels. Hence, it is impossible to determine from ChIP data
alone whether a given TF binding site is associated with regulation of transcrip-
tion under the conditions tested. Second, transcription profiling identifies entire
regulated transcripts. ChIP-based methods typically identify a binding site near
a transcript but the transcript itself cannot be directly inferred to be regulated.
Transcription profiling is particularly important in cases where a ChIP-identified
binding site falls between divergently transcribed genes, and/or cases in which the
TF regulates several genes in an operon. Third, transcription profiling identifies
both direct and indirect regulatory targets and it is not possible to distinguish the
two. Nonetheless, indirect effects can be limited by transiently expressing the TF
and comparing to cells in which the TF was not expressed, as has been shown
for regulatory RNAs (Zhang et al. 1998). Fourth, transcription profiling cannot
distinguish between changes in transcription and changes in RNA stability. Given
the strengths and weaknesses of the two approaches, combining ChIP-chip/ChIP-
seq and transcription profiling data is the most effective way to identify a TF regulon
(discussed below).

The first microarrays used for transcription profiling were based on PCR products
amplified from cDNA libraries (Schena and Yamamoto 1988). Thus, the microarray
design was limited in its scope and its resolution. Improvements in microarray
fabrication permitted the use of microarrays that had higher resolution and covered
whole genomes. This permitted true genome-scale analysis of RNA levels (DeRisi
et al. 1997; Wodicka et al. 1997). Using microarrays, transcription profiling was
used to identify regulatory targets of TFs by comparing RNA levels in wild-type
and TF mutant cells, or between conditions known to affect a specific TF (Courcelle
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et al. 2001). Microarray density is often a limiting factor for analysis of RNA levels
since there are many unannotated RNAs and RNAs can occur on either strand. High
density tiling microarrays have permitted identification of novel RNAs (Reppas
et al. 2006), but the resolution and sensitivity of even the highest density microarray
is less than that of RNA-seq.

RNA-seq involves next-generation sequencing of a cDNA library. Advantages
of RNA-seq over microarrays for transcription profiling are (1) higher resolution
(RNA-seq can give single bp resolution), (2) no limit on dynamic range, and (3) no
bias with respect to genome position or strand. Thus, RNA-seq is more sensitive, and
can detect unannotated RNAs. One drawback of RNA-seq is that ribosomal RNA
(rRNA) represents a large proportion of all cellular RNA. Without removal of rRNA,
most of the sequencing reads will correspond to rRNA and hence will provide little
or no useful information. However, there are several efficient kits for removal of
rRNA from total RNA samples. As for ChIP-seq samples, RNA-seq samples can be
barcoded and multiplexed to increase efficiency. For a typical experiment, 10 million
sequencing reads per sample is sufficient for an average sized bacterial genome.
Early RNA-seq experiments used cDNA libraries that lacked strand information.
There are now a variety of methods and kits that can be used to generate strand-
specific libraries. Nevertheless, there is always a small amount of “bleed-through”
onto the opposite strand. It is important to take this bleed-through into account when
analyzing RNA-seq data.

7.9 Analysis of RNA-seq Data

Analysis of RNA-seq data is more straightforward than that of ChIP-seq data.
The genomic coordinates of specific RNA species are selected and the number
of sequence reads mapping to those regions is determined for the control and
experimental samples. There is a wide variety of analysis programs, the most widely
used being Cufflinks/CuffDiff (Trapnell et al. 2010). The specific RNA species to
be analyzed is an important parameter since the list must be determined prior to
analysis. For some RNA-seq analysis programs, there is a first step that identifies
RNAs from the data rather than from a predefined list. This is possible due to
the high resolution of RNA-seq data, and permits inclusion of 50 and 30 UTRs,
analysis of operonic transcripts rather than single genes, and permits inclusion of
unannotated transcripts (Fig. 7.2). Thus, RNA discovery is combined with analysis
of RNA levels. As discussed below, recent studies using modified RNA-seq methods
indicate the existence of hundreds, possibly thousands of unannotated RNAs in any
given bacterial genome. The most effective program for identifying UTRs, operons,
and unannotated transcripts from bacterial RNA-seq datasets and including them in
the analysis of differential RNA levels is Rockhopper (McClure et al. 2013), which
was trained on bacterial datasets.
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Fig. 7.2 RNA-seq. Example of RNA-seq data for wild-type Escherichia coli and cells containing
a deletion of a transcription factor-encoding gene. Two representative genomic regions are shown.
The graph shows piled up sequence reads from the RNA-seq experiment. Reads mapping to the
plus strand are plotted above the horizontal line, and reads mapping to the minus strand are plotted
below the horizontal line. Gray horizontal arrows indicate non-regulated genes. Black horizontal
arrows indicate significantly regulated genes. Note that the black arrow in the right panel represents
an unannotated, non-coding gene

7.10 Modified RNA-seq Approaches

Several modifications to standard RNA-seq methods have been described. In
particular, RNA-seq can be adapted to map RNA 50 or 30 ends. Two methods have
been described to map TSSs. The first method, Differential RNA-seq (dRNA-seq),
combines standard RNA-seq with an exonuclease that specifically degrades RNAs
with monophosphorylated 50 ends (Sharma et al. 2010). Libraries are made with and
without exonuclease treatment and sequenced separately. Thus, triphosphorylated
RNA 50 ends (corresponding to TSSs) can be distinguished from monophospho-
rylated RNA ends (corresponding to RNA processing sites). The second method
also distinguishes between mono- and triphosphorylated RNA 50 ends. Libraries
are made that include only RNA 50 ends, rather than all portions of each RNA.
Libraries are generated from samples treated with or without a phosphorylase that
converts tri- to monophosphorylated 50 ends (Cho et al. 2014; Kim et al. 2012; Singh
and Wade 2014; Singh et al. 2014). TSSs are identified by comparing RNA 50 end
abundance between the phosphorylase-treated and untreated libraries. TSS mapping
using either of these methods is more sensitive than standard RNA-seq, and can
identify RNAs that initiate inside genes in the sense orientation, which is usually
not possible using standard RNA-seq. TSSs mapping has identified large numbers
of unannotated transcripts in a variety of bacterial species, including thousands of
RNAs that initiate inside genes (Wade and Grainger 2014).

A second method that is particularly effective at identifying unannotated RNAs
is Native Elongating Transcript (NET)-seq (Churchman and Weissman 2011). NET-
seq involves isolation of elongating RNAP complexes and library construction from
the 30 ends of the associated nascent transcripts. Thus, NET-seq measures the level
of nascent rather than mature RNA, and is not impacted by differences in RNA
stability. NET-seq is a relatively new approach and hence has rarely been applied to
bacterial systems (Qi et al. 2013).
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7.11 Inferring Regulons and Regulatory Networks
by Combining ChIP-seq and RNA-seq Data

Inferring a TF regulon is straightforward using a combination of ChIP-seq and
RNA-seq data for that TF, and relies on the assumption that TFs regulate nearby
genes. Binding sites identified by ChIP-seq are paired with adjacent transcripts
(single gene or multi-gene operon) that are significantly regulated. As discussed
below, TF binding sites can regulate distally encoded genes, and TF binding
sites inside genes can be associated with regulation of the overlapping gene.
Incorporating these effects into TF regulon identification is problematic since these
phenomena are not well understood.

With the exception of one study in Mycobacterium tuberculosis (see below),
ChIP-seq and RNA-seq have been used to identify TF regulons for only a handful
of TFs (Myers et al. 2013; Park et al. 2013b; Stringer et al. 2014). In each case,
many significantly regulated genes were identified that were not associated with
nearby TF binding. These indirectly regulated genes supplement the TF regulon
and their regulation is due either to a chain of TF-TF regulation (e.g. the gene is
regulated by TF#2 which is itself regulated by TF#1, the focus of the experiment),
or to physiological changes brought about by mutation of the TF-encoding gene.

Inferring entire regulatory networks requires ChIP-seq and RNA-seq data for
multiple TFs. To infer the regulatory network for an entire organism, every TF must
be analyzed. Only one study has approached this level of complexity (Galagan et al.
2013). The binding location of 50 TFs in M. tuberculosis was determined using
ChIP-seq. In parallel, RNA-seq was used to determine the effect of overexpressing
each of the TFs. 25 % of all TF binding sites were associated with regulation of a
gene <1 kb away, and the degree of regulation correlated with the strength of TF
binding. However, for TFs >1 kb from a regulated gene, there was a significant
association of TF binding with regulation of genes up to 4 kb away. Furthermore,
for TF binding sites within genes there was a significant association of binding
with regulation of the overlapping gene. Hence, simply combining TF binding site
information with regulation of the adjacent gene may be insufficient to identify
all direct regulatory interactions. However, until our mechanistic understanding of
these processes improves, it is not possible to confidently associate binding sites
inside genes with regulation of the overlapping gene, or to confidently associate
binding sites and regulated genes that are spatially separated.

The study of TFs in M. tuberculosis is the only one to date that used ChIP-seq
and RNA-seq data to infer an entire regulatory network. Although this study did not
include all M. tuberculosis TFs, it included most that are known to be associated
with regulation during hypoxia and regulation of lipid metabolism. Comparing
regulons for different TFs identified extensive cross-talk. A few TFs were identified
as “hubs”, based on their regulation of many genes. Most TFs regulated themselves,
consistent with similar observations for TFs in E. coli (Shen-Orr et al. 2002). Other
well-characterized network topologies, such as feed-forward loops (Shen-Orr et al.
2002), were also identified. By combining regulon information for all TFs in the
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study, the authors were able to reconstruct a regulatory network. This network was
used to model expression of all genes during hypoxic growth, and was significantly
more predictive than a random model for 66 % of genes that showed significant
regulation when RNA levels were measured using RNA-seq across a time-course of
hypoxic growth. Thus, regulons inferred from ChIP-seq and RNA-seq data can be
combined to predict transcriptional changes associated with specific environmental
or genetic perturbations.

7.12 Mapping Initiating and Elongating RNAP Using
Genome-Scale ChIP Methods

An additional level of complexity that can be added to bacterial regulatory networks
is the composition of the initiating RNAP associated with transcription of a given
RNA. Most bacteria express multiple ¢ factors, and some RNAP:¢ complexes are
subject to TF-mediated regulation. Hence, a regulatory network will not be complete
without knowing the specific ¢ factor associated with a given regulatory TF binding
site. As with TFs, ChIP methods and transcription profiling can be used to map ¢

factor regulons (Nonaka et al. 2006; Reppas et al. 2006; Singh et al. 2014; Wade
et al. 2006; Zhao et al. 2005).

7.13 Conclusions

Technological advances in genome-scale approaches have revolutionized our ability
to map TF regulons. ChIP-seq and RNA-seq are currently the methods of choice for
mapping TF regulons and they can be easily applied to a wide range of bacterial
species. However, significant challenges remain. First, intragenic TF binding sites
are poorly understood, as is TF regulation of distally encoded genes. Second,
although many TFs can be identified accurately as TFs based on amino acid
sequence, there are likely to be many unidentified TFs. Third, binding of many TFs
to DNA may be affected by environmental conditions that have not been assessed,
e.g. temperature, osmolarity. Fourth, DNA structure and chemical composition is
modulated by other factors, such as supercoiling and methylation, that are not
currently considered when constructing regulatory networks. Fifth, effects on other
aspects of gene expression such as RNA stability, translation, post-translational
modification, are not currently considered. Nevertheless, despite these challenges,
ChIP-seq and RNA-seq data are already able to provide far better predictions than
other modeling approaches. Thus, these methods greatly enhance our ability to
model complex regulatory networks, including those for whole organisms.
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Chapter 8
Quantitative and Systems-Based Approaches
for Deciphering Bacterial Membrane
Interactome and Gene Function

Viktor Deineko, Ashwani Kumar, James Vlasblom, and Mohan Babu

Abstract High-throughput genomic and proteomic methods provide a concise
description of the molecular constituents of a cell, whereas systems biology strives
to understand the way these components function as a whole. Recent developments,
such as genome editing technologies and protein epitope-tagging coupled with
high-sensitivity mass-spectrometry, allow systemic studies to be performed at an
unprecedented scale. Available methods can be successfully applied to various
goals, both expanding fundamental knowledge and solving applied problems.
In this review, we discuss the present state and future of bacterial cell envelope
interactomics, with a specific focus on host–pathogen interactions and drug target
discovery. Both experimental and computational methods will be outlined together
with examples of their practical implementation.

Keywords Affinity purification coupled with mass spectrometry • Antibiotic
resistance • Bacteria • Computational methods • Epistasis • Membrane pro-
teins • Network biology • Proteomics • Proteogenomics • Protein–protein inter-
actions

8.1 Introduction

The last decade was marked by a rapid expansion of “omics” sciences, aimed at
studying living organisms at different levels. Transcriptomics studies the entire pool
of cellular mRNAs and its variability either between different pathotypes or under
different conditions. Advancement of bioinformatic tools, development of exhaus-
tive databases, and the high sensitivity and resolution of modern mass-spectrometers
gave birth to shotgun proteomics, allowing several thousand proteins to be identified
during a single mass spectrometry (MS) experiment. The improvements in these

V. Deineko • A. Kumar • J. Vlasblom • M. Babu (�)
Department of Biochemistry, Research and Innovation Centre, University of Regina,
Regina, SK, Canada
e-mail: mohan.babu@uregina.ca

© Springer International Publishing Switzerland 2015
N.J. Krogan, M. Babu (eds.), Prokaryotic Systems Biology, Advances
in Experimental Medicine and Biology 883, DOI 10.1007/978-3-319-23603-2_8

135

mailto:mohan.babu@uregina.ca


136 V. Deineko et al.

technologies are reflected in the genome online database (GOLD) (Reddy et al.
2015), which now provides access to >4200 sequenced genomes, the majority of
which are prokaryote.

The gram-negative bacterium Escherichia coli has been used as a model organ-
ism in numerous microbiological, biochemical and genetic studies. Recent estimates
claim that 75% of the 4225 E. coli genes have been experimentally characterized and
ascribed a biological function (Hu et al. 2009; Vlasblom et al. 2015). The remaining
genes have either been annotated using bioinformatic methods (for example, taking
into account sequence similarity) or remained uncharacterized (“orphan” genes).
Another means of assigning function is by classifying many proteins into sub-
proteomes, depending on their function and location within the cell. This network
organization allows us to functionally characterize “orphan” genes by applying
high-throughput genomic, bioinformatic, and proteomic approaches to elucidate
the network neighborhood of a gene or protein, and integrate this information with
complementary physical or functional evidences. In one study of this kind (Hu et al.
2009), 1241 tagged E. coli proteins were affinity purified, and potential interactors
identified by MS. The resulting data were methodically analyzed, and a functional
network was reconstructed using machine learning algorithms. In this way, a large
number of orphan genes was classified into functional modules (for example, protein
synthesis, envelope assembly, motility, and biofilm), and additional experiments
were performed with selected sub-sets of orphan genes to confirm predictions.
This study exemplifies the approach of combining complementary data to serve
as a methodological guide for further large scale interactomics studies of bacterial
species (Vlasblom et al. 2015).

The cell envelope of gram-negative bacteria consists of an outer membrane
and an inner membrane delimited by a periplasmic peptidoglycan layer. The inner
membrane is composed of phospholipids, whereas the outer membrane contains
mainly lipopolysaccharides. Each of these components has its own set of integral
and associated proteins (subproteome) (Díaz-Mejía et al. 2009; Silhavy et al. 2010;
Needham and Trent 2013). This envelope, together with associated membrane or
cytosolic proteins, mediates bacterial morphogenesis, division, uptake of nutrient,
and release of metabolites (Silhavy et al. 2010). Moreover, bacterial membrane
proteins (MPs) facilitate host–pathogen interactions and play key roles in host
colonization, biofilm formation, evasion of the host immune response, and drug
resistance (Flores-Mireles et al. 2015; Ribet and Cossart 2015). Currently, 60% of
antimicrobial drug targets are represented by MPs (Fruh et al. 2010), yet only 2100
of �93,000 protein structures currently deposited at the Protein Data Bank (Berman
et al. 2013) belong to MPs (Fig. 8.1a).

Comparative genomic studies suggest that roughly 25–30% of all bacterial genes
encode proteins of the inner or outer bacterial membrane (Daley et al. 2005;
Díaz-Mejía et al. 2009; Pogozheva et al. 2013). For example, in E. coli, �900
transmembrane proteins are integral and �90 span the outer membrane. Despite
their many essential functions (Silhavy et al. 2010; Flores-Mireles et al. 2015;
Ribet and Cossart 2015), the E. coli membrane proteome is sparsely character-
ized, and only 50% of a predicted 1133 integral inner membrane proteins have
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Fig. 8.1 Timeline of membrane proteins (MPs) and their physical interactions in various
pathogenic bacteria. (a) Number of PDB structures show a steady increase for non-membrane
proteins as opposed to MPs over time. (b) PubMED index (extracted from public databases as of
August, 2014) indicating studies that are focused on PPIs from all (cytosolic and/or membrane)
organisms (including humans, bacteria, yeast, and others) or only to bacteria (i.e. cytosolic) over
time. PubMED records of bacterial membrane PPIs (367) were not shown in the graph. (c) Sparsity
of PPIs for MPs is shown across major groups of bacterial pathogens

been experimentally identified by biochemical studies (Bernsel and Daley 2009;
Papanastasiou et al. 2013). This is due to a confluence of factors including low
abundance, poor solubility, and relatively small portion of charged residues in MPs;
any of which can negatively impact experiment outcome.

Further exploration of the membrane proteome and interactome will broaden our
understanding of basic bacterial biology, particularly in the areas of transmembrane
trafficking, nutrient uptake, dormancy, and quorum sensing. It will also improve the
current state of knowledge of stress response and defense mechanisms, and help to
reveal the origin of the robustness of microorganisms. Most notably, information
about bacterial MP organization and function will assist in identifying targets of
novel antimicrobial drugs and vaccine development.

Often antibiotics trigger a cascade of events that finally leads to bactericidal or
bacteriostatic action (Davies and Davies 2010; Kohanski et al. 2010). Comparative
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proteomic studies reveal the sequence of events that leads to bactericidal effects
(Lima et al. 2013), and elucidate the mechanisms of action for antibiotics. Moreover,
creating proteomic signatures to identify specific responses to different antibiotics
will expand our understanding on the clinically relevant antibiotics targeting diverse
bacterial envelope pathways and structures (Wenzel and Bandow 2011). This
proteomic response based strategy can be tailored towards the search for new
antimicrobial compounds which can be used alone or in synergy with existing drugs
to cope with emerging pathogens that are resistant to a particular antibiotic.

In this review, we focus on both experimental and computational approaches
to dissect the bacterial membrane interactome. These methods are either modified
versions of conventional techniques, or were developed for the sole purpose of
studying MPs. Reviewed methods include the E. coli synthetic genetic array (eSGA)
for studying gene–gene interactions, gel-based and gel-free proteomics, affinity
purification coupled with liquid chromatography (LC) and mass spectrometry
(AP/MS), proteogenomic and chemogenomic approaches as well as computational
methods for the discovery of novel protein complexes and networks in silico. To
demonstrate the applicability of these methods to problems of particular importance,
we provide examples from literature wherever appropriate.

8.2 Assessing Membrane Proteome Through Functional
Networks and Proteomics

A broad spectrum of experimental techniques is available for studying protein–
protein interactions (PPIs) and the complex associations of MPs (Babu et al. 2012;
Lam and Stagljar 2012). They include the classical yeast two-hybrid system as
well as its modifications: namely, the dual bait yeast two-hybrid (Y2H) system,
split-ubiquitin membrane based yeast two-hybrid assay and the bacterial two-hybrid
system based on transcription activation, in vivo protein cross-linking, fluorescent
protein-fragment complementation assays, AP/MS, and co-fractionation of protein
complexes (Kerppola 2006; Díaz-Mejía et al. 2009; Babu et al. 2012; Havugimana
et al. 2012; Ryan et al. 2013). These methods can be grouped into ones that
primarily identify direct ‘binary’ PPIs, such as yeast two-hybrid screening and
protein complementation assays, and those that identify co-complex associations,
such as AP/MS (Yu et al. 2008; Rajagopala et al. 2014; Wuchty and Uetz 2014;
Caufield et al. 2015). These two classes of methods can be used in combination
to effectively complement each other. Unlike the other methods, quantitative MS
provides information about the relative or absolute abundance of proteins within
a particular sample, and hence it can be used for comparative proteomics, where
changes in a MP expression and interactions under variable conditions (for example,
under stress conditions or antibiotic treatment) are monitored.
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8.2.1 Reconstruction of Interaction Networks Using eSGA

Gene products usually function within functional modules (operons) or pathways
(Babu et al. 2009, 2014). By identifying the functional connection of an “orphan”
gene to a well-studied metabolic chain or signaling cascade, one can assume that its
product performs either the same or similar role. The reconstruction of networks and
the connections between sub-networks to enable these inferences can be performed
in a high-throughput manner by using eSGA (Butland et al. 2008), which has been
applied to study a specific process of interest such as protein synthesis (Gagarinova
et al. unpublished), envelope biogenesis (Babu et al. 2011), and genomic integrity
(Kumar et al. unpublished). This strategy was originally developed for systems
biology studies of E. coli, and can be further expanded to other bacteria (Babu et al.
2009). The method is based on epistasis (lack of independence), i.e. an effect of a
mutation depends on the presence of other mutations in genome. It is often observed
that two single mutant strains display normal phenotype, whereas double mutant
strains show significantly impaired viability (i.e. synthetic sickness or lethality),
implying that each mutant corresponds to components of redundant pathways,
implying that two redundant pathways were impassable by the combination of both
mutations (for a more in-depth review on epistatic interactions, see Baryshnikova
et al. 2013; Mitra et al. 2013; Ryan et al. 2013).

8.2.2 Gel-Based Methods for Dissecting MP Complexes

Techniques for analyzing membrane interactomes can be performed in vitro, or ex
vivo using whole cell lysates or partially purified proteins. The latter approaches
can be further grouped into gel-based and gel-free methods. Gel-based approaches
(e.g. 2D-PAGE, BN-PAGE, BAC/SDS-PAGE, and DIGE) are useful for the sepa-
ration of complex protein mixtures, and isolation of protein complexes and their
subunits. They are used either for quantitative assessment of the proteome, or
they can be integrated into an MS protein identification or quantitation pipeline.
Here, we briefly describe the method and its most widely used modifications; for
a comprehensive review of two-dimensional protein electrophoresis, the reader can
consult the expanded review by Curreem et al. (2012).

Two-dimensional polyacrylamide gel electrophoresis (2D-PAGE) utilizes iso-
electric focusing and SDS-PAGE in the first and second dimensions, respectively.
Immobilized pH gradients separate proteins according to their isoelectric point
in the pH range 2.5–12. In the second dimension, denatured proteins denatured
proteins are separated by molecular weight and can be identified by MS or quantified
(see DIGE). This method allows one to obtain global views of an organism’s
proteome or sub-proteomes, and to estimate variations in protein expression levels.
For example, in the studies of human pathogen Staphylococcus aureus, �700
proteins were identified and traced under different physiological conditions by 2D
electrophoresis (Becher et al. 2009).
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The hydrophobicity of MPs and their tendency to aggregate significantly
limit the applicability of 2D-PAGE. However, two-dimensional benzyldimethyl-
n-hexadecylammonium chloride (BAC) or SDS-PAGE can often substitute for the
conventional procedure, where the detergent BAC and SDS are used in the first
and second dimensions, respectively (Zahedi et al. 2007). 2D-BAC/SDS-PAGE
is capable of resolving such difficult proteins as cytochrome-c oxidase subunit
I, containing 12 transmembrane domains, and Sec61’, with 10 transmembrane
domains. Another alternative approach for 2D-PAGE utilizes combinations
of surfactants and chaotropes such as sulfobetaines, non-ionic detergents,
dodecylmaltoside, or short chain lecithins for solubilizing MPs (Rabilloud 2009).

Blue native polyacrylamide gel electrophoresis (BN-PAGE) is widely used for
the identification of PPIs and isolation of protein complexes from cell lysates and, in
particular, from lipid membranes (Schlegel et al. 2010; Dresler et al. 2011; Ngounou
Wetie et al. 2013). It is useful for an approximate determination of molecular masses
and oligomeric states of native proteins, identification of PPI, isolation of MPs, and
determination of multiprotein complex stoichiometry (Dresler et al. 2011). Purified
biomembranes are solubilized using mild non-ionic detergents, such as digitonin,
dodecyl-“-D-maltopyranoside (DDM), and Triton X-100. Coomassie

®
Blue G-250

is added to solubilized membranes in the next stage. The binding of this anionic dye
to MPs allows them to migrate towards the anode at pH 7.5 during electrophoresis.
Coomassie prevents MP aggregation and stabilizes them in aqueous solution due
to its negative surface charge. Proteins and protein complexes are resolved in non-
denaturing gradient polyacrylamide gels (�4–16%) as distinct blue bands.

Native protein assemblies can be further dissociated into subunits and sepa-
rated accordingly to their molecular weight in the second dimension by classical
SDS-PAGE. One-dimensional BN-PAGE can also be combined with orthogonal
BN-PAGE, doubled SDS-PAGE or IEF/SDS 3D PAGE (Salzano et al. 2013). For
example, BN-PAGE was successfully used for dissecting porin complexes in the
membrane of Neisseria meningitidis (often referred to as meningococcus). Such
studies are important for vaccine development (Dresler et al. 2011). MP complexes
of another pathogenic bacterium, Helicobacter pylori, have been studied by 2D BN
electrophoresis (Pyndiah et al. 2007), leading to a deeper understanding of H. pylori
physiology, and the identification of potential vaccine candidates. Complexomic
studies of Mycobacterium bovis, and Bacillus Calmette-Guérin (BCG) MPs were
performed by the combination of BN-PAGE and LC–MS (Zheng et al. 2011),
where 40 different proteins, organized into 9 complexes, were identified. Lastly,
2D BN/SDS-PAGE has been used for interactomic studies of the classical model
organism, E. coli (Pan et al. 2010). For example, Stenberg et al. (2005) identified
43 protein complexes within the E. coli cell envelope. Applications of BN-PAGE
for studying the organization of MP’s in complexes are further reviewed detail in
Dresler et al. (2011).

Two-dimensional difference gel electrophoresis (2D-DIGE) is a modified form
of 2D-PAGE (Rabilloud and Lelong 2011), which allows quantitative assessment of
proteome changes with approximately 15% expression difference. Specimens (i.e.
tissue homogenates or cell lysates) are covalently labeled with fluorescent cyanine
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dyes (for example, Cy3-NHS and Cy5-NHS). These spectrally resolvable, positively
charged, amine reactive dyes generally do not interfere with electrophoretic mobility
of proteins. Hence, identical proteins from samples precisely superimpose with each
other on 2D gel images. Due to the high sensitivity of fluorescent labeling and
detection, as little as 0.2 fmol of protein can be detected. However, conventional
DIGE has limited ability to resolve proteins with hydrophobic transmembrane
domains. In this case, experimental conditions should be modified using suitable
detergents. Furthermore, gel-based approaches can be coupled with MS. In this
case, MP complexes or their sub-units are resolved by PAGE. Proteins of interest are
identified as bands or spots on the gel and excised. Tryptic in-gel sample digestion is
performed, and the resulting peptide mixture is submitted for identification by MS.

8.2.3 Non-gel Based Methods for High-Throughput
Interactomics

Gel-free methods begin with a different workflow to the above. Here the target
protein and its interacting partners are purified from crude lysate or from isolated
cell membranes. This can be done by immunoaffinity chromatography, when resin-
conjugated antibodies are used. Antibodies can be raised against endogenous
protein and co-immunoprecipitation is performed using lysed and homogenized
bacterial cells. Although large numbers of antibodies are commercially available,
the selection of antibodies for bacterial proteins is rather limited. When an antibody
is not available for a protein of interest, a chromosomal epitope-tag can be added to
the protein. Then the protein can be purified using readily available antibodies to the
tag of choice (i.e. anti-HA, anti-FLAG etc). This method is called AP/MS (reviewed
in detail in Díaz-Mejía et al. 2009; Ahrens et al. 2010; Kuzmanov and Emili 2013;
Ryan et al. 2013). For example, a large-scale PPI network study was done in E. coli
by pull-down assays using the sequential peptide affinity (SPA)-tagged bait proteins
(Hu et al. 2009). The tag consists of triple FLAG, followed by a tobacco etch virus
protease cleavage site and a calmodulin binding peptide. This cassette containing
the SPA-tag coupled with an antibiotic resistance marker is integrated into bacterial
chromosome. The advantages of this method (i.e. the near-endogenous expression
level of tagged proteins) have made it standard for bacterial interactomic studies
(Díaz-Mejía et al. 2009).

An alternative to chromosomal tagging is cloning of MPs into plasmid vectors,
which allows inducible expression of tagged proteins. A large-scale study of E. coli
MP topology was performed by Daley et al. (2005). In this work, a total of 714
MPs were cloned into alkaline phosphatase (PhoA) and green fluorescent protein
(GFP) fusion vectors, and high-confidence topology models were generated for
�600 proteins. Moreover, a PPI system was developed for cases when chromosomal
tagging of bacterial protein was difficult or impossible (Pelletier et al. 2008).
This system utilized a broad-host-range plasmid vector pBBR1MCS5 for fusion
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of proteins with fluorescent or affinity tags, and was successfully tested in the
gram-negative bacteria Rhodopseudomonas palustris CGA010 and Shewanella
oneidensis MR-1, as well as in E. coli, though overall performance was poorer than
chromosomal tagging.

Co-fractionation is a powerful tag-free method that can be used for complex-
omic studies of bacterial MPs, and, particularly, for host–pathogen interactomes.
Recently, Havugimana et al. (2012) developed an integrative global proteomic
profiling approach based on LC–MS, where cell extracts were separated into
fractions that were subsequently analyzed by quantitative tandem MS. Using this
technique, a network of 13,993 high-confidence physical interactions involving
3006 stably associated soluble human proteins was re-constructed. Though aimed
at detecting physical interactions within human cells, this approach could be poten-
tially applied to detect interactions in various pathogens or in multiple isolates of
clinical pathogenic (enteric or diarrheagenic) strains as well. To do so, bacterial cell
lysate could be pre-fractionated into membrane and cytosol, and the former fractions
are subjected to extensive complementary biochemical fractionation procedures.
Stably-interacting proteins that co-fractionate together could then be identified by
LC–MS/MS. As with any type of MP’s purification or fractionation procedure,
care should be taken of detergent selection for effectively solubilizing MPs, while
preserving protein complexes in their native state.

8.2.4 Quantitative MS to Track Changes of MPs Expression
and Interaction

Current methods enable not only qualitative investigation, but also tracking quan-
titative changes in proteome or sub-proteomes under changing conditions or
environmental stimuli, such as antibiotic treatment, immune response or depletion
of nutrients (Hui et al. 2015). First quantitative proteomic experiments were based
on 2D-DIGE. A newer and more powerful alternative is quantitative MS (reader
is referred to some excellent reviews on this topic; Gstaiger and Aebersold 2009;
Domon and Aebersold 2010; Kall and Vitek 2011; Hughes and Krijgsveld 2012;
Liebler and Zimmerman 2013), which allows: (1) comparing proteome composi-
tions between different samples (relative quantification); (2) determining sample
concentration of certain proteins (absolute quantification); and (3) monitoring
changes in protein expression. While this approach has been successful for many
different protein types in other model organisms (Gouw et al. 2010; Taniguchi et al.
2010; Miteva et al. 2013), MS-based quantitative proteomics of bacterial MPs is
still under development. The main challenges are the low abundance of MPs and
difficulty of isolation of cell envelope and membrane associated proteins, as well
as incomplete digestion of peptides leading to large peptide sizes that make MS
analysis intractable. In this section, we describe the most common approaches that
are used for comparative proteomic studies in bacteria.
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Metabolic protein labeling with stable isotopes (13C, 15N) is a robust and
versatile approach that can be done by growing bacteria on minimal media which
includes isotopes such as 15NH4Cl or (15NH)2SO4, or by isotope-labeled amino
acids added to cultivation media (Stable Isotope Labeling by Amino acids in Cell
culture—SILAC). 16O/18O isotope labeling is of special interest for membrane MS-
based proteomics or interactomics (Ye et al. 2009). The main advantages of this
method are: simplicity, no restriction due to peptide composition, and the minimal
amount of proteins required. Typically, samples are subjected to tryptic digestion in
H2

18O. Two 16O atoms are exchanged for 18O at the C-terminus of peptides during
trypsinization, leading to a 4 Da difference in peptide masses across the sample.
Complex samples such as cell lysates or cell membrane preparations are fractionated
by ion-exchange chromatography after digestion and analyzed further by LC–MS.

Alternative labeling approaches that do not involve isotopes are possible with
one of several methods involving chemical modifications of peptides, and include
iTRAQ (modifies N-terminal and lysine residues), ICAT (targets thiol groups of
cysteine) and ICPL (targets primary amines, similarly to iTRAQ). While a detailed
description of these methods is beyond the scope of this work (see reviews for
details on this topic; Shui et al. 2009; Petriz and Franco 2014), these were
successfully applied for membrane proteomic studies of pathogenic species such
as Mycobacterium avium (Radosevich et al. 2007) and Pseudomonas aeruginosa
(Tan et al. 2013). Likewise, quantitative MS was performed on Acinetobacter bau-
mannii (Sauer and Kliem 2010; Cabral et al. 2011), a gram-negative opportunistic
nosocomial pathogen affecting people with immune deficiency.

As evolution of multidrug resistant strains of A. baumanii is a growing problem
for hospitals, significant efforts have been directed towards the discovery of new
chemical compounds that will help to fight this emerging pathogen (Kanj and
Kanafani 2011; Wong et al. 2012). The study of Yun et al. (2011) serves as an
illustrative example of quantitative MS applied to pathogenic species. In this work,
both isobaric tags and label-free approaches were used for absolute and relative
quantitation of the cell wall proteome of A. baumanii under antibiotic stress. Out of
484 identified proteins, 302 were confirmed to be inner membrane, outer membrane,
or periplasmic proteins. Different pools of proteins were found to be activated upon
tetracycline and imipenem treatment. Such studies help to decipher mechanisms of
antibiotic resistance and identify future drug targets to combat pathogenic bacteria.

8.2.5 Proteogenomics: A Novel Approach for Studying
Emerging Pathogens

Comprehensive proteogenomic studies are important for identification of novel drug
targets in multidrug resistant pathogens (Pawar et al. 2012; Bragazzi et al. 2014;
Lee et al. 2014). While proteomics (especially quantitative) provides insights into
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the mechanisms of the bacterial stress response and multiple antibiotic resistance,
the usability of publicly available databases for analysis of emerged pathogens
is limited, as genomes of multidrug resistant bacteria often differ significantly
from well-characterized parent strains. Hence, when reference proteomes are used
for interpretation of MS results, a number of proteins within a sample can be
overlooked.

Recently, several de novo sequenced genomes of multidrug resistant pathogens
were published (Vignaroli et al. 2012; Albersmeier et al. 2014; Ozer et al. 2014;
Riedel et al. 2015). These data can further facilitate the study of drug resistance
mechanisms and the role of MPs. Lee et al. (2014) performed a showcase proteoge-
nomic study of the multidrug resistance A. baumannii DU202, where 144 genes
involved in antibiotic resistance were identified in a de novo sequenced genome of
this strain. Notably, 14 genes were absent in the genome of A. baumannii ATCC
17978, which had been used as a reference in proteomics studies of A. baumannii
DU202. While A. baumannii DU202 is closely related to A. baumannii 1656-2, the
structure, size, and copy number of strA and strB streptomycin resistance genes
in these strains were different, indicating that the induction patterns of antibiotic
resistance genes can be altered in response to antibiotic culture conditions despite
their homology in genome sequence. Collectively, the integration of proteomics with
genomic resources are invaluable for the discovery of new ORFs and annotation of
newly sequenced genomes of the emerging pathogens.

8.3 In Silico Prediction of Physical Membrane Protein
Interactions

Over the past two decades, the number of PPI studies in bacterial species have
increased exponentially (Fig. 8.1b), yet the PPI interactome for MPs in many
bacteria is still far from being complete (Fig. 8.1c). MPs are particularly under-
represented, and the number of studies on bacterial membrane PPI are as low as
367 compared to 2658 pubMed entries recorded for PPIs derived from cytosolic
proteins (Fig. 8.1b). One of the major reasons for the knowledge gap is the limited
applicability of experimental high-throughput methods to MPs. Despite recent
developments in experimental high-throughput methods, poorly expressed or highly
hydrophobic proteins are still challenging to work with, and powerful computational
methods are necessary to complement high-throughput experimental methods such
as Y2H and AP/MS. The in silico methods (for example, FpClass and others; Lee
et al. 2007; Kotlyar et al. 2015) are generally less time consuming, and in some
cases can allow interaction predictions even when no or little experimental data is
available.
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8.3.1 Structure and Sequence Based Methods
for Computational Membrane PPI Prediction

Comprehensive knowledge of existing binding motifs can be used to predict putative
interaction sites. For example, Bracken et al. (2004) developed a method that
included recognition of unstructured or disordered regions of the protein, which are
frequently found to be involved in PPIs (Mosca et al. 2012; van der Lee et al. 2014;
Wright and Dyson 2015). Although, the integration of multiple sequence alignments
into the algorithm improved the confidence of prediction, sequence based methods
are mainly useful for the identification of protein binding sites instead of actual PPIs
(Ghersi and Sanchez 2011; Mills et al. 2015). Another example is the SLiM (Short
Linear Motifs) software including SLiMSearch, SLiMScape, and SLiMFinder,
which all find shared motifs in proteins sharing a common attribute such as sub-
cellular localizations or an interaction partner (Edwards et al. 2007; Davey et al.
2011; O’Brien et al. 2013). Specifically, SLiMFinder is aimed at identifying small
peptide microdomains �3–10 residues long, which usually occur in intrinsically
disordered regions of proteins. These SLiMs are known for mediating many vital
PPIs in a wide range of scenarios including post-translational modifications and
subcellular localization (Palopoli et al. 2015).

Next, several methods which utilize information about 3D structure have been
developed to identify possible interaction sites of proteins and their interactions with
other proteins. For example, PRISM (Protein Interactions by Structural Matching)
is used for the large scale prediction of PPIs and assembly of protein complex
structures (Tuncbag et al. 2011; Baspinar et al. 2014). The rationale behind the
PRISM is that if two complementary sides of a template interface are similar to the
surfaces of two target proteins, then these two proteins can interact with each other
using this template interface architecture (Tuncbag et al. 2011; Baspinar et al. 2014).
Another imperative algorithm termed PrePPI (PPI prediction method) combines 3D
structural information and other functional evidences, such as co-expression and
functional and evolutionary similarity using a Bayesian classifier, in order to predict
protein interactions (Zhang et al. 2013) with claimed performance comparable to
high-throughput experimental strategies. While its coverage for MP interactions is
limited because 3D structures of MPs are harder to solve, the method itself may
still prove effective for MPs, as the number of membrane structures available is
continually increasing.

MPs can be classified on the basis of their transmembrane domain types,
namely, ’-helices or “-barrels. While virtually all “-barrel proteins are located in
the outer membrane, majority of these outer membrane proteins are functional in
oligomeric form, as the oligomerization “hot spot” serves as the key residues for
facilitating PPIs (Perica et al. 2012). To date, more than 500 indices for MPs have
been compiled and made available at AAINDEX (Amino Acid Index) database
(Kawashima et al. 2008) for the scaling of amino acids on the basis of their
physiochemical properties such as size, polarity, and secondary structure propensity.
The “-barrel TransMembrane eXposure (BTMX) method uses these indices for
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the prediction of exposure status of transmembrane residues, and identifies the
physiochemical properties characteristic to oligomeric interfaces, thus enabling the
prediction of outer membrane PPIs (Hayat et al. 2011). Although methods such as
these attempt to predict the membrane PPIs, efforts are still in the initial stages and
demand further advances.

8.3.2 Genome-Based Computational Methods to Predict
Membrane PPI

Genomic features have been used for the prediction of interacting protein pairs,
including phylogenetic profiling, gene distance, gene fusions, similarity of phylo-
genetic trees of proteins and gene order; discussed below. In the simplest model,
phylogenetic profiles can be represented as a binary vector where 1 or 0 correspond
to presence or absence of gene orthologs in a reference genome, or as a vector of
transformed e-value scores of sequence alignments between a gene and its putative
orthologs. Here, the rationale is that if a pair of genes are needed to perform a
particular, common function, then the orthologs of these two query proteins should
be either present or absent simultaneously across species. Consequently, genes of an
interacting pair tend to have similar phylogenetic profiles (Hu et al. 2009; Schneider
et al. 2013; Babu et al. 2014), and various similarity metrics, such as the Pearson
correlation (Beltrao et al. 2010; Ryan et al. 2013; Babu et al. 2014), can therefore
be used as quantitative evidence for an interaction.

Several methods have used the conservation of the proximity of genes along
the genome (gene distance) between distantly related species to predict interactions
(Harrington et al. 2008; Koch et al. 2012). Bacterial genomes are especially suitable
for the use of this approach, since functionally related genes often cluster within
operons to allow co-transcription (Babu et al. 2014). Gene fusions can also be
predictive of interactions, as several functions performed by two different genes
in one organism are often performed by a single gene in another organism. Thus,
in the reverse case, one may infer that two genes are functionally similar if they are
fused in another organism, and hence more likely to interact. While this method can
be an accurate predictor, fusion events, in spite of being very informative, are not
very frequent.

Phylogenetic tree construction methods assume that interacting proteins tend to
co-evolve due to selection imposed by the surrounding environment. The advantage
of this method as a predictor of PPIs, as compared to phylogenetic profiles, is
that phylogenetic tree approaches are able to more specifically predict physical
interactions, while phylogenetic profiles look for both physical as well as functional
interactions and cannot differentiate between them (Tillier and Charlebois 2009;
Khan et al. 2014). By comparing several genomes, gene order can be used as a
fingerprint of PPIs (Enright et al. 1999; Qin et al. 2014). While gene order shows
relatively stronger correlation among less evolutionary distant species due to a lack
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of time for genome reshuffling after divergence of the two organisms from their
most recent common ancestor, when it does occur between distant organisms it is
unlikely to be due to chance, and can therefore be a high confidence predictor in
such cases.

8.4 MP Networks in Unearthing Potential Drug Targets

One of the most important applications of the interaction network is to discover
potential membrane drug targets. While imperative nodes of biological network
can be potential drug targets, robust pathogen interaction networks withstand the
removal of a single protein which leads to ineffectiveness for anticipated drugs.
A more direct approach is to study the protein–drug interactome, which is analogous
to the protein interactome, except that interactions are detected between a protein
and drug (Hopkins 2008; Pujol et al. 2010). Protein–drug interactomes revealed
that a drug can interact with multiple membrane or non-membrane proteins,
and a protein can be targeted by multiple drugs (Yildirim et al. 2007; Gokhale
et al. 2012). Keeping up with this notion, Nichols et al. combined large-scale
chemogenomics with quantitative fitness measurements and provided insights into
the genes encoding for certain envelope bioprocesses that are resistant or sensitive
to multiple drugs (Fig. 8.2a) and synergism between the drugs in E. coli (Nichols
et al. 2011). The study additionally provided quantitative drug-gene ontology (GO)
phenotypes where membrane enriched GO processes were significantly targeted
by drugs. Consistent with this, we also found many proteins that localized to the
membranes were preferred drug targets, and more frequently (p � 0.005) showed
conditional essentiality (i.e. the gene becomes essential for cell growth under a
particular drug condition) when treated with one or more drugs in comparison to
non-membrane proteins (Fig. 8.2b). Analogous to PPIs in the interactome, protein
structures also provide a better understanding of physical interactions between drugs
and its target in the protein–drug interactome. Such mechanistic information helps
in designing the new drugs to disrupt specific PPI by synthesizing molecules which
can mimic the interaction between a membrane target protein and its interacting
partner.

8.5 Concluding Remarks

High-throughput proteomic methods enable simultaneous identification of hundreds
of proteins. Using these approaches, the composition of bacterial proteomes can
be rapidly determined. Moreover, changes in protein expression levels can be
accessed both qualitatively and quantitatively by using isotope-labelled samples
for high-resolution mass-spectrometry. While gel-based techniques are still in use,
AP/MS has become the method of choice for membrane proteomics as it success-
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Fig. 8.2 E. coli membrane proteins and its association to drugs. (a) Heat map showing signif-
icantly enriched (p � 0.05) envelope bioprocesses (from Gene Ontology) of E. coli targeted by
the indicated drugs (data extracted from Nichols et al. 2011). (b) Cell envelope genes of E. coli
showing strong (p � 0.005) conditional essentiality when treated with one or more drugs

fully overcomes a number of traditional limitations such as low expression, high
hydrophobicity, and poor solubility that make MPs a difficult target for previous
proteomics methods. Inner and outer membrane preparations can be analysed as a
whole (untargeted proteomics) or particular proteins can be selected.

Gene–gene interaction studies identify genes involved in bacterial cell wall
biosynthesis and functioning, including those that are unannotated. Affinity purifi-
cation or LC fractionation in conjunction with MS can elucidate not only the
exact composition of the membrane sub-proteome, but also to reconstruct the entire
interaction network. Computational approaches which integrate existing proteomics
and genomics knowledge bases help to validate experimental data and extrapolate
them to other organisms. For instance, many fundamental findings regarding E. coli
envelope assembly, composition, and function can be translated to pathogenic
bacteria.



8 Quantitative and Systems-Based Approaches for Deciphering Bacterial. . . 149

Described methods in this review have provided much needed insights into
the mechanisms of antibiotic resistance, quorum sensing, adhesion, and host
colonization. Numerous studies of membrane proteomes are being performed in
order to decipher resistance mechanisms of emerging and multidrug resistant
pathogens. New drug targets can be identified by closely monitoring changes in MP
expression under antimicrobial treatment. Moreover, so called proteomic signatures
of differentially expressed proteins can be created for all major classes of antibi-
otics. Such information helps to understand the mechanism of action of existing
antibiotics as well as rapidly characterize newly synthesized compounds. Membrane
and surface proteomics is also employed in the development of vaccines against
pathogenic bacteria. Overall, in our view, a combination of proteomics, genomics,
and computational methods are essential to generate a plethora of complementary
information that together allows reconstructing a systemic picture of structural
and functional organization of the bacterial membrane and its interaction with the
environment.
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Chapter 9
Toward Network Biology in E. coli Cell

Hirotada Mori, Rikiya Takeuchi, Yuta Otsuka, Steven Bowden,
Katsushi Yokoyama, Ai Muto, Igor Libourel, and Barry L. Wanner

Abstract E. coli has been a critically important model research organism for
more than 50 years, particularly in molecular biology. In 1997, the E. coli draft
genome sequence was published. Post-genomic techniques and resources were
then developed that allowed E. coli to become a model organism for systems
biology. Progress made since publication of the E. coli genome sequence will be
summarized.

Keywords E. coli • Network biology • Plasmid clone libraries

9.1 Introduction

The discovery of conjugation in Escherichia coli by Lederberg and Tatum in 1946
(Lederberg and Tatum 1946) led to its rapid adoption as a model organism. During
the latter half of the twentieth century, studies using E. coli were critical in the
development of gene theory, and E. coli became one of the most comprehensively
studied organisms, especially in the field of molecular biology.

The last decade of the twentieth century and the first decade of the twenty-first
century saw rapid advances in genome sequencing technologies, revolutionizing
biological research. Exploitation of rapid sequencing technologies allowed E. coli
to become one of the leading research organisms for systems biology.
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The first E. coli genome was determined in 1997 by researchers in the USA and
Japan. Around the same time, systematic approaches in so-called omics, such as
transcriptome analysis, were developed by Schena et al. (1995). In 1999, E. coli
was used for the first microarray analysis of a bacterium, which was performed
using PCR fragments amplified from genomic DNA with primer sets encompassing
all predicted open reading frames (ORFs) (Richmond et al. 1999; Tao et al. 1999).

During the late 1990s, a plasmid clone library (Hudson et al. 1997) and
systematic deletion strain library (Winzeler et al. 1999) were established as the
first comprehensive genomic resources for Saccharomyces cerevisiae. These sys-
tematically constructed biological resources were useful for individual molecular
biology research projects and were invaluable for omics approaches in the field of
systems biology. The new wave of systems biology analysis expanded dramatically
in the first decade of the twenty-first century. E. coli research also exploited
the technological and conceptual developments in biology, and comprehensive
experimental resources were constructed that has a big advantage to use E. coli
as a prominent model research organism for systems biology.

9.2 Resource Construction

After the publication of the first draft of the E. coli genome in 1997, we continued
clarification of ambiguous sequences (Hayashi et al. 2006) and improvement of
genome annotation (Riley et al. 2006). We then used the annotated genome sequence
to construct comprehensive plasmid clone libraries (Kitagawa et al. 2005), random
Tn insertion mutant libraries (Miki et al. 2008), and targeted knockout libraries
(Baba et al. 2006). These resources support systematic omics research.

9.2.1 Plasmid Clone Libraries

9.2.1.1 ASKA Plasmid ORF GFP Fusion Clone Library

All of the annotated E. coli ORFs were amplified and cloned into multi-copy
plasmid vector pCA24N. Plasmids were designed to express a 6� His-tag and an
eGFP fusion protein at the N- and C-termini of the expressed protein, respectively.
SfiI cloning sites with different cohesive ends were generated at the ends of the
inserted ORF sequences, which allowed subsequent unidirectional cloning into
other vectors such as the Gateway entry vector described below (Kitagawa et al.
2005). This cloning strategy is summarized in Fig. 9.1a.
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Fig. 9.1 Plasmid clone library containing predicted open reading frames (ORFs). (a) ASKA
plasmid clones. Whole predicted ORFs were amplified with the exception of the initiation codon.
Amplified fragments were purified by EtOH precipitation and cloned into the StuI site of plasmid
pCA24N to generate flanking SfiI sites. After the GFP fusion library was established, a non-GFP
fusion library was created by NotI digestion and religation to remove the GFP sequence. Further
details of library construction and validation are described in Kitagawa et al. (2005). (b) Gateway
entry clones. ORFs were recovered from the ASKA library by SfiI digestion and then cloned into
the pAZ677 vector to construct an entry clone library (Rajagopala et al. 2010)

9.2.1.2 Gateway Entry Clone Library

To increase the flexibility of the clone library, SfiI fragments from ASKA-based
plasmids were transferred into our modified Gateway entry vector. Gateway cloning
technology uses the site-specific recombination capacity of phage lambda to
exchange DNA fragments between vectors available as the Gateway Cloning
Technology. The fragment of interest can be inserted into an entry vector, which
allows the gene of interest to be subsequently shuttled into different destination vec-
tors with different expression parameters. This technology was used on a genomic
scale with a yeast-two-hybrid system destination vector for the comprehensive
analysis of protein–protein interactions in E. coli (Rajagopala et al. 2014).
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Fig. 9.2 Construction of single deletion E. coli strains. (a) Chromosomal structure of the initial
single gene knockout library (Keio collection, Baba et al. 2006). Lambda RED recombinase was
used to replace the region encoding amino acids from the 2nd through the 7th from the termination
codon with a kanamycin resistance cassette. (b) The same method was used to construct the second
library, with the exception that a chloramphenicol resistance cassette was used instead of the
kanamycin resistance gene

9.2.2 Keio Collection

Until 2000, E. coli was thought to be one of the more difficult organisms to
genetically modify by homologous recombination due to its high exonuclease
activity on transformed linear DNA. Datsenko and Wanner (2000) used lambda
RED recombinase to combat this limitation, and E. coli can now be genetically
manipulated with levels of ease similar to those of Saccharomyces cerevisiae and
Bacillus subtilis. We used this system to construct E. coli deletion strains in which
the regions from 2nd to the 7th amino acid coding region from the C-terminus. This
maintained translational signals for downstream ORFs. Successful deletion strains
were constructed for all annotated ORFs, except essential ones, by replacement of
the target region with the kanamycin resistance gene (Baba et al. 2006). An overview
of the deletion strategy is shown in Fig. 9.2.

9.3 Application of Comprehensive Resources
in Omics Analyses

The availability of comprehensive experimental resources for E. coli has accelerated
the systematic omics approaches in transcriptomics, proteomics, metabolomics,
physiomics, etc. Initially, we constructed full-length cDNA-type microarrays using
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PCR fragments amplified by common primer set of vector region and plasmid clones
as a template and performed transcriptome analyses (Oshima et al. 2002a, b).

Systematic protein–protein interaction analyses were also applications of
resource libraries and were performed using pull-down assay (Arifuzzaman et al.
2006) and chromosomal TAP-tagged strains (Butland et al. 2005). To make our
plasmid clone libraries more flexible, we developed an E. coli Gateway entry
clone library (Rajagopala et al. 2010) and this was used for yeast-two-hybrid
analysis of protein–protein interactions (Rajagopala et al. 2014). Chen et al. (2008)
used our plasmid ORF clone library for a different approach. In this 2008 study,
proteins expressed from the plasmid library were affinity-purified and immobilized
onto glass slides, and the glass slides were then used to assess protein–protein
interactions (Chen et al. 2008), and the protein chip was expanding both basic
science and applied clinical direction (Chen et al. 2009; Sutandy et al. 2013).

His-tagged ORF clone library also provided us tools to easily analyze the E.
coli enzymes, whose physiological function were not cleared (Gonzalez et al. 2006;
Kuznetsova et al. 2006; Proudfoot et al. 2004) and to hunt orphan gene (Melnick
et al. 2004).

For metabolomics analyses, the development of the systematic identification
and quantification method using capillary electrophoresis and mass-spectrometer
has accelerated the metabolomics fields (Soga et al. 2002a, b) and quantitative
measurements of mRNAs, proteins and metabolites levels of central metabolic
enzyme genes deletion strains had been one of the leading achievements in the field
of metabolomics in early stage (Ishii et al. 2007).

Technology innovation in the last two decades since the initiation of the genome
project has been so quick and the modern biology has now been expanding to
multidisciplinary fields. Sequencing technology is one of the typical examples.
Direct sequencing is now replacing microarray technologies for genomic and tran-
scriptomic analyses and rapidly decreasing costs. Sequencing also allows precise
binding sites of DNA-binding proteins, determination of DNA modifications and
now chromosomal conformation can be analyzed by sequencing (Umbarger et al.
2011).

As mentioned above, still the comprehensively constructed resources are clearly
valuable tools not only for the systematic approaches but also individual targeted
researches. We are keeping our efforts of quality control of resources already
constructed and of development of improved or new resources. Such information
will be opened through our database, http://ecoli.naist.jp/.

9.4 Network Biology

Network biology, which examines relationships between cellular components and
their activities, is becoming increasingly important. Gene regulatory network
analysis using high-density membranes or microarrays was one of the first types
of network biology to be developed after the onset of genome sequencing (Schena
et al. 1995; Richmond et al. 1999; Tao et al. 1999). As mentioned previously,

http://ecoli.naist.jp/
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we constructed microarrays from our plasmid clone library using full-length
PCR-amplified coding DNAs. We used transcription factor knockout strains with
our arrays to examine E. coli regulatory networks (Oshima et al. 2002a, b; Eguchi
et al. 2003; Biville et al. 2003; Yamagishi et al. 2002; Nakahigashi et al. 2002).
Currently, vast amounts of raw microarray data are stored in publicly available
databases such as the Gene Expression Omnibus (GenBank), and these data can
be downloaded and used for bioinformatic network analysis. As with most omics
technologies, transcriptional regulatory networks and analytical techniques are
developing at a rapid pace.

Epistasis, which means genetic interaction in a broad sense and how genes affect
one another, has been studied for at least a century. The first definition of “epistasis”
was proposed by Bateson (1909) and was based on phenotypic observations of
dihybrid crosses in which some phenotypes appeared to affect other mutations
(Phillips 2008). In 1919, Fisher defined epistasis quantitatively as any statistical
deviation from the additive combination of two genetic loci on their phenotypic
effects. The definition of epistasis remains controversial, in part because of the
expanding interest in epistatic effects in a number of fields, including classical
genetics, population genetics, evolutionary genetics, molecular biology, and systems
biology, among others (Mani et al. 2008).

Although widely studied, E. coli was not used as a study organism for classical
genetics until the discovery of conjugation by Lederberg in 1946 (Lederberg and
Tatum 1946). To our knowledge, the first report describing epistasis in E. coli was
conducted by Murinus and Morris in 1974 and concerned synthetic lethality of
double mutations, demonstrated the functional connection between Dam methylase
and DNA recombination (RecBC) or DNA polymerase (PolA) (Marinus and Morris
1974). Many subsequent synthetic lethal and suppression studies have clarified the
cellular networks in E. coli.

In general, epistasis analysis provides functionally rich data and can some-
times reveal surprising interactions that would not otherwise be identified through
prediction. The availability of genomic data raises the possibility of systematic
reverse genetic analysis. In 2001, Tong et al. developed a method for the systematic
construction of double mutants in Saccharomyces cerevisiae (Tong et al. 2001).
In this method, conjugation between single gene deletion strains of opposite mating
type was used to generate a double-knockout strain. This approach was extended
to other unicellular organisms such as Schizosaccharomyces pombe (Roguev et al.
2007) and E. coli (Butland et al. 2008; Typas et al. 2008).

9.5 Development of Tools and Resources

For the high-throughput construction of double-knockout strains for genetic inter-
action analysis, two types of deletion collections carrying different antibiotic
resistance and conversion tool for host cell sexuality are required. Mating type
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determinants in E. coli involve plasmid-based conjugation machinery evolutionarily
derived from the secretion system (Alvarez-Martinez and Christie 2009). And we
used oriT and tra genes operon of incF group conjugative F plasmid for this
purpose.

9.5.1 Development of the Tool Converting Host Cells to Hfr

For comprehensive genetic interaction analysis, the pseudo-Hfr construction system
(Francois et al. 1990), and Hfr Cavalli (Bachmann 1972), were initially used
for genetic interaction studies (Butland et al. 2008; Typas et al. 2008). To make
more flexible Hfr strains, however, we developed the new tool for conversion
of the host cell sexuality using F plasmid (kind gift from Dr. Sampei, G) and
named CIP. Our plasmid system involves a chimeric plasmid consisting of the tra
operon, transfer origin oriT, an artificial replication origin fragment containing an
antibiotic resistance gene, and a 300 bp chromosomal fragment as a target site
for recombination. Ten fragments from different chromosomal sites in both E. coli
chromosomal orientations were established as target sites for the creation of Hfrs.
All are validated for activities of conjugation and transmission, and for efficiency of
double-deletion strain construction after mating. Further details of this plasmid and
library are forthcoming (Takeuchi et al. and Otsuka et al., in preparation). Schematic
view how to construct Hfr using CIPs are illustrated in Fig. 9.3.

9.5.2 Construction of the Second Deletion Library

Two distinct deletion libraries with different selective markers are required for
construction of double knockouts. In 2006, we established a single gene knockout
strain library (Keio collection; Baba et al. 2006). As shown in Fig. 9.2, the deletion
of Keio collection was designed deletions from the 2nd through the 7th codon
from the C-terminus, leaving the ORF start codon and translational signal for the
downstream gene intact. For multiple deletions, and to eliminate a polar effect
on downstream gene expression, two site-specific recombination FRT sites were
introduced for the generation of in-frame deletions after FLP-FRT recombination
(Baba et al. 2006).

Construction and validation of a second deletion collection have been completed
and the manuscript is now in preparation (Otsuka et al.). The new strain library
and the host cell conversion tools will be available shortly. The new strain library
carries chloramphenicol resistance gene to allow double selection to select double
genes knockout strain after conjugation with Keio collection carrying kanamycin
resistance. The method how to generate a double genes deletion strain is illustrated
in Fig. 9.4.
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Fig. 9.3 Tool for switching E. coli cell type. Sequences responsible for conjugation and DNA
transfer were joined to a fragment carrying oriR”, an antibiotic resistance gene, and a chromosomal
fragment responsible for recombination targeting. The REP protein is supplied by the chromosomal
pir gene. The host strain carrying this plasmid works as a donor cell. After mating with an F-derived
plasmid-free cell, the plasmid can be integrated into the homologous region on the recipient
chromosome because the plasmid cannot replicate without the pir gene. In this case, the integrant
cell may function as a high frequency recombination (Hfr) strain

9.5.3 High-Throughput Growth Monitoring

Systematic analysis requires high-throughput assessment methods, however,
accuracy often suffers and assay design can be challenging. A variety of systematic
biases must be considered when developing high-throughput methods, including
position effects, competition with neighboring colonies, plate-specific effects, and
experimental batch effects (Levin-Reisman et al. 2010). To address these issues,
we applied normalization to ccd-captured fixed-time point images of colonies
on agar plates. We also developed a system, named Colony-live, for quantitative
measurement of colony growth over time using commercially available transmitting
light scanners (Takeuchi et al. 2014). This system allowed three separate quantitative
parameters to be captured for further analysis, namely, lag time, growth rate, and
growth saturation. The Scanning system, real captured plate image, and time-series
colony images from the plate image are shown in Fig. 9.5.
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Fig. 9.4 Construction of double-knockout strains by conjugation. Conversion of the deletion
strains in the second library (Fig. 9.2) to high frequency recombination (Hfr) using the tool shown
in Fig. 9.3 will allow the resultant deletion strains to conjugate with the single gene deletion strains
from the Keio collection. Double-knockout strains can be isolated using dual antibiotic selection

Fig. 9.5 High-throughput system. A high-throughput time-series growth monitoring system was
constructed using commercially available scanners and computers. A 1536 colony high-density
image and colony quantification are shown
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9.5.4 Development of a High-Throughput Conjugation Method

E. coli has approximately 4000 ORFs, which means that a comprehensive double-
knockout collection in both directions would comprise 16 million strains. With the
exception of a study that used phage transduction (Nakahigashi et al. 2009), all
systematic genetic interaction analyses in unicellular organisms to date have used
the highly efficient conjugation method. We used a commercially available robotic
stamping system (Singer Rotor, UK) to facilitate library development. A schematic
of the experimental procedure is shown in Fig. 9.6.

Fig. 9.6 High-throughput stamping system for conjugation. A stamping robotic system developed
by Singer Inc. RoTor system was used for automation. Four stamping steps were required: (1) seed
colony plate from frozen glycerol stock, (2) conjugation, (3) first screen to kill donor, and (4a) and
(4b) second double antibiotic screen and measurement by scanning
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9.6 Future Perspectives

Whilst the high-throughput study of genetic interactions and synthetic lethality
phenotypes remains laborious, several emerging technologies may facilitate this
research in the near future. For example, advances in microfluidics and emulsion
PCR have already enabled single-cell and single molecule PCR reactions (Zhu et al.
2012). Indeed, methods such as Linking Emulsion PCR and Emulsion Haplotype
Fusion PCR (Wetmur et al. 2005) have demonstrated that it is possible to directly
sequence multiple mutations present within an individual chromosome. Some of
these technologies may be utilized to enable multiplex analysis of complex libraries
of cells containing many mutations. Microfluidics is an extremely high-throughput
technology and holds great promise for advancing synthetic lethality and genetic
interaction research.

In addition to facilitating higher sample throughput through miniaturization and
automation, disruptive progress may come from advances in readout technology. In
microfluidics, for instance, fitness measurements may transition from visualization
of single colony growth-rate observations to OD measurements. More profoundly,
a transition to parallel sequencing technologies to establish mutant fitness enables
multiplexing of fitness measurements. Bar-seq (Smith et al. 2009) was the first
such technology. More than a decade ago, genome-wide single gene mutant yeast
libraries were created in which full-length genes were replaced with a barcode.
Individual mutant fitness estimates were performed by observing changes in barcode
prevalence by deep sequencing after brief growth of the pooled mutants. Related
transposon-based methods such as Tn-seq have made this approach more accessible
to non-model species (van Opijnen and Camilli 2013; van Opijnen et al. 2009).
The implementation of sequencing-based fitness measurements for double mutants,
which is needed for gene-interaction studies, is hampered by difficulties in tracking
two mutations at the same time, however; hence, a sequence associated with a given
deleted gene could come from any double mutant in which that gene had been
removed. Future technology will need to address this problem by providing a single
readout that encodes both mutations, such as a specific barcode for each double
mutant.
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Chapter 10
Genetic Interaction Scoring Procedure
for Bacterial Species

Omar Wagih and Leopold Parts

Abstract A genetic interaction occurs when the phenotype of an organism carrying
two mutant genes differs from what should have been observed given their inde-
pendent influence. Such unexpected outcome indicates a mechanistic connection
between the perturbed genes, providing a key source of functional information
about the cell. Large-scale screening for genetic interactions involves measuring
phenotypes of single and double mutants, which for microorganisms is usually
done by automated analysis of images of ordered colonies. Obtaining accurate
colony sizes, and using them to identify genetic interactions from such screens
remains a challenging and time-consuming task. Here, we outline steps to compute
genetic interaction scores in E. coli by measuring colony sizes from plate images,
performing normalisation, and quantifying the strength of the effect.

Keywords eSGA • Genetic interaction • Normalisation • Image analysis •
Colony

10.1 Introduction

The fundamental goal of genetics is to understand how variation in the genome
leads to changes in the phenotype (Lehner 2013). A single mutation can have a
very different manifestation depending on genotype at other loci (gene-gene inter-
actions), or the environment (gene-environment interactions), and these conditional
genetic effects often explain a large proportion of phenotype variability. A clean
approach for identifying such gene-gene interactions is to systematically perturb
pairs of loci in the genome, and compare the observed phenotype to the expected
combined effect of individual perturbations. This idea has been used for large-scale
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interaction mapping in budding yeast (Tong et al. 2001, 2004; Costanzo et al. 2010;
Bandyopadhyay et al. 2010; Bean et al. 2014), S. pombe (Roguev et al. 2007),
C. elegans (Fortunato and Fraser 2005; Byrne et al. 2007), and E. coli (Butland
et al. 2008; Babu et al. 2014, 2011). The rich data from these global studies have
provided insight into biological functions of genes, revealed components of protein
complexes and pathways and helped describe the cross-talk between different
functional modules in the cell (Babu et al. 2014; Hu et al. 2009; Babu et al. 2011;
Baryshnikova et al. 2010).

In yeast, the Synthetic Genetic Array (SGA) technique has been successfully
used on a large scale for combining two mutations in one background by mating
(Tong et al. 2001). An analogous method, taking advantage of the conjugation
process for exchange of genetic material in bacteria, was developed for E. coli
(eSGA) (Butland et al. 2008). Typically, an eSGA screen is carried out by robotic
machinery capable of undertaking automatic pinning steps, to produce a plate filled
with an ordered grid of colonies (Fig. 10.1). The growth characteristics of the
colonies can then be used as a phenotypic readout for the strains on the plate, usually
quantified as strain fitness (relative growth compared to a reference).

Obtaining genetic interaction scores from the raw image data is a challenging
process. First, colony sizes need to be accurately measured from plate images,

Fig. 10.1 The eSGA analysis workflow. (a) Colonies are pinned onto a plate containing media
with the aid of robotic machinery and (b) photographed using a high-resolution camera. (c) Colony
size is quantified from plate images and (d) systematic and technical effects are eliminated through
normalisation and filtering of spurious colonies. (e) Quantitative scores are computed to measure
the difference between the observed and expected double mutant fitness. This corresponds to the
magnitude and sign of the genetic interaction. (f) Resulting scores are used to reveal functional
information about the cell
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Fig. 10.2 Plate image artefacts. There are several artefacts that can interfere with the image
analysis step. (a) Best-case scenario of growing colonies. (b) Interference of plate edges with the
colony. (c) Uneven lighting. (d) Rotated colonies. (e) Artefacts in the background. (f) Bubbles
surrounding colonies. (g) Sparsely growing colonies. (h) Cracked plates. (i) Irregular colony
growth outside the defined boundary. (j) Speckles or noise around the colony. (k) Spillage of
colonies onto one another. (l) Glossy effect due to mucoidity of bacterial colonies

which often include artefacts (Fig. 10.2). Second, the measured sizes have to be
corrected to take into account experimental or technical biases. For example, sizes
of colonies that are closer to the border of the plate, and therefore have fewer colony
neighbours, are typically larger due to better nutrient accessibility (Fig. 10.1). Third,
technical outliers that cannot be corrected need to be filtered out. Finally, a score to
quantify the sign and magnitude of the genetic interaction can be computed from
the difference between the observed and expected strain fitnesses. The choice of
the scoring scheme reflects mechanistic assumptions of how the genetic interaction
works, and can produce substantial differences in the resulting findings (Mani et al.
2008).

In this chapter, we present a process to compute genetic interaction scores for
eSGA screens by analysing eSGA images, normalising and filtering the estimated
strain fitnesses, and calculating the interaction scores. We use the gitter image
analysis tool and the SGAtools suite for this purpose (Wagih and Parts 2014;
Wagih et al. 2013). We give the rationale behind each of the steps and address the
challenges and limitations faced throughout.

10.2 Quantifying Colony Sizes from Images

Here, we describe how to obtain colony sizes from image files. We first discuss the
usual steps in image analysis pipelines, and how to optimise the acquisition setup
to avoid problematic images, and then present a workflow based on the gitter image
analysis tool (Wagih and Parts 2014).
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Fig. 10.3 The typical image analysis workflow. (a) Overview of the five steps for processing a
plate image. First, the raw image is preprocessed and segmented. Next, the grid of colonies is
identified and the boundaries of colonies are computed. Pixels classified as belonging to the colony
that fall within these boundaries are then summed up for a quantified colony size and can be
visualised as a heatmap for additional validation. (b) An example of processing with the aid of
a reference image. Here, the computed grid from a reference image with well growing colonies
(orange lines) is used to define a grid for an image with sparse colonies (magenta lines)

10.2.1 Image Analysis Steps

The bottleneck of analysing genetic screens is accurately quantifying colony sizes
from plate images. This typically involves five main steps (Fig. 10.3a):

1. Prepossessing the raw image: the image undergoes several preprocessing steps.
This involves conversion of the image to grayscale, automatic rotation, noise
reduction and background correction.

2. Segmenting the image: pixels of the preprocessed image are classified as
belonging to the colony or background.

3. Detecting the grid of colonies: given the format of the plate, the grid that best fits
the colonies is identified.

4. Identifying colony boundaries: the boundaries defining each colony are com-
puted.

5. Quantifying colony size: the colony size is calculated as the number of colony
pixels inside the boundary.

The quantified colony sizes can be visualised as heatmaps, allowing for an additional
layer of manual verification.
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There are several factors that make the image analysis step challenging
(Fig. 10.2). First, colonies may be mis-pinned, slightly rotated, interfered by plate
edges, or of low density, making it difficult to correctly identify the underlying
grid. Second, variations in lighting across the plate or non-uniform background agar
complicates segmentation of the image. Last, noise speckles in the image, glossy
colonies, or irregular morphology may cause over- or underestimation of the size.
It is therefore important to carry out appropriate controls and replicate experiments
to help automatically filter out erroneous results.

10.2.2 Quantifying Colony Sizes Using Gitter

The majority of these issues are addressed in the gitter image analysis package
available for the R programming language. gitter is easy to install, fast, accurate
and provides several visualisation tools. To begin using gitter, the R programming
language (version 3 or higher) is required (http://www.r-project.org/). First, the
bioconductor package EBImage (Pau et al. 2010) is installed in the R console:

source("http://bioconductor.org/biocLite.R")
biocLite("EBImage")

The gitter R package is then installed and loaded as follows:

install.packages("gitter")
library(gitter)

gitter has two image processing modes. The singular mode allows processing
individual images and the batch mode allows the processing of a large number of
images from the same batch (i.e. typically carried out by the same person using the
same robot and camera). We describe each mode in detail below.

10.2.3 Processing a Single Image

To process a single image, the path to the image on the file system is passed to the
function gitter along with the plate format as follows:

image.file = "/path/to/image.jpg"
dat = gitter(image.file, plate.format=384)

Here, gitter processes an image of a 384-format plate located at /path/to/
image.jpg. The results are stored in the dat variable as an R data.frame
object and has a five column format (Table 10.1). Additionally, the contents of dat
and the segmented image showing the boundaries for each colony are saved to the
working directory. Resulting data can then be visualised as a heatmap using the plot
function:

plot(dat, type="heatmap")

http://www.r-project.org/
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Table 10.1 A sample of gitter’s output data file

Row Col Size Circularity Flags

1 1 3102 0.5276 S,C

1 2 1615 0.8479 S

1 3 1851 0.8355 –

1 4 1834 0.8244 –

1 5 1815 0.7612 –

1 6 1665 0.8256 –

1 7 1894 0.8257 S

1 8 1829 0.8543 –

There are five tab-delimited columns. 1. row: row of the colony, 2. col:
column of the colony, 3. size: quantified colony size computed as the
number of pixels within the colony boundary, 4. circularity: the roundness
of the colony and 5. flags: comma-separated list of one letter codes which
flag colonies considered spurious because they spill over one another or
have a low circularity. The S flag indicates colony spillage of colonies onto
one another or edge interference, whereas the C flag indicates low colony
circularity

Running help(gitter) provides columns can be processed. a full list of the
other available options and features, which can be added to a gitter call. For
example, images can be automatically rotated, speckles and noise can be reduced,
or a plate with a non-standard number of rows and

10.2.4 Processing Multiple Images

The function gitter.batch can be used to process more than one image. This is
similar to processing a single image, but instead, the path to the directory containing
the images is provided. The batch function is executed as follows:

image.directory = "/path/to/directory"
gitter.batch(image.directory)

Here, image.directory is the directory containing the images or a list of paths
to all images, to be processed in a batch. The same options that are passed to the
single mode function can also be passed to gitter.batch.

Images that have a low density of colonies are difficult to analyse, as the correct
grid of colonies is not apparent. The batch function can still process such images
with the aid of a reference image that has well growing colonies. If the grid on
the reference image can be easily identified, gitter can use this information to
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calculate the location of colonies on the sparse plate (Fig. 10.3b). The reference
image processing feature can be used through the batch function as follows:

reference.image = "/path/to/reference"
gitter.batch(image.directory, reference.image)

Here, reference.image is the path to the reference image, typically taken from
the same batch. As for single plate processing, data files and segmented images
showing colony boundaries are saved to the working directory.

More examples, tutorials, and documentation can be found at gitter.ccbr.uto-
ronto.ca.

10.3 Normalisation

Global biases and variation between experiments makes it difficult to compare
colony sizes from different plates to one another directly. Therefore, normalisation
of the sizes within and across plates is required to eliminate systematic effects.
Failure to do so may result in over and under-estimated colony sizes leading to
false positive and negative genetic interaction calls.

There are two types of confounding influences on colony size - reproducible
systematic effects that can be corrected, and unexpected experimental outcomes that
need to be filtered out (Fig. 10.4a). The systematic effects due to plate and colony
positions in the plate are assumed to act in a multiplicative manner. Thus, correcting
for them involves estimating a multiplicative constant ˛ for each effect. In the
following, we first describe the common corrections that help accurately estimate
the fitness f (relative phenotype) of the strain in row i column j (in a plate with n
rows and m columns) from the observed colony size Cij by calculating the correction
factors for plate, row, column, and surrounding region:

fij D ˛plate˛row i˛column j˛spot i;jCij

The plate correction factor ˛plate scales colony sizes such that the typical fitness
is 1. Under no confounding effects, the other correction factors are 1. We also
describe the filters can be applied based on unexpected colony features, such as
cases where the colony is too large, differs from replicates or has a non-circular
shape. In general, the need for all the correction factors and filters should be
established from looking at plate images. For example, large colonies should not
be filtered out in suppression screens, or non-circular ones in screens of flocculant
strains. The following methods are those implemented in SGAtools (Wagih et al.
2013) and we describe them in more detail.

http://gitter.ccbr.utoronto.ca
http://gitter.ccbr.utoronto.ca
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10.3.1 Corrections

10.3.1.1 Plate Effect

Quantified colony sizes are often not directly comparable between plates. The
images can vary in resolution, or come from experiments with slightly different
conditions and incubation times (Baryshnikova et al. 2010; Collins et al. 2006). As
a result, the colony size distributions differ between plates, and have to be corrected
before quantitative comparisons can be made (Fig. 10.4b).

One way to perform the correction is to match the typical colony size in each
plate. There are several ways to estimate what the standard colony size is; here, we
use the median of colony sizes in the 60 % innermost rows and columns, termed
plate middle median (PMM) � (Baryshnikova et al. 2010). This choice ignores the
atypically large colony sizes in the outer rows and columns (see row-column effect).
The plate correction factor ˛ for the colony sizes in the plate is then given by:

˛plate D 1

�
(10.1)

Thus, plate-normalised colony sizes ˛plateCij reflect their relative magnitude com-
pared to the standard plate colony size of 1.

10.3.1.2 Spatial Effect

Size gradients, as well as plate regions with consistently smaller or larger colony
sizes are often observed. Such effects are usually due to an uneven distribution of
media across the plate (Baryshnikova et al. 2010). Correcting these spatial effects is
required for similar size distributions across all plate regions.

To do so, a technique known as spatial smoothing is used. This involves
correcting each colony size using other colony sizes in the local neighbourhood
to calculate the expected size of the colony. Median smoothing in a 7 � 7 window
is first applied at each spot, calculating a robust estimate of its expected size based
on nearby colonies. Next, average smoothing with a 9 � 9 window is applied to
further reduce the variability between the expectations of neighbouring spots. The
choices of window sizes are arbitrary, and picked to reflect the typical scale of
local correlations (Baryshnikova et al. 2010). The spatial correction coefficient is
the deviation of the calculated neighbourhood expectation OCi;j of the colony size
from the plate average:

˛spot i;j D
NC

OCi;j

; (10.2)
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Fig. 10.4 Correction and filtering of colony sizes. Colony sizes undergo several normalisation and
filtering steps to eliminate systematic effects and dubious measurements. An overview of the steps
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where NC D
P

i;j OCi;j

mn . This correction makes the colonies that are large, but also
have large neighbours, smaller. At the same time, if a colony is large compared
to its neighbours, the relative size remains unchanged due to the broad smoothing
operations applied.

10.3.1.3 Row-Column Effect

Colonies closer to the border of the plate have fewer neighbours, resulting in better
nutrient availability, and usually larger size (Fig. 10.4a) (Baryshnikova et al. 2010;
Collins et al. 2006). This effect is more pronounced for outside colonies, varies
between rows and columns, and can be accounted for by adjusting the colony size
to be relative to the expectation at the particular location. The idea behind the
correction is similar to that of the spatial correction, but in this case, the smoothing to
calculate the expectation is applied to entire rows and columns, instead of patches of
colonies. We describe the correction for rows, ˛rowi. The corrections for the columns,
˛columnj are computed in a similar manner.

First, the colony sizes are smoothed in each row i using locally weighted
scatterplot smoothing (LOWESS, Cleveland 1979) within a window of size 2k+1,
corresponding to the nearest 10 % of the colonies in the row, to obtain �i;c D
LOWESS.Ci;m�k; Ci;m�kC1; : : : ; Ci;mCk/. The correction factor ˛ for row i column
j is the deviation of the smoothed values in row i from the plate average ones
(Fig. 10.4d):

˛rowij D ��;i

�i;j
; (10.3)

where ��;i D 1
m � Pm

lD1 �i;l. Colony sizes larger than the mean of smoothed sizes
�� will have the coefficient ˛ < 1 and therefore, will be corrected to be smaller,
whereas larger than average colonies will have ˛ > 1, and thus a larger corrected
size (Fig. 10.4d). In contrast, colonies with sizes closer to the mean of smoothed
sizes will have an ˛ � 1, and would not be substantially impacted by the row-
column correction.

J
Fig. 10.4 (continued) of this process is shown in (a). First, colony sizes are scaled to the standard
size of a colony (b). The distribution of colony sizes is shown before (black) and after (blue).
Dashed lines represent the median colony size. Second, spatial effects, such as gradients of colony
sizes are corrected for. This is represented in (c), where the size of a colony (green) is scaled by
the median or mean of the surrounding colony sizes. Third, the row-column effect, where colonies
in outer rows are larger, is corrected for (d). The colony sizes for an exemplary first row is shown
(black line) along with the averaged smoothed values used to correct for this effect (red line). The
corrected colony sizes are shown in the panel below (blue line). The last step is to filter out spurious
colony size measurements (not shown). Heatmaps represent the colony size after the normalisation
step
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10.3.2 Filters

10.3.2.1 Technical Replicate Outliers

Individual colonies whose sizes differ substantially from other technical replicates
of the same strain can be contaminated or missed in pinning, and should be excluded
from interaction scoring. Leave-one-out analysis is commonly used to detect such
outliers by identifying colonies whose size increases the variation within replicates
at least tenfold. This can be tested by checking whether removing one measurement
reduces the variance within replicates by at least 90 %. If this is the case, the
replicate is considered an outlier and discarded from further analyses.

10.3.2.2 Genetic Linkage

Genes in close proximity to one another in the genome are unlikely to be separated
by homologous recombination due to genetic linkage. Unexpectedly small colony
sizes for double mutants of nearby genes therefore generate false positive genetic
interactions, which are considered spurious and discarded from further analyses
(Butland et al. 2008; Baryshnikova et al. 2010). A proximity cutoff of 30 kb is
typically used for E. coli (Babu et al. 2014; Butland et al. 2008), although this value
can vary for different organisms (Baryshnikova et al. 2010).

10.3.2.3 Overgrown Colonies

In some cases, it may be required to eliminate overgrown colonies to avoid false
positive results. This filter is carried out after plate normalisation and before all
others. We consider a simple threshold of two times the standard colony size, which
is the typical threshold previously used for yeast screens (Baryshnikova et al. 2010).
A given colony size above this threshold is considered spurious and discarded if
at least 75 % of all replicates were also larger than this threshold. Note that in
suppression screens, many colonies are expected to be substantially larger than
average, and this filter should not be applied.

10.3.2.4 Circularity

Often, image quantification programs will report the circularity of each colony
(Wagih and Parts 2014; Lawless et al. 2010; Collins et al. 2006). This is a measure of
how closely the shape of the colony resembles a perfect circle and the value ranges
from 0 to 1. Colonies below a certain circularity threshold, typically 0.6, can be
irregular, mis-quantified, or contaminated, and can be discarded. If the strain used
does not form circular colonies, the performance of the threshold should be verified
by eye.
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10.4 Computing Genetic Interaction Scores

By definition, a genetic interaction occurs when the observed double mutant fitness
deviates from the expected. The interaction is positive, if the observed phenotype
is better than expected, and negative if it is worse. Each of the developed methods
to compute the magnitude and sign of the genetic interaction (Costanzo et al. 2010;
Collins et al. 2006; Bean and Ideker 2012) provide a different way to quantify the
observed-expected deviation. These methods rely primarily on single and double-
mutant fitness measurements. We focus on the � score, one of the first and most
commonly used scoring metrics, and describe some alternatives.

10.4.1 Epsilon Score

One well-established scoring metric is the � score, also known as the SGA score
(Phillips et al. 2000), which was first used in a large scale experiment by Costanzo
et al. (2010) This score is based on a multiplicative model, where the expected
fitness Ofa;b for a double mutant of alleles a and b is the product of the measured
fitnesses for strains with the individual mutations fa and fb. The single mutant fitness
is measured either from single mutant strains, or estimated from all the double
mutant pairs, e.g. assuming that the majority of the double mutants have the same
fitness as the single one. As described above, the fitness is usually estimated as the
relative growth compared to a reference, and is therefore expected to be centred
on 1. The � score is calculated as the difference between the observed and expected
double mutant growth:

� D fa;b � Ofa;b D fa;b � fa � fb (10.4)

A negative � score corresponds to a negative genetic interaction and a positive �

score corresponds to a positive genetic interaction.

10.4.2 Alternative Scoring Metrics

While the � score is most commonly used, there exist several other scoring metrics.
Here, we briefly describe the S-score and the relative fitness.

10.4.2.1 S-Score

The interaction score, commonly known as the S-score was introduced by Collins
et al. (2006) and takes a slightly different approach. Here, the double mutant fitness
is compared against control double mutant fitness using a variation of the t-statistic,
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which measures the deviation of an observed value from its expectation. For a
double mutant, let there be n observed fitness values with an estimated mean O�,
and m observed control fitnesses with a mean O�0 for the same double mutant.
The controls can be computed from the corresponding single mutants, of measured
in another condition for gene-environment interaction screens. The standard two
sample t-statistic for the difference between the means is:

t D O� � O�0p
var. O� � O�0/

D O� � O�0p
var. O�/ C var. O�0/

(10.5)

The S-score is constructed based on the t-statistic, with the following modifica-
tions:

1. O� and O�0 are computed as the median of all double mutant fitnesses in a set of
replicates, instead of the mean.

2. var. O�0/ is computed from the median of variances for double mutant fitnesses in
a set of replicates.

3. var. O�/ is computed from the maximum of the variance of normalised colony
sizes for the double mutant of interest.

In addition to these modifications, Collins et al. impose lower bounds on var. O�/

as similar measurements in replicates showed unusually small standard deviations,
resulting in false positive genetic interactions.

The S-score is then typically scaled to a range of �20 to 20 to make subtle
changes in the score more apparent. Similar to the � score, a positive value indicates
a positive genetic interaction and a negative value a negative genetic interaction.
While the S-score is a relatively widely-used alternative to the epsilon score, it
reflects the confidence that there is a non-zero effect, but not the magnitude of the
effect. This is less intuitive for comparing interaction effect sizes.

10.4.2.2 Relative Fitness

The relative fitness score, r is the log fold-change in growth rate compared to
the expectation (Travisano and Lenski 1996; Gros et al. 2009; Martin et al. 2007;
MacLean 2010):

ra;b D log2

fa;b

Ofa;b

D log2

fa;b

fa � fb
D

D log2.fa;b/ � log2.fa/ � log2.fb/ (10.6)

An r score of 0 represents no change in growth, and thus no genetic interaction.
A score of �1 would represent a two-fold decrease in fitness in the double mutant
compared to the single mutant expectation, and thus a negative genetic interaction.
Similarly, a score of 1 would represent a two-fold increase in fitness, and thus a
positive genetic interaction.
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10.4.3 Quality Control

Several steps need to be taken to improve the quality of the scored data.

Visual confirmation. Visual checks should be applied throughout the scoring
process. First, the segmentation and colony size quantification results should be
verified for a random sample of images to make sure the starting data are of
high quality. Second, the plate heatmaps should be checked after normalisation
to ensure all large confounding effects are taken into account. After calculating
the interaction scores, a random sample of colonies corresponding to different
strata of score magnitudes should be verified by eye to confirm they are not due to
unexpected artefacts. A simple computational way to do so is to look at the heat
maps of plate colony sizes using gitter’s plot function, SGAtools visualisation
utility, or other means (Fig. 10.4a).

Concordance of technical and biological replicates. True interactions ought to
be reproducible between replicates. There are many approaches for making use
of multiple measurements of the same strains to establish the reproducibility, we
will focus on one of them. To test whether the observed score could be explained
by discordant outliers, we compute a p-value of observing a more extreme effect
using a one-sample t-test based on the variability between replicates. If the
replicates are variable, large scores are more frequent, and a large p-value (e.g.
> 0:05) indicates that they likely do not correspond to real effects. These scores
are considered unreliable and are excluded from further analyses. The remaining
scores are averaged based on the replicates.

Picking a score cutoff. In addition to the p-value, an � cutoff that minimises
false positive genetic interactions is computed. One way of doing this is to
analyse previously published genetic interactions as a gold standard and compute
the positive predictive value (PPV) or precision (Baryshnikova et al. 2010) as
follows:

PPV D TP

TP C FP
(10.7)

For a given �, TP (true positives) is the number of tested genetic interactions that
have a score larger than � and exist in the literature, while FP (false positives) is
the number of tested genetic interactions with a score larger than �, that does not
exist in the literature. The � cutoff is then picked to maximise the PPV. If there
is insufficient genetic interaction data available, a similar approach can be applied
to GO term biological processes (BP). For a given score cutoff, a hypergeometric
enrichment is computed for all BPs and pairs of BPs. The cutoff which results in the
most enrichment in the BPs can then be used in analysis.

Such methods cannot be used to generate a universal score cutoff that is constant
across studies. The scoring scheme used, variability in the replicate concordance,
and the frequency of genetic interactions in the studied processes will result in
cutoff values that vary from experiment to experiment. Ultimately, secondary assays
should be performed to validate the function of individual interactions.
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10.5 Concluding Remarks

Genetic interactions have been proven to be a valuable resource of functional
information. Automated methods to carry out large scale screens have made
them more accessible, but their analysis to quantify the magnitude of the genetic
interaction remains a non-trivial task. We have described how to quantify colony
sizes from plate images, normalise systematic confounders or technical effects and
score the genetic interactions. Together, the presented methods provide a complete
pipeline to analyse eSGA screens. With many exciting recent advances (Babu et al.
2011, 2014; Bean and Ideker 2012; Bean et al. 2014; Guénolé et al. 2013), we expect
that the application of these approaches will reveal much about the workings of the
cell.
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Chapter 11
Mapping the Protein–Protein Interactome
Networks Using Yeast Two-Hybrid Screens

Seesandra Venkatappa Rajagopala

Abstract The yeast two-hybrid system (Y2H) is a powerful method to identify
binary protein–protein interactions in vivo. Here we describe Y2H screening
strategies that use defined libraries of open reading frames (ORFs) and cDNA
libraries. The array-based Y2H system is well suited for interactome studies of
small genomes with an existing ORFeome clones preferentially in a recombination
based cloning system. For large genomes, pooled library screening followed by
Y2H pairwise retests may be more efficient in terms of time and resources, but
multiple sampling is necessary to ensure comprehensive screening. While the Y2H
false positives can be efficiently reduced by using built-in controls, retesting, and
evaluation of background activation; implementing the multiple variants of the Y2H
vector systems is essential to reduce the false negatives and ensure comprehensive
coverage of an interactome.

Keywords Yeast two-hybrid system • Protein–protein interactions • Pooled
library screening • Two-hybrid array

11.1 Introduction

Specific interactions between proteins form the basis of most biological processes,
thus the knowledge of an organism’s protein interaction network provides insights
into the function(s) of individual proteins, the structure of functional complexes, and
eventually, the organization of the entire cell. The Protein-protein interactions (PPIs)
can be identified by a multitude of experimental methods. However, a vast majority
of the PPIs available today are generated by yeast two-hybrid (Y2H) method and
affinity purification or co-fractionation coupled to mass spectrometry (AP-MS)
(Kerrien et al. 2012). It is important to note that these methods yield different
types of information; Y2H analyses reveal binary interactions, including transient
interactions, whereas the AP-MS approaches report multiple interactions connecting
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all of the proteins in fairly stable complexes. Protein interactome analysis on a
genome scale was first achieved by using yeast two-hybrid (Y2H) screens (Ito
et al. 2001; Uetz et al. 2000) and next by large-scale mass spectrometric analysis
of affinity-purified protein complexes (Gavin et al. 2002; Ho et al. 2002). Here we
describe the high-throughput Y2H screening strategies, applied to map high-quality
proteome-scale interactome networks of model organisms and pathogenic infectious
agents.

11.2 Yeast Two-Hybrid System

The Y2H system is a genetic screening extensively used to identify binary protein–
protein interactions in vivo (in yeast cells). The system was originally developed by
Stanley Fields in 1989 (Fields and Song 1989). The principle of the assay relied on
major discoveries on transcription initiation (Brent and Ptashne 1985). In general the
protein domains can be separated and recombined and can retain their properties. In
particular, transcription factors can frequently be split into the DNA-binding domain
(DBD) and activation domains (ADs). In the two-hybrid system, a DNA-binding
domain (in this case, from the yeast Gal4 protein) is fused to a protein generally
called bait (“B”) for which one wants to find interacting partners. A transcriptional
activation domain (from the yeast Gal4 protein) is then fused to one or more ORFs
(preys) (Fig. 11.1). The bait and prey fusion proteins are then co-expressed in the
same yeast cell. If, the two proteins bait and prey interact, a transcription factor is
reconstituted which in turn activates the reporter gene(s) (Fig. 11.1). The expression
of the reporter gene allows the yeast cell to grow under certain conditions. For
example, the HIS3 reporter encodes imidazoleglycerolphosphate (IGP) dehydratase,
a critical enzyme in histidine biosynthesis. In a screening yeast strain lacking an

Fig. 11.1 Yeast two-hybrid principle: A protein of interest ‘B’ is expressed in yeast as a fusion to
a Gal4p DNA-binding domain (DBD, “bait”; circles denote expression plasmids). Another protein
or library of proteins of interest ‘ORF’ is fused to Gal4p transcriptional activation domain (AD,
“prey”). The two yeast strains are mated to combine the two plasmids expressing bait and prey
fusion proteins in the same cell (diploid). If, proteins ‘B’ and ‘ORF’ interact in the resulting
diploids cells, they reconstitute a transcription factor which activates a reporter gene (HIS3) and
therefore allows the cell to grow on selective synthetic media (media lacking histidine)
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endogenous copy of HIS3, expression of a HIS3 reporter gene is driven by a
promoter that contains a Gal4p-binding site, so the bait protein fusion can bind to
it. However, the bait fusion does not contain a transcriptional activation domain it
remains inactive. If, a prey protein with an attached activation domain binds to the
bait protein, this activation domain can recruit the basal transcription machinery,
and expression of the reporter gene ensues. Thus, these cells can now grow in the
absence of histidine in the media because they can synthesize their own.

11.3 Y2H Applications

Initially, the two-hybrid system was invented to demonstrate the association of two
proteins (Fields and Song 1989). Later, it was demonstrated that completely new
protein interactions can be identified with this system. Over time, it has become clear
that the ability to perform unbiased large-scale library screens is the most powerful
application of the system. In recent years, Y2H method has been extensively applied
to map high-quality proteome-scale binary interactome networks of server model
organism, including human proteome and may pathogenic infectious agents. In a
recent study, Rolland et al., published a human interactome map, which is based
on a systematic Y2H screening of 13,000 human proteins that uncovered 14,000
PPIs (Rolland et al. 2014). Similarly, several large-scale Y2H projects have been
successful in systematically mapping binary interactome landscape of Escherichia
coli (Rajagopala et al. 2014), Saccharomyces cerevisiae (Uetz et al. 2000; Yu et al.
2008), Caenorhabditis elegans (Gong et al. 2004), Drosophila melanogaster (Giot
et al. 2003); these studies have shown that most of the proteins in a cell are
actually connected to each other. The Y2H screening has also been implemented on
many pathogenic infectious agents, to name a few, the Kaposi sarcoma-associated
herpesvirus (Uetz et al. 2006), varicella-zoster (Uetz et al. 2006; Stellberger et al.
2010), Epstein–Barr (Calderwood et al. 2007), SARS (von Brunn et al. 2007),
influenza (Shapira et al. 2009) viruses, the Campylobacter jejuni (Parrish et al.
2007), Helicobacter pylori (Hauser et al. 2014; Rain et al. 2001) and Treponema
pallidum (Titz et al. 2008) bacteria, and Trypanosoma brucei (Lacomble et al. 2009)
parasite. These interactome maps enhance our knowledge on these infectious agents
and suggest potential therapeutic targets. Another potential of the Y2H method is
to map host–pathogen protein interactions, which has been achieved for Epstein–
Barr (Calderwood et al. 2007), hepatitis C (de Chassey et al. 2008), influenza
(Shapira et al. 2009) and dengue (Khadka et al. 2011) viruses as well as mapping the
interactions of bacterial effectors proteins with the it’s host (Memisevic et al. 2013).
These studies have the potential to both fundamentally change our understanding of
how pathogens (virus/bacteria) modulate the host proteome and aid the development
of countermeasures to control infections/diseases. Likewise, the two-hybrid screens,
can also be adapted to a variety of related questions, such as the identification of
mutants that avert or advance interactions (Schwartz et al. 1998; Wang et al. 2012),
the screening for drugs that affect protein interactions (Vidal and Endoh 1999;
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Vidal and Legrain 1999), the identification of RNA-binding proteins (SenGupta
et al. 1996), or the semiquantitative determination of binding affinities (Estojak
et al. 1995). The system can also be exploited to map binding domains (Rain et al.
2001; Ester and Uetz 2008), to study protein folding (Raquet et al. 2001), or to
map interactions within a protein complex, for example, spliceosome (Hegele et al.
2012), proteasome (Cagney et al. 2001), flagellum (Rajagopala et al. 2007).

11.4 High-Throughput Yeast Two-Hybrid Screens

11.4.1 Array-Based Screening

In an array screening, a number of pre-defined prey proteins are tested for
interactions with a bait protein. Typically the bait protein is expressed in one haploid
yeast strain and the prey is expressed in another haploid yeast strain of different
mating type (Fig. 11.1). The two strains are then mated so that the two proteins are
expressed in the resulting diploid cell (Fig. 11.2). The screenings are done side-by-
side under identical conditions with several prey proteins, and negative controls, so
they can be well controlled, i.e., compared with control assays. In an array, usually
each element (prey) is sequence validated and therefore it is immediately clear
which two proteins are interacting when positives are selected. Most importantly,
all the assays are done in an ordered array, so that background signals can be easily
distinguished from true signals (Fig. 11.2, step 3). However, to perform the array
screens the prey library need to be made upfront. This can be done for a subset of
genes or for a whole genome (i.e., all ORFs of a genome). The array-based Y2H
screenings are ideal for small genomes, for example mapping the interactions of
phages (Rajagopala et al. 2011), virus (Uetz et al. 2006; Shapira et al. 2009; Khadka
et al. 2011) and mapping the interactions within a protein complex (Rajagopala et al.
2007, 2012). Hands-on time and the amount of used resources grow exponentially
with the number of tested proteins; this is a disadvantage for large genome sizes.
However, cloned ORFeome collections of whole genomes become increasingly
available for several organisms and modern cloning systems also allow direct
transfer of entry clones into many specialized vectors (Walhout et al. 2000). One
of the first applications of such clone collections is often a high-throughput protein
interaction screening.

11.4.2 Pooled Array Screening

The pooling strategy has the potential to accelerate screening but require sequencing
capacity and/or extensive pairwise Y2H screening. In the pooled array screening,
preys of known identity (systematically cloned or sequenced cDNA library clones)
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Fig. 11.2 Array-based yeast two-hybrid screens. Step 1: Yeast mating combines the bait and prey
plasmids. The bait (DNA-binding domain (DBD) fusion) liquid culture is pinned onto YEPDA
agar plates using a 384-pin pinning tool, and then the prey array (activation-domain (AD) fusion)
is pinned on top of the baits using the sterile pinning tool. The mating plates are incubated at
30 ıC for 16 h. Step 2: The cells from the yeast mating plates are transferred onto –Leu –Trp
medium plates using a sterile 384-pin pinning tool. Only diploid cells will grow on the media
lacking leucine and tryptophan agar plates and ensures that both the prey and bait plasmids are
combined in the diploid yeast cells. Step 3: The diploid cells are transferred onto –Leu –Trp –His
medium plates for protein interaction detection. If the bait and prey proteins interact, and an active
transcription factor is reconstituted and transcription of a reporter gene is activated. Thus, the cells
can grow on selective media plates

are combined and tested as pools against bait strains. The identification of the
interacting protein pair commonly requires either sequencing preys in the positive
yeast colonies or retesting of all members of the respective pool clones. Prof.
Vidal lab at the Dana-Farber Cancer Institute, Boston MA, employed a pooling
strategy for several large-scale interactome mapping projects (Rolland et al. 2014;
Yu et al. 2008; Rual et al. 2005). Often, they tested each bait against pools
of �188 preys (mini-libraries) and the identity of the interacting prey in the
mini-libraries was identified by sequencing the prey PCR amplicons by end-read
sequencing (Rual et al. 2005), or ‘stitched’ the interacting bait and preys together
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into a single amplicon and sequenced using next-generation sequencing technology
(Rolland et al. 2014; Yu et al. 2008, 2011). Stelzl et al. tested pools of 8 baits
against a systematic library of individual preys and identified interactions by a 2nd
interaction mating (Stelzl et al. 2005). Likewise, Jin et al. proposed an “smart-pool-
array” system, which allows the deconvolution of the interacting pairs through the
definition of overlapping bait pools (Jin et al. 2007), and thus usually does not
depend on sequencing or a 2nd pairwise retest procedure. Preferably, the preys are
pooled rather than baits, because the former do not generally result in self-activation
of transcription.

11.4.3 Pooled Library Screening

The pooled library screening strategy significantly accelerates screening but might
also have the disadvantage of increasing the number of false negatives and multiple
sampling is essential to achieve a reasonable sampling sensitivity rate (Rajagopala
et al. 2014; Yu et al. 2008) and they require significant sequencing capacity.
Similar, to pooled array screening the prey library is constructed by systematically
cloning each of the sequenced ORFeome or cDNA library clones into Y2H prey
vector(s). In a recent study we implemented this approach to map the E. coli
interactome network (Rajagopala et al. 2014). In this study all the prey yeast strains
(�4000) were combined into a single pool and tested against each bait strains. After
Y2H screening the identity of the interacting preys are identified by sequencing
(Fig. 11.3).

11.4.4 Random Library Screening

Random library screens do not require systematic cloning of all prey constructs,
however, the prey library must be created. Therefore, the complete DNA sequence of
the genome of interest is no prerequisite. Random prey libraries can be made using
genomic DNA or cDNA based libraries. For genomic libraries, the genomic DNA of
interest is randomly cut, size-selected, and the resulting fragments ligated into one
or more two-hybrid prey vector(s). Previous yeast two-hybrid and bacterial two-
hybrid screening projects used random genomic DNA libraries (Rain et al. 2001;
Joung et al. 2000). A cDNA library is made through reverse transcription of mRNA
collected from specific cell types or whole organisms. To simplify the task even
more, many cDNA libraries are commercially available. For example, Clontech has
a collection of human and tissue-specific cDNA libraries. However the bait clones
that need to be screened with a random library need to be made independently.

Similar to pooled library screens, in a random library screen a library of prey
proteins is tested for interactions with a bait protein. Similar to pooled library
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Fig. 11.3 Pooled-library yeast two-hybrid screens: A haploid yeast strain expressing a single
protein as a DBD fusion is mixed with the yeast haploid strains expressing a prey library
(systematical cloned). The bait and prey (1:1 ratio) culture is plated on YEPDA agar plate and the
plates are incubated at 30 ıC for 6 h or overnight at room temperature. During this process (yeast
mating) both the prey and bait plasmids are combined in the diploid yeast cells. The cells from
the mating plates are collected and transferred onto –Leu –Trp –His medium plates (supplemented
with different concentration of 3-AT) for protein interaction detection, and plates are incubated at
30 ıC for 4–6 days. The identity of interacting prey is identified by yeast colony PCR of positive
yeast colonies, followed by DNA sequencing of the PCR product. The Y2H interactions obtained
from the pool screening are subjected to pairwise retest (Phenotyping II) using fresh archival yeast
stock, the screening was performed as quadruplet. Interactions which are not reproduced or showed
signal in the auto-activation test (marked in red) should be removed from the interaction list

screens the bait protein is expressed in one yeast strain and the prey is expressed
in another yeast strain of different mating type. The two strains are then mated so
that the two proteins are expressed in the resulting diploid cell. The diploids are



194 S.V. Rajagopala

plated on interaction selective medium where only yeast cells having bait and its
interacting prey will grow. The prey is identified by isolating the prey plasmids, PCR
amplification of the insert, and sequencing (Sect. 11.6.11). The major limitation of
the random library screening is unavailability of the indusial prey clones to perform
pairwise Y2H retest or other validation assays, for example, validate a subset of
interactions using orthogonal assays. Thus, evaluating the quality of PPIs relies on
computation methods.

11.4.5 Adapting Next-generation Sequencing

The major shortfall of the high-throughput protein-protein interactome datasets is
low coverage (Rajagopala et al. 2014; Yu et al. 2008). Even for the well-studied bac-
terium E. coli, more than 50 % of the interactome remains to be mapped (Rajagopala
et al. 2014). An impotent step for high-throughput interactome-mapping methods
using Y2H is determining the identities of the interacting proteins. Adapting the
next-generation DNA sequencing technologies (Bennett et al. 2005; Margulies et al.
2005) as opposed to Sanger technology, would substantially increase throughput
and decrease cost. However, next-generation DNA sequencing technologies are
not readily applicable for identification of interacting pairs. Yu et al. describe a
massively parallel interactome-mapping strategy that incorporates next-generation
DNA sequencing and test the strategy in a high-throughput Y2H system (Yu et al.
2011). The methodology, termed Stitch-seq, which used PCR approach to amplify
and stitch the bait and prey ORF or cDNA inserts in to a single amplican. Then
the PCR products are pooled and sequenced by next-generation DNA sequencing
to produce stitched interacting sequence tags. The sequencing produced an average
read length of 207 bases, which are 125 bases longer than the 82-bp linker sequence
between bait and preys. To identify the ORFs encoding pairs of interacting proteins,
they selected reads that contained the linker sequence and also covered at least
15 bases of ORF-specific sequences on both ends of the linker. These reads
could unambiguously identify pairs of unique bait and prey ORFs, after matching
these sequences to human ORFeome collection used for the study. This general
scheme can be readily extended to increase throughput and decrease cost for other
interactome-mapping methods, particularly for binary protein-protein interaction
assays

11.4.6 Analysis of Y2H Data

Analysis of raw results significantly improves the data quality of the protein
interaction set. It is important to consider at least the following three parameters to
obtain a high-quality Y2H data. Auto-activation: Is the background self-activation
strength of the tested bait. The protein interaction strength of interacting pairs
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must be significantly higher than with all other (background) pairs. Ideally, no
activation (i.e. no colony growth) should be observed in non-interacting pairs or
vector control. Reproducibility: The protein interactions that are not reproduced
in a pairwise retest experiment should be discarded. Sticky preys: For each prey
the number of different interacting baits (prey count) is counted; preys interacting
with a large number of baits are non-specific (“sticky” preys) and thus may have
no biological relevance. The cut-off number depends also on the nature of baits and
the number of baits screened: if a large family of related proteins are screened it is
expected that many of them find the same prey. As a general guideline the number
of baits interacting with a certain prey should not be larger than 5–10 % of the bait
number, in an unbiased set of baits or genome-wide screenings. Furthermore, more
sophisticated statistical evaluations of the raw can be adapted, i.e., using logistic
regression approach that uses statistical and topological descriptors to predict the
biological relevance of protein-protein interactions obtained from high-throughput
screens as well as integrating known and predicted interactions from a variety of
sources (Bader et al. 2004; von Mering et al. 2007).

11.4.7 False Negatives and Multiple-Variants of Y2H System

Although Y2H screens have been among the most powerful methods to detect
binary protein-protein interactions, a limitation of the technology is the high
incidence of false negative interactions (true interactions that are not detected)
which is on the order of 70–90 % (Rajagopala et al. 2014; Yu et al. 2008). The
interactome studies that have implemented proteome-scale Y2H screening in E.
coli and yeast are shown to have identified 20–25 % of the PPIs (Rajagopala et al.
2014; Yu et al. 2008). In a previous studies, Rajagopala et al, have investigated
underlying causes for this high degree of false negatives and uncovered that the
structural constrains and expression levels of recombinant proteins play a major
role (Rajagopala et al. 2009). Traditionally, Y2H screens have been performed
using N-terminal fusion proteins of DNA-binding and activation domains. To
mitigate the structural constrains Stellberger et al. constructed two new vectors
that allows to make both C-terminal fusion proteins of DNA-binding and activation
domains and showed that permutations of C- and N-terminal Y2H vectors detect
different subsets of interactions (Stellberger et al. 2010). A study by Chen et al.
benchmarked several variants of two-hybrid vectors (i.e., pGBGT7g-pGADCg,
pGBGT7g-pGADT7g, pDEST32-pDEST22, pGBKCg-pGADT7g and pGBKCg-
pGADCg) using a human positive reference set and a random reference set of
protein-protein interaction pairs (Braun et al. 2009; Chen et al. 2010). In addition to
each vector pair, they tested each protein both as activation (prey) and DNA-binding
domain fusion (bait), including C-terminal fusions in pGBKCg and pGADCg.
This way, they tested each protein pair in ten different configurations (Chen
et al. 2010). This study clearly demonstrates that different Y2H variants (multiple-
variants) detect markedly different subsets of interactions in the same interactome.
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All ten different configurations of bait-prey fusions were required to detect 73
of 92 interactions (79.3 %), whereas individual vector pairs detected only 23.3
out of 92 interactions (25.3 %) on average (Chen et al. 2010). Furthermore,
recent studies demonstrate the general effectiveness of the multiple-variants of
Y2H system in detecting true direct binary interactions and topology among the
protein complex subunits (Rajagopala et al. 2012). Having multiple-variants of
Y2H vectors that detect different subsets of interactions will be of great value to
generate more comprehensive protein interactions data set, thus future interactome
projects must adopt multiple Y2H vector systems with proper controls and adequate
stringency.

11.4.8 Quality of Y2H Interaction Data

Like any other assay system, the two-hybrid system has the potential to produce
false positives. The false positives may be of technical or biological nature. A
“technical” false positive is an apparent two-hybrid interaction that is not based
on the assembly of two hybrid proteins (that is, the reporter gene(s) gets activated
without a protein–protein interaction between bait and prey). Frequently, such false
positives are associated with bait proteins that act as transcriptional activators. Some
bait or prey proteins may affect general colony viability and hence enhance the
ability of a cell to grow under selective conditions and activate the reporter gene.
Mutations or other random events of unknown nature may be invoked as potential
explanations as well. A number of procedures have been developed to identify or
avoid false positives, including the utilization of multiple reporters, independent
methods of specificity testing, or simply retesting the interactions in a pairwise Y2H
assays to make sure that the interaction is reproducible (Rajagopala et al. 2014; Yu
et al. 2008; Koegl and Uetz 2007).

A biological false positive involves a true two-hybrid interaction with no
physiological relevance. Those include the partners that can physically interact but
that are never in close proximity to one another in the cell because of distinct
subcellular localization or expression at different times during the life cycle.
Examples may include paralogs that are expressed in different tissues or at different
developmental stages. The problem is that the “false positive” nature can rarely be
proven, as there may be unknown conditions under which these proteins do interact
with a biological purpose. Overall, few technical false positives can be explained
mechanistically, although many may simply do interact non-physiologically. While
it often remains difficult to prove the biological significance of an interaction, many
studies have attempted to validate them by independent methods. Validating an
interaction by other methods certainly increases the probability that it is biologically
significant. In a recent study, Rajagopala et al. assess the quality of Y2H interaction
by evaluating 114 randomly selected Y2H interactions in two different methods, i.e.,
coimmunoprecipitation and luminescence-based mammalian interactome mapping
(LUMIER) assays and confirmed �86 % of the Y2H interactions by at least one of
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these biochemical methods (Rajagopala et al. 2014). Similarly, when subsets of the
large-scale human Y2H interactomes were evaluated about 65 % of them could be
verified by independent orthogonal methods (Rual et al. 2005; Stelzl et al. 2005).

11.4.9 Integration of AP-MS and Y2H Data

It is important to note that affinity-purification followed by mass spectrometry (AP-
MS) derived information about protein complexes does not provide information
about the internal topology of multiprotein assemblies. Protein complexes are often
interpreted as if the proteins that co-purify are interacting in a particular manner,
consistent with either a spoke or matrix model (Goll and Uetz 2006). The yeast two-
hybrid and other orthogonal assays detect direct binary interactions. Combination
of both methods will give a better picture of protein complex topology and an
experimentally derived confidence score for each interaction. In a recent study
Rajagopala et al. compiled a list of 227 E. coli protein complexes that have three
or more components as identified by AP-MS studies (Rajagopala et al. 2014).
They identified the binary interactions between subunits of these complexes using
proteome-scale Y2H data set and literature-curated binary interactions. Integrating
these two data sets were able to map 745 binary interactions in 203 complexes,
which deduce a putative complete internal topology for 15 multiprotein complexes.
For another 45 complexes they determined the putative internal topology of a
sub-complex with at least three subunits. However, even the combination of both
methods is usually not sufficient to establish accurate topology as some interactions
may be too weak to be detected individually.

11.4.10 Proteome-Scale Y2H Screening

Making an entire proteome library of an organism that can be screened in vivo
under uniform conditions is a challenge. When proteins are screened on a genome
scale, automated robotic procedures are necessary. The Y2H screening protocols
described here have been extensively tested with human, yeast, bacterial, and
viral proteins, but they can be applied to any other genome. Different high-
throughput methods used to generate Y2H clones, i.e., proteins with AD fusions
(preys) and the DBD fusions (baits), proteome-scale Y2H screening are included
below. Usually, the processes starts with construction of the prey and bait libraries
(Protocol 11.6.1–11.6.6); bait auto-activation tests (Protocol 11.6.7) followed by
high-throughput array-based Y2H screening (Protocol 11.6.8) or pooled library
screening (Protocol 11.6.9) including the selection of positives and identifying the
interaction proteins by sequence (Protocol 11.6.11). Finlay, conducting the pairwise
Y2H retests (Protocol 11.6.10) to make sure that the interactions are reproducible.
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11.5 Materials

11.5.1 Yeast Media

1. YEPD liquid medium: 10 g yeast extract, 20 g peptone, 20 g glucose, dissolve
in 1 L sterile water, and autoclave.

2. YEPDA liquid medium: 10 g yeast extract, 20 g peptone, 20 g glucose, dissolve
in 1 L sterile water, and autoclave. After autoclaving, cool the medium to 60–
70 ıC, and then add 4 ml of 1 % adenine solution (see below).

3. YEPDA agar medium: 10 g yeast extract, 20 g peptone, 20 g glucose, 16 g agar,
dissolve in 1 L sterile water and autoclave. After autoclaving, cool the medium
to 60–70 ıC, and then add 4 ml of 1 % adenine solution. Pour 40 ml into each
sterile Omnitray plate (Nunc) under sterile hood, and let them solidify.

4. Medium concentrate: 8.5 g yeast nitrogen base, 25 g ammonium sulfate, 100 g
glucose, 7 g dropout mix (see below). Make up to 1 L with sterile water, and
filter-sterilize (Millipore).

11.5.2 Yeast Minimal Media

1. For 1 L of selective medium, autoclave 16 g agar in 800 ml water, cool the
medium to 60–70 ı C, and then add 200 ml medium concentrate. Depending on
the minimal media plates, the missing amino acids and/or 3AT (3-amino-1,2,4-
triazole) solution should be added.

2. For media lacking tryptophan plates (-Trp): Add 8.3 ml leucine and 8.3 ml
histidine from the amino acid stock solution (see below).

3. For media lacking leucine plates (-Leu): Add 8.3 ml tryptophan and 8.3 ml
histidine solution from the amino acid stock solution (see below).

4. For media lacking tryptophan and leucine plates (-Leu –Trp): Add 8.3 ml
histidine from the stock solution (see below).

5. For media lacking tryptophan, leucine, and histidine plates (-Leu –Trp –His):
Nothing needs to be added.

6. For –Leu –Trp -His C 3 mM 3AT plates: Add 6 ml of 3AT (3-amino-1,2,
4-triazole, 0.5 M) to a final concentration of 3 mM.

7. Dropout mix (-His, -Leu, -Trp): Mix 1 g methionine, 1 g arginine, 2.5 g
phenylalanine, 3 g lysine, 3 g tyrosine, 4 g isoleucine, 5 g glutamic acid, 5 g
aspartic acid, 7.5 g valine, 10 g threonine, 20 g serine, 1 g adenine, and 1 g uracil
and store under dry, sterile conditions.

8. Amino acid stock solutions

Adenine solution (1 %): Dissolve 10 g of adenine in 1 L, 0.1 M NaOH solution
and sterile filter.
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Histidine solution (His): Dissolve 4 g of histidine in 1 L sterile water and sterile
filter.

Leucine solution (Leu): Dissolve 7.2 g of leucine in 1 L sterile water and sterile
filter.

Tryptophan solution (Trp): Dissolve 4.8 g of tryptophan in 1 L sterile water
and sterile filter

11.5.3 Reagents for Yeast Transformation

1. Salmon sperm DNA (Carrier DNA): Dissolve 7.75 mg/ml salmon sperm DNA
(Sigma) in sterile water, autoclave for 15 min at 121 ıC, and store at �20 ıC.

2. Dimethylsulfoxide (DMSO, Sigma).
3. Competent yeast strains, e.g., AH109 (for baits), and Y187 (for preys).
4. 0.1 M Lithium acetate (LiOAc).
5. Yeast minimal media plates (depending on the selective markers on the yeast

expression plasmid).
6. 96PEG solution: Mix 45.6 g PEG (Sigma), 6.1 ml of 2 M LiOAc, 1.14 ml of 1 M

Tris, pH 7.5, and 232 �l 0.5 M EDTA. Make up to 100 ml with sterile water and
autoclave.

7. Plasmid clones (i.e., bait and prey clones)

11.5.4 Reagents for Bait Auto-Activation Test

1. YEPDA liquid medium.
2. –Trp –Leu (“–LT”) selective media agar plates (see Sect. 11.5.2).
3. Selective media agar plates without Trp, Leu, and His (“–LTH”), but with

different concentrations of 3-AT, e.g., 0 mM, 1 mM, 3 mM, 10 mM, and 50 mM
(–LTH/3-AT plates).

4. Bait strains that need to be tested and prey strains carrying the prey vector (empty
vector), e.g., Y187 strain with pGADT7g plasmid.

11.5.5 Array-Based Y2H Screening (Work Station)

1. 20 % (v/v) bleach (1 % sodium hypochlorite).
2. 95 % (v/v) ethanol.
3. Single-well microtiter plate (e.g., OmniTray; Nalge Nunc) containing solid

YEPD C adenine medium (see Sect. 11.5.1), –Leu –Trp, –His –Leu –Trp, and –
His –Leu –Trp C different concentrations of 3AT.
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4. 384-Pin replicator for Beckman Biomek FX work station.
5. Bait liquid culture (DBD fusion-expression yeast strain).
6. Yeast prey array on solid YEPDA plates.

11.5.6 Reagents for Pairwise Y2H Retests

1. 96-well microtiter plates (U- or V-shaped).
2. YEPDA medium and YEPDA agar in Omnitrays (Nunc).
3. Selective agar media plates (–LT, –LTH with 3-AT).
4. Prey yeast strain carrying empty prey plasmid, e.g., pGADT7g in Y187 strain.
5. Bait and prey strains to be retested.

11.6 Protocols

11.6.1 Construction of Y2H Libraries for Proteome-Scale
Screening

After the set of proteins or entire ORFeome to be included in the systematic array
or library is defined, the coding genes need to be cloned into several Y2H bait
and prey expression vectors. In order to facilitate the cloning of a large number
to proteins, site-specific recombination-based systems are commonly used (e.g.,
Gateway cloning, Fig. 11.4) (Walhout et al. 2000).

11.6.2 Gateway Cloning

Adapting Gateway (Life Technologies) technology provides a fast and efficient
way of cloning the ORFs (Walhout et al. 2000). It is based on the site-specific
recombination properties of bacteriophage lambda (Landy 1989); recombination is
mediated between so-called attachment sites (att) of DNA molecules: between attB
and attP sites or between attL and attR sites. In the first step of cloning the gene
of interest is inserted into a specific Gateway entry vector by recombining a PCR
product of the ORF flanked by attB sites with the attP sites of a pDONR vector
(Life Technologies). The resulting entry clone plasmid contains the gene of interest
flanked by attL recombination sites. These attL sites can be recombined with attR
sites on a destination vector, resulting in a plasmid for functional protein expression
in a specific host. For example, a Gateway entry clone (pDONR vector) can be
subsequently cloned into multiple Y2H vectors (Table 11.1) and other Gateway
compatible expression vectors as required.
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Fig. 11.4 Generating Y2H baits and preys using Gateway cloning. The Gateway-based Y2H
expression clones are made by sub-cloning the ORFs of interest from a Gateway entry vector
(pDONR/zeo or pDONR201) into the Y2H expression vectors (Table 11.1) by Gateway LR
reaction (Walhout et al. 2000). It is possible to simultaneously transfer a single ORF from an
entry vector to four target vectors using a single LR reaction, as long as the resulting expression
plasmids can be separated using prototrophic markers specific to each vector (Stanyon et al. 2003).
We have used up to three Y2H expression vectors (i.e., pGADT7g, pGBGT7g, and pGBKCg, they
carry Ampicillin, Gentamycin and Kanamycin resistance respectively) in a LR reaction

Table 11.1 Reagents for a yeast two-hybrid screen

Bait and prey vectors
Gal4-fusion Selection

Vector Promoter DBD AD Yeast Bacterial Ori Source

pDEST22 fl-ADH1 – N-term Trp1 Amp. CEN Life Technologies
pDEST32 fl-ADH1 N-term – Leu2 Gent. CEN Life Technologies
pGBKT7g t-ADH1 N-term – Trp1 Kan. 2 � Uetz et al. (2006)
pGBGT7g t-ADH1 N-term – Trp1 Gent. 2 � Rajagopala et al. (2014)
pGBKCatg t-ADH1 C-term Trp1 Kan. 2 � Rajagopala et al. (2014)
pGADT7g fl-ADH1 – N-term Leu2 Amp. 2 � Uetz et al. (2006)
pGBKCg t-ADH1 C-term – Trp1 Kan. 2 � Stellberger et al. (2010)
pGADCg fl-ADH1 – C-term Leu2 Amp. 2 � Stellberger et al. (2010)
Yeast strains

Bait yeast strain AH109 (Clontech)
Prey yeast strain Y187 (Clontech)
Media and instruments

Yeast media YEPDA, selective liquid media and agar plates
Pin tool Optional but necessary when large number are tested

Fl full-length, N/C-term. N/C-terminal (fusion), Amp. Ampicillin, Kan. Kanamycin, Gen. Gentamicin

11.6.3 ORFeome Collections

The starting point of a systematic proteome-scale Y2H screening is the construction
of an ORFeome. An ORFeome represents all ORFs of a genome; in some cases
selected gene set is individually cloned into Gateway entry vector. More and more
ORFeomes are available and can be directly used for generating the Y2H bait and
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Table 11.2 Yeast strains and their genotypes

Yeast strains Genotypes

Y187 MAT’, ura3- 52, his3- 200, ade2- 101, trp1- 901, leu2- 3, 112, gal4�,
met–, gal80�,URA3::GAL1UAS -GAL1TATA -lacZ (after Harper
et al. 1993)

AH109 MATa, trp1-901, leu2-3, 112, ura3-52, his3-200, gal4�, gal80�,
LYS2::GAL1UAS-GAL1TATA-HIS3, GAL2UAS-GAL2TATA-ADE2,
URA3::MEL1UAS-MEL1 TATA-lacZ (after James et al. 1996)

prey constructs. These ORFeome range from small viral genomes, e.g., KSHV
and VZV (Uetz et al. 2006), Phages (Rajagopala et al. 2011), to several bacterial
genomes such as E. coli, Helicobacter pylori, Bacillus anthracis or Yersinia pestis
(Rajagopala et al. 2010). Clone sets of multicellular eukaryotes, e.g. C. elegans
(Lamesch et al. 2004), human (Rual et al. 2004), or plant (Gong et al. 2004), have
also been described. However, not all genes of interest are already available in entry
vectors.

11.6.4 The Prey Array

The Y2H array is set up from an ordered set of AD-containing strains (preys). The
prey constructs are assembled by transfer of the ORFs from entry vectors into spe-
cific prey vectors by recombination. Several prey vectors for the Gateway system are
available. In our lab we primarily use the Gateway-compatible pGADT7g, pGADCg
vectors, a derivative of pGADT7 (Clontech), and pDEST22 (Life Technologies)
(Table 11.1). These prey constructs are transformed into haploid yeast cells using
yeast transformation protocol (described in Protocol 11.6.6), e.g. the Y187 strain
(mating type alpha) (Table 11.2). Finally, individual yeast colonies, each carrying
one specific prey construct, are arrayed on agar plates in a 96- or 384-format usually
as duplicates or quadruplicates.

11.6.5 The Bait Strains

Similar to prey construction, the bait clones are also constructed by recombination-
based transfer of the ORFs into specific bait vectors. Bait vectors used in our lab
are the Gateway technology compatible pGBGT7g, pGBKCg vectors, a derivative
of pGADT7 vector (Clontech) and pDEST32 (Life Technologies) (Table 11.1). The
bait constructs are also transformed into haploid yeast cells (Protocol 11.6.6), e.g.
the AH109 strain (mating type a) (Table 11.2). After auto-activation testing, the baits
can be tested for interactions against the Y2H prey array or pooled prey library. It
is important to note that bait and prey must be transformed into yeast strains of
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opposite mating types to combine bait and prey plasmids by yeast mating and to
co-express the recombinant proteins in diploids. Bait and prey plasmids can go into
either mating type. However, this decision also depends on existing bait or prey
libraries to which the new library may be screened later. Moreover, at least one of
the haploid strains must contain a two-hybrid reporter gene (here, HIS3 gene under
GAL4 promoter).

11.6.6 Yeast Transformation

This method is recommended for the high-throughput transformation of the bait or
prey plasmid clones into corresponding yeast strains. This protocol is suitable for
�1000 transformations; it can be scaled up and down as required. Selection of the
transformed yeast cells requires synthetic media plates (leucine- or tryptophan-free
agar media depending on the selective marker on the Y2H plasmid).

11.6.6.1 Prepare Competent Yeast Cells

1. Inoculate 250 ml YEPD liquid medium with freshly grown yeast strains on
YEPD agar medium in a 1 L flask and grow in a shaker (shaking at 200 rpm) at
30 ıC. Remove the yeast culture from the shaker when the cell density reaches
OD 0.8–1. This usually takes 12–16 h.

2. Spin the cells at 2000 � g for 5 min at room temperature; pour off the
supernatant.

3. Dissolve the cell pellet in 30 ml of LiOAc (0.1 M); make sure pellet is
completely dissolved and there are no cell clumps.

4. Transfer the cells into a 50-ml Falcon tube and spin the cells at 2000 � g for
5 min at room temperature

5. Pour off the supernatant, and dissolve the cell pellet in 10 ml LiOAc (0.1 M).
Prepare the yeast transformation mix: Mixing the following components in
a 200-ml sterile bottle:

Component For 1000 reactions

96PEG 100 ml
Salmon sperm DNA 3.2 ml
DMSO 3.4 ml

6. Add the competent yeast cells prepared above (steps 1–5) to the yeast transfor-
mation mix; shake the bottle vigorously by hand, or vortex for 1 min.
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7. Pipette 100 �l of the yeast transformation mix into a 96-well plate (we generally
use Costar 3596 plates) by using a robotic liquid handler (e.g., Biomek FX) or
a multistep pipette.

8. Now add 25–50 ng of plasmid; keep one negative control (i.e., only yeast
transformation mix).

9. Seal the 96-well plates with plastic or aluminum tape and vortex for 2–3 min.
Care should be taken to seal the plates properly; vigorous vortexing might cause
cross-contamination.

10. Incubate the plates at 42 ıC for 30 min.
11. Spin the 96-well plate for 5 min at 2000 � g; discard the supernatant and

aspirate by tapping on a cotton napkin a couple of times.
12. Wash the cell pellet with 150 �l sterile H2O
13. Spin the 96-well plate for 5 min at 2000 � g; discard the supernatant
14. Add 25 �l sterile H2O
15. Transfer 10 �l the cells to selective agar plate to select yeast with transformed

plasmid (single-well Omnitrays from Nunc are well suited for robotic automa-
tion). As an alternative to the robotic automation, one can use a multichannel
pipette to transfer the cells. Allow the yeast spots to dry on the plates.

16. Incubate at 30 ıC for 2–3 days. Colonies start appearing after 24 h.

11.6.7 Bait Auto-activation Tests

Prior to the Y2H screening, the bait yeast strains should be examined for auto-
activation (self-activation). Auto-activation is defined as detectable bait-dependent
reporter gene activation in the absence of any prey interaction partner. Weak to
intermediate strength auto-activator baits can be used in two-hybrid array screens
because the corresponding bait–prey interactions confer stronger signals than the
auto-activation background. In case of the HIS3 reporter gene, the self-activation
background can be suppressed by titrating with 3-Amino-1,2,4-triazole(3-AT), a
competitive inhibitor of HIS3. Auto-activation of all the baits is examined on selec-
tive plates containing different concentrations of 3-AT. The lowest concentration
of 3-AT that suppresses growth in this test is used for the interaction screen (see
below), because it avoids background growth while still detecting true interactions.

The aim of this test is to measure the background reporter activity of bait proteins
in absence of an interacting prey protein. This measurement is used for choosing the
selection conditions for the Y2H screening.

1. Bait strains are arrayed on a single-well Omnitray agar plate; usually standard
96-spot format.

2. The arrayed bait strains are mated with a prey strain carrying the empty prey
plasmid, e.g., Y187 strain with pGADT7g. Mating is conducted according to the
standard screening protocol as described in Protocol 11.6.8. Note that here an
array of baits is tested whereas in a “real” screen (Protocol 11.6.8) an array of
preys is tested.
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3. After selecting for diploid yeast cells (on –LT agar), the cells are transferred to
media selecting for the HIS3p reporter gene activity as described in Protocol
11.6.8. The -LTH transfer may be done to multiple plates with increasing
concentrations of 3-AT. Recommended 3-AT concentrations for the –LTH plates
are 0, 1, 3, 10, 25, and 50 mM.

4. These –LTH C 3-AT plates are incubated for 4–6 days at 30 ıC. The auto-
activation level of each of the bait is assessed and the lowest 3-AT concentration
that completely prevents colony growth is noted. As this concentration of 3-
AT suppresses reporter activation in the absence of an interacting prey, this
3-AT concentration is added to –LTH plates in the actual interaction screens as
described in Protocol 11.6.8.

11.6.8 Screening for Protein Interactions Using a Protein
Array

The Y2H prey array can be screened for protein interactions by a mating procedure
that can be carried out using robotics (Biomek FX work station). A yeast strain
expressing a single candidate protein as a DBD fusion is mated to all the colonies
in the prey array (Fig. 11.2, step 1). After mating, the colonies are transferred to a
diploid-specific medium, and then to the two-hybrid interaction selective medium.

A 384-pin replicating tool (e.g., High-Density Replication Tool; V&P Scientific)
can be used to transfer the colonies form one agar plate to another and between the
transfer steps, the pinning tool must be sterilized (described below).

Note that not all plastic ware is compatible with robotic devices, although most
robots can be reprogrammed to accept different consumables. In the procedure
described here, the prey array is gridded on 86 � 128 mm single-well microtiter
plates (e.g., OmniTray, Nalge Nunc International) in a 384-colony format (see
Fig. 11.2).

1. Sterilization: Sterilize a 384-pin replicator by dipping the pins in the sequential
order into 20 % bleach for 20 s, sterile water for 1 s, 95 % ethanol for 20 s, and
sterile water again for 1 s. Repeat this sterilization after each transfer.

Note 1: Immersion of the pins into these solutions must be sufficient to
ensure complete sterilization. When automatic pinning devices are used, the
solutions need to be checked and refilled occasionally (especially ethanol which
evaporates faster than the others).

Day 1:

1. Preparing prey array for screening: Use the sterile replicator to transfer the yeast
prey array from selective plates to single-well microtiter plates containing solid
YEPD medium and grow the array overnight in a 30 ıC incubator.

Note 2: Usually in a systematic array-based Y2H screening, duplicate or
quadruplicate prey arrays are used. Ideally, the master prey array should be
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kept on selective agar plates. The master array should only be used to make
“working” copies on YEPDA agar plates for mating. The template can be used
for 1–2 weeks; after 2 weeks it is recommended to copy the array onto fresh
selective agar plates. Preys and bait clones tend to lose the plasmid if stored
on YEPDA for longer periods, which may reduce the mating and screening
efficiency.

2. Preparing bait liquid culture (DBD fusion-expressing yeast strain): Inoculate
20 ml of liquid YEPD medium in a 250-ml conical flask with a bait strain and
grow overnight in a 30 ıC shaker

Note 3: If the bait strains are frozen, they are grown on selective agar medium
plates and grown for 2–3 days at 30 ıC. Baits from this plate are then used to
inoculate the liquid YEPD medium. It is important to make a fresh bait culture for
Y2H mating, as keeping the bait culture on reach medium (YEPD) for a long time
may cause loss of plasmids. Usually we grow baits overnight for the screening.

Day 2:

3. Mating procedure: Pour the overnight liquid bait culture into a sterile Omnitray
plate. Dip the sterilized pins of the pin replicator (thick pins of �1.5 mm diameter
should be used to pin baits) into the bait liquid culture and place directly onto a
fresh single-well microtiter plate containing YEPDA agar media. Repeat with the
required number of plates and allow the yeast spots to dry onto the plates.

4. Pick up the fresh prey array yeast colonies with sterilized pins (thin pins of
�1 mm diameter should be used to pin the preys) and transfer them directly
onto the baits on the YEPDA plate, so that each of the 384 bait spots per plate
receives different prey yeast cells (i.e., a different AD fusion protein). Incubate
overnight at 30 ıC to allow mating (Fig. 11.2, step 1).

Note 4: Mating usually take place in <15 h, but a longer period is recom-
mended because some bait strains show poor mating efficiency. Adding adenine
into the bait culture before mating increases the mating efficiency of some baits.

5. Selection of Diploids: For the selection of diploids, transfer the colonies from
YEPDA mating plates to diploids selection minimal media agar plates (–Leu –
Trp plates) using the sterilized pinning tool (thick pins should be used in this
step). Grow the plates for 2–3 days at 30 ıC until the colonies are >1 mm in
diameter (Fig. 11.2, step 2).

Note 5: This step is an essential control step to ensure successful mating
because only diploid cells containing the Leu2 and Trp1 markers on the prey
and bait vectors, respectively, will grow in this medium. This step also helps
the recovery of the colonies and increases the efficiency of the next interaction
selection step.

6. Interaction selection: Transfer the diploid yeast cells from –Leu –Trp plates
to interaction selection minimal media agar plates (–His –Leu –Trp plates),
using the sterilized pinning tool. If the baits are auto-activating, they have to
be transferred onto –His –Leu –Trp supplemented with a specific concentration
of 3-AT plates (Protocol 11.6.1). Incubate the plates at 30 ıC for 4–6 days.
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7. Score the interactions by looking for growing colonies that are significantly
above background by size and are present as duplicate or quadruplicate colonies.

8. Most two-hybrid-positive colonies appear within 3–5 days, but occasionally
positive interactions can be observed later. Very small colonies are usually
designated as background; however, the real positives signal should be compared
with background vector control.

9. Scoring can be done manually or using automated image analysis procedures.
When using image analysis, care must be taken not to score contaminated
colonies as positives.

11.6.9 Screening for Protein Interactions Using Pooled
Libraries

Although the Y2H array screening ensures each pairwise combination in the
library will be tested, it may be not feasible of large genomes, as the screening
throughput increases exponentially with the genome size. Pooled library screening
is an alternative strategy to significantly accelerate the screening. The prey clones
are made by systematically cloning the ORFeome into Y2H vectors. The interacting
preys in the library are identified by sequencing the Y2H positive yeast colonies
(Protocol 11.6.11). Furthermore, to ensure the reproducibility of the interaction, all
the interaction pairs will be subjected to Y2H pairwise retest (Protocol 11.6.10)
Day 1:

1. Preparing pooled prey libraries: The prey library strains (yeast) expressing each
ORF is grown on a selective liquid medium (in 2 ml deep well plate) for 48 h in
a 30 ıC shaker. Equal amount of each of the freshly grown preys are combined
into to a single pool. Ideally preys should be grown freshly for each batch of
screening.

2. Inoculate the empty prey vector in 200 ml selective medium (Y2H negative
control)

3. Preparing bait liquid culture (DBD fusion-expressing yeast strain): Inoculate
10 ml of selective medium (medium lacking tryptophan, depending on the
selective marker on the bait plasmid) with bait fusion-expressing yeast strain
and grow the yeast overnight in a 30 ıC incubator.

Day 2:

4. Mating procedure: Mix bait and prey at a 1:1 ratio, for example 4 OD bait (4 ml
of OD D 1) and 4 OD prey (4 ml of OD D 1) culture in 15 ml Falcon tubes.

Note 6: The amount of (OD units) bait and prey used for the screening
depends on the complexity of the prey library, in case of E. coli which contains
about 4000 ORFs; we use 4 OD units of baits and preys. In case of human
cDNA library screening we recommend using 12 OD units of baits and preys
each
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5. For each of the bait include one negative control, i.e., mix bait and empty prey
vector at a 1:1 ratio.

6. Centrifuge the bait and prey solution for 2 min, at 3000 rpm at room
temperature, discard supernatant

7. Suspend the yeast pellet in 500 �l YPDA liquid medium, and plate on YEPDA
agar plate (60 � 15 mm), and air dry the plates.

8. Incubate the plates at 30 ıC for 6 h or overnight at room temperature.
9. After incubation, collect the cells by washing the plate with 2 ml of sterile

water.
10. Spin down the cells, remove the supernatant and wash the cells by adding 2 ml

of sterile water
11. Suspend the cells in 2 ml of selective medium (media lacking tryptophan, and

leucine).
12. Plate 500–1000 �l on the interaction selective agar plates –Leu –Trp -His

supplemented with predefined concentration of 3-AT, based on auto-activation
test of the bait. The remaining sample can be stored at 4 ıC for 4–6 days for
further use.

Note 7: This step is an essential control step to ensure successful Y2H mating
procedure, because only diploid cells containing the Leu2 and Trp1 markers on
the prey and bait vectors, respectively, will grow on media lacking tryptophan,
and leucine medium. This step also helps the recovery of the colonies and
increases the efficiency of the next interaction selection step. To measure the
diploids make an aliquot of 1:100 dilution of the sample (step 11) and plate
the cells on –Leu –Trp plates, the screening depth in millions, should be >
0.1 million, up to 1 million diploids in case of E. coli library screening. This is
at least twenty times the number of library size.

13. Interaction selection: Incubate the –Leu –Trp -His C 3-AT for 4–6 days at
30 ıC until the colonies are �1 mm in diameter.

14. Two-hybrid positives: The interaction selection plates that show colony growth
but no colonies on control plates (bait mated to empty prey vector) are the two-
hybrid positive yeast clones. If the control plates show even few colonies the
diploids should be plated on selective plates with higher concentration of 3-AT.

15. Identity of interacting preys: The positive yeast colonies are picked either
manually or using robotics and subjected to yeast colony PCR (Protocol
11.6.11), followed by DNA sequencing to identify the preys.

11.6.10 Pairwise Y2H Retesting

A major consideration when using the Y2H system is the number of false positives,
particularly in the pooled library screening. The major sources for false positives
are non-reproducible signals that arise through little-understood mechanisms. Thus,
pairwise retesting can identify most of the false positives. We routinely use at
least duplicate tests, although quadruplicates should be used if possible (Fig. 11.2).
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Retesting is done by mating the interaction pair to be tested and by comparing the
activation strength of this pair with the activation strength of a control, usually
the bait mated with the strain that contains the empty prey vector. Testing the
reproducibility of an interaction greatly increases the reliability of the Y2H data.

1. Re-array bait and prey strains of each interaction pair to be tested into 96-
well microtiter plates. Use separate 96-well plates for baits and preys. For each
retested interaction, fill one well of the bait plate and one corresponding well of
the prey plate with 150 �l selective liquid medium (media lacking Leucine or
Tryptophan).

2. For each retested interaction, inoculate the bait strain into a well of the 96-well
plate and the prey strain at the corresponding position of the 96-well prey plate,
for example, bait at position B2 of the bait plate and prey at position B2 of the
prey plate. In addition, inoculate the prey strain with the empty prey vector (e.g.,
strain Y187 with plasmid pGADT7g) into 20 ml selective liquid medium.

3. Incubate the plates overnight at 30 ıC.
4. Mate the baits grown in the bait plate with their corresponding preys in the prey

plate. In addition, mate each bait with the prey strain carrying an empty prey
vector as a background activation control. The mating is done as described in
Protocol 11.6.8, using the bait and prey 96-well plates directly as the source
plates.

Note 8: First the baits are transferred from their 96-well plate to two YEPDA
plates (interaction test and control plate) using a 96-well replication tool. Let the
plate dry for 10–20 min. Then transfer the prey’s from their 96-well plate onto
the first YEPDA plate and the empty prey vector control strain onto the second
YEPDA plate

5. The transfers to selective plates and incubations are done as described in
Protocol 11.6.8. As before, test different baits with different activation strengths
on a single plate and pin the diploid cells onto –LTH plates with different
concentrations of 3-AT. For choosing the 3-AT range, the activation strengths
(Protocol 11.6.7) serve as a guideline.

6. After incubating for 4–6 days at 30 ıC on –LTH/3-AT plates, the interactions
are scored; positive interactions show a clear colony growth at a certain level of
3-AT, whereas no growth should be seen in the control (bait mated with empty
vector strain).

11.6.11 Yeast Colony PCR and Sequencing Sample
Preparation

Yeast Colony PCR This protocol is designed to amplify the insert of the preys or
baits in the two-hybrid positive yeast clones, using primers that bind to the upstream
and downstream region of the insert. The PCR is optimized for 30 �l reaction; the
total volume of the reaction can be scaled up and down as required.
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1. Pick the yeast colony from interaction selective plate into 100 �l of sterile H2O,
in 96 well plate; store the plate at �80 freezer for longer storage.

2. Take a new 96 well PCR plate and pipette 5 unit of zymolyase (1 �l) enzyme to
each well.

3. Add 9 �l of above yeast (step 1), and incubate at 30 ıC for 60 min.
4. After incubation, add 20 �l PCR master mix with forward and reverse primers

specific to prey or bait vector used in the Y2H screening.
5. Run PCR cycles as recommended by the enzyme (polymerase) provider.
6. After PCR, load 5 �l of PCR reaction into agarose gel to check PCR amplicons.

Purification of the PCR Amplicons for Sequencing To clean up PCR products
before sequencing, the PCR reaction is subjected to the exonuclease I, which
removes leftover primers while the Shrimp Alkaline Phosphatase (SAP) removes
the dNTPs

1. Spin the Yeast colony PCR plate at 2000 rpm for 3 min (to sediment yeast debris).
2. Pipette 8 �l of PCR sample without touching the bottom yeast debris, into new

PCR plate.
3. Make the SAP master mix by mixing the following reagents

SAP master mix
Components 100 samples

10� SAP buffer 50 �l
Water 890 �l
SAP (1 U/�l) 50 �l
Exonuclease I (10 U/�l) 10 �l

4. Add 10 �l of SAP master mix to 8 �l of PCR sample.
5. Incubate in the thermocycler as follows: 37 ıC for 60 min, 72 ıC for 15 min, then

put on hold at 4 ıC.
6. Use the sample for DNA sequencing using primers specific to prey or bait vector.
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Chapter 12
Biogenesis of Escherichia coli DMSO Reductase:
A Network of Participants for Protein Folding
and Complex Enzyme Maturation

Catherine S. Chan and Raymond J. Turner

Abstract Protein folding and structure have been of interest since the dawn of
protein chemistry. Following translation from the ribosome, a protein must go
through various steps to become a functional member of the cellular society. Every
protein has a unique function in the cell and is classified on this basis. Proteins
that are involved in cellular respiration are the bioenergetic workhorses of the cell.
Bacteria are resilient organisms that can survive in diverse environments by fine
tuning these workhorses. One class of proteins that allow survival under anoxic
conditions are anaerobic respiratory oxidoreductases, which utilize many different
compounds other than oxygen as its final electron acceptor. Dimethyl sulfoxide
(DMSO) is one such compound. Respiration using DMSO as a final electron
acceptor is performed by DMSO reductase, converting it to dimethyl sulfide in the
process. Microbial respiration using DMSO is reviewed in detail by McCrindle et al.
(Adv Microb Physiol 50:147–198, 2005). In this chapter, we discuss the biogenesis
of DMSO reductase as an example of the participant network for complex iron-
sulfur molybdoenzyme maturation pathways.

Keywords E. coli • Dimethyl sulfoxide (DMSO) • Reductase

12.1 Introduction

Molybdoenzymes emerged as a superfamily of respiratory oxidoreductases that
require a catalytic molybdenum/tungsten-based cofactor to catalyze redox reactions
(McCrindle et al. 2005; Hille 2013; Rothery et al. 2012; Iobbi-Nivol and Leimkühler
2012; Romao 2009; Magalon et al. 2011). These enzymes are further classified into
three families based on the active site structure that coordinates the molybdenum
atom. A key feature that separates the dimethyl sulfoxide (DMSO) reductase family
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Fig. 12.1 The complex iron sulfur containing molybdoenzyme DMSO reductase. (a) Structure of
the molybdo-bis(pyranopterin guanine dinucleotide) (MobisPGD) catalytic cofactor and [4Fe-4S]
clusters that makeup the electron transfer chain within DMSO reductase. (b) Overall architecture
and composition of DMSO reductase from Escherichia coli, demonstrating the catalytic DmsA,
electron conduit DmsB, and membrane anchor DmsC subunits

members from xanthine oxidase and sulfite oxidase families is that it has two
pyranopterin groups coordinating the Mo atom, whereas the others have only one.
Members of each family have similar structural folds around the catalytic cofactor,
and a recent study demonstrated that the protein fold is directly correlated to the
pyranopterin conformation (Rothery et al. 2012).

Many members of the DMSO reductase family have also been categorized
under another classification system described as the complex iron-sulfur molyb-
doenzyme (CISM) family (Rothery et al. 2008). CISM family members have
similar architecture with one final goal—to provide a modular relay for electron
transfer during respiration. The archetypical composition of CISM proteins include
a catalytic subunit containing a molybdo-bis(pyranopterin guanine dinucleotide)
(MobisPGD) catalytic cofactor and a [4Fe-4S] cluster (Fig. 12.1a), an electron
conduit subunit containing four [4Fe-4S] clusters, and a membrane anchor subunit
that is imbedded in the cytoplasmic membrane for connecting to the quinone pool.
This architecture is not set in stone; some enzymes do not contain all of the
archetypical subunits, and some membrane anchor subunits also contain two hemes
(note: these subunits follow an all-or-nothing rule with respect to hemes). DMSO
reductase is classified as an archetypical CISM family member that contains all
the canonical properties of a CISM protein (Fig. 12.1b and Rothery et al. 2008).
Other enzymes belonging to both the DMSO reductase molybdoenzyme and CISM
families include trimethylamine N-oxide (TMAO) reductase and nitrate reductase
A (Rothery et al. 2008). The former of the two is an atypical enzyme containing
only a catalytic and membrane anchor subunit whereas the latter is an archetypical
member.
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12.1.1 Twin-Arginine Translocase for Respiratory
Enzyme Biogenesis

The twin-arginine translocase (Tat) is known for targeting and translocation of many
extra-cytoplasmic proteins in prokaryotes. Proteins that utilize the Tat pathway
contain two major defining features—they have a consensus S/T-R-R-x-F-L-K
‘twin-arginine’ motif in their N-terminal leader/signal peptide that was originally
identified in cofactor-containing respiratory oxidoreductases (Berks 1996), and they
are fully folded prior to translocation (DeLisa et al. 2003). The discovery of the Tat
system has led to a understanding of how cofactor-containing enzymes, such as
those in the CISM family, are able to acquire their catalytic cofactors and prosthetic
groups to mature into a holoenzyme prior to translocation (Santini et al. 1998;
Weiner et al. 1998; Sargent et al. 1998). Since then, the list of Tat substrates has
expanded to include non-respiratory proteins and is described in Tullman-Ercek
et al. (2007), with the model organism Escherichia coli having at least 27 substrates.

In E. coli, the translocase itself comprises of the TatABC subunits, and its role
in protein translocation has been extensively studied. Subunit composition varies
slightly in prokaryotes, and readers are directed to the latest reviews in the literature
for a more detailed discussion on the Tat pathway in prokaryotes (Palmer and
Berks 2012; Fröbel et al. 2012; Kudva et al. 2013, for example). Figure 12.2 is a
highly generalized model of translocation by Tat but shows the overall schematic
of the process. The Tat system is also involved in quality control where it rejects
improperly folded or mis-assembled substrates (DeLisa et al. 2003; Matos et al.
2008). It has been shown that deletion of some or all of the Tat components
eliminates the ability of E. coli to grow on media containing substrates dedicated for
CISM respiration (Sambasivarao et al. 2001; Sargent et al. 1998; Ray et al. 2003),
thus linking the Tat system to CISM maturation. The role of Tat in DMSO reductase
maturation will be discussed in further detail in the sections below.

12.1.2 DMSO Reductase for Anaerobic Respiration

DMSO reductase from E. coli comprises of the DmsABC heterotrimer (Fig. 12.1b,
Bilous and Weiner 1988 and Bilous et al. 1988). DmsA is the largest subunit of
the enzyme at �86 kDa in its mature form. It is translated at 814 amino acids
with the first 45 residues forming a twin-arginine motif-containing leader peptide
that is proteolytically processed (Sambasivarao et al. 2000; Bilous et al. 1988). The
leader peptide of DmsA is essential for production of a fully active enzyme at the
cytoplasmic membrane and for anaerobic growth using DMSO as a sole electron
acceptor (Sambasivarao et al. 2000). From here on, this sequence will be referred to
as the RR-leader and further details on the importance of it for enzyme biogenesis
and maturation is discussed in sections below.
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Fig. 12.2 General model for translocation of folded polypeptides by the bacterial Twin-arginine
translocation system. Polypeptides are synthesized with a twin-arginine (RR) leader sequence and
targeted towards the cytoplasmic membrane after folding. The folded polypeptide is received by
the TatBC receptor/quality control complex at the cytoplasmic membrane, and then translocated
across the membrane through the homo-oligomeric TatA pore while the leader peptide is cleaved,
followed by release into the periplasm. Energy for translocation is provided by the proton motive
force (PMF)

DmsA coordinates the MobisPGD cofactor and one [4Fe-4S] cluster (Cammack
and Weiner 1990; Heffron et al. 2001; Tang et al. 2011). Several high resolution
crystal structures of the DmsA homologue DorA from Rhodobacter sp. have been
obtained (Schindelin et al. 1996; Schneider et al. 1996; McAlpine et al. 1998). These
structures have led to a further understanding how substrate specificity is enforced
by the size of the funnel leading towards the MobisPGD cofactor (Rothery et al.
2008; Simala-Grant and Weiner 1998). The structures help explain why DMSO
reductase is able to reduce a broad range of substrates containing sulfoxide and
pyridine N-oxide groups (Simala-Grant and Weiner 1996).

DmsB is a 23 kDa protein, serving as the electron conduit subunit. It consists
of 205 amino acids, with the last 30 residues essential for anchoring to DmsC
(Sambasivarao and Weiner 1991). It coordinates four [4Fe-4S] clusters, each of
them through four conserved Cys residues (Cammack and Weiner 1990). The [4Fe-
4S] clusters are important for transfer of electrons from menaquinol to DMSO
and alternate incorporation of [3Fe-4S] at just one site impairs anaerobic growth
on media containing DMSO (Rothery and Weiner 1991). Studies have identified
four key residues in DmsB important for electron relay from DmsC. These include
Pro80, Ser81, Cys102, and Tyr104, all of which are located at the DmsB-DmsC
interface (Cheng et al. 2005).
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DmsC is a 287 residue, 31 kDa protein with eight transmembrane helices
and both its N- and C-termini localized in the periplasm (Weiner et al. 1993;
Sambasivarao et al. 1990). Truncation studies found that the entire length of DmsC
is required for DmsAB attachment to the cytoplasmic membrane (Weiner et al.
1993), although attachment to DmsC is not required for activity or accumulation
of the DmsAB holoenzyme in the cytoplasm (Sambasivarao and Weiner 1991;
Sambasivarao et al. 2001). A previous study showed that proper DMSO reductase
activity in E. coli membranes requires menaquinone specifically (Wissenbach et al.
1990), with demethylmenaquinone being less efficient (Wissenbach et al. 1992),
and that DmsC is the subunit responsible for binding and oxidation (Geijer and
Weiner 2004; Zhao and Weiner 1998). It appears to bind at a stoichiometry of 1:1
and involves the residues His65 and Glu87 (Zhao and Weiner 1998; Geijer and
Weiner 2004), located in helices 2 and 3 that border the first periplasmic loop.
Insertion of DmsC into the cytoplasmic membrane in the absence of DmsAB is
lethal (Sambasivarao et al. 2001), explaining similar lethality issues observed in
studies overexpressing DmsC (Turner et al. 1997).

DMSO reductase homologues are also found in Rhodobacter sp. and Shewanella
oneidensis. The enzymes from these bacteria differ from the E. coli enzyme with
the most notable features being that they are soluble, consist of a heterodimer, and
the subunits contain a c-type cytochrome instead of [Fe-S] clusters [reviewed in
McCrindle et al. (2005)].

12.1.2.1 Topological Organization and Controversy

The topological organization of DMSO reductase has been a subject of contro-
versy for quite some time. Studies that suggest that the DmsAB subunits have a
cytoplasmic orientation include accessibility by proteases, immunogold labeling,
exogenous paramagnetic probes, alkaline phosphatase genetic fusion liability, and
immunodetection after cellular fractionation (Sambasivarao et al. 1990, 2001; Roth-
ery and Weiner 1993). Other immunodetection after cellular fractionation studies
implicated DmsAB to be localized in the periplasm (Stanley et al. 2002), and argue
that the cytoplasmic orientation seen previously is an artifact of overexpression and
genetic fusions. Additionally fusing the DmsA RR-leader to GFP resulted in GFP
fluorescence in the periplasm, supporting the notion that DmsA is periplasmically
localized (Ray et al. 2003).

What added more to the confusion and controversy over the orientation of DMSO
reductase was the proposed role that Tat was an alternate translocation pathway
to the Sec system, implicating that proteins transported by Tat are solely extra-
cytoplasmic. Studies showed that DMSO reductase or its activity was detected in
the cytoplasm upon deletion of various Tat subunits (Sargent et al. 1998; Weiner
et al. 1998), which led to the debate that deletion of Tat retarded its translocation to
the periplasm or that Tat also functions to target cytoplasmically attached enzymes,
depending on which ‘camp’ one was supporting. Further experiments added to the
controversy when DmsAB appeared to accumulate in the periplasm in a tatA mutant
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when DmsC was not expressed simultaneously from a plasmid, which the authors
attribute that DmsC also has a ‘stop-transfer’ function to prevent translocation of
DmsAB to the periplasm under normal conditions (Weiner et al. 1998).

12.1.2.2 Brief Overview of DMSO Reductase Expression

DMSO reductase of E. coli is expressed from the dmsABC operon (Bilous et al.
1988). Expression of the dms operon is induced under anoxic growth conditions,
and is activated by Fnr and the molybdate-responsive regulator ModE (Cotter and
Gunsalus 1989; Lamberg and Kiley 2000; McNicholas et al. 1998). Presence of
oxygen or nitrate in the growth media suppresses expression of DMSO reductase,
where it is repressed by NarXL (Bilous and Weiner 1988; Tseng et al. 1994; Cotter
and Gunsalus 1989; Bearson et al. 2002). The topic of Fnr activation by anoxia and
nitrate repression is too vast for the purpose of this review, and readers are referred
to the numerous reviews such as Kucera Unden et al. (2002) and Green et al. (2014)
for example, for more details on these subjects.

12.1.3 DMSO Reductase System-Specific Chaperone

A fourth component of DMSO reductase, a protein that is required for biogenesis
and maturation but is not part of the final enzyme, is DmsD. Previously known as
YnfI, DmsD is encoded on the paralogous DMSO reductase ynfFGHI operon, where
ynfI was renamed dmsD (Oresnik et al. 2001). DmsD was first isolated as DmsA
leader-binding protein, and is essential for anaerobic growth on media containing
DMSO (Oresnik et al. 2001). These observations led to the hypothesis that DmsD is
a system-specific chaperone for DMSO reductase maturation. Phylogenetic analyses
found DmsD to be related to system-specific chaperones of other MobisPGD-
containing oxidoreductases that include TorD for TMAO reductase and NarJ for
cytoplasmic nitrate reductase A (Turner et al. 2004; Ilbert et al. 2004). Both
are CISM enzymes related to DMSO reductase (Rothery et al. 2008). Based on
their phylogenetic, structural, and functional relationship, it was proposed that the
system-specific chaperones including DmsD be given a collective name of redox
enzyme maturation protein (REMP) (Turner et al. 2004, 2010). Further details
on DmsD in the participant network for DMSO reductase biogenesis is discussed
below.

12.2 System for Maturation into a Functional Holoenzyme

The participant network model for DMSO reductase maturation is presented in
Fig. 12.3a. In the following sections, we will walk through the steps that this network
is derived from. Expression of dmsABC follows the traditional route common for
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Fig. 12.3 Model of the maturation system pathway for DMSO reductase. (a) The cartooned
pathway shows stages derived from the interaction web that is hypothesized to occur. (1) The
nascent chain exiting the ribosome and the RR-leader interacts with DnaK, trigger factor (TF) and
elongation factor (Ef-Tu). The REMP chaperone DmsD then joins along with other chaperones
(2–4). As the protein folds the MobisPGD cofactor would be inserted through contact with MoeA,
MoeB, MogA, and MogB after [4Fe-4S] insertion (5). After DmsA is fully folded (6), the folded
four [4Fe-4S] cluster-containing DmsB interacts with DmsA (7 and 8). With DmsAB assembled
it is targeted to the Tat system (9–11) and translocated (assuming periplasmic, 12–14) to finally
dock to the membrane anchor subunit DmsC to secure a fully functional respiratory enzyme (15).
(b) Participants or factors that regulate production of a mature and functional DMSO reductase
at the various expression levels are indicated. Those known or suggested to promote or repress
maturation are shown with a (!) and ( ), respectively
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all proteins in bacteria. The expression control of the dms operon was briefly
described in a previous section but also ignores all the regulation mechanisms
involved in transcription itself. There have not been any reports of translation
control for synthesis of DmsABC in the literature to date. Following transcription
and translation, a multitude of steps is required to generate an active holoenzyme
consisting of DmsAB, followed by attachment to DmsC at the membrane. In the
sections below we discuss the various factors involved in each step of the maturation
process and postulate on the role of newly identified interactors for DMSO reductase
maturation.

12.2.1 Folding and Cofactor Insertion

The DmsAB holoenzyme is enzymatically active in the cytoplasm with respect to
its ability to bind substrate and reduce DMSO. However this activity is not coupled
to the quinone pool and does not contribute to the proton motive force until attached
to DmsC (Sambasivarao and Weiner 1991). Many steps are involved to achieve
this form, with the key being the formation of a properly folded conformation to
coordinate the MobisPGD catalytic cofactor. Participants involved in this step of
maturation are discussed below.

12.2.1.1 Chaperones

Chaperones are proteins with diverse roles but all have a common function to
assist the folding of other macromolecules. They can be considered the construction
workers and/or policemen of the cell, ensuring that macromolecules fold and
assemble into their proper productive biological form, or unfold and disassemble
those that are non-productive and/or disruptive by targeting them for proteolytic
degradation [reviewed in Rodrigo-Brenni and Hegde (2012)]. These quality control
systems exist in all kingdoms of life and are important for maintaining protein
homeostasis in the cell.

Biogenesis of DMSO reductase involves a plethora of chaperones which are
grouped in the sections below to put the entire maturation process into a better
perspective.

System-specific chaperone, DmsD. While general molecular chaperones have
been described as early as 1978 by the example of heat shock proteins (Kelley
and Schlesinger 1978), the concept of public versus private chaperones was also
described in the eukaryotic secretory pathway [reviewed in Anelli and Sitia (2008)].
Similarly, this concept is also present in prokaryotes and was described as a family
of system-specific chaperones involved in respiratory enzyme biogenesis (Turner
et al. 2004; Hatzixanthis et al. 2005; Ilbert et al. 2004). DmsD is one such chaperone.
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DmsD is essential for anaerobic growth on media containing DMSO, implicating
an essential role in DMSO reductase biogenesis (Ray et al. 2003; Oresnik et al.
2001). Since DmsD was identified as a DmsA RR-leader binding protein (Oresnik
et al. 2001), much effort has been placed to understand its role in DMSO reductase
maturation. Several studies aimed at understanding the nature of DmsA RR-leader
binding were undertaken. It is clear that DmsD binds the DmsA RR-leader at 1:1
stoichiometry (Winstone et al. 2006), and that the entire hydrophobic region in
the RR-leader is required for binding, yet the twin-arginine motif only contributes
marginally (Winstone et al. 2013). While DmsD binds the RR-leaders of DmsA,
TorA, YnfE, and YnfF, it binds the RR-leader of DmsA with higher affinity
(Chan et al. 2009), indicating specificity towards its natural biological substrate.
N-terminal display of the DmsA RR-leader is also important for the interaction to
occur (Winstone et al. 2006), with the weaker interaction towards the TorA RR-
leader of TMAO reductase detected under very select conditions (Chan et al. 2009;
Oresnik et al. 2001).

DmsD may also participate in the folding of DmsA, since it likely binds the
N-terminal RR-leader soon after it is exposed at the ribosome. Protein folding is
coordinated with cofactor incorporation, and formation of a catalytically active
holoenzyme requires MobisPGD insertion (Sambasivarao et al. 2002). Therefore,
these steps in maturation are intricately connected. Drawing from the example of
the homologous TorD chaperone, studies showed that TorD directly participates
in MobisPGD insertion into apoTorA by acting on the enzyme prior to cofactor
loading (Ilbert et al. 2003). However, activation of apoTorA in the in vitro system
was only 80 %, suggesting the participation of other unidentified factors during
in vivo maturation. This observation led Li and researchers (2010) to search for
potential unidentified factors by targeting the interaction proteome of DmsD using
a variety of in vivo and in vitro assays. A large number of targets were identified
that include general molecular chaperones, ribosomal components, and MobisPGD
cofactor biosynthesis proteins. Table 12.1 lists all the non-substrate proteins that
were identified in the DmsD proteome from several studies (Li et al. 2010; Kostecki
et al. 2010; Papish et al. 2003). These interactions implicate DmsD in the center
of the DMSO reductase maturation pathway for connecting the nascent DmsA
polypeptide to proteins that would assist in its path to become an active holoenzyme
with DmsB (Fig. 12.3).

A hypothesis connecting these proteins is proposed in Sect. 12.2.2, where DmsD
is implicated as a central hub to connect the upstream and downstream processes
of DMSO reductase maturation. But first the involvement of other participants for
maturation are discussed below.

General Molecular Chaperone, DnaK

The DnaK-DnaJ-GrpE assembly is a well-studied chaperone machine in E. coli
initially identified for their roles in heat shock induction [reviewed in Genevaux et al.
(2007)]. DnaJ and GrpE are often called co-chaperones as they function alongside
DnaK. DnaK, also known as Hsp70, has several functions including preventing
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Table 12.1 Proteins identified to interact with DmsD through various biochemical studies

Protein Class/group Reference

TatB Translocase Papish et al. (2003) and Kostecki et al. (2010)
TatC Translocase Papish et al. (2003) and Kostecki et al. (2010)
GroEL General molecular chaperone Li et al. (2010)
DnaK General molecular chaperone Li et al. (2010)
DnaJa General molecular chaperone Li et al. (2010)
GrpEa General molecular chaperone Li et al. (2010)
TufA/Ef-Tu Ribosome-associated Li et al. (2010)
Tig Ribosome-associated Li et al. (2010)
MoeA MobisPGD biosynthesis Li et al. (2010)
MoeB MobisPGD biosynthesis Li et al. (2010)
MogA MobisPGD biosynthesis Li et al. (2010)
MobB MobisPGD biosynthesis Li et al. (2010)

TufA/Ef-Tu translation elongation factor, Tig trigger factor
aThese co-chaperones work concurrently with DnaK in the DnaK-DnaJ-GrpE chaperone
assembly

aggregation of nascent polypeptides, and the refolding and disposal of damaged
polypeptides. Its ATPase activity along with assistance from DnaJ/GrpE modulates
its ability to participate in such events.

DnaK binds the RR-leader peptide of DmsA (Oresnik et al. 2001), and RR-leader
peptides of CueO, TorA, and SufI (Graubner et al. 2007; Pérez-Rodríguez et al.
2007). TorA is the catalytic subunit of TMAO reductase that is also involved in
microbial anaerobic respiration (Méjean et al. 1994), CueO is a periplasmic copper
oxidase conferring aerobic copper tolerance (Outten et al. 2001), and SufI is a
protein involved in cell division during stress conditions (Samaluru et al. 2007);
the latter two do not contain complex cofactors like DMSO or TMAO reductase.
These observations suggest that the proteins are likely seen and bound by DnaK as
they emerge from the ribosome to prevent aggregation. An interesting observation
was that the presence of DnaK in the cell was important for the accumulation and/or
membrane localization of CueO, TorA, and SufI but not DmsA (Graubner et al.
2007), suggesting that the maturation pathways are not identical.

Chemical chaperone, MobisPGD. The idea of chemical chaperones was ini-
tially proposed to describe osmolytes that influence protein folding (Tatzelt et al.
1996). Further investigations also reveal that chemical chaperones involving methy-
lamines, amino acids, sugars, and polyols can preserve enzyme activity of trypsin
under thermal and chemical stress (Levy-Sakin et al. 2014). Following this concept,
recent reports support the notion that MobisPGD is a chemical chaperone for DMSO
reductase by stabilizing the tertiary structure of DmsA for cofactor coordination
(Tang et al. 2013). This is supported by evaluation of the available structures
of CISM proteins where the polypeptide chain appears to be wrapped around
the bisPGD moiety (Rothery et al. 2012). Previous studies involving another
MobisPGD-containing CISM, TMAO reductase, showed improper localization of
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the enzyme in mutants deficient in molybdate-uptake and cofactor biosynthesis
(Santini et al. 1998). Similar results were observed for the DMSO reductases in R.
sphaeroides and R. capsulatus, where removal of molybdenum from the media or a
cofactor biosynthesis mutant inhibited proteolytic processing and accumulation of
the mature enzyme in the periplasm (Yoshida et al. 1991; Solomon et al. 1999).
Together, these observations implicate MobisPGD as a chemical chaperone for
CISM maturation as this process includes proper coordination of the catalytic
cofactor for holoenzyme formation. It should be noted that MobisPGD is not a
chaperone for targeting, as apoDmsA was properly localized and processed in a
strain carrying a mutation that cannot produce MobisPGD (Sambasivarao et al.
2002).

12.2.1.2 MobisPGD Cofactor Biosynthesis and Coordination

It is without a doubt that the MobisPGD cofactor is an essential component
for DMSO reductase activity. So crucial is the cofactor that DMSO reductase
in R. capsulatus has its own dedicated cofactor biosynthesis enzymes encoded
immediately downstream of its operon (Solomon et al. 1999). Generation of the
MobisPGD cofactor and other cofactor analogues is a long and complicated process
[reviewed in Iobbi-Nivol and Leimkühler (2012) and Mendel (2013)]. Briefly, it
begins with uptake of molybdate into cells through specific transporters, followed by
four key steps that modify molybdate and add it to the organic compounds leading
to the final active cofactor form. A process that involves up to 16 proteins. Studies
showing impairment of DMSO, TMAO, and nitrate reductase activity by targeting
cofactor biosynthesis components directly link this process to CISM maturation
(Sambasivarao et al. 2002; Palmer et al. 1996; Genest et al. 2008).

12.2.1.3 [4Fe-4S] Cluster Assembly

Both DmsA and DmsB contain [4Fe-4S] cluster(s) in their subunits for electron
relay. These cofactors are synthesized in a complex process that is also regulated in
the cell [reviewed in Roche et al. (2013)]. The general scheme starts with donation of
sulfur and iron by cysteine desulfurase and an iron donor respectively to a scaffold
protein that generates the Fe-S cluster. The Fe-S cluster is then transferred to a
carrier protein, which then delivers it to the target protein. Although there is no
support in the literature indicating which of the two Fe-S assembly systems (ISC and
SUF) are used for DmsAB, it can be presumed that the ISC system through IscA
is used since it is more common in anaerobiosis (Vinella et al. 2009). Assembly
of the [4Fe-4S] cluster in DmsA must occur prior to insertion of the MobisPGD
cofactor (Tang et al. 2011), so the entire process must be well-coordinated in order
to generate an active enzyme. Further, the four [4Fe-4S] clusters in DmsB must
assemble to generate a holo folded conformation prior to interacting with DmsA to
produce the DmsAB holoenzyme.
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12.2.2 Interaction Network of the Participants for DMSO
Reductase Maturation

Previously we suggested that the interactions identified for DmsD in Table 12.1
implicates DmsD as a central connector for all the processes required for DMSO
reductase maturation. Chaperone networking for protein targeting is a well-studied
process for polypeptides destined to the extra-cytoplasmic space (Castanié-Cornet
et al. 2013). This idea is not unfounded as such a role has been suggested for DnaK
in the E. coli chaperone network of protein biogenesis, where it was implicated to
connect upstream factors such as the ribosome and trigger factor to downstream
ones such as GroEL (Calloni et al. 2012). For example, trigger factor interacts with
the signal peptide of emerging nascent TorA and SufI at the ribosome near L23
(Jong et al. 2004). This is presumably to protect it from proteases, which is a known
function for trigger factor (Hoffmann et al. 2006). Assuming the same scenario
occurs for nascent DmsA, it is hypothesized that DmsD hovers near the ribosome
(supported by the interaction with Ef-Tu, Table 12.1). It then binds trigger factor
through a hand-off mechanism when DmsA is ready to proceed to the next step in
maturation, as part of connecting the upstream process.

DmsD interacting with GroEL and the cofactor biosynthesis proteins is an
example of the downstream connections. As a chaperone that provides a protective
cavity for newly synthesized or misfolded polypeptides to fold or refold, it is
plausible to hypothesize that DmsD having received DmsA from trigger factor,
directs it towards GroEL which then assists in the folding of DmsA. Being a
polypeptide of �90 kDa prior to processing, DmsA is clearly larger than the 60 kDa
cutoff to which the GroEL cavity can comfortably hold (Houry et al. 1999). A
mechanism for GroEL-assisted folding of large proteins involves their binding to the
open (trans) ring of GroEL-ES and folding in the bulk solution outside of the cavity
[reviewed in Marchenkov and Semisotnov (2009)]. If folding does not succeed, the
cycle then repeats after the substrate is released by ATP hydrolysis in the cis ring.
Folding of DmsA outside the cavity of GroEL would also allow for simultaneous
insertion of [4Fe-4S] and MobisPGD during folding. If the cavity of GroEL is not
large enough to support DmsA, then it is even less likely to support the entry of
the carrier proteins to come within close proximity for cofactor transfer. This also
supports the model that DmsD binds the cofactor biosynthesis proteins to connect
them to DmsA.

Additional evidence that GroEL participates in respiratory oxidoreductase mat-
uration is supported by the observations that GroEL interacts with the NapD
chaperone of the periplasmic nitrate reductase P (Butland et al. 2005), and that it
was required for hydrogenase-1 maturation (Rodrigue et al. 1996). Both enzymes
are also RR-leader containing Tat substrates. Lastly, GroEL has was implicated for
insertion of a molybdenum-iron cofactor into a nitrogenase enzyme from Azobacter
vinelandii (Ribbe and Burgess 2001), supporting the involvement of GroEL in
CISM maturation.
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12.3 Holoenzyme Assembly, Targeting, Processing,
and Membrane Attachment

The final homestretch of DMSO reductase maturation involves arrival at its perma-
nent location at the cytoplasmic membrane. Regardless of the debate surrounding
its membrane orientation, the enzyme must still be targeted and anchored to the
cytoplasmic membrane, a process that is dependent on the Tat system (Sargent
et al. 1998; Sambasivarao et al. 2001). The individual steps that arrive at this final
assembled form of DMSO reductase is discussed below. It should be noted that some
of these steps are still poorly understood due to lack of research in those areas.

12.3.1 DmsAB Holoenzyme Assembly

Assembly of the DmsAB catalytically active holoenzyme is one question that
remains to be investigated. It is however, suggested that RR-leader bearing oxidore-
ductases with more than one subunit is targeted to the translocase via a ‘piggy-back’
mechanism, since all identified multi-subunit oxidoreductases contain a RR-leader
in only one of the subunits (Wu et al. 2000). Evidence that DmsAB follows the same
mechanism for targeting to the cytoplasmic membrane remains elusive, however, it
is assumed this is the case for all CISM enzymes until further research is provided.

12.3.2 Targeting to the Translocase

It is well-accepted that system-specific REMP chaperones, including DmsD, are
involved in targeting their oxidreductase substrates to the Tat complex. Evidence
that support this include the impaired anaerobic growth of dmsD or various tat
mutants on media containing DMSO (Sambasivarao et al. 2001; Sargent et al.
1998; Ray et al. 2003; Oresnik et al. 2001; Papish et al. 2003). Further, DmsD
interacts with the cytoplasmic membrane only under anaerobic growth conditions,
an interaction that only occurs in the presence of TatB or TatC (Papish et al. 2003).
It was later confirmed that the interaction is directly between DmsD and TatB
or TatC using two independent in vivo interaction assays (Kostecki et al. 2010).
While a transient tripartite interaction is too complicated to analyze by this these
assays (and probably most biochemical techniques), an interaction between DmsD,
TatB/C, and the DmsA RR-leader suggest that an intermediate complex involving
DmsA(B)/DmsD/TatB(C) is highly probable.

The event following targeting likely involves substrate handover and/or dissoci-
ation of DmsD, as it is not assembled in the final DMSO reductase complex at the
membrane. Clearly DmsA can interact with the translocase independent of DmsD,
which suggests the existence of a handover or dissociation step. This is supported
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by observations that the DmsA RR-leader fused to GFP can still be exported in a
dmsD mutant (Ray et al. 2003), and that the DmsA RR-leader interacts with TatB
and TatC in vivo (Kostecki et al. 2010).

12.3.3 Processing of DmsA RR-Leader

The DmsA RR-leader was consistently observed to be removed when isolated from
the membrane fraction (Graubner et al. 2007; Bilous et al. 1988; Sambasivarao et al.
2000), implying that it is processed in the final assembled complex. The RR-leader
has a typical signal/leader peptidase I recognition sequence at the -1 and -3 positions
relative to the cleavage site, suggesting that it is cleaved by this enzyme. However
mutation of the -1 and -3 conserved amino acids still led to processing of the DmsA
leader, leading to the conclusion that either the residue chosen for substitution had
no effect or involvement of a different type of peptidase (Sambasivarao et al. 2000).
More recent studies demonstrate that LepB, a type I leader peptidase, is required for
processing of three well-known Tat RR-leader substrates (Lüke et al. 2008). Rather
than mutating the RR-leader, deliberately repressing lepB expression prevented
processing of the RR-leaders, indicating direct involvement of LepB. While DmsA
was not included in this study, the related CISM catalytic subunit TorA was, and
until further research it is assumed that LepB is involved in processing of all Tat RR-
leaders. Processing of the RR-leader likely occurs at the translocon since the DmsA
RR-leader was not processed in strains devoid of TatB and TatC (Sambasivarao
et al. 2001).

12.3.4 Anchoring to DmsC

The last and final step for DMSO reductase assembly involves attachment to the
DmsC membrane anchor subunit. Being a typical integral membrane protein, DmsC
is likely translocated and integrated by one of the two known pathways in bacteria—
Sec- and/or YidC- mediated systems [see Kudva et al. (2013) for a most recent
review]. Having more than two transmembrane segments disqualifies DmsC from
spontaneous insertion (Engelman and Steitz 1981). And with its topology of both
the N- and C- termini in the periplasm (Weiner et al. 1993), this suggests YidC
involvement. Recent studies showed that the YidC is involved in cytoplasmic nitrate
reductase A biogenesis (Price and Driessen 2008). Being a DMSO reductase-related
CISM, this supports the notion that YidC-mediated insertion is a general mechanism
for membrane anchor subunit integration.

The direct docking of DmsAB to DmsC is likely solely through interactions with
DmsB as truncation studies show that the C-terminus of DmsB is indispensable
for anchoring to DmsC (Sambasivarao and Weiner 1991). Much effort has been
directed at understanding mechanism of electron transfer between the subunits for
respiration (Rothery et al. 2008), but how the final complex is assembled remains to
be investigated.
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12.4 Summary and Conclusion

Biogenesis of DMSO reductase is a complicated labyrinth involving many partic-
ipants. Understanding of this process has come a long way since its identification.
Although studies have branched off into various areas that have led to significant and
sometimes unexpected discoveries, these findings contribute to the final biogenesis
process as a whole. Based on the findings discussed in this chapter, we have built an
expanded model for DMSO reductase biogenesis shown in Fig. 12.3a. Steps 1–7 of
this model follow the scheme of enzyme maturation involving folding and cofactor
insertion as discussed in Sect. 12.2. Step 8 depicts the poorly understood holoen-
zyme assembly step briefly described in Sect. 12.3.1. Lastly, steps 9–15 depicts
the targeting, translocation (assuming it is periplasmic localized), and membrane
anchoring process described in the remainder of Sect. 12.3. The participants for
maturation can also be divided into those that promote or repress maturation to
generate the final systems biology model shown in Fig. 12.3b, highlighting the
complexity of biogenesis.

Lastly, the model of DMSO reductase biogenesis depicted in Fig. 12.3 is by no
means complete. It is clear from the discussion of this chapter that much research
is still required for the full understanding of each individual step. This requires a
concerted effort from many excellent research groups in the world, but given the
significant knowledge advancement that has occurred since the late 1980s the future
outlook of this research is encouraging.
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Chapter 13
Microbial Proteome Profiling and Systems
Biology: Applications to Mycobacterium
tuberculosis

Olga T. Schubert and Ruedi Aebersold

Abstract Each year, 1.3 million people die from tuberculosis, an infectious disease
caused by Mycobacterium tuberculosis. Systems biology-based strategies might
significantly contribute to the knowledge-guided development of more effective vac-
cines and drugs to prevent and cure infectious diseases. To build models simulating
the behaviour of a system in response to internal or external stimuli and to identify
potential targets for therapeutic intervention, systems biology approaches require
the acquisition of quantitative molecular profiles on many perturbed states. Here
we review the current state of proteomic analyses in Mycobacterium tuberculosis
and discuss the potential of recently emerging targeting mass spectrometry-based
techniques which enable fast, sensitive and accurate protein measurements.

Keywords Systems biology • Mycobacterium tuberculosis • Proteomics •
Proteome mapping • Mass spectrometry • SWATH-MS • Selected reaction
monitoring (SRM)

Prokaryotic systems biology seeks an understanding of how the constituents of
molecular networks function together and how they give rise to a microbe’s
phenotype. Nowadays, the sequence of a prokaryotic genome can be obtained within
a few hours. However, even though the genome encodes directly or indirectly all
other biomolecules of a cell, such as mRNAs, proteins, and metabolites, neither
the subset of genes expressed on mRNA or protein level at a particular cellular
state nor the dynamic change of these profiles during state changes are presently
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predictable from the genomic sequence alone. Investigating the structure, function
and regulation of such molecular systems requires techniques to measure all its
components at different states in a quantitatively accurate and reproducible fashion.
Such measurements have become routine on mRNA level, but, due to technical
limitations, on protein level they still lag behind in sensitivity, coverage and
consistency.

Here we will discuss the current state of knowledge and recent technological
advances in prokaryotic proteomics on the example of Mycobacteria. Due to their
high clinical importance, the best-known mycobacterial strains are the human
pathogens Mycobacterium tuberculosis, Mycobacterium leprae and Mycobacterium
ulcerans. M. tuberculosis, the causative agent of tuberculosis, alone infects about
one third of the world’s population and caused 1.3 million deaths in 2012 (World
Health Organization 2013). Currently, 120 mycobacterial species are recognised.
Most of these have been isolated from clinical specimens and were also associated
with pathogenicity in humans or animals (Tortoli 2006). Here we will focus on
M. tuberculosis, because it is the best-studied mycobacterial strain, and notably,
from the proteomic point of view, even one of the best characterised prokaryotes in
general.

In the following pages, we discuss the topic of proteome mapping and its impor-
tance towards the goal of measuring the proteome of M. tuberculosis at different
states (both, originating from in vitro cultures or clinical samples) fast and with high
sensitivity, accuracy and reproducibility. We will (1) introduce microbial proteomics
and review the current state of MS-based proteome mapping in mycobacteria, (2)
discuss improved genome annotation by proteogenomics, the state of functional
annotation of mycobacterial proteins, and provide an overview of key databases
for protein-based research, (3) review the mapping of subcellular localisation,
post-translational modifications, protein interactions, and the immunoproteome, (4)
show how proteomics has been applied to understand proteomic differences of
mycobacterial strains as well as their protein-level adaptation to stress conditions
and during infection, and (5) conclude the chapter with an outlook on the future role
of proteomic profiling in basic, systems biological and applied clinical research on
mycobacteria.

13.1 Introduction to Microbial Proteomics

The first complete genome sequence of M. tuberculosis became available in 1998
(Cole et al. 1998). Few years after, the genome sequences of other mycobacteria
followed (Cole et al. 2001; Fleischmann et al. 2002; Garnier et al. 2003; Li et al.
2005; Stinear et al. 2007; Brosch et al. 2007; Stinear et al. 2008; Ripoll et al. 2009)
and today more than hundred mycobacterial genomes are published. The genomic
variability of clinical isolates of the M. tuberculosis complex, a group of closely
related mycobacteria causing tuberculosis in humans and various animal species,
has been studied in much detail (Gagneux et al. 2006; Hershberg et al. 2008; Comas
and Gagneux 2009; Comas et al. 2011). However, it remains to be elucidated to
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which extent the genotypic diversity among these strains influence phenotypic traits,
such as virulence and drug-resistance.

mRNAs provide a direct readout for gene expression. Thanks to techniques
for the amplification of nucleic acid sequences, mRNA measurements, earlier by
microarrays, and more currently by RNA-sequencing, can reach high sensitivity
and complete coverage. However, over the past years numerous studies have shown
that, generally, mRNA levels correlate poorly with protein levels and that dynamic
changes in transcript and protein levels also significantly diverge (Gygi et al. 1999;
de Godoy et al. 2008; De Sousa Abreu et al. 2009; Maier et al. 2011; Marguerat
et al. 2012; Cortes et al. 2013). These modest correlations highlight that mRNA
abundances are only a rough proxy for protein levels and that they cannot reliably
predict protein abundances. Furthermore, neither genomics nor transcriptomics can
capture effects of post-translational processes, such as phosphorylation, protein-
protein interactions or protein stability. To measure protein abundances and protein
modifications directly can therefore be important, as proteins are the most critical
class of biomolecules in the cell constituting essential structural components,
controlling gene expression as transcription factors, catalysing various reactions as
enzymes, and transducing signals in response to various stimuli.

Traditionally, protein measurements were based on specific affinity reagents,
such as antibodies, which allow protein detection by Western blot or ELISA, or
directly in intact cells and tissues by immunocytochemistry and immunohisto-
chemistry, respectively. On a proteome-wide scale, mass spectrometry (MS)-based
techniques are most powerful. Proteome coverage achievable with MS-based
proteomic techniques has greatly increased over the past years. Early studies using
two-dimensional gel electrophoresis (2D-GE) for protein separation identified and
quantified below 100 proteins in a mycobacterial sample. With the advent of liquid
chromatography-coupled tandem MS (LC-MS/MS), 100s to 1000s of proteins can
be identified and quantified in a single MS injection. These bottom-up proteomic
techniques have in common that proteins are first proteolytically digested into
peptides, which are then separated by liquid chromatography, ionised and injected
into the mass spectrometer. The variety of implementations on the MS-level can
be roughly divided into two groups: (1) discovery proteomic techniques (e.g.
shotgun proteomics), typically aimed at maximal numbers of protein identifications
and (2) targeting proteomics techniques (e.g. selected reaction monitoring, SRM),
typically aimed at monitoring a smaller, pre-defined subset of proteins with highest
possible sensitivity, quantitative accuracy, reproducibility, and throughput across a
large number of samples. Novel MS-based proteomic methods (e.g. SWATH-MS)
combine untargeted, data-independent acquisition with targeted data extraction,
thereby alleviating limitations of either the discovery or SRM method (Gillet
et al. 2012). Importantly, both SRM and SWATH-MS, require prior knowledge to
specifically target the proteins of interest. The different MS modes of the most
commonly used proteomic techniques are summarised in Fig. 13.1 (Leitner and
Aebersold 2013).

Each of the above-mentioned proteomic techniques has its advantages: Shotgun
proteomics is optimally suited to discover large numbers of proteins but, due to
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Fig. 13.1 Most commonly used mass spectrometric techniques. In a typical bottom-up proteomic
approach, extracted proteins are first digested into peptides using a specific proteolytic enzyme,
such as trypsin. The resulting peptides are then separated by liquid chromatography and ionised by
electrospray ionisation before entering the mass spectrometer. In simple terms, a mass spectrometer
determines the mass-to-charge ratio (m/z) of ions and counts them. The m/z of a peptide ion is,
however, usually not sufficient for its identification. To infer its sequence the peptide ions are thus
fragmented into smaller parts, whose m/z is also recorded by the same or a second mass analyser;
this two-step approach is referred to as tandem mass spectrometry (MS/MS). MS/MS methods have
been implemented in different flavours: (a) Shotgun MS/Data-dependent acquisition (DDA).
Peptide ions are recorded in a survey MS spectrum from which the most intense peptide ion is
selected for fragmentation. The resulting fragment ions are recorded in a characteristic MS/MS
spectrum which can then be matched to the corresponding peptide sequence. (b) Targeted data
acquisition, e.g. Selected Reaction Monitoring (SRM). The mass spectrometer, typically a triple
quadrupole mass spectrometer, selects a specific peptide ion for fragmentation and then filters
for a pre-determined fragment ion. The optimal peptide-fragment ion pairs (transitions) for each
peptide have to be determined a priori and stored in an SRM assay library. Typically, several
transitions are being measured per peptide over time, resulting in a specific, quantitative peak
group for each peptide. In a standard SRM experiment, the mass spectrometer cycles through tens
to several hundred transitions. (c) Data-independent acquisition (DIA), e.g. SWATH-MS. The
mass spectrometer, typically a new generation quadrupole-time-of-flight/TripleTOF instrument,
recursively cycles through a large m/z range (400–1200 m/z) and co-fragments all peptide ions in
bins of 25 m/z. The resulting fragment ions are recorded in a composite MS/MS spectrum. MS
intensities are then extracted from these highly multiplexed MS/MS spectra in a targeted manner
using the MS coordinates of the peptides of interest, which were determined a priori and stored in
a SWATH assay library. The resulting data resembles the data of targeted data acquisition
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irreproducible precursor selection and undersampling, especially in the case of
lower abundant proteins, it is less suited for quantification across large sample sets
(Domon and Aebersold 2010). SRM excels at consistent and accurate quantification
over large sample sets with coefficients of variation (CV) below 15 % and offers
the largest dynamic range of all MS techniques available today (Picotti et al. 2009).
However, SRM measurements are limited to a few dozens of target proteins per
sample injection. In contrast, SWATH-MS analyses are not limited in the number of
target proteins, as long as they are present in the assay library. In terms of CVs
SWATH-MS performs similarly to SRM and offers a dynamic range of at least
three orders of magnitude which is close to the abundance range of a prokaryotic
proteome, making it a very promising technology for complete and high-quality
microbial proteome measurements (Gillet et al. 2012; Liu et al. 2013b).

13.2 Proteome Mapping: Determining the MS Coordinates
of a Protein

Maps of any kind typically record the spatial distribution of objects and capture
associations or links between them. It would usually take an initial effort to create
a map, but once established, the map helps to find places or retrieve particular
information in a targeted manner and thus much faster and more reliably than
through pure discovery without the benefit of a map. Life sciences have been
revolutionised by the possibility to compile a complete genome map of an organism
by sequencing its entire DNA content. The availability of such genome maps
fuelled the development of technologies to measure gene expression, for instance
microarrays or RNA-sequencing to quantify mRNA abundances. Also the field of
proteomics is strongly dependent on high-quality genome maps, because almost all
proteomic strategies rely on a database of all possible protein sequences encoded
by a genome (Fig. 13.2). Proteome maps, however, have so far not yet been
fully exploited in MS-based proteomics (Ahrens et al. 2010). On the contrary,
most proteomic studies perpetually re-discover the proteome and are ignorant to
information that has been collected previously. Targeting proteomic strategies, such
as SRM and SWATH-MS, have succeeded in leveraging the use of prior knowledge
in a proteome map to quantify proteins with higher sensitivity, quantitative accuracy
and reproducibility at high throughput (Fig. 13.2). For targeted MS-based analysis,
a protein assay consists of a set of MS coordinates uniquely describing the protein
of interest in the proteome map. The complete set of coordinates describes (1) which
peptides of a protein are most representative, i.e. unique and well detectable, (2) the
elution time of these peptides from the LC, (3) their pre-dominant charge state, (4)
the manner they fragment during collision induced dissociation, thus indicating the
most abundant fragment ions formed and their relative intensity.

The MS coordinates of a protein are determined in proteome mapping exper-
iments, which are usually performed using discovery proteomics. To increase
proteome coverage in these mapping experiments, the complexity of the samples
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Fig. 13.2 Proteome maps are the basis for high-quality targeted proteomic studies. The genome
of M. tuberculosis encodes for roughly 4000 genes. The annotated genome sequence defines the
space of all possible transcripts and proteins. By discovery proteomics the expressed proteome
of a cell can be mapped out and different approaches enable the mapping of potential protein
localisations, interactions and post-translational modifications. These proteome maps provide a
protein-level inventory of the cell and are aimed at maximal coverage. In contrast, targeting
proteomic approaches typically focus on subsets of proteins to be profiled dynamically over a large
number of differentially perturbed states fast and reproducibly. To specifically target the proteins of
interest, targeting proteomic techniques require prior knowledge in form of MS coordinates/assays
contained in a proteome map

can be reduced by fractionation before MS analysis, for instance on protein level
by SDS-PAGE, or on peptide level by isoelectric focussing of peptides using off-
gel electrophoresis (Heller et al. 2005). The most recent mapping experiments in
mycobacteria all cover more than 3000 proteins corresponding to over 75 % of all
annotated proteins and have shown that the protein abundances span at least four
orders of magnitude (Kelkar et al. 2011; Zheng et al. 2012; Schubert et al. 2013).
Using synthetic peptides, the remaining fraction of the proteome was mapped as
well, thereby reaching a proteome coverage of 97 % (Schubert et al. 2013). Once a
microbial proteome is mapped out, fractionation is typically not required anymore as
targeting proteomic techniques, such as SRM or SWATH-MS, are capable to cover
the full dynamic range of protein expression in microbial cells in a single analysis
(Picotti et al. 2009; Gillet et al. 2012).
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13.2.1 Proteogenomics Improves Genome Annotation

Most MS-based proteomic techniques rely on a correctly annotated protein sequence
database. For mycobacteria, comparisons of genome annotation efforts have how-
ever revealed that genome annotation is incomplete and erroneous (de Souza
et al. 2008; de Souza et al. 2009). High-coverage proteomic datasets can help
refining genome annotation by providing experimental evidence for genes not
previously annotated or wrongly assigned translational start sites, but also by simply
corroborating existing open reading frames. This strategy is called proteogenomics
and is based on the full translation of the genome in all six reading frames, resulting
in a very large amino acid sequence database. The fragment ion spectra of extensive
shotgun experiments are then searched against this database and may provide
evidence to correct for missing or erroneous gene annotation (Armengaud 2009;
Renuse et al. 2011). Over the past few years, several large proteogenomic analyses
of M. tuberculosis have each reported between 20 and 40 so far not annotated
proteins highlighting the shortcomings of current genome annotations (de Souza
et al. 2008; de Souza et al. 2011; Kelkar et al. 2011; Schubert et al. 2013).

13.2.2 Functional Annotation of Mycobacterial Proteins

To draw conclusions from proteome measurements, proteins need to be functionally
annotated. For M. tuberculosis H37Rv 3924 protein-coding genes were originally
annotated, but to less than two thirds of these an explicit or putative function could
be assigned (Cole et al. 1998). The field still mostly uses the 10 functional classes
defined in the original publication (Cole et al. 1998) and protein functions according
to this system are being updated in the TubercuList database (Lew et al. 2013). The
current annotation of M. tuberculosis H37Rv in TubercuList (R27) contains 4018
protein-coding genes of which 26 % belong to the classes “conserved hypothetical”
and “unknown” functions. Recent efforts reduced this number to below 12 % based
on orthology, integrated genomic context analysis, and literature mining (Doerks
et al. 2012). An alternative functional annotation system for M. tuberculosis has
been provided by Sanger (http://www.sanger.ac.uk/), but has not been updated
since 2010. The Sanger system consists of 6 main classes that further split into 29
subclasses; 40 % of the M. tuberculosis proteins belong to the classes “conserved
hypothetical” and “unknown”. The most generic and species-independent functional
annotation scheme was initiated by the Gene Ontology (GO) consortium with
the aim of standardising the representation of gene and gene product attributes
across species and databases (Ashburner et al. 2000). In the UniProt-GOA database,
currently (as of February 2014) over 75 % of all M. tuberculosis proteins are
annotated with at least one GO term (UniProt Consortium 2014). The GO annotation
coverage for other mycobacterial proteomes is also relatively high with 60–70 %.
Proteins with known function can be visualised on a metabolic or pathway map

http://www.sanger.ac.uk/


242 O.T. Schubert and R. Aebersold

Fig. 13.3 Visualisation of large-scale data on a pathway map. Absolute protein concentrations of
M. tuberculosis have been mapped using iTuby (http://pathways.embl.de/iTuby). Reprinted from
(Schubert et al. 2013) with permission from Elsevier

to enable intuitive understanding of large-scale information; a web-based, M.
tuberculosis-specific visualisation tool has been recently developed and is called
iTuby (http://pathways.embl.de/iTuby) (Fig. 13.3).

13.2.3 Databases Providing Protein-Level Information
for Mycobacteria

Databases to collect and organise information and to allow its fast and easy
retrieval through web interfaces have become indispensable in today’s research.
The most comprehensive database to retrieve protein sequence information and
functional annotation of proteins in general is UniProt (www.UniProt.org) (UniProt
Consortium 2014). UniProt integrates, interprets and standardises data from the
literature and various resources and along with the protein sequence provides func-
tional annotation, subcellular localisation and a large number of cross-references
to external resources. Because of its importance, the proteome of M. tuberculosis
belongs to the 600 reference proteomes within UniProt, with over 2000 manually
curated (“reviewed”) proteins.

TubercuList (TubercuList.epfl.ch) is a database for the genome sequence anno-
tation of M. tuberculosis H37Rv (Lew et al. 2013). TubercuList provides gene
and protein sequences, functional annotation, subcellular localisation, and cross-
references similarly to UniProt through a fast and easy to use web interface.
TubercuList is more tailored to M. tuberculosis research than UniProt and is

http://pathways.embl.de/iTuby
http://pathways.embl.de/iTuby
www.UniProt.org
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therefore more straightforward to use if a researcher is interested in M. tuberculosis
H37Rv only. Its greatest strength lies in the fact that it has been subject to continuous
manual curation since its inception in 1998.

Another important database for tuberculosis research is the Tuberculosis
Database (TBDB, www.tbdb.org), which contains detailed structural and functional
annotation of all genes of M. tuberculosis (Reddy et al. 2009). The focus of TBDB
is on genomic data, as well as microarray and RT-PCR data, but it is nevertheless a
useful resource to proteomic researchers.

To browse and disseminate MS-based proteomic data for M. tuberculosis, the
following databases are available: The M. tuberculosis build in the PeptideAtlas
(www.PeptideAtlas.org) database (Deutsch 2010) covers over 3370 proteins identi-
fied from data of several large shotgun MS studies on M. tuberculosis (Kelkar et al.
2011; Albrethsen et al. 2013; Schubert et al. 2013; Galagan et al. 2013). Through
a web interface, PeptideAtlas offers interactive browsing of all peptide and protein
identifications, as well as the corresponding fragment ion spectra. The SRMAtlas
(www.SRMAtlas.org) database (Picotti et al. 2008) provides downloadable high-
quality SRM assays, which had been generated from synthetic peptides, for 97 %
of all annotated protein coding genes of M. tuberculosis (Schubert et al. 2013).
These SRM assays were tested for the detection of proteins in unfractionated
mycobacterial lysates by SRM and the assays of 2884 proteins could thus be
validated. The SRM traces and statistical scores of the validation measurements
can be viewed in the PASSEL (www.PeptideAtlas.org/passel) database (Farrah et al.
2012; Schubert et al. 2013). The SWATHAtlas (www.SWATHAtlas.org) database
provides for all annotated M. tuberculosis proteins assays to support proteome-wide
SWATH-MS analysis (Schubert et al. 2015).

13.2.4 Proteome-Wide Mapping of Subcellular Localisations

In microbes, and in particular in pathogenic microbes, secreted proteins and proteins
of the cell envelope (i.e. cell membrane and/or cell wall) have caught attention due
to their potential role as antigens, drug targets, biomarkers, and in mediating host-
pathogen interactions. In mycobacteria, the assignment of subcellular localisations
of proteins has therefore been of great interest for many years. Several early studies
compared the secretome of M. tuberculosis and the non-pathogenic vaccine strain
M. bovis BCG and identified, among others, the major secreted virulence factors
ESAT-6 and CFP-10 (Mattow et al. 2001; Mattow et al. 2003). Bell and co-
workers provide a comprehensive overview of mycobacterial proteomic studies on
subcellular localisations and in general over the past 15 years (Bell et al. 2012). In
M. tuberculosis, using different extraction, fractionation, and enrichment protocols
the proteome of the cell wall, membrane, cytosol, and culture filtrate could be
determined, in total covering over 1000 proteins (Bell et al. 2012). Latest studies
report the identification and quantification of 1176 secreted proteins in culture
filtrates of exponentially growing and nutrient starved M. tuberculosis cultures

www.tbdb.org
www.PeptideAtlas.org
www.SRMAtlas.org
www.PeptideAtlas.org/passel
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(Albrethsen et al. 2013) and 2203 membrane-associated proteins in exponentially
growing M. tuberculosis and M. bovis BCG (Gunawardena et al. 2013). Overall,
these studies provide a comprehensive catalogue of subcellular localisations for
many mycobacterial proteins. The dynamic re-localisation of proteins in response
to different stimuli and in clinical isolates however warrants further investigation.

13.2.5 Proteome-Wide Mapping of Post-Translational
Modifications

Much of the diversity of protein functions not only in eukaryotes but also in prokary-
otes, can be attributed to post-translational modifications, altering for instance
enzyme activity and protein complex formation (Cain et al. 2014). To study post-
translationally modified proteins, enrichment protocols are often applied prior to MS
analysis to increase sensitivity by enriching for the usually sub-stoichiometrically
modified proteins or peptides. Proteome maps of post-translationally modified
proteins in mycobacteria are currently scarce. A remarkable study by Prisic and col-
leagues reports 516 Serine/Threonine phosphorylation sites in 301 phosphorylated
proteins over a large number of different stress conditions (Prisic et al. 2010). The
phosphorylation state of the 11 two-component systems in M. tuberculosis has so far
not been amenable to proteomic analysis due to the acid-labile nature of Histidine
and Aspartate phosphorylations. Glycosylation, more specifically O-mannosylation
has been shown to attenuate pathogenicity of M. tuberculosis in mice (Liu et al.
2013a) and proteomic approaches reported over 40 O-glycosylated proteins in the
culture supernatant of M. tuberculosis (González-Zamorano et al. 2009; Smith et al.
2014). Pupylation is a recently discovered post-translational modification of lysine
residues with Pup, the prokaryotic ubiquitin-like protein. Since its discovery in 2008
(Pearce et al. 2008), several groups used mycobacterial cells expressing a tagged-
version of pup to affinity purify and identify potential pupylation targets, collectively
called the pupylome (Festa et al. 2010; Watrous et al. 2010; Poulsen et al. 2010).
To date, in M. tuberculosis 602 proteins have been associated with Pup, but only for
55 the pupylation site has been experimentally confirmed (Tung 2012). Other post-
translational modifications such as lipidation, methylation and acetylation have yet
to be investigated systematically in mycobacteria.

13.2.6 Connecting the Nodes in the Proteome Map: Protein
Complexes and Protein Interactions

Most cellular functions and phenotypes are not regulated by individual molecules,
but arise from interactions among many molecular components of the cell. Several
experimental approaches, such as co-immunoprecipitation as well as yeast two- or
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three-hybrid and similar systems have been used to study protein interactions
in mycobacteria on small scale (Steyn et al. 2003; Veyron-Churlet et al. 2004;
Singh et al. 2006; O’Hare et al. 2008; Tharad et al. 2011; Parikh et al. 2013).
To study protein complexes and protein-protein interactions on a larger scale, the
method of choice is affinity purification coupled to MS analysis (Gingras et al.
2007). However, affinity purification approaches require genetic manipulation of
the cells to introduce an affinity tag in the bait protein. This is a particularly time-
consuming and demanding undertaking in the slow-growing and difficult-to-handle
mycobacteria. An alternative technique to query the protein complexome of a cell,
overcoming these challenges, is MS-based protein correlation profiling. Therefore,
soluble protein complexes are fractionated, e.g. by size-exclusion chromatography,
and subsequently, proteins in each fraction are quantified by MS and assigned to
complexes based on the correlation of their fractionation profiles (Ranish et al.
2003; Havugimana et al. 2012; Kristensen et al. 2012). Challenging as they are,
both these techniques have so far not been applied to experimentally study protein
interactions and complexes in mycobacteria and global protein interaction networks
remain limited to computational predictions (Raman and Chandra 2008; Cui et al.
2009; Wang et al. 2010; Liu et al. 2012; Vashisht et al. 2012).

13.2.7 Mapping the Mycobacterial Immunoproteome

The immunoproteome of an organism is its antigenic repertoire as recognised by the
human immune system. Antigens are used in vaccines to trigger a specific immune
response and it is therefore of high clinical interest to map out the M. tuberculosis
immunoproteome (Kunnath-Velayudhan and Porcelli 2013). To interrogate the
entire M. tuberculosis proteome for antigens, two approaches have been applied.
One was based on a library of peptides predicted to bind with high affinity to
commonly expressed MHC class II alleles; this library was then used to screen for
CD4C T cell responses (Lindestam Arlehamn et al. 2013). The other approach is
based on purified proteins or protein microarrays covering almost all annotated M.
tuberculosis proteins to test patient serum antibody responses as a surrogate for
CD4C T cell responses (Li et al. 2010; Kunnath-Velayudhan et al. 2012). From the
results of these screens it becomes apparent that immune responses target a small
sub-proteome, which is enriched for membrane-associated and secreted proteins,
and that members of the PE/PPE and ESX protein families are dominant in the
immunoproteome.
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13.3 Proteomic Profiling: Studying Responses to Genetic
and Environmental Stimuli

13.3.1 Comparative Proteomics of Mycobacterial Strains

To find novel protective antigens, early studies compared the proteomes or sub-
proteomes of different mycobacterial strains by 2D-GE (Jungblut et al. 1999; Betts
et al. 2000; Mattow et al. 2001; Mattow et al. 2003; Schmidt et al. 2004; Pheiffer
et al. 2005). More recently, De Souza and colleagues used untargeted LC-MS/MS
to compare the proteomes of hypo- and hypervirulent M. tuberculosis Beijing
strains and found about 50 proteins over-represented in either strain (de Souza
et al. 2010). Other studies compared membrane associated proteins between the
virulent M. tuberculosis strain H37Rv and its avirulent counterpart H37Ra or the M.
bovis BCG and reported dozens to few hundreds of proteins that are of significant
differential abundance (Målen et al. 2011; Gunawardena et al. 2013). These studies
indicate that genomic variation of mycobacterial strains indeed manifests on the
proteome level and comparative proteomic studies may thus help to understand
differences in phenotypic properties, such as virulence. However, more extensive
comparisons, both on transcriptome-level, such as the one by Rose and colleagues
(Rose et al. 2013), as well as on proteome-level, will be required to elucidate how
genetic variability between mycobacterial isolates is translated into their distinct
phenotypes.

13.3.2 Proteomics of Stress Responses in M. tuberculosis

To study proteomic adaptation of M. tuberculosis during infection and persistence
in the human host, various in vitro culture models have been used, mimicking con-
ditions thought to play a role during infection of macrophages or within tuberculous
granuloma. In the face of an active host immune response, a subpopulation of the
bacilli is thought to enter a metabolically highly reduced state called dormancy
where they replicate rarely, if at all (Chao and Rubin 2010). To model these latent
infections in vitro, the most commonly used stress condition is hypoxia, which has
been shown to be prevalent in tuberculous granuloma (Via et al. 2008). There are
different models of hypoxic stress, one of which is the Wayne model in which
oxygen is gradually self-depleted by growing bacteria in sealed culture vessels
(Wayne and Hayes 1996). Early proteomic studies showed the strong up-regulation
of a number of proteins, including HspX, Hrp1, DosR, Ald, GroEL-2, and Tuf, in
response to the hypoxic conditions (Cunningham and Spreadbury 1998; Boon et al.
2001; Rosenkrands et al. 2002; Starck et al. 2004). Several of the induced proteins
belong to the roughly 50 members of the DosR regulon, which are regulated by
the two component system DosS/DosT-DosR (Boon and Dick 2002; Park et al.
2003). The DosR regulon is thought to be involved in the metabolic adaptation to
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the anaerobic state, as well as survival and resuscitation from dormancy (Rustad
et al. 2009; Leistikow et al. 2010). A chemostat-adapted version of the Wayne
model analysed by ICAT, a chemical labelling-based MS approach, identified over
200 differentially expressed proteins in the two distinct phases of non-replicative
persistence induced by gradual oxygen depletion (Cho et al. 2006). The most
significantly increased functional classes were small molecule degradation and
energy metabolism along with the induction of 13 proteins of the DosR regulon.
Further cell culture models for dormancy also showing strong induction of HspX
and other members of the DosR regulon on protein level are for instance standing
cultures (Florczyk et al. 2001; Purkayastha et al. 2002; Schubert et al. 2013) or
long-term stationary phase cultures (Yuan et al. 1996).

Besides hypoxia, another frequently applied in vitro stress is starvation in
phosphate-buffered saline (Loebel et al. 1933). Using this setup increased protein
levels for HspX, Rv2557 and Rv2558 and decreased protein levels for Tig, MPT64
and MPT32 (a.k.a. apa/modD/45 kD antigen) were found (Betts et al. 2002).
A recent proteomic study investigated changes in the culture filtrate of cultures
subjected to this type of nutrient starvation and found 230 proteins to be increased
and 208 proteins to be decreased of the 1176 proteins identified in total; among
the strongly increased proteins were many members of toxin-antitoxin systems
(Albrethsen et al. 2013). Overall, these in vitro studies indicate a significant
remodelling of the M. tuberculosis proteome in response to various stresses.

13.3.3 Proteomics of M. tuberculosis Infection

In vitro cultures of bacteria are usually simple to conduct and the analysis of samples
does not suffer from interfering human proteins. A human background proteome,
such as would be present in the case of infected human cell or tissue samples,
drastically reduces selectivity and sensitivity of proteomic techniques aimed at
identifying and quantifying bacterial proteins. However, in vitro cultures obviously
fall short in mimicking all aspects of an in vivo environment and therefore the
findings derived from such cultures will eventually have to be validated in more
in vivo-like experimental setups.

Proteomic experiments of mycobacteria from infected macrophages were con-
ducted already almost 20 years ago using 2D-GE analysis, revealing between 40
and 70 differentially regulated protein spots compared to broth culture (Lee and
Horwitz 1995; McDonough et al. 2000). Later 2D-GE-based studies involved MS
analysis to identify proteins with increased expression levels in M. bovis BCG
during macrophage infection (HspX, GroEL-1, GroEL-2, Rv2623, InhA and Tuf)
(Monahan et al. 2001), and proteins unique to M. tuberculosis during macrophage
infection (Mattow et al. 2006), such as the methyl citrate pathway enzyme PrpD.

Technically even more challenging is the investigation of M. tuberculosis in
infected tissue, for instance the granulomatous tissue structures typically forming
after infection of the lung. Due to the challenges associated with the low number
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of bacteria in relation to host cells, to date, only a single study analysed the
mycobacterial proteome in infected lung tissue. Here the guinea pig model of
aerosol infection was used to examine the mycobacterial proteome during early (30
days) and chronic (90 days) stages of the disease resulting in the identification of
over 300 mycobacterial proteins at each of the two stages (Kruh et al. 2010). The
two major functional classes of proteins identified in the infected lung were cell wall
and cell processes as well as intermediate metabolism. Furthermore were PE/PPE
proteins found to be consistently expressed during infection.

Even though the studies mentioned above have provided new insight into
mycobacterial proteome reorganisation during infection, it remains challenging to
robustly and sensitively quantify mycobacterial proteins in the host environment by
discovery-based proteomics. Targeted proteomic techniques, such as SRM, together
with the corresponding M. tuberculosis-specific assays, for instance provided
through the SRMAtlas database (Schubert et al. 2013), will help to overcome some
of these challenges thanks to superior selectivity, sensitivity and dynamic range
compared to conventional untargeted proteomic techniques. They can thus provide
data on which models of bacterial physiology during infection and persistence in
the human host can be built. These models, in turn, can provide assistance in the
rational design of new preventive or curative measures for tuberculosis.

13.4 Outlook and Conclusions

Proteomics is at the transition from exploratory, discovery-driven approaches to
sophisticated, dynamic and quantitative analyses of biological systems and to
applied clinical applications. Proteomic research on a particular organism typically
starts with the discovery and cataloguing of the components of a system, i.e. with
the development of a map that would form the basis for future experiments. Once
such a comprehensive proteome map is established, the focus typically shifts from
qualitative to quantitative measurements to investigate molecular mechanisms of
cell physiology by understanding how proteins change abundance, post-translational
modification state, and interactions with other proteins in response to genetic and
environmental perturbations. In the context of systems biology, where the goal is to
mathematically describe and model a cellular process or even an entire organism, the
system’s adaptations in response to many different conditions need to be queried.
For such studies, high quality and complete datasets are a must and therefore
well-established proteome maps and corresponding tools to navigate them are
indispensable. For clinical studies, consistent and accurate proteome measurements
are of even higher importance. Clinical studies typically focus on few proteins,
but large patient cohorts and require very robust techniques to ensure the required
reproducibility at high throughput, for instance in the field of biomarker research.
For mycobacteria, in particular M. tuberculosis, the proteome in its various facets
has been mapped already relatively well, allowing us to transit from exploratory
proteome mapping to querying the systems of interest.
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Chapter 14
Structural Aspects of Bacterial Outer
Membrane Protein Assembly

Charles Calmettes, Andrew Judd, and Trevor F. Moraes

Abstract The outer membrane of Gram-negative bacteria is predominantly pop-
ulated by “-Barrel proteins and lipid anchored proteins that serve a variety of
biological functions. The proper folding and assembly of these proteins is essential
for bacterial viability and often plays a critical role in virulence and pathogenesis.
The “-barrel assembly machinery (Bam) complex is responsible for the proper
assembly of “-barrels into the outer membrane of Gram-negative bacteria, whereas
the localization of lipoproteins (Lol) system is required for proper targeting of
lipoproteins to the outer membrane.

Keywords Outer membrane biogenesis • Bam machinery • Omp85 family • Lol
pathway • Protein trafficking

14.1 OMPs and Lipoproteins Require Translocation
Across the Inner Membrane

The proper assembly of outer membrane proteins (OMP) in Gram-negative bacteria
requires the targeting and chaperone functions of a number of cytoplasmic, inner
membrane, periplasmic and outer membrane proteins. The majority of proteins that
are destined to reside in either the periplasm or outer membrane are expressed with a
cleavable N-terminal signal peptide (SP). In Gram-negative bacteria, the SP consists
of a hydrophobic stretch of 15C amino acids sequence that is recognized by SecB.
SecB binds the peptide and prevents folding, leaving the SP exposed and directing
the nascent polypeptide chain to the inner membrane (Bechtluft et al. 2010). The
peripheral protein SecA recognizes the SP and allows for its release to the SecYEG
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translocase. SecYEG translocates the peptide across the inner membrane and into
the periplasm in an ATP-dependent manner (Kudva et al. 2013). Here a signal
peptidase cleaves the SP, releasing the protein into the periplasm. It is worth
mentioning that while the Sec pathway is the most common secretion pathway
in Gram-negative bacteria, the twin-arginine translocation (TAT) translocon is also
used to translocate folded proteins across the inner membrane (Kudva et al. 2013).
While very few proteins seem to use the TAT system to enter the periplasm, with
only 27 TAT substrates predicted in E. coli (Palmer and Berks 2012), it appears to be
important in the export of virulence factors of some Gram-negative pathogens such
as Pseudomonas aeruginosa (De Buck et al. 2008). To date, “-barrel OMPs have
not been shown to use the TAT system to access the periplasm, although some outer
membrane lipoproteins appear to do so (Palmer and Berks 2012). If the protein is
destined to remain in the periplasm, its journey would end here. However, “-barrel
OMPs and lipoproteins must undergo further steps before they can carry out their
function in the outer membrane.

14.2 Passage Across the Periplasm

Two periplasmic pathways have been reported to assist the trafficking of OMPs
from the inner membrane to the outer membrane. These pathways require the three
important chaperone SurA and Skp/DegP to respectively constitute the major and
minor OMP-transiting routes across the periplasm.

14.2.1 The Major SurA Pathway

Upon entry into the periplasm in an unfolded conformation, the lipophilic “-barrel
OMPs are prone to aggregation in this aqueous compartment and require dedicated
chaperones for proper trafficking. The OMP clients are escorted through the
periplasm by chaperone proteins to prevent any premature misfolding while they
transit to the outer membrane. As there is no ATP in periplasm, these holdase
chaperones function in an ATP-independent manner in contrast with cytoplasmic
chaperonin. Instead of directly facilitating OMPs folding, they protect the substrates
from aggregation and target them to the Bam machinery, a downstream folding
system localized in the outer membrane. In E. coli, SurA binds the amphipathic
OMP polypeptides and is described as the main OMP-carrier across the periplasm
(Hennecke et al. 2005).

SurA is composed of four different segments, two of which are peptidyl-prolyl
isomerases (PPIase) domains (Fig. 14.1). Its crystallographic structure reveals a
bi-lobed organization: the first lobe constitutes the core structural and functional
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Fig. 14.1 Structural representations of the holdase/chaperone SurA from E. coli. Panel (a)
illustrates the domains annotation of the mature SurA protein, an 45 kDa periplasmic and holdase
chaperone with peptidyl-prolyl isomerase function located within its active PPIase-II domain
colored in dark green. The OMP holdase chaperone activity resides in a functional core comprising
the N- and C- terminal domains docked onto the inactive PPIase-I domain colored in blue, red and
yellow, respectively. The full length SurA structure from the pdb entry 1M5Y is illustrated in panel
(b) in cartoon representation. The panels (c) and (d) are cartoon visualizations of a dimeric SurA
holdase core functional domain crystallized in bound conformation to an amphiphatic polypeptide
mimicking the OMP substrates (pdb entry 2PV3). Panel (c) represents a single monomer from
the SurA dimer drawn in panel (d). The structures from panels (b) and (c) are aligned on their
N-terminal domain to illustrate a possible domain rearrangement of SurA upon binding of its
substrates

module including the N- and C- terminal fragments folded onto the first PPIase
domain, while the dispensable second PPIase domain forms a satellite module
flexibly anchored to the larger core unit (Bitto and McKay 2002). In vitro, the
core functional module has demonstrated the ability to organize alternative domain
architecture in order to adapt binding to diverse OMP-mimicking polypeptides
(Xu et al. 2007). Domain deletion studies and mutant characterization illustrated
that PPIase activity is not require to sustain SurA function; consequently, SurA
chaperoning functions mostly consist of a sequestering of OMP polypeptides during
trafficking as a mechanism to both increase its solubility in the aqueous periplasm
and prevents aggregation from occurring due to its hydrophobic content (Rigel and
Silhavy 2012).
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14.2.2 The Minor Skp & DegP Pathway

14.2.2.1 The Holdase Chaperone Skp

An alternative pathway to SurA involves the Skp and DegP chaperones, which have
been identified to escort OMP clients across the periplasm as well. The Skp and
DegP chaperones function together to form a redundant system for “-barrel OMPs
that are unable to move forward on the initial SurA pathway (Sklar et al. 2007). In
E. coli, these two pathways may complement each-other with at least one of them
being required for cell viability as the surA/skp or surA/degP double knockouts have
a synthetic lethality phenotype (Rizzitello et al. 2001).

The structure of Skp, a 18 kDa protein, oligomerizes to resembles a “jellyfish”
architecture held together in a homotrimeric arrangement creating a central cavity
delimited by ’-helical tentacles protruding from a “-barrel body (Fig. 14.2) (Walton
and Sousa 2004). The Skp holdase functions specifically with OMP; it binds and
protects the hydrophobic “-barrel from aggregation within its inner-cavity, whereas
any potential periplasmic domain from its OMP substrate folds into its native
conformation outside of the cavity (Walton et al. 2009).

Fig. 14.2 Structure of the
holdase/chaperone Skp from
E. coli. The mature Skp
chaperone, a 143 residue long
protein, adopts a
homotrimeric layout
resembling a jellyfish
structure. Panel (a) illustrates
the Skp monomer while panel
(b) consists of a top and side
view of the functional
trimeric chaperone. The
monomers assemble each
other creating a central cavity
to protect unfolded OMP
substrates while trafficking
across the periplasmic
compartment
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14.2.2.2 The Holdase and Protease Chaperone DegP

DegP exhibits dual protease and general chaperone activities regulated in a
temperature-dependant fashion impacting its oligomeric equilibrium (Spiess
et al. 1999). The mature DegP segment contains a N-terminal chymotrypsin like
serine protease domain, and two C-terminal PDZ domains mediating oligomeric
arrangement of DegP trimeric units (Fig. 14.3). As a consequence, the DegP trimeric
blocks have the capability to adopt diverse quaternary structures that have specific

Fig. 14.3 Structure of the active and inactive DegP protease-chaperone complexes from E. coli.
The 47 kDa mature DegP is a 449 amino acid protein subdivided in three domains represented
in panel (a). The DegP monomer contains an endopeptidase domain (colored blue) containing the
conserved His105-Asp135-Ser210 catalytic triad regulated by the surrounding loops, and two C-
terminal PDZ domains (colored pink and yellow) important for DegP oligomerization. DegP forms
homotrimeric subunits that are partitioned into the Deg-6mer, Deg-12mer and Deg-24mer of high
molecular weight complexes. Panel (b) illustrates the DegP resting conformation resulting from
the dimerization of two trimer subunits facing each other on their degradative sites. The trimer–
trimer interactions observed in the resting Deg-6mer induce severe obstructions and distortions
inhibiting proteolytic activity. None of the six PDZ-II domains are resolved in the crystallographic
DegP-6mer structure (pdb entry 1KY9). Panel (c); upon binding to its substrates, the hexameric
DegP particles dissociate and convert into the molecular cages Deg-12mer (4 trimer subunits)
and Deg-24mer (8 trimer subunits) cemented through diverse PDZ-PDZ interactions. DegP-12mer
(quasi-atomic model, pdb entry 4A8D) and Deg-24mer (pdb code 3CS0) are illustrated in panel
(c); they self-associate around their cognate substrates that get encapsulated. All trimer subunits
are drawn in cartoon representation and are identified using a unique color code; the DegP-12mer
encapsulated ompA substrate, colored in yellow, is in surface representation
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functions in protein quality control. In the absence of substrates, DegP adopts a
rested proteolytically inactive conformation consisting of a hexamer arrangement
that disorders the catalytic site. Upon binding of its substrates, DegP trimers
reorganize into a dodecamer (DegP12) or 24-mer (DegP24) based molecular cage
assemblies enclosing the protein substrates into large inner-cavities of 78 and 110 Å,
respectively (Krojer et al. 2008). Both the periplasmic and the outer membrane
proteins are potential DegP-encapsulated clients. The inner-cavity exhibits dual
protease and chaperone antagonistic functions in both the DegP12 and DegP24

oligomeric states. A favorite model for the DegP OMP-chaperone suggests that
the central compartment provides a protective environment to prevent OMPs from
aggregating, where it actively selects for protein clients prone to adopt native or
partially folded conformations to escape its degradative activity (Krojer et al. 2008).
Indeed, DegP endoproteolytic activity is restricted to unfolded peptides.

14.3 Uncatalyzed Versus Catalyzed Insertion
of Native OMPs

A subset of OMPs have been described to spontaneously insert and fold within
“artificial” liposome membrane. However, spontaneous events are dependent on
the phospholipid headgroups composition, such as phosphoethanolamine and phos-
phoglycerol, which have recently been reported to impose a kinetic barrier to
prevent OMPs insertion and folding (Gessmann et al. 2014). Interestingly, these
two phospholipid headgroups are enriched onto the periplasmic membrane surface
of both the inner- and outer- membrane where they inhibit random and uncontrolled
folding of native OMPs. Indeed, this kinetic retardation of spontaneous porin
insertions—that would kill the cell by disrupting the protomotive force across inner
membrane—allows the bacteria to deploy specialized mechanisms to compete again
uncatalyzed OMP partitioning. Such bacterial mechanisms consist of a sequestering
system involving SurA, Skp and DegP holdase-chaperones that prevent unfolded
OMPs from being promiscuously inserted into the inner membrane (Wu et al.
2011). These bacteria challenges against unfavorable spontaneous insertion into the
inner membrane is further supported by the establishment of a dedicated “-barrel
assembly machinery (Bam) catalyzing efficient foldase and insertase functions at
the outer membrane (Voulhoux et al. 2003).

14.4 The Bam Complex

The Carboxy-terminus of all OMPs contains a species-specific “-signal motif
responsible of its final trafficking destination to the Bam machinery, an outer
membrane complex consisting of OMP chaperone/foldase and insertase function
(Robert et al. 2006). In E. coli, the Bam complex consists of five proteins
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Fig. 14.4 Bam complex protein–protein mapping interactions in E. coli. (a, b, c, d and e) illustrate
the crystal structures of BamB (pdb code 3Q7M), BamA (pdb code 4K3B), BamCD complex (pdb
code 3TGO), the BamC C-carboxy-terminal domain (pdb code 2HY5) and the BamE dimer (pdb
code 2YH9), respectively. All proteins are labeled with black arrow while their binding partners
identified in E. coli are indicated with red line. All five periplasmic POTRA domains from bamA
are identified with their respective number; the amino terminal POTRA being POTRA-1 and the
most carboxy terminal domain POTRA-5

named BamA (88 kDa), BamB (40 kDa), BamC (34 kDa), BamD (26 kDa),
and BamE (10 kDa) (Fig. 14.4) (Ricci and Silhavy 2012), from which BamA
and BamD have been identified as the two core components essential to OMP
biogenesis. All four BamBCDE lipoproteins are anchored in the inner leaflet of the
outer membrane, however, the carboxy terminal domain of BamC is intriguingly
exposed at the cell surface through an unknown mechanism (Webb et al. 2012).
BamA is itself a “-barrel OMP thought to catalyze the final assembly of OMPs
into the outer membrane, while its four associated BamBCDE components are
lipoproteins thought to influence BamA function (Rigel et al. 2013). BamA belongs
to the Omp85 superfamily and possesses five periplasmic POTRA (polypeptide
translocation associated) domains that constitute a scaffold architecture recruiting
OMP chaperones and the other Bam components (Ricci et al. 2012). The association
consists of two subcomplexes, BamAB and BamCDE, that sequester each other
to form the functional Bam machinery. Domain interaction studies in E. coli
have shown that BamA recruits BamB through interactions with POTRA 2-3-4-
5 domains, while the POTRA 5 is required to bind the BamCDE subcomplex
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(Kim et al. 2007). The exact role of the POTRA domains is not clear but they
demonstrate an ability to associate with unfolded OMP clients and also recruit the
major OMP chaperone SurA specifically via the POTRA 1 domain (Knowles et al.
2008; Bennion et al. 2010), making the POTRA domains potential candidates for
chaperone-like functions.

14.4.1 Bam Machinery in Gram-negative Bacteria: Variation
on a Theme

Most of the Bam complex experimental characterizations reported so far have been
performed in the E. coli and N. meningitidis bacterial systems. However, phylogenic
study of the Bam components illustrates the Bam architectural diversity among
Gram-negative bacteria-with a wide discrepancy of subunit compositions and
domain arrangements. With the exceptions of BamA and BamD, which were iden-
tified in the genomes of all sequenced proteobacteria, the other lipoproteins BamB
BamC and BamE were sporadically missing from particular lineages (Webb et al.
2012); an additional subunit BamF was also discovered in the ’-proteobacterium
Caulobacter cresentus where the unrelated BamC component is missing (Anwari
et al. 2012). In addition, POTRA-deletion mutants have revealed inconsistent
dependency patterns between species, such that the POTRAs 3-4-5 were identified
as essential domains to maintain outer membrane integrity in E. coli while the BamA
ortholog from N. meningitidis remains functional with a single POTRA 5 domain
(Kim et al. 2007; Bos et al. 2007). These differences reflect various species-specific
organization and subunit arrangement around the BamA catalytic core, which is
likely to employ a conserved mechanism to insert and assist the folding of OMP
clients.

Furthermore, the Omp85 superfamily is subdivided into 10 protein subfamilies
including BamA and BamA-paralogs that may have conserved BamA-related func-
tions (Heinz and Lithgow 2014). Particular attention should be focused on TamA,
a BamA paralog that has been proposed to assist in the OMP biogenesis of the
autotransporter family. Interestingly, the TamA and BamA proteins reveal striking
structural resemblance with TamA exhibiting the same BamA key-features thought
to contribute in the insertase and chaperone/foldase catalytic function (Gruss et al.
2013). Consequently, it was recently proposed that some of these BamA paralog
subfamilies acquired in diverse bacterial taxa, such as TamA, might assist the
ubiquitous Bam machinery to assemble subsets of OMPs (Heinz and Lithgow 2014).
Nonetheless, it is worth mentioning that the role of TamA during the autotransporter
biogenesis remains debated (Sauri et al. 2009; Roman-Hernandez et al. 2014), and
such insertase and foldase functions have not been clearly demonstrated for TamA
or any of the other BamA paralogs.
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14.4.2 Protein Insertion and Folding Models

While some researchers have speculated how the Bam complex inserts OMPs
into the outer membrane, the mechanism remains a mystery. Recently, the crystal
structure of BamA has been solved in two different confirmations, which provides
insight into the potential assembly mechanism of the Bam complex (Noinaj et al.
2013). The two structures show that the inner cavity of the barrel can either be in
a closed or open conformation. Also, BamA appears to be able to open laterally
towards the inside of the membrane, possibly allowing for the insertion of OMPs
into the outer membrane. The structures also reveal an asymmetrical hydrophobic
belt along the exterior rim of the membrane embedded barrel domain, indicating that
BamA may be able to perturb the membrane at this location and could destabilize the
outer membrane, facilitating subsequent insertion or folding of OMPs (Fig. 14.5).
Interestingly, the OMP assembly pathway has been recreated in vitro by adding
an unfolded OMP to SurA and proteoliposomes containing the reconstitute Bam
complex, and the rate of membrane insertion and activity of the target OMP has
been measured (Roman-Hernandez et al. 2014; Hagan et al. 2010). Combined with
the recent structures of BamA, this in vitro assay could allow researchers to probe
the pathway in ways they previously could not, which could bring us closer to
understanding exactly how the Bam complex is performing this task.

Nonetheless, the structure of the open 16-stranded BamA barrel provides useful
insight to decipher the mechanisms driving OMP folding. Indeed, the loose
interaction observed in between unzipped strands 1 and 16 of BamA suggests it uses
a lateral opening of its barrel domain to sequentially incorporate “-strands from the
nascent OMP: the exposed strands of BamA providing a template interface for the
insertion of additional strands from the OMP clients by “-augmentation, through
which a client would finally bud off from the hydrid BamA-OMP barrel into the
bilayer membrane (Fig. 14.5). Another possible scenario has been proposed where
the OMP clients fold within the cavity of BamA prior to its release through a lateral
event; however, the volume of the inner-chamber from BamA does not fit the 8-
stranded OMP dimensions, which disfavors the latter model. The BamA structure
provided researchers with a template to designed pair-wise cysteine mutants to
challenge the lateral opening model using constitutive BamA locked mutants with
bridged strands 1 and 16: these experiments have clearly illustrated that the lateral
opening is an essential feature required for BamA functionality (Noinaj et al. 2014).

The asymmetric hydrophobic thickness along the exterior rim of BamA is also
suggested to contribute to the insertion of OMP clients. Indeed, molecular dynamic
simulations have predicted membrane disturbance around the BamA barrel junction
of the unzipped strands 1 and 16 (Noinaj et al. 2013). This membrane stress, exper-
imentally observed in BamA proteoliposomes using electron microscopy (Sinnige
et al. 2014), has been proposed to prime the membrane bilayer to synergistically
facilitate the bilayer insertion of the OMP substrates. Furthermore, it is reported
in vitro that thinner lipid interfaces are prone to facilitate OMP self-assembly
and membrane insertion by lowering the kinetic barrier to intrinsic OMP folding
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Fig. 14.5 BamA foldase and insertase models. Panel (a) illustrates the unzipped “-barrel interface
from BamA, and the hydrophobic asymmetry around the outer-rim of the barrel. The BamA
“-barrel is drawn in cartoon representation and colored in dark green. The two extremes
N-terminus and C-terminus “-strands are colored in light green, and their hydrogen bond
networking revealed in blue dotted lines. The unzipped “-strands 1 and 16 are labeled for clarity,
and the aromatic residues exposed in the lipid phase are highlighted in purple sticks. Hydrophobic
thicknesses are measured 15 and 25 Å at the two extreme asymmetry limits, with the unzipped
strand 1 and 16 corresponding to the thinner interface with the lipidic phase. Panel (b) illustrates the
membrane destabilization resulted from the bilayer adaptation to the low hydrophobic thickness of
BamA in close proximity of the “-strands 1 and 16. Thus lipid distortions would lower the kinetic
barrier to favor the self-insertion and spontaneous folding of simple OMP substrates brought in
close proximity of BamA; presence of “-signal motif and SurA–BamA interactions contribute to
traffic OMPs to their final Bam destination. Panel (c) illustrates another model consisting of the
formation of a BamA-OMP hybrid “-barrel. In this model, the “-strand 1 from BamA gates the
sequential insertion of additional strands from the OMP substrate that initially use the “-strand 16
as a template to seed the folding by “-augmentation. Each newly inserted strand will serve as a
template to nucleate folding of the following strand while they get inserted into the hybrid BamA-
OMP barrel. The new OMP would ultimately buds off from the hybrid pore to populate the outer
membrane

reaction (Kleinschmidt and Tamm 2002). One other inclusive hypothesis suggests
this membrane destabilization could be fully sufficient to promote the spontaneous
folding of simple OMP substrates that have been brought in close proximity to
BamA and the destabilized outer membrane by the SurA and Skp/DegP trafficking
pathways. This model is supported by the critical and unusually thin 15 Å
hydrophobic thickness measured at the vicinity of the BamA “-strand 1 (Fig. 14.5)
that should impose a severe bilayer bending stress on the lipid acyl-chain; indeed,
BamA minimal membrane thickness measures 9 Å compared to an average 24 Å
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hydrophobic thickness being calculated from all reported OMP structures, which
is believed to match the outer membrane lipid-phase thickness (Pogozheva et al.
2013).

14.5 Lol System for Lipoprotein Trafficking

The second major class of proteins in the outer membrane is lipoproteins. Only
90 lipoproteins are predicted to be expressed in E. coli and the function of most
of these is still unknown (Tokuda and Matsuyama 2004). However, it is known
that some lipoproteins carry out essential functions in the cell, such as BamD in
the Bam complex. They begin their road to maturation exactly the same way as
a “-barrel OMP does, with expression occurring in the cytoplasm followed by
translocation across the inner membrane through the Sec translocon (Bechtluft
et al. 2010). Some lipoproteins lack a traditional SP and are translocated into the
periplasm through the TAT pathway (Valente et al. 2007) where the signal is a
twin arginine repeat near the N-terminus of the protein, although this appears to
be rare. While the SEC translocon machinery actively transports proteins in an
unfolded manner, the Tat pathway translocates folded protein clients associated
with their cofactors as a way to allow secreted proteins to acquire periplasmic-
deprived cofactors such as molybdenum ion or metal sulfur cluster (Berks et al.
2014). The SP of lipoproteins contains a consensus sequence that targets the protein
for lipidation known as a lipobox (Leu-(Ala-Ser)-(Gly/Ala)-Cys) (Hayashi and
Wu 1990; Tokuda and Matsuyama 2004). Three enzymes are required for the
maturation of lipoproteins and they are essential for growth in E. coli (Wu and
Tokunaga 1986). Upon translocation into the periplasm, the lipobox is recognized
by phosphatidylglycerol/prolipoprotein diacylglycerol transferase (Lgt), which adds
a diacylglycerol group to the sulfur atom of the cysteine residue (Fig. 14.6).
Then the SP is removed either by signal peptidase II (SpII) followed by the
acetylation of the N-terminus of the cysteine residue by phospholipid/apolipoprotein
transacylase (Lnt). After these processing steps, the mature lipoprotein now enters
the localization of lipoprotein (Lol) pathway (Okuda and Tokuda 2011).

The Lol pathway is composed of five proteins, the inner membrane ABC trans-
porter LolCDE, the periplasmic carrier LolA and the outer membrane receptor LolB
(Okuda and Tokuda 2011). This begins by the lipoprotein either being recognized
or avoided by the LolCDE inner membrane complex. If a retention signal is present,
the lipoprotein is ignored by the Lol system and remains anchored to the inner
membrane. This is dependent on the amino acid sequence following the lipidated
cysteine and the retention signal varies between organisms (Narita and Tokuda 2007;
Yamaguchi and Inouye 1988). Lacking this signal, the lipoprotein will be bound by
LolCDE that actively transfer its client to the periplasmic carrier LolA in an ATP-
dependant manner. The LolCDE complex is divided into a cytosolic ATPase domain
LolD bound to the membrane-embedded heterodimer LolCE. The LolD ATPase
activity is coupled with the LolCE transporter subunit, which sorts lipoproteins
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Fig. 14.6 Protein biogenesis pathways of the inner membrane, periplasm and outer membrane.
Inner membrane proteins, outer membrane proteins, and lipoproteins all follow different pathways
to reach their destination of function once out the cytosol. ’-Helical inner membrane proteins
(IMPs) are moved across the inner membrane (IM) and inserted within it by the Sec translocon.
Outer membrane proteins (OMPs) are also brought into the periplasm this way but are bound
to SurA for transport to the outer membrane and to prevent aggregation along the way. Outer
membrane proteins are inserted into the outer membrane (OM) by the Bam complex. Lipoproteins
can be moved across the inner membrane by either the Tat or Sec translocons. Once in the
periplasm, three enzymes process the lipoprotein by removing its signal peptide and replacing it
with a lipid anchor. The lipoprotein is then either recognized or avoided by the LolCDE complex.
Lipoproteins that are not bound by LolCDE remain anchored to the inner membrane. The ones
that are recognized are passed over to the periplasmic carrier, LolA for transport to the outer
membrane. The outer membrane lipoprotein receptor LolB takes the lipoprotein from LolA and
inserts it into the outer membrane. Some organisms have some lipoproteins translocated to the cell
surface through an unknown mechanism

based on residues adjacent to the lipidated Cys, and transfers the lipid anchors of
its substrate into the hydrophobic cavity of LolA (Fig. 14.7). By sequestering the
hydrophobic acyl-chains from its lipoprotein client LolA is then able to traffic it to
the outer membrane. LolA transfers the lipoprotein to LolB on the inner leaflet of the
outer membrane. The structures of LolA and LolB are very similar (Fig. 14.7) but
researchers were able to locate a single 310-helix in LolA that prevents the retrograde
transfer of lipoproteins within the inner membrane, making the Lol system a one
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Fig. 14.7 LolA and LolB structures from E. coli. (a, b and c) panels represent orthogonal views
of the crystallographic structure of LolA in closed and open conformations (pdb entries 2ZPC
and 2ZPD), and the closed conformation of LolB (pdb code 1IWN), respectively. LolA and
LolB are very similar; they both enclose a hydrophobic cavity sealed by an unclosed “-barrel
and a ’-helical lid. Their main differences reside in an extra helix-strand motif at the carboxy-
terminus of LolA, and the presence of a lipid anchor at he LolB amino-terminus. The extra
helix-strand motif unique to LolA contains the 310-helix 5, that is important to lock the lipid
anchor of its substrate and subsequently prevent abortive membrane localization. Access to the
hydrophobic cavity, illustrated using an internal surface representation (colored in orange and
yellow in LolA and LolB, respectively), requires the displacement of the ’-helices 2 and 3 (plug)
that are obstructing the lipid anchor binding site within the LolA and LolB closed conformations (a
and c). Hydrophobic residues covering the lipid-binding cavities are in purple stick representation.
The N- and C- terminus are indicated with a black and red asterisk, respectively
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way pathway (Okuda et al. 2008; Takeda et al. 2003). Once the lipoprotein is bound
to LolB, the lipid anchor is inserted into the outer membrane, where the lipoprotein
can now carry out its intended function. However, the molecular details allowing the
lipid substrate to swap from LolB to the outer membrane, or the mechanisms driving
the exchange of the lipid anchors in between the Lol components remain elusive to
date. Finally, in some Gram-negative organisms including Neisseria meningitidis,
Haemophilis influenzae : : : etc, lipoproteins can be secreted or flipped to the outer
surface of the cell. The protein(s) involved in this flippase function are currently not
known but have a significant role in presenting surface lipoproteins and may behave
like type 5 secretion system proteins or two partner secretion systems.
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Chapter 15
Substrate Interaction Networks
of the Escherichia coli Chaperones: Trigger
Factor, DnaK and GroEL

Vaibhav Bhandari and Walid A. Houry

Abstract In the dense cellular environment, protein misfolding and inter-molecular
protein aggregation compete with protein folding. Chaperones associate with pro-
teins to prevent misfolding and to assist in folding to the native state. In Escherichia
coli, the chaperones trigger factor, DnaK/DnaJ/GrpE, and GroEL/ES are the major
chaperones responsible for insuring proper de novo protein folding. With multitudes
of proteins produced by the bacterium, the chaperones have to be selective for their
substrates. Yet, chaperone selectivity cannot be too specific. Recent biochemical and
high-throughput studies have provided important insights highlighting the strategies
used by chaperones in maintaining proteostasis in the cell. Here, we discuss the
substrate networks and cooperation among these protein folding chaperones.

Keywords Molecular chaperones • Trigger factor • GroEL/GroES
• DnaK/DnaJ/GrpE • Protein folding • Protein aggregation • Chaperone
interaction network

15.1 Introduction

Amongst the most renowned tenets in the study of protein folding, Anfinsen’s
thermodynamic principle states that the native conformation of a protein is achieved
to attain the structure with minimum free energy for the respective polypeptide
sequence (Anfinsen 1973). This is found to be true for many small proteins that
have been experimentally studied and which have been observed to have a funnel-
like energy landscape folding pathway to reach the lowest free energy native state
(Mayor et al. 2003; Hartl et al. 2011). Burial of hydrophobic residues in the interior
of the protein is a major driving force for the folding of soluble proteins. However,
large proteins often seem to have a ragged pathway where protein folding can
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be inefficient and error prone. Folding intermediates in this situation can fall into
kinetic traps and may expose hydrophobic residues or unstructured elements, which
lead to misfolding of the protein and/or its aggregation (Dill and Chan 1997; Ellis
2006).

Molecular chaperones are a class of proteins that function to prevent such
misfolding and aggregation that may occur in the chaotically dense medium that
is the cellular environment. Chaperones bind, stabilize, fold and remodel proteins
in healthy and stressed cells (Hartl et al. 2011). Many chaperones are present in
the cell. De novo protein folding in a model bacteria such as Escherichia coli
is mainly performed by three highly conserved chaperone systems: trigger factor
(TF), DnaK/DnaJ/GrpE (Hsp70/Hsp40/nucleotide exchange factor) system and the
GroEL/GroES (Hsp60/Hsp10) system (Horwich et al. 1993; Hesterkamp et al. 1996;
Hartl and Hayer-Hartl 2002; Mayer and Bukau 2005).

The number of proteins that require chaperone assistance in the cell, the extent
of the required assistance and the structural properties allowing for this assistance
are actively being studied by many groups. Furthermore, the chaperone interaction
networks of these different chaperones are also being investigated as this can provide
answers to many pertinent questions about protein biogenesis, post-translational
protein regulation and protein evolution.

15.2 Trigger Factor

15.2.1 Trigger Factor Structure and Substrate Recognition

Trigger factor (TF) is the only ribosome-associated bacterial chaperone (Hes-
terkamp et al. 1996). It is a 48 kDa protein that can be divided into three structural
domains: namely, the N-terminal domain (NTD), the C-terminal domain (CTD)
and the PPIase domain (Fig. 15.1a) (Ferbitz et al. 2004). The NTD and PPIase
domains are connected by an extended linker, which allows the TF to have an
elongated three-dimensional structure where the CTD is in the middle with the NTD
and PPIase domain at opposite ends (Martinez-Hackert and Hendrickson 2009).
The CTD contains helical-extensions that mimic protruding arms. CTD and PPIase
domain form a cleft-like concave binding pocket for potential substrates (Merz et al.
2006; Mashaghi et al. 2013) (Fig. 15.1a).

Within the cell, TF can be found freely in the cytosol or attached to ribosomes.
It is estimated that there is two to threefold molar excess of TF over ribosomes (Lill
et al. 1988). TF associates transiently in a 1:1 stoichiometry with the ribosome,
binding and acting on most nascent polypeptides emerging from the ribosome
polypeptide exit tunnel (Kramer et al. 2002; Ferbitz et al. 2004; Raine et al. 2006;
Rutkowska et al. 2008). TF associates with a vacant ribosome with a Kd of about 1–
2 �M and a mean residence time of 10 s (Patzelt et al. 2001; Maier et al. 2003;
Kaiser et al. 2006; Hoffmann et al. 2010). Nascent polypeptides increase TF’s
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Fig. 15.1 Structure and function of trigger factor. (a) Structure of TF [PDB ID 1W26 (Ferbitz
et al. 2004)] with N-terminal domain (violet), C-terminal domain (blue), PPIase domain (yellow),
and linker (green) highlighted. Structures were drawn using the PyMOL molecular graphics
system (DeLano 2002). A bar graph of TF domain arrangement is shown below the structure.
(b) Mechanism of TF (in green) function is shown at various states of substrate interaction on and
off the ribosome (blue)
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affinity for ribosomes by 2–30-fold, based on their size, folded state and amino acid
composition (Raine et al. 2006; Hoffmann et al. 2010). This enables the chaperone
to differentiate between translating ribosomes and vacant ones (Rutkowska et al.
2008). Binding polypeptides on ribosomes also increases the half-life of the TF-
ribosome association (Rutkowska et al. 2008).

TF associates promiscuously with polypeptides as they exit the ribosome during
translation, protecting hydrophobic elements of emerging polypeptides from the
hydrophilic environment of the cytoplasm through direct interactions with these
elements (Hesterkamp et al. 1996; Hoffmann et al. 2006; Kaiser et al. 2006;
Lakshmipathy et al. 2007; Rutkowska et al. 2008). Approximately eight amino acid-
long sequences rich in hydrophobic and aromatic residues with a positive net charge
are thought to be responsible for TF-substrate recognition (Patzelt et al. 2001; Saio
et al. 2014). These sites occur regularly in most polypeptides, approximately once
every 32 residues (Bukau et al. 2000; Patzelt et al. 2001).

The X-ray crystal structure for TF from Thermatoga maritima in complex with
the ribosomal small subunit protein S7 has been solved (Martinez-Hackert and
Hendrickson 2009) and provides some clues as to the basis of substrate recognition
by this chaperone. The TF–S7 interaction was found to be a non-specific interaction,
as would be expected for an interaction between a promiscuous chaperone and one
of its many substrates. The interaction interface was very large, poorly packed,
dominantly polar and sharing low shape complementarity. The interaction between
these two proteins depicts a non-specific association and offers insights into the
promiscuity displayed by the chaperone, which is necessary for TF function.

More recently, NMR-based techniques were used to map the interaction of TF
with an unfolded substrate, E. coli alkaline phosphatase (PhoA) (Saio et al. 2014).
The authors show that three TF molecules bind to one unfolded PhoA molecule. At
least four substrate binding sites were identified in TF: one in the PPIase domain and
three in the CTD. TF was found to use these four sites to bind to several regions of
PhoA primarily through hydrophobic contacts. The TF–PhoA interaction was found
to be highly dynamic, however, a more stable complex was formed as the length of
the substrate protein and the number of regions recognized by TF increased.

Approximately 70 % of proteins are thought to fold to their native structures
after association with TF. Other proteins can be passed onto downstream chaperone
systems, DnaK and GroEL for further folding. Indeed, DnaK can compensate for
the loss of TF in the cell (Deuerling et al. 1999; Teter et al. 1999) (discussed further
below).

15.2.2 Trigger Factor Functional Cycle

The mechanism of TF action has been described as dynamic, consisting of a series
of substrate binding and release events on and off the ribosome (Fig. 15.1b) (Kaiser
et al. 2006; Hoffmann et al. 2010; Saio et al. 2014). TF is assumed to contact most
polypeptides upon their exit from the ribosome, but many of these interactions
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are transient and weak (Valent et al. 1995). TF can bind the vacant ribosome (i)
but the association is enhanced upon interaction of TF with an emerging nascent
polypeptide (ii). Once on the ribosome, TF remains bound for a minimum of about
10 s, which is enough time for the ribosome to translate a polypeptide chain of
up to 200 residues. Following this, TF can be released from the nascent chain and
ribosome (iii, vi) or the completed nascent chain might be released to fold to the
native state with TF remaining bound to the ribosome (iv). A released TF is free to
rebind the ribosome at the exit tunnel and assist in the folding of another (or same)
emerging polypeptide (vii). Alternatively, TF might be released from the ribosome
but remain bound to the growing nascent chain (v). For a long polypeptide sequence,
multiple TFs on or off the ribosome may bind the chain (viii) (Agashe et al. 2004).
Finally, TF may also assist in folding of a polypeptide recently released from the
ribosome (ix) (Hoffmann et al. 2010).

15.2.3 Identification of Trigger Factor Substrates

Attempts have been made to identify protein substrates of TF using either co-
purification with His-tagged TF or by identifying proteins that aggregate in the
absence of TF but not in its presence in a �dnaKJ background strain (Martinez-
Hackert and Hendrickson 2009). A total of 178 substrates were identified. Co-
purification led to the identification of 42 substrates and 110 were identified
by analysis of protein aggregation, while 26 substrates were identified by both
techniques. Many of the identified proteins were ribosomal proteins or were part
of multimeric complexes. The size distribution of proteins associating with TF was
similar to the E. coli cytoplasmic proteome having a size range from 8 to 118 kDa
with a mean of 36.5 kDa, again highlighting the promiscuity of this chaperone for
its substrates.

15.3 DnaK/DnaJ/GrpE System

15.3.1 DnaK Structure and Function

DnaK is the major bacterial ortholog of the eukaryotic ATP-dependent Hsp70
chaperone. Substrates of DnaK include unfolded, misfolded and aggregated proteins
(Schlecht et al. 2011). The chaperone is primarily involved in protein folding and
protein disaggregation, but also has overlapping function with TF in promoting
cotranslational protein folding (Deuerling et al. 1999, 2003; Teter et al. 1999;
Rosenzweig et al. 2013). Structurally, like other Hsp70s, DnaK is composed of two
domains (Mayer and Bukau 2005; Bertelsen et al. 2009): the N-terminal ATPase
domain and the C-terminal substrate binding domain (Fig. 15.2a). DnaK function



276 V. Bhandari and W.A. Houry

depends on a bidirectional allosteric communication between these two domains
(Ung et al. 2013). The enzymatic cycle of DnaK alternates between ATP-bound
open state and ADP-bound closed state (Mayer and Bukau 2005). The ATP-bound
state is characterized by low affinity and fast exchange rate for substrates, while
the ADP-bound state is characterized by high affinity and slow exchange rate for
substrate. The hydrolysis of ATP to ADP triggers the closing of the substrate binding
site resulting in locking the associated substrate to DnaK.

The functional cycle of DnaK is dependent upon DnaJ cochaperone, an Hsp40
ortholog, and the GrpE nucleotide exchange factor (Liberek et al. 1991; Szabo
et al. 1994; Hartl et al. 2011). DnaJ is the major cochaperone for DnaK in E.
coli and generally acts to stimulate the ATPase activity of DnaK. Also, DnaJ binds
substrates and then transfers them to DnaK (Fig. 15.2b). The ATPase activity of
DnaK is low when no substrate is bound and is stimulated two to tenfold in the
presence of a substrate (Mayer and Bukau 2005). The ATPase activity is further
enhanced by DnaJ. DnaJ and the DnaK-bound substrate synergistically enhance the
ATPase activity of DnaK by greater than 1000-fold (Liberek et al. 1991; Karzai
and McMacken 1996; Laufen et al. 1999). ATP hydrolysis then allows for a tight
complex to form between the DnaK–ADP and its substrate (Kampinga and Craig
2010). The release of ADP from DnaK is slow (Brehmer et al. 2001), hence, the
need for the nucleotide exchange factor GrpE which catalyzes the release of ADP
from DnaK. GrpE itself dissociates from the chaperone when DnaK binds ATP,
which also results in the release of the substrate protein. The substrate protein can
then attempt to fold to the native state, if unsuccessful, the protein can be rebound
by DnaJ or DnaK and the cycle repeated (Fig. 15.2b).

15.3.2 Interaction Network of DnaK

In order to identify how DnaK differentially recognizes its substrates in the cellular
environment, the DnaK substrate binding motif was analyzed using a library
of overlapping 13-mer peptides arrayed on cellulose membranes (Rudiger et al.
1997). The binding motif was found to consist of a hydrophobic core of about
seven residues, enriched in leucines, flanked by basic amino acids. Based on the
solved crystal structure of DnaK with a substrate peptide, the link between DnaK
structure and its preferential substrates was further illustrated (Zhu et al. 1996;
Mayer and Bukau 2005). Substrates interact with the substrate binding domain
of the chaperone, which consists of a “-sandwich subdomain and an ’-helical lid
subdomain (Fig. 15.2a). The binding pocket in DnaK is composed of hydrophobic
residues flanked by acidic residues contributed by both subdomains, which is
consistent with the preferential DnaK binding motif identified by the peptide
array analysis described above. This DnaK substrate binding motif is estimated to
generally occur once every 36 residues in proteins (Rudiger et al. 1997). Indeed, it is
estimated that 98 % of the E. coli annotated proteome would harbor potential DnaK
binding sites (Srinivasan et al. 2012).
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Fig. 15.2 Structure and function of DnaK. (a) Structure of full length DnaK [PDB ID 2KHO
(Bertelsen et al. 2009)] with its nucleotide binding domain (NBD) and substrate binding domain
(SBD) indicated. A bar graph of DnaK domain arrangement is shown below the structure. The
inset on the right shows the SBD residues 387-601 with bound NRLLLTG peptide (in blue) [PDB
ID 1DKZ (Zhu et al. 1996)]. The inset on the left shows residues 2-376 of NBD of DnaK with
bound ATP (in orange) [PDB ID 4B9Q (Zhu et al. 1996; Kityk et al. 2012)]. (b) The functional
cycle of DnaK (red, green) is shown depicting its action on its substrates with assistance from its
cochaperone DnaJ (orange) and the nucleotide exchange factor GrpE (violet). As shown, the ATP-
bound state of DnaK is characterized by weak binding of substrate and fast exchange rates while
the ADP-bound state is characterized by strong substrate binding and slow exchange rates. (c)
Functional categories based on Cluster of Orthologous Group (COG) for the 674 DnaK interacting
proteins are shown (Tatusov et al. 2001, Calloni et al. 2012). Numbers of proteins belonging to
each functional group and to each category are indicated beside the COG category name
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Different approaches have been used to identify potential DnaK substrates. In one
approach, protein aggregates in DnaK (and DnaJ) depleted cells with or without
trigger factor, were resolved by two-dimensional gel electrophoresis (Deuerling
et al. 2003). Regardless of the presence of TF, 340 major spots were identified that
are representative of potential DnaK substrates. It should be noted that the levels
of aggregated proteins in cells with TF were much lower, indicative of functional
overlap among the two chaperones. The size range for these proteins was 16–
160 kDa, but proteins larger than 60 kDa in size were found to be enriched in
the aggregates compared to soluble cytoplasmic proteins. Of the distinct spots on
the 2-D gel, 94 were identified by mass spectrometry (Deuerling et al. 2003). The
identified proteins were all cytoplasmic and involved in different cellular processes.
Though no secondary structural features or chemical features were identified to
distinguish the substrates from other proteins, it was observed that a majority
(�72 %) of aggregated proteins tended to be thermolabile.

More recently, in another approach to identify DnaK substrates, DnaK-substrate
complexes were isolated from wild type cells or cells either lacking TF or
depleted of GroEL (Calloni et al. 2012). Using endogenously expressed His-tagged
DnaK, immobilized metal affinity chromatography (IMAC) was used to pulldown
DnaK-interacting proteins, which were then identified and quantified by mass
spectrometry. Both DnaK cochaperones, DnaJ and GrpE, were isolated in these
pulldowns. In total, 674 DnaK interactors were identified belonging to diverse
functional groups (Fig. 15.2c). A majority of these were predicted to be cytoplasmic
(�80 %) with a significant minority of inner membrane, outer membrane and
periplasmic proteins as well. Many of the interactors were involved in metabolic
and cell signaling pathways (Fig. 15.2c).

Several features were observed for substrates enriched on DnaK. They were
found to be more aggregation prone upon translation than less enriched DnaK
substrates (Calloni et al. 2012; Niwa et al. 2012). Additionally, though enriched
DnaK substrates were not more hydrophobic than the average soluble cellular
protein, they were observed to be less effective in burying their hydrophobic
residues from solvent (Tartaglia et al. 2010; Calloni et al. 2012). DnaK-enriched
substrates were generally of low cellular abundance and of large size (Calloni
et al. 2012). The negative correlation between cellular abundance and aggregation
propensity was previously observed (Tartaglia et al. 2007, 2010) as folding states
for abundant proteins are thought to have been evolutionarily optimized to prevent
overloading chaperones. Proteins that interact extensively with DnaK were more
likely to be part of hetero-oligomeric complexes. Partially structured regions of
proteins that form hetero-oligomeric complexes can be shielded from the dense
cellular environment through chaperone assistance (Schlecht et al. 2011). Thus,
through shielding of hydrophobic charges, DnaK allows proper folding of numerous
proteins.
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15.3.3 DnaJ Structure and Function

DnaJ is the major cochaperone for DnaK in E. coli and generally acts to stimulate
the ATPase activity of DnaK. DnaJ has a conserved domain of approximately 70
residues located at the N-terminus, called the J domain, that is required for DnaJ to
associate with DnaK (Wall et al. 1994). There is a highly conserved His-Pro-Asp
motif present in a loop between the second helix and third helix of the J domain
(Fig. 15.3a), which is found to be crucial for stimulation of DnaK ATPase activity
by DnaJ (Cheetham and Caplan 1998). Following the N-terminal J-domain, DnaJ
is composed of a glycine/phenylalanine rich region followed by a linker region,
a zinc-binding domain and a C-terminal domain (Fig. 15.3a). The C-terminus
of DnaJ is known to associate with substrates in a transient fashion, binding to
hydrophobic sequences that contain motifs similar to those recognized by DnaK;
DnaJ then presents these substrates to DnaK (Gamer et al. 1996; Rudiger et al. 2001;
Srinivasan et al. 2012) (Fig. 15.2b). Related to its importance for DnaK function,
temperature sensitivity has been observed for dnaJ null mutant strains, as well as, a
loss of bacterial motility (Sell et al. 1990; Shi et al. 1992).

DnaJ is only one of the Hsp40 paralogs present in E. coli; others include
CbpA, DjlA, DjlB, DjlC and HscB (Ueguchi et al. 1994; Genevaux et al. 2001;
Gur et al. 2005; Chenoweth et al. 2007). DjlB and DjlC are membrane associated
proteins that do not associate with DnaK but interact with HscC, a specialized DnaK
paralog (Kluck et al. 2002). Similarly, HscB (or Hsc20) acts as a cochaperone for
another DnaK paralog termed HscA (or Hsc66) (Silberg et al. 1998; Hennessy et al.
2005; Fuzery et al. 2008). HscA/B are involved in the iron–sulfur cluster assembly
pathway. Apart from DnaJ, CbpA and DjlA are the only cochaperones observed to
have a significant association with DnaK (Genevaux et al. 2007). CbpA has been
observed to act as a multicopy suppressor of �dnaJ mutants, though no phenotype
is observed in cells lacking just CbpA (Ueguchi et al. 1994; Gur et al. 2004). DjlA, a
membrane associated protein with its N-terminal anchored to the inner-membrane,
has been shown to substitute for DnaJ in vitro as a cochaperone for DnaK (Genevaux
et al. 2001). However, among these Hsp40 cochaperones of DnaK, DnaJ is the best
characterized and functions as the premier regulator of the various DnaK activities
(Kelley 1998; Gur et al. 2004).

15.3.4 GrpE Structure and Function

Along with DnaJ, DnaK works in concert with the nucleotide exchange factor
GrpE. GrpE associates with DnaK and catalyzes the otherwise slow release of
ADP (Packschies et al. 1997). GrpE functions as a homodimeric protein (Schonfeld
et al. 1995). Structurally, the first 33 N-terminal residues of the protein are
disordered, followed by a long ’-helix, a short ’-helix and a compact “-sheet
domain (Fig. 15.3b) (Harrison et al. 1997). Much of the long ’-helix forms a tail,
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Fig. 15.3 Structure and function of DnaJ and GrpE. (a) Structure of DnaJ J-domain residues 2-77
(in yellow) with the conserved HPD motif highlighted in red is shown on the left [PDB ID 1BQ0
(Huang et al. 1999)]. DnaJ residues 131-209 (in brown) containing the zinc-finger domain with
bound zinc depicted as light orange spheres is shown on the right [PDB ID 1EXK (Martinez-
Yamout et al. 2000)]. A bar graph of DnaJ domain arrangement is shown below the structures.
(b) Structure of GrpE [PDB ID 1DKG (Harrison et al. 1997)] highlighting its domains is shown.
N-terminal amino acids 1-32 are disordered and are not shown. A bar graph of GrpE domain
arrangement is shown below the structure. (c) Structure of the DnaK nucleotide binding domain in
complex with GrpE [PDB ID 1DKG (Harrison et al. 1997)]. The GrpE subunit associating with the
NBD-domain of DnaK is depicted in dark purple while the other GrpE in the dimer is presented in
a lighter shade

with the tails in the dimer positioned parallel to each other. The remaining part of
the longer helix and the shorter helix combine with their counterparts from the other
GrpE in the dimer to form a helical bundle. The “-sheet domains protrude outward
from the helical bundle (Fig. 15.3b). Only one of the GrpE molecules within the
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dimer takes part in associating with DnaK (Fig. 15.3c). The “-sheet domain makes
the majority of the contacts with DnaK by binding the nucleotide binding cleft,
while the helix bundle and the top of the helical tail contribute additional contacts
(Harrison et al. 1997; Harrison 2003).

The interaction of GrpE with DnaK is very strong, with a Kd of 1–30 nM
(Harrison et al. 1997; Packschies et al. 1997). On binding DnaK, GrpE has been
shown to reduce the affinity of ADP for DnaK by 200-fold and as a result
accelerating nucleotide exchange by 5000-fold (Packschies et al. 1997). This is
accomplished by an associative displacement mechanism whereby the binding of
the nucleotide and GrpE is not competitive and the binding sites are either distinct
or only partially overlapping (Packschies et al. 1997). GrpE binding leads to a
conformational change in DnaK, disrupting the contacts between the DnaK and
ADP (Packschies et al. 1997; Harrison 2003).

Apart from its generalized role as a nucleotide exchange factor for DnaK,
GrpE has also been found to assist in polypeptide release from the substrate
binding domain of the chaperone (Mally and Witt 2001; Brehmer et al. 2004).
The importance of GrpE for DnaK activity is highlighted by its temperature-
dependent control of nucleotide exchange from DnaK. The long helix of GrpE was
shown to undergo a reversible thermal transition above about 40 ıC that leads to
a decrease in the rate of ADP/ATP exchange on DnaK (Grimshaw et al. 2003).
Thus, GrpE provides a thermal regulation of DnaK activity by shifting the DnaK-
substrate complexes towards the ADP-associated, slow substrate exchange state at
high temperatures. The slow rate of substrate release at such temperatures prevents
unfolded polypeptides from accumulating in the cytoplasm where they might be
susceptible to misfolding and aggregation.

15.4 The GroEL/ES Chaperone System

15.4.1 GroEL/ES Structure and Function

The GroEL protein (also called chaperonin) is the bacterial ortholog of the
eukaryotic Hsp60 present in the mitochondria. GroEL (57 kDa) along with its
cofactor GroES (10 kDa, Hsp10) is the only chaperone system in E. coli that is
essential under all growth conditions (Fayet et al. 1989; Goloubinoff et al. 1989;
Horwich et al. 1993). GroEL is a cylindrically-shaped oligomer composed of two
rings, arranged back to back, of seven subunits each (Fig. 15.4a) (Braig et al. 1994;
Horwich et al. 2006). Each GroEL subunit consists of three domains (Fig. 15.4a): the
apical domain, the intermediate domain and the equatorial domain. The equatorial
domain at the ring–ring interface contains the ATP-binding pocket and has been
recently proposed to assist in orientation of substrate proteins as they enter the
GroEL ring (Fenton et al. 1994; Weaver and Rye 2014). The apical domain at the
ends of the cylinder harbors hydrophobic residues required for substrate and GroES



282 V. Bhandari and W.A. Houry

Fig. 15.4 Structure and function of the GroEL/ES chaperone system. (a) Shown are the structures
of the GroEL–GroES complex [left, PDB ID 1PCQ (Chaudhry et al. 2003)] and the GroEL
tetradecamer [right, PDB ID 1PCQ (Chaudhry et al. 2003)]. One heptameric ring is in yellow,
while the opposite ring is in gray with the domains of one of the subunits colored as follows:
equatorial domain in blue, intermediate domain in orange and the apical domain in red. GroES
heptamer capping the cis heptameric GroEL ring is shown in purple. Bar graphs of GroEL and
GroES domain arrangement are shown below the structures. (b) A cartoon representation of the
nucleotide-dependent GroEL/ES functional cycle. Refer to the text for further details. (c) Shown
are Cluster of Orthologous Group (COG) functional categories for the 252 GroEL interacting
proteins (Tatusov et al. 2001; Kerner et al. 2005). The numbers between brackets indicate the
GroEL substrates of the respective categories that are essential for the cell and are also obligate
GroEL substrates
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binding (Xu et al. 1997; Farr et al. 2000; Chaudhry et al. 2003). The intermediate
domain acts as a linker between the other two domains. Each GroEL ring has a large
central cavity (Fig. 15.4a).

GroES is a heptameric protein whose subunits form a ring dome-like structure
(Fig. 15.4a) (Hunt et al. 1996). The sevenfold symmetry of the GroES protein
complements that of GroEL and, upon association with GroEL, forms a structure
analogous to a lid for the central cavity of GroEL (Langer et al. 1992; Chaudhry
et al. 2003). The GroEL–GroES interaction results in the doubling of the size of
the GroEL central cavity (Fig. 15.4a) due to large conformational changes in the
intermediate and apical domains (Xu et al. 1997). The intermediate domain phys-
ically and functionally connects the equatorial and apical domains by transferring
the energy of ATP hydrolysis in the equatorial domain with conformational changes
in the apical domain (Ranson et al. 2001, 2006; Saibil et al. 2013).

The GroEL/ES functional cycle is shown schematically in Fig. 15.4b. The GroEL
open ring captures non-native but compact forms of a polypeptide substrate that is
exposing a hydrophobic surface, thus, GroEL prevents the substrate from misfolding
or forming irreversible aggregates (Goloubinoff et al. 1989; Braig et al. 1994;
Horwich et al. 2006). Mutational studies indicate that this primary association is
based on hydrophobic interactions with the apical domain of the chaperone (Fenton
et al. 1994; Farr et al. 2000). Binding to GroEL might result in unfolding of non-
native states allowing for subsequent refolding (Lin et al. 2013). Subsequently, ATP
binds cooperatively to the equatorial domains of seven subunits of one GroEL
ring (Yifrach and Horovitz 1995). This allows for the association of GroES to
GroEL (Chandrasekhar et al. 1986) due to large conformational shifts that release
the bound substrate from its hydrophobic association with GroEL since GroES
competes for the same binding sites on GroEL as the substrate. The formation of
the GroEL–GroES complex results in the formation of an enclosed hydrophilic
chamber that traps the substrate and promotes folding in an environment isolated
from the cellular milieu (Chaudhry et al. 2003). Following ATP hydrolysis, a
stable GroEL(ADP)–GroES complex is formed containing the trapped substrate
(Fig. 15.4b). Subsequently, ATP binds to the opposite ring of the tetradecamer that
does not contain the substrate, and, due to the negative cooperativity in nucleotide
binding between the two GroEL rings (Rye et al. 1999), this leads to the release of
GroES, ADP and bound substrate allowing for a new substrate interaction cycle to
occur (Saibil et al. 2013).

15.4.2 The GroEL Interaction Network

Based on immunoprecipitation of GroEL and its bound substrates in pulse-chase
type experiments, 10–15 % of all newly translated cytoplasmic proteins were
estimated to transit through the GroEL chaperone under normal cellular conditions
(Ewalt et al. 1997; Houry et al. 1999); this number increased to 30 % under heat
stress of 42 ıC. Combining immunoprecipitation with 2-D gel electrophoresis and
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mass spectrometry, 52 of the most abundant GroEL substrates were identified
(Houry et al. 1999). These proteins included members of the transcription and
translation machineries as well as many metabolic enzymes. To more compre-
hensively identify GroEL substrates, affinity chromatography was utilized to pull
down proteins trapped inside the GroEL/ES chamber. Kerner et al. (2005) attempted
to isolate GroEL/ES complexes formed with E. coli GroES-His6. However, such
complexes were not stable, which led the authors to replace E. coli GroES with
GroES from Methanosarcina mazei (Mm). MmGroES was shown to functionally
replace E. coli GroES but was found to bind more stably to GroEL in the presence
of ADP allowing for the isolation of stable GroEL/ES complexes containing trapped
substrates. Pull downs followed by mass spectrometry led to the identification of
250 GroEL/ES substrates (Fig. 15.4c). Most proteins were cytoplasmic with only
eight being either periplasmic or outer membrane. Of the 250 recognized GroEL
interactors, 83 were defined as obligate GroEL/ES interactors, which included
13 essential proteins (Gerdes et al. 2003; Kerner et al. 2005). Based on cellular
abundance of the proteins and their GroEL dependence, about 75–80 % of cellular
GroEL molecules were estimated to be occupied by 83 obligate substrates.

The identified substrates were divided into three classes based on their depen-
dence on the GroEL/ES system for folding (Ewalt et al. 1997; Kerner et al. 2005).
Class I substrates require minimal chaperone assistance to fold. Class II substrates
are those that required the presence of both GroEL and GroES for folding at 37 ıC
but these substrates do not require GroES at lower temperatures. Furthermore, Class
II substrates are not solely dependent on GroEL, as DnaK can also assist in their
folding at 37 ıC. Class III proteins are obligate GroEL/ES substrates (Kerner et al.
2005). Substrates belonging to Class III fail to refold in the absence of GroEL/ES
even if DnaK is present; however, DnaK may be able to bind these proteins and
prevent their aggregation.

Few salient characteristics were identified that differentiate a GroEL substrate
from other cytosolic proteins. The GroEL-associated proteins spanned a range of
sizes from 10 to 150 kDa, but they typically were of molecular weight around 20–
60 kDa (Houry et al. 1999; Kerner et al. 2005), especially for class III proteins.
The size range is consistent with the fact that the chamber formed upon association
of GroEL with GroES can hold globular proteins with an upper size limit of 50–
60 kDa (Chen et al. 1994). Considering that class I and II substrates may be assisted
during their folding by chaperones other than GroEL, a size preference was not
found among these proteins.

In addition to a size preference, obligate substrates had pI values around 5.5–
6.5, leading to a lower net charge at physiological pH in comparison to other
cytosolic proteins (Kerner et al. 2005). A lower net charge is correlated with an
increased propensity to aggregate, providing an additional clue to their chaperone
requirement (Chiti et al. 2002). No difference in hydrophobicity was observed for
obligate GroEL substrates compared to other cytosolic proteins. Structurally, ’“

domains were enriched in GroEL substrates over all-’ or all-“ domains with a
special partiality towards the (“’)8 TIM-barrel fold belonging to SCOP class c1
(Houry et al. 1999; Kerner et al. 2005; Georgescauld et al. 2014). Recently, it has
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been suggested the GroEL/ES can accelerate the rate of TIM-barrel domain folding
(Georgescauld et al. 2014). The TIM-barrel is a common structural fold and not all
proteins with such TIM-barrel need GroEL to reach their native state. Additionally,
the observation that class I substrates with TIM-barrel are unable to displace class II
or III substrates suggests that intermediate folded states rather than the final native
state of TIM-barrel proteins may share features that favorably associate with GroEL.

15.5 Overlapping Functional Roles of the Chaperones

With trigger factor, GroEL and DnaK each responsible for the correct folding of
hundreds of cellular proteins, it is interesting to note that only the GroEL/ES system
is essential at all temperatures (Fayet et al. 1989). Loss of TF does not affect cell
viability but DnaK is required at growth temperatures above 37 ıC and below 15 ıC
(Bukau and Walker 1989; Deuerling et al. 1999). The indispensability of GroEL has
been linked to the requirement of the chaperone to fold one or all of 13 characterized
obligate GroEL substrates essential for survival of the organism (Kerner et al. 2005).
The lack of essentiality for the DnaK and TF chaperones is a little more complicated,
but is likely due to compensatory mechanisms and overlapping functional roles
among these chaperones and GroEL.

It is well known that the viability of a �tig�dnaK mutant (tig is the gene for TF)
can be rescued by expression of either TF or DnaK alone (Genevaux et al. 2004).
Hence, the two chaperones are able to compensate for each other. In �tig cells,
the DnaK interactome was found to increase by about 48 % with the chaperone
associating with 998 proteins compared to 674 in wild type cells (Calloni et al.
2012). Indeed, in the absence of TF, DnaK and GroEL levels were found to increase
by up to threefold compared to steady state levels in wild type cells (Deuerling et al.
2003). Also, 77 % of TF-bound peptides showed affinity for DnaK, likely based
on the similarity in the binding motifs for the two chaperones, which comprise a
hydrophobic core flanked by basic residues (Deuerling et al. 2003). Similarly, in the
absence of DnaK and TF, an additional 150 proteins were observed to interact with
GroEL compared to WT cells at 30 ıC (Kerner et al. 2005). The extra burden upon
the GroEL/ES system is mitigated by upregulation of its protein levels (Calloni et al.
2012).

Despite some overlap, the chaperone systems are not perfectly complementary to
each other. TF has a specific role in transportation of outer membrane proteins; that
role cannot be substituted by DnaK (Oh et al. 2011). As a consequence, cells lacking
TF are more sensitive to the detergent deoxycholate and antibiotic vancomycin,
a symptom of a weaker outer membrane (Nichols et al. 2011; Calloni et al.
2012). Similarly, when searching for their individualized importance, TF or GroEL
cannot replace the function of DnaK in resolving protein aggregates in �dnaK
cells (Calloni et al. 2012). Hence, while the functional overlap among chaperones
ensures efficiency under stress conditions or when one of the chaperone systems is
overwhelmed, each chaperone system also shows some degree of specialization in
its activity.
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15.6 Chaperone–Chaperone Interactions

Chaperones can be divided into two functional groups. TF and GroEL/ES belong to
the group primarily involved in de novo protein folding, while a second group that
is involved in refolding and protein disaggregation includes ClpB, ClpX, and some
small heat shock proteins not discussed in this review (Haslbeck et al. 2005; Barends
et al. 2010; Baker and Sauer 2012). ClpB acts as a disaggregase, while ClpX acts as
an unfoldase and targets proteins to the ClpP protease for degradation. DnaK seems
to link the two groups as it plays a major part in de novo folding and in aggregation
prevention (Deuerling et al. 1999; Mogk et al. 1999; Calloni et al. 2012).

Using FRET-based analyses, utilizing fluorescence transfer from CFP to YFP,
direct and indirect interactions among E. coli chaperones were observed (Kumar
and Sourjik 2012). Consistent with the inference of DnaK as the ‘chaperone’ hub of
the cell, it was observed that DnaK and DnaJ interact with many other chaperones
including TF, the small heat shock proteins IbpA and IbpB, the Hsp100 family
ATPase ClpB and Hsp90 ortholog HtpG. TF was shown to interact with DnaJ,
confirming previous observation showing substrate transfer from TF to DnaJ and
then DnaK (Deuerling et al. 1999; Teter et al. 1999; Kumar and Sourjik 2012).
Interestingly, the DnaK nucleotide exchange factor GrpE was observed to be in close
vicinity in the cell to HtpG and ClpB proteins (Genest et al. 2011; Miot et al. 2011;
Kumar and Sourjik 2012). Addition of the translation inhibitor chloramphenicol,
abolished these interactions suggesting that chaperone–chaperone interactions are
not direct but rather are mediated by substrates. Interactions among chaperones
involved in de novo folding were unaffected by similar treatment, indicative of the
fact that they are substrate-independent, direct inter-chaperone interactions.

Protein–protein interactions among different chaperones have also been identi-
fied using pulldown methods. Chaperones pulled-down with GroEL included TF,
DnaK, DnaJ and the redox-related chaperones Hsp33 and YegD (Kerner et al.
2005). Indeed, DnaK, DnaJ as well as TF have been noted to associate with and
to deliver substrates to GroEL (Buchberger et al. 1996; Calloni et al. 2012). YegD
is a member of the Hsp70/DnaK family of proteins, although its cellular function
and the physiological significance of its association with GroEL is not clear. The
association between GroEL and Hsp33 was previously found to occur during heat
and oxidative stress and was speculated to allow GroEL to fold proteins initially
interacting with Hsp33 (Echave et al. 2002; Hoffmann et al. 2004; Genevaux et al.
2007).

Among numerous proteins pulled down with DnaK were the small heat shock
proteins IbpA and IbpB, whose function includes stabilization of aggregating
proteins under heat stress (Laskowska et al. 1996; Calloni et al. 2012). Other
chaperones identified in the pulldown with DnaK include the DnaJ paralog CbpA,
the cytoplasmic chaperones TF, ClpB, HtpG, SecB, HscA, the periplasmic acid
stress chaperones HdeA and HdeB, and the oxidative stress response chaperone
Hsp33 (Calloni et al. 2012). ClpB and DnaK are known to act synergistically to
reverse protein aggregation (Mogk et al. 1999). SecB, involved in protein export
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through the general secretory (Sec) system, is known to act as a chaperone in
modulating folding and aggregation states of its substrates before their export
(Randall and Hardy 2002; Ullers et al. 2004). DnaK and SecB might have some
complementary functions but may act cooperatively as well (Wild et al. 1992; Ullers
et al. 2004).

15.7 Sequence of Substrate–Chaperone Interactions

Trigger factor, DnaK and GroEL function as the main chaperone hubs for de novo
protein folding. Based on the relative roles of the three chaperone systems, the most
basic of models suggests a simple sequential functionality for the three chaperones
(Fig. 15.5). According to such a model, TF would be the most upstream of the
three systems, assisting in the folding of proteins as they emerge from the ribosome,
while GroEL is thought to be utilized for proteins requiring the most chaperone
assistance. Many observations support the sequential nature of the function of these
chaperones. Primarily, TF is the only prokaryotic chaperone associated with the
ribosome. Many GroEL substrates are directly transferred either from TF or DnaK
(Kerner et al. 2005; Fujiwara et al. 2010; Calloni et al. 2012). In the absence of TF,
the number of DnaK-bound GroEL substrates increases from 119 to 152 (Calloni
et al. 2012). The increase suggests a shift from TF-assisted folding to DnaK-assisted
folding prior to interaction with GroEL. Furthermore, although little aggregation of
GroEL substrates was observed in the absence of either DnaK or TF, 70 % of GroEL
substrates were found aggregated in cells lacking both DnaK and TF despite the
upregulation of GroEL (Kerner et al. 2005; Calloni et al. 2012). Thus, many GroEL
substrates are dependent on the ‘upstream’ TF and DnaK chaperones.

Such a simplistic model of Fig. 15.5 is sufficient for the description of the general
de novo folding machinery based on our current knowledge of the mechanism
of function of these chaperones and their interaction networks. However, as has
been shown for luciferase folding, DnaK and GroEL may sometimes compete for
binding to a substrate and do not always act in succession (Buchberger et al. 1996).
Such cases imply that, while the simple sequential model of TF to DnaK to GroEL
might be true for chaperone-assisted folding for many proteins, there are a subset of
proteins that may be acted on competitively or laterally by these chaperones.

15.8 Conclusion

Numerous newly synthesized proteins rely on chaperone assistance for folding in
the crowded cellular environment. Trigger factor, DnaK/DnaJ/GrpE and GroEL/ES
are the three major systems that assist newly synthesized proteins. Though their
mechanisms of function are well understood, their proteomic contributions are
less so. Recent biochemical and structural analyses have attempted to define the
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Fig. 15.5 Substrate–chaperone interaction network in E. coli. A schematic showing the number
of substrates identified to associate with each of the three chaperone systems. Also depicted is how
these substrates flux through TF, DnaK and GroEL systems. Black arrows leading into chaperones
indicate proteins that bind to chaperones and colored arrows refer to the transfer of substrates
between chaperone systems. TF interacts with proteins directly emerging from the ribosome. Up
to 70 % of all cellular proteins are estimated to be folded by TF (Vabulas et al. 2010). Among these,
178 proteins have been identified (Martinez-Hackert and Hendrickson 2009). 674 DnaK substrates
have been identified using pulldown assays (Calloni et al. 2012). Though some proteins are known
to be transferred to DnaK from TF, the exact number remains unknown (Deuerling et al. 2003). TF
and DnaK are thought to deliver 33 and 119 proteins to GroEL, respectively, with DnaK delivering
152 proteins in the absence of TF (Calloni et al. 2012). An additional 100 substrates are known
to associate with GroEL (Ewalt et al. 1997; Kerner et al. 2005). Known increases in the number
of different substrates for DnaK and GroEL are also indicated when either TF, DnaK or both are
missing from the cell

interactome for each of these systems. In doing so, a better understanding is gained
of the function of these chaperones in maintaining proteostasis. An understanding
of the interaction networks of these chaperones can help in drug discovery efforts
for pathogenic bacteria as well as in providing clues on the regulation, biogenesis
and evolution of cellular proteins and protein complexes.
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Chapter 16
Genetic, Biochemical, and Structural Analyses
of Bacterial Surface Polysaccharides

Colin A. Cooper, Iain L. Mainprize, and Nicholas N. Nickerson

Abstract Surface polysaccharides are an often essential component of the outer
surface of bacteria. They may serve to protect organisms from harsh environmental
conditions and to increase virulence. The focus of this review will be to introduce
polysaccharide biosynthesis and export from the cell, and the associated techniques
used to determine these glycostructures. Protein interactions and proteomics will
then be discussed while introducing systems biology approaches used to determine
protein–protein and protein–polysaccharide interactions. The final section will
address related screening methods used to study gene regulation in bacteria relating
to polysaccharide gene clusters and their associated regulators. The goal of this
review will be to highlight key studies that have increased our knowledge of
glycobiology and discuss novel methods that examine this field at the cellular level
using systems biology.
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16.1 Surface Expressed Polysaccharides

16.1.1 Introduction

There is a high degree of chemical and structural diversity in surface expressed
glycopolymers in bacteria. A main source of this variability is in the individual
sugar subunits with more than 100 distinct monosaccharides having been identified
(Lindenberg 1998). Non-sugar subunits, with more than 50 observed so far, are
incorporated into many bacterial glycostructures further increasing the potential
complexity. The sugar subunits themselves exhibit variability with respect to
constitutional (or structural) isomerism and there are multiple linkage types possible
between these sugar subunits. The polymers can be linear or branched. There
are also instances where the length of the glycopolymer affects its structural and
biological characteristics. All of these features are considered when a glycopolymer
is classified and/or serotyped.

There are a number of classical types of bacterial surface glycostructures.
Peptidoglycan (PG) is a rigid layer (or sacculus) surrounding the cell and is a
network of linear polymers of a disaccharide repeat unit cross-linked via short
peptides. In Gram-negative bacteria, PG is a relatively thin layer found between
the inner and outer membranes whilst the PG of Gram-positive bacteria is a thick
layer on the exterior of the cell (reviewed in Typas et al. 2012). The majority of the
diversity observed for PG is due to the amino acid composition of the peptide cross-
link but there can also be chemical modifications (such as O-acetylation) of the
disaccharide repeat units. Teichoic acid (TA) is a Gram-positive bacteria-specific
phosphate-rich glycostructure which can be subdivided into two components: a
disaccharide linkage unit and a polymer of polyol repeat units (usually containing
glycerol and/or ribitol) (reviewed in Brown et al. 2013). The disaccharide linkage
unit of TA is highly conserved but the repeat unit is more diverse. Wall TAs are
molecules of TA that are covalently linked to PG and lipoteichoic acids are attached
to the bacterial membrane via a glycolipid anchor. There is considerable diversity in
PG and TA, however two glycostructures that have a much higher degree of diversity
are lipopolysaccharide (LPS) and capsular polysaccharide (CPS).

Molecules of LPS are composed of three main structural components. Lipid
A is a complex phosphoglycolipid, conserved across species, that anchors the
LPS molecule in the outer membrane (OM) of Gram-negative bacteria. A short
oligosaccharide (8–12 sugar units), referred to as core oligosaccharide (core-OS)
is attached to lipid A and can be further divided into inner core-OS (closer to lipid
A) and outer core-OS. O-specific polysaccharide (O-PS, also called O-antigen) is
a long chain polymer of repeating units of usually 2–7 sugar residues. There are
some variations in the chemical composition of lipid A and core-OS (Heinrichs
et al. 1998) but the main source of variability in LPS is the O-PS. The diversity in
O-PS is observed not only across species but within species as well. For instance,
Escherichia coli has over 180 distinct O-PSs and Vibrio cholerae may have even
more (Sozhamannan and Yildiz 2010). Some bacteria such as those from genera
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Haemophilus, Neisseria, Bordetella, Branhamella, and Campylobacter express a
variant of LPS, referred to as lipooligosaccharide (LOS) which lacks the long O-PS.
Perhaps due to the lack of the highly variable O-PS, the core-OS of LOS has an
increased chemical diversity than usually seen for the core-OS of LPS with such
modifications as additional glycosyl residues (Howard et al. 2000).

Similar to O-PS, CPS molecules are composed of repeat units of mainly 2–7
monosaccharides, either as a linear polymer or with branches, but they are produced
by both Gram-negative and Gram-positive bacteria. CPSs (also referred to as
K-antigen) are usually much longer polymer chains than LPS, often numbering as
many as several hundred repeat units per molecule, whereas LPS is usually less
than 100. In most cases, the CPS extends well beyond the exterior of the LPS layer
and forms a masking barrier to the environment. Another defining feature of CPSs is
that they are attached to the cell surface, although the exact linkage/anchor is known
for only a few bacteria. CPS-like molecules that are released into the extracellular
milieu have a separate classification as exopolysaccharides (EPS). The same level of
variability observed for O-PS is possible for CPS, as the monosaccharide building
blocks are the same. There are several examples in which the CPS of one strain of
bacteria is identical to the O-PS of another (e.g. the O-PS of E. coli O178 and the
CPS of E. coli K38 have identical pentasaccharide repeat units) (Ali et al. 2005).

The distinction between CPS and LPS is not always so clear. Some bacteria
produce a polysaccharide with the same repeat unit structure as the O-PS of their
LPS but it is not linked to lipid A. This group of polysaccharides has been classified
as O-antigen capsules (or as group 4 CPS in E. coli) and the biosynthetic genes
are shared for the LPS and O-antigen capsule. O-antigen capsules tend to be much
longer polymers than when the O-PS is part of LPS. Conversely, some bacteria
produce a CPS that, under certain conditions, is ligated to lipid A and is referred to
as KLPS. The length of polysaccharide for KLPS can be as short as a few repeat units
(MacLachlan et al. 1993) or much longer (Whitfield 2006). To date, there are no
known additional genes required for KLPS synthesis, outside of the genes required
for the biosynthesis of the ‘classical’ LPS and CPS produced by these bacteria.

16.1.2 Generalized Biosynthesis Pathways

Despite many significant differences, the biosynthesis of most of the known
bacterial surface polysaccharides follows two major themes. In the first type of
biosynthesis pathway, repeat units are assembled in the cytoplasm by glycosyltrans-
ferase enzymes (and other enzymes required for the addition of non-sugar subunits).
Once a single repeat unit is complete, it is translocated out of the cytoplasm
via an integral membrane protein (or complex of proteins). The repeat units are
covalently linked to a growing chain of repeat units on the exocytoplasmic side of
the membrane. PG and the majority of CPS and LPS are synthesized by this mode of
biosynthesis (Fig. 16.1, schemes 1 and 3). For the other general mode of synthesis,
the polymer is synthesized completely in the cytoplasm (Fig. 16.1, scheme 2 and 4)
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Fig. 16.1 The biosynthesis pathways for the major bacterial surface polysaccharides. One mode
of synthesis involves the assembly of repeat units by glycosyltransferases (GTs) (and other types
of enzymes for non-sugar additions) on the cytoplasmic face of the cytoplasmic membrane. These
completed repeat units are translocated across the membrane and then polymerized. Peptidoglycan
(PG, scheme 1) and most lipopolysaccharides (LPS) and capsular polysaccharides (CPS) (scheme
3) are formed by this type of assembly pathway. For the other general mode of synthesis, the
polysaccharide is completely synthesized before translocation across the membrane. An ATP-
binding cassette (ABC)-dependent transporter mediates the translocation of the polysaccharide.
Teichoic acid (TA, scheme 2) and some LPS and CPS (scheme 4) follow this mechanism of
synthesis. A slight variation of this mode of synthesis is observed for the synthase-dependent
pathway in which, for a small subset of LPS and CPS, the GT that synthesizes the polysaccharide
is also the conduit across the membrane. The polysaccharide is translocated across the membrane
as it is being synthesized (scheme 5)

or, as in the case of synthase-dependent synthesis (Fig. 16.1, scheme 5), as it is being
translocated across the membrane. Polysaccharides that use this mode of synthesis
are generally simpler in structural complexity such as homopolymers (with variable
linkages) or unbranched heteropolymers. TA is synthesized in this way, as are
certain examples of CPS and LPS. Regardless of the synthesis mechanism used,
most, if not all of the glycostructures discussed so far are synthesized initially on a
common carrier lipid called undecaprenyl-phosphate (undP).

In Gram-negative bacteria, completed polysaccharides that are destined for
the extracellular environment, require a second translocation complex to traverse
the OM. For LPS, regardless of how it was synthesized and crossed the inner
membrane (IM), the O-PS polymer is ligated to a molecule of lipid A-core-OS
and transported out of the cell via the Lpt pathway (reviewed in Ruiz et al.
2009) that utilizes the “-barrel protein LptD to cross the OM (Freinkman et al.
2011). Similarly, for synthase-dependent biosynthesis of non-LPS polysaccharides,
a “-barrel protein facilitates the translocation across the OM (Morgan et al. 2013).
For all other exported polysaccharides, an outer membrane polysaccharide export
(OPX) complex is involved. Members of the OPX family have limited sequence
conservation but they have a common motif called the polysaccharide export
sequence (PES) and a similar predicted secondary structure (Cuthbertson et al.
2009). X-ray crystallography revealed the structure of an octameric OPX from E.
coli K30 to be a large periplasmic complex with a large central cavity with an
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’-helical barrel that crosses the OM (Dong et al. 2006) and has been proposed to
act as a proteinaceous conduit for polysaccharides to cross the OM.

16.1.3 Identification and Structural Determination
of Polysaccharides

Bacterial surface polysaccharides are often initially identified by serotyping using
agglutination against a collection of antisera. With the increasing knowledge of
the diversity of the known antigens, serotyping is becoming extremely laborious
and expensive. New molecular techniques are being developed to allow faster and
more reliable identification. One such technique that was designed for serotyping
Klebsiella CPS involved PCR amplification of the CPS gene cluster followed by
restriction fragment length polymorphism analysis and resulted in a fast method
that was more discriminatory than classical serotyping (Brisse et al. 2004). It is
expected that similar molecular techniques will be devised for other glycostructures
(and other bacteria) facilitating the comprehensive identification of these important
molecules.

Ultimately, solving the chemical structure of a particular polysaccharide
is advantageous as physical and immunological properties can be interpreted
on a molecular level. Several techniques have been used and the majority of
polysaccharide structures have been determined using multiple strategies. Some
of the techniques are purely chemistry-based, such as partial acid hydrolysis and
Smith degradation (i.e. break-down of polysaccharides to simpler oligosaccharides)
(reviewed for LPS in Banoub et al. 2010). Currently, analytical techniques such
as mass spectrometry and nuclear magnetic resonance are the standard for
determining the repeating structures of the polysaccharides (reviewed in Caroff
and Karibian 2003). Due to the highly repetitive subunits of these glycostructures,
non-stoichiometric heterogeneity and terminal modifications (if any) can require
special consideration for elucidation. Also with the development of more sensitive
and accurate techniques, there may be a need to revisit structures solved by
more classical methods. For example, the structures of O-PS from members
of the Shigella genus have been recently revised since their original structure
determination in the 1970s (reviewed in Liu et al. 2008).

16.1.4 Glycosyltransferases: Major Determinant of Bacterial
Polysaccharide Diversity

As most of the variability observed for bacterial polysaccharides resides in the
actual polymer of sugar subunits, the glycosyltransferases (GTs), that determine
the type of sugars added and the linkages that connect them, dictate the chemical
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and structural identity of the glycopolymer. There is a sequence-based family
classification database called CAZy (Cantarel et al. 2009) that classifies all of the
known GTs (along with other types of carbohydrate-related enzymes) based on
sequence similarity. As of the beginning of 2014, there were almost 120,000 GT
sequences in the database but less than 2 % had been characterized (Lombard et al.
2014). With this lack of comprehensive functional characterization, it is usually not
possible to predict the substrate and product (i.e. linkage) for a particular GT a
priori. Compounding this issue is that subtle differences in the sequence of these
enzymes can have significant effects on the activity of the GT. For instance, a single
amino acid substitution in E. coli O9 WbdA, a mannose-specific processive GT,
results in seroconversion to O9a, which has one less mannose residue per repeat
unit compared to the pentasaccharide of O9 O-PS (Kido and Kobayashi 2000).
Also, GTs can have multiple domains with different GT activities, complicating
the determination of substrate/product assignment. WbdA from E. coli O9a has two
distinct GT domains and its homologue in E. coli O8 has three. Each of the five
GT domains are classified to the same GT family (GT4) in the CAZy database and
each add a mannose residue to the growing polymer, but there is little sequence
conservation between them. It is expected that as more GTs are functionally
characterized and more structures are determined, bioinformatics analyses of GTs
will have more predictive accuracy.

16.1.5 Structural Determination of the CPS Anchor

The defining feature of CPSs is tight association with the bacterial cell surface,
distinguishing it from loosely associated EPSs. However, in many cases the linkage
or the mechanism of anchoring polysaccharide to the OM of Gram-negative or
cytoplasmic membrane of Gram-positive bacteria is unknown. There is evidence
to suggest that association is mediated by interactions between glycan strands and
other surface molecules to generate higher-order capsule structures (Jimenez et al.
2012). Identification of the structure of the anchor is complicated by the masking
effect of the long chains of polysaccharide repeat units. In E. coli, CPS synthesized
as repeat units in the cytoplasm before translocation across the membrane (Fig. 16.1,
scheme 3) has been classified as group 1 CPS. The und-P lipid acceptor of group
1 CPSs but must be removed in the periplasm prior to export to the cell surface.
No information currently exists to explain how group 1 CPSs are linked to the
cell surface but the association is sufficiently robust that most of it sediments with
the cells during centrifugation (Whitfield 2006). Alternatively, the closely related
colanic acid EPS is secreted into the growth medium (Reid and Whitfield 2005).
There is no apparent explanation for the difference in cell association between these
two closely related polymers.
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E. coli group 2 CPSs, which are polymerized completely in the cytoplasm
before export (Fig. 16.1, scheme 4), are high molecular weight polymers and 20–
50 % of the chains have a diacylglycerophosphate moiety at the reducing terminus
(Whitfield 2006; Jann and Jann 1990). Much of the data to support this observation
is indirect and suggests that the phospholipid anchor is present in the cytoplasm
before export (Gotschlich et al. 1981; Fischer et al. 1982; Tzeng et al. 2005; Schmidt
and Jann 1982). Studies with N. meningitidis serogroup B, found that the anchor is a
requirement for translocation (Frosch and Muller 1993). Further work has identified
3-deoxy-D-manno-oct-2-ulosonic acid (Kdo) as the linker between the lipid anchor
and the polymer (Finke et al. 1991; Schmidt and Jann 1982). Although the evidence
suggests a possible linkage of a phospholipid-Kdo anchor, these data rely on treating
the CPS with extreme pH or chemical derivatization.

To gain a more complete understanding of the group 2 CPS assembly pathway
it is critical to know the precise nature of the lipid terminus and its linkage to
the CPS glycan. Central to addressing this question is developing an approach
to isolate intact glycolipid without resorting to treatment with extreme pH or
chemical derivatization. Willis et al. (2013) developed a strategy to purify CPS
from the cell surface followed by depolymerization of the long-chain polymer with
specific endo-acting CPS depolymerases. The CPS depolymerases are glycanases
exploited from the tail-spike proteins of bacteriophages specific to the CPS of
E. coli K1 and K5. Depolymerization of the purified CPS leaves the terminal lipid
anchor and any linker domain intact, which was analyzed by mass spectrometry.
Removal of most of the polysaccharide repeat units is the key to this approach as it
reduces the overall contribution of CPS to the mass spectrometry signal. This work
uncovered that the CPSs of group 2 E. coli strains K1 and K5, as well as the CPS
of N. meningitidis group B, are attached to a lyso-phosphatidylglycerol (lyso-PG)
moiety via a unique poly-Kdo linker. The lipid moiety was identical in all three
bacteria, but considerable variation was observed in the number of Kdo residues,
both within and between species. Identification of lyso-PG at the reducing terminus
of intracellular CPS, isolated from an ABC transporter mutant, suggests that the
polymer is synthesized on the lipid anchor and that the acyl chain is removed prior
to export to the cell surface.

For the first time, a strategy has been designed to determine the structure of
the glycolipid attached to the reducing terminus of the capsular polysaccharide.
This approach omits the treatment of the polymer with harsh chemicals and
exploits phage-specific glycanases to depolymerize the long-chain polymers. This
strategy should provide the framework for studying other CPS systems and other
polysaccharide structures to define their anchor structures.
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16.2 Multi-Enzyme Complexes and Trans-Envelope
Molecular Machineries

16.2.1 Introduction

New techniques and advances in microscopy have revealed that many biological
processes take place in discrete subcellular locations. These complex processes
take the form of larger molecular machineries, like the flagella apparatus and
secretion systems, or localized areas of enzymatic activity. These loci depend on
specific protein–protein interactions and identification of these interactions provides
significant insights into the molecular mechanism of these processes. Numerous
techniques have been developed to characterize these interactions in vitro and
in vivo, however in vivo techniques have the advantage of characterizing the
interaction in the biological context of the cell. There exists significant evidence
to suggest that assembly of extracellular polysaccharides involves complex protein–
protein interactions to form discrete membrane-associated multi-enzyme complexes
as well as sophisticated trans-envelope export machineries. Outlined below are
examples of the bacterial two-hybrid assay and in vivo crosslinking strategies to
map specific protein–protein and protein–polysaccharide interactions to extend our
understanding of polysaccharide assembly.

16.2.2 Characterization of Multi-Enzyme Complexes
Using the Bacterial Two-Hybrid Assay

The bacterial two-hybrid assay offers an easy in vivo screening tool to identify
functional interactions between two proteins. The assay depends on the functional
complementation between two complementary fragments (T25 and T18) of the
adenylate cyclase from Bordetella pertussis to restore enzymatic activity in an
E. coli adenylate-cyclase deficient strain (cya) (Karimova et al. 1998; Ladant and
Karimova 2000). Putative interacting proteins are genetically fused to T25 and T18,
respectively (Ladant 1988; Ladant et al. 1989). Association of the proteins of inter-
est results in functional complementation between T25 and T18 fragments leading
to cAMP synthesis (Karimova et al. 1998). Cyclic AMP triggers transcriptional
activation of a large number of genes, including catabolism of carbohydrates such
as lactose and maltose, yielding characteristic phenotypes (Ullmann and Danchin
1983). This allows qualitative readout of interactions by colony pigmentation on
indicator media or quantification of the strength of an interaction by levels of cAMP
or “-galactosidase activity. The bacterial two-hybrid assay can be incorporated
into large-scale screens using genetic libraries (Ladant and Karimova 2000). The
major advantages of the two-hybrid system are that it allows in vivo selection
of functional clones, interactions are spatially separated from the transcriptional
activation readout, the assay exploits signal amplification as a result of signal
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transduction, and the assay can be redesigned with specific reporter cassettes
(Karimova et al. 1998, 2000). Three examples are given below that have exploited
the bacterial two-hybrid assay to demonstrate that polysaccharide biosynthesis is
coordinated by coupling initiation, elongation and polysaccharide export.

As outlined in Fig. 16.1, O-PS biosynthesis can be facilitated through mul-
tiple fundamentally different assembly pathways. In one of the pathways, an
ATP-binding cassette (ABC) transporter is used to translocate the completed
polysaccharide across the IM and this type of pathway is called the ABC transporter-
dependent pathway (Fig. 16.1, scheme 4). Prior to translocation across the IM,
chain extension of the O-PS can be terminated by the addition of a non-reducing
terminal residue or by interaction with the ABC transporter. Then, full length O-PS
is exported across the IM by the ABC transporter where it is ligated to the lipid
A-core.

The polymannose O-PS of E. coli O9a provides a model system for ABC
transporter-dependent O-PS synthesis that requires the addition of a capping residue
to terminate O-PS elongation. In this assembly pathway, three GDP-mannose
dependent GTs, WbdA, WbdB and WbdC, assemble the O-PS chain (Kido et al.
1995). WbdA is the serotype-specific processive GT, or polymerase, and is solely
responsible for chain extension (Kido and Kobayashi 2000; Greenfield et al. 2012).
Termination is regulated by WbdD and involves methylation and phosphorylation
of the non-reducing terminal residue (Clarke et al. 2004). The modification is
necessary for binding of the terminated O9a O-PS to the nucleotide-binding
component of the ABC transporter for export (Cuthbertson et al. 2005, 2007).
Studies using the bacterial two-hybrid assay identified an interaction between WbdD
(the terminator) and WbdA (the polymerase), providing evidence that synthesis
and termination are coupled (Clarke et al. 2009). Furthermore, WbdD was strictly
required to bring WbdA to the IM. In the absence of WbdD there was diminished
mannosyltransferase activity. In this case, the bacterial two-hybrid assay established
a novel mechanism to control polymerization of O-PS by coordinating the correct
membrane association required for activity of the WbdA mannosyltransferase.

An additional example of O-PS biosynthesis by the ABC transporter-dependent
pathway is the K. pneumoniae O2a polymer. The K. pneumoniae O2a O-PS is
composed of D-galactan I, which contains the disaccharide repeat unit structure,
[!3-“-D-Galf -(1 ! 3)-’-D-Galp-(1!] (Whitfield et al. 1992). Three GTs (WbbM,
WbbN and WbbO) are responsible for synthesis of the repeat unit (Guan et al. 2001).
In contrast to the system described above, chain termination is determined by an
interaction between the transporter and the GTs (or their product) in a manner that
has not yet been determined (Kos et al. 2009). Experiments using the bacterial two-
hybrid assay identified interactions between all of the GTs, suggesting that they
form a multi-enzyme complex (Kos and Whitfield 2010). Although none of the GTs
are integral membrane proteins, all target independently to the membrane to form a
membrane located enzyme complex. These protein–protein interactions place the
enzymes in proximity to the und-PP-GlcNAc acceptor and the polymer export
apparatus; providing evidence that initiation, elongation, and export are coupled.
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Since O-PS polymerization is completed prior to export in the ABC transporter-
dependent pathway, the maintenance of GTs and modifying enzymes within a
multi-protein complex is a potential mechanism to ensure efficiency and fidelity
of the polymerization process.

E. coli K1 produces another well-studied example of ABC transporter-dependent
(group 2) CPS that is a homopolymer of ’-2,8-linked N-acetylneuraminic acid
(NeuNAc or polysialic acid) (Barry 1958; McGuire and Binkley 1964). NeuD,
NeuB, NeuC and NeuA are involved in synthesis of precursor sugar CMP-NeuNAc
and the NeuS polymerase GT catalyzes the transfer of NeuNAc from CMP-NeuNAc
to the non-reducing end of the polymer (Steenbergen et al. 1992; Andreishcheva
and Vann 2006; Bliss and Silver 1996). KpsM and KpsT constitute the ABC
transporter and form a trans-envelope complex with KpsE (localized to IM) and
KpsD (localized to OM) for export of the polymer to the cell surface (Vimr and
Steenbergen 2009). Exploiting the bacterial two-hybrid system revealed that KpsC
(a previously uncharacterized component of the assembly pathway) interacts with
itself, KpsE and the polymerase NeuS. These results suggested that KpsC is an
adaptor protein to couple synthesis and export (Steenbergen and Vimr 2008; Vimr
and Steenbergen 2009). Follow-up studies found that KpsC and KpsS are “-Kdo
transferases and together they add a poly-Kdo linker to the lipid acceptor before
polymerization of NeuNAc. KpsS adds the first Kdo residue and the reaction product
is extended by KpsC (Willis and Whitfield 2013). This study extended the results
of the two-hybrid assay and demonstrated that the synthesis of the linker and
elongation of the polymer are coupled by forming a KpsC and NeuS complex.
Furthermore, the KpsC–NeuS complex interacts with the inner membrane KpsE
protein, supporting the notion that initiation, elongation and export are coupled.

The outlined studies demonstrate that the bacterial two-hybrid system is effective
at identifying novel protein–protein interactions involved in the synthesis of surface
polysaccharides and it enhances our understanding of the molecular mechanisms
involved. However, it must be noted that when working with in vivo systems
it is critical to maintain wild type protein levels. Overexpression of WbdD, for
example, enhances chain termination frequency and reduces O9a O-PS chain length,
suggesting that the stoichiometry of the biosynthesis components and their potential
interactions may be important in determining function (Clarke et al. 2004). Thus,
changing the stoichiometry between proteins within a complex can have significant
effects on their in vivo function.

16.2.3 Exploring Polysaccharide Transport Using In Vivo
Photocrosslinking Strategies

In Gram-negative bacteria, polysaccharides are built on either side of the IM,
requiring final export to the cell surface. This can be a daunting task as these
polymers can be extremely large and/or have hydrophobic anchors. While the



16 Genetic, Biochemical, and Structural Analyses of Bacterial. . . 305

machinery required for these processes has been identified, the molecular details are
often poorly understood, in part because of the difficulty of capturing “snapshots”
along the transit pathways. Major breakthroughs in this area have come as a result
of in vivo crosslinking strategies using unnatural amino acids.

Multiple strategies exist to identify protein–protein interaction within the cell,
such as the previously mentioned bacterial two-hybrid assay. Alternatively, it
is more difficult to identify protein–polysaccharide interactions, especially for
transient intermediates during the assembly process. Systems now exist to allow
site-specific incorporation of unnatural amino acids in vivo with high translational
fidelity (Chin et al. 2002a, b; Wang et al. 2002). An orthogonal aminoacyl-tRNA
synthetase/tRNA pair has been evolved from Methanococcus jannaschii to reassign
the amber codon (TAG) (Xie and Schultz 2006; Wang et al. 2001; Liu and Schultz
2010) for site-specific incorporation of a range of unnatural amino acids with
different chemistries. Incorporation of the UV photo-crosslinkable unnatural amino
acid p-benzoyl-L-phenylalanine (pBpa) has been successfully used in many studies
to characterize protein–protein interactions (Kauer et al. 1986; Chin and Schultz
2002). The benzophenone group of pBpa preferentially reacts with C–H bonds
upon excitation in the near-UV at 350–365 nm (Dorman and Prestwich 1994). This
technique allows protein interactions to be identified in their native context, which
is key to defining their cellular roles; it also allows the identification of interactions
with other molecules. As described below, this strategy was successful in elucidating
the transport route of LPS to the outer membrane as well as verifying the export
channel for CPSs.

The Gram-negative bacterial OM is an asymmetric bilayer, with the inner leaflet
composed of phospholipids and the outer leaflet composed of LPS (Raetz and
Whitfield 2002). The LPS is crucial for survival in harsh environments and provides
a barrier to small hydrophobic molecules, antibiotics and detergents (Nikaido 2003).
LPS molecules are transported to the outer leaflet of the OM by seven essential Lpt
(lipopolysaccharide transport) proteins (Silhavy et al. 2010; Polissi and Sperandeo
2014; Sperandeo et al. 2008). The ABC transporter forms a complex in the IM with
a membrane bound protein, LptC (Ruiz et al. 2008; Narita and Tokuda 2009). LptC
interacts with periplasmic LptA, which in turn interacts with the OM-localized LptD
to form a trans-envelope bridge (Sperandeo et al. 2007, 2011). The existence of a
trans-envelope bridge is still highly debated in the literature.

Using structural information, Okuda et al. (2012) incorporated pBpa at 23 sites
in LptC and 14 sites within LptA. Site-specific crosslinks to LPS were identified at
four positions in LptC and five positions in LptA. All but one of the crosslinks were
formed on the inside of the “-jellyroll structure of these proteins. Using spheroplasts,
the authors demonstrated that separate rounds of ATP hydrolysis were required
to first transfer LPS from the IM platform to LptC and then from LptC to LptA.
These findings are significant as the in vivo crosslinking of LPS to LptC and LptA
strengthened the model of a trans-envelope bridge as well as revealed that multiple
rounds of ATP hydrolysis are required to ‘push’ the LPS across this periplasmic
bridge.
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Despite the range of known polysaccharide structures and differences in assem-
bly pathways, CPSs share a common strategy for polymer export across the outer
membrane (Whitfield 2006). The export translocon is a trans-envelope complex
between the oligomeric OPX family of proteins and the oligomeric IM polysac-
charide co-polymerase (PCP) protein family (Cuthbertson et al. 2009). For the
group 1 CPS of E. coli K30, the Wza lipoprotein is the prototypical OPX protein
(Drummelsmith and Whitfield 1999; Nesper et al. 2003) and it docks with the PCP
family member, Wzc (Reid and Whitfield 2005; Collins et al. 2006). Together, these
proteins form a contiguous molecular scaffold that spans the cell envelope (Collins
et al. 2007). It has been hypothesized that the Wza-Wzc complex provides the export
pathway for CPS through the OM, coupling chain growth to OM transit (Whitfield
2006).

We employed the in vivo crosslinking strategy to trap the nascent CPS within
the lumen of the Wza octamer (Dong et al. 2006). Residues within the lumen of
Wza were targeted for site-specific incorporation of the UV photo-crosslinkable
unnatural amino acid pBpa. Successful incorporation of pBpa within the lumen of
the Wza complex revealed five novel Wza-specific adducts that were dependent on
synthesis of K30 CPS. Wza-specific adducts purified from the OM were crosslinked
to K30 polysaccharide, providing the first definitive evidence that CPS is extruded
through the Wza channel to reach the cell surface (Nickerson et al. 2014). As Wza
shares many features with other OPX proteins we predict that this will be a common
mechanism for translocation of high-molecular-weight polysaccharides to the cell
surface.

These studies demonstrate that site-specific incorporation of the pBpa unnatural
amino acid and in vivo crosslinking provide a powerful strategy to identify protein
interaction partners. The major drawbacks of this procedure are the requirement for
structural information of the target protein and inability to design a feasible screen.

16.3 Genetic Regulation Associated with Bacterial Outer
Envelope Structures

16.3.1 Introduction

CPS and LPS are often essential bacterial components as they may act as both a
protective defence mechanism and a virulence factor for invasion and colonization.
As highlighted above, many studies have elucidated detailed protein pathways and
interaction maps responsible for the biosynthesis of polysaccharide precursors and
their export mechanisms to the periphery of the cell; the following section will
review aspects of the underlying genetic architecture for these systems. While
early studies were able to characterize the coding, localization, and gene transfer
between polysaccharide systems, recent advances in systems biology have been
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at the forefront of understanding how coding, gene regulation, acquisition and
evolutionary patterns have developed to increase fitness throughout a bacterial cell.

16.3.2 Techniques Used to Understand Specific Regulatory
Regions and Associated Regulatory Proteins

Since the early twentieth century, changes in the bacterial cell envelope have
been a readily observable phenotype due to the qualitative observation of colony
morphology (Beiser and Davis 1957; Markovitz 1964; Duguid and Wilkinson 1953).
With further understanding of bacterial genetics, especially their manipulation, the
ability to assay for the underlying genetic components for LPS and CPS became
attainable. As modern molecular biology and microbiology fused, our knowledge
of transcriptional regulation associated with these important glycostructures has
excelled. Individual regulators have been identified in comprehensive analyses,
DNA binding regions have been mapped, and integration of complex regulatory
systems has been elucidated for genetic clusters. For the well-characterized E. coli
K30 group 1 CPS cluster, elements including a JUMPstart sequence (Bailey et al.
1996), a putative stem-loop inhibitory region, and the requirement of RfaH anti-
termination for expression of the locus have been identified. Techniques such as
plasmid and chromosomal reporters were used in various mutant backgrounds to
test for gene expression and ultimately for the production of the K30 CPS (Rahn
and Whitfield 2003). Additional studies have utilized DNA binding techniques such
as electrophoretic mobility shift assays (EMSA) to determine if a given protein has
bound a purified section of DNA. This coupled with DNA footprinting can provide
convincing evidence for interaction of a transcription factor at a given promoter.
Such a combination of techniques was used alongside DNA reporting experiments
to determine how the group 2 CPS is regulated in E. coli K5 (Bell et al. 2001).
Furthermore, a recent study implicated a small regulatory RNA in the regulation of
LPS modification. Here, a PhoPQ-dependent RNA, termed MgrR, acts to silence the
gene encoding EptB, a phosphoethanolamine modifying enzyme. However, results
suggested that the expression of Sigma E can out-compete the silencing effect of
MgrR, allowing LPS modification under conditions such as cell envelope stress.
Techniques used included: Northern blot analysis of MgrR in the presence of low
Ca2C (indicative of active PhoPQ conditions); 50 RACE to determine the mRNA
produced for eptB; and gene reporter constructs to measure accurate expression
levels (Moon et al. 2013). While advanced techniques as those mentioned above are
invaluable for determining genetic regulation at one (or a few) non-coding region(s)
and the DNA binding proteins associated with these areas, recent advances in
large scale systems biology techniques aided by bioinformatic analysis has rapidly
increased our knowledge of the bacterial cellular periphery.



308 C.A. Cooper et al.

16.3.3 Advanced Genome Wide Assays for Genetic Regulation

In recent years, genome wide assays, genomic sequencing, and the bioinformatic
tools needed to analyze these large datasets have become commonplace and are
important tools for nearly all microbiology laboratories. The use of microarrays in
particular can be a quick, informative, and affordable method for detecting changes
in gene regulation. In a recent study of Bacillus subtilis, a novel RNA element
termed EAR (EPS-associated RNA) was identified as a requirement for proper
expression of the 16kb EPS operon. After identifying EAR through bioinformatic
analyses, the region was shown to be necessary for biofilm formation using
mutagenesis. Microarray analysis was performed to determine where in the 15 gene
operon the anti-termination activity of EAR was occurring. Surprisingly, EAR had
anti-termination effects further downstream than the gene encoded directly beside
it, resulting in the last ten genes of the operon to be down-regulated in the ear region
mutation (Irnov and Winkler 2010). An additional study sought to determine a
potential cause for spontaneous capsule loss in Pasteurella multocida using genomic
sequencing and microarray analysis. Here strains which lacked CPS production
were sequenced, and while no mutations were found in the capsule biosynthesis
and export loci, a point mutation in a transcription factor termed Fis was identified.
Complementation with wild type Fis restored CPS production and export and
microarray analysis with the fis point mutant strains revealed a number of genes
significantly down-regulated compared to the wild type strain (Steen et al. 2010).
This study illustrates an important benefit to systems biology approaches where such
large quantities of data are generated that often new findings may emerge with new
avenues of potential research to follow. An analysis of the regulation of Vi antigen
CPS produced in Salmonella enterica serovar Typhi (S. Typhi) revealed that the
regulator TviA encoded within the capsule locus (viaB) not only regulated the CPS
biosynthesis and export genes encoded within the region (a pathogenicity island),
but down-regulated both motility- and invasion-associated genes encoded elsewhere
in the genome. This was observed by microarray hybridization experiments with
wild type and tviA mutant strains (Winter et al. 2009). When the TviA regulator
was expressed in a non-capsule producing serovar of S. enterica (Typhimurium),
the same effect was observed, and subsequently as the flagellar antigen expression
was decreased, the mutant S. Typhimurium was able to disseminate to greater levels
in a chicken infection model (Winter et al. 2010).

While the use of microarray analysis has been at the forefront of genomic studies,
in recent years proteomics-based analyses have been gaining favour for studying
protein expression which is not only regulated at the genetic level, but at the RNA
and translational levels, as well. A study making use of a technique termed iTRAQ
(Isobaric tag for relative and absolute quantitation) (Gygi et al. 1999; DeSouza et al.
2005) explored the cytotoxic effect of gene mutations in LPS biosynthesis during
macrophage infection by Francisella novicida. This strategy was used in tandem
with microarray analysis but the main focus was to highlight possible changes
in host protein levels and not at the genetic regulation level. A mutant strain of
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F. novicida was used for macrophage infection and iTRAQ was used to identify
cytoskeletal structures and the mRNA degradation regulator tristetraprolin (TTP) as
potential targets during infection. These results suggested that F. novicida modifies
host regulation of proteins such as cytokines downstream of TTP (i.e. not at the
genetic level) as a method of intracellular survival within host cells (Nakayasu et al.
2013).

16.3.4 RNA Sequencing Techniques

The relatively new technique of RNA sequencing (RNAseq) has proved to be a
powerful tool that is beginning to rival microarray analysis for gaining insight
into biological processes (see further commentary in Shendure 2008). Not only
is expressed gene content and quantity (including previously unidentified genes)
achieved in an accurate manner, but the presence of non-coding RNA (ncRNA) is
obtained as well. In a comprehensive study conducted with S. Typhi, RNAseq was
compared to a traditional microarray platform for studying the differences between
wild type bacteria and an ompR (a regulator of the viaB locus) mutant strain.
While similar results were obtained between the microarray and RNAseq methods,
a wealth of novel knowledge was obtained from the RNAseq data. The presence of
hypothetical gene mRNAs was then paired to protein expression data obtained from
whole proteome mass spectrometry (MS) to clarify the presence of hypothetical
proteins (Perkins et al. 2009). Later, the authors expanded their OmpR regulon
studies to include ChIP-seq, a technique where chromatin immunoprecipitation is
conducted and the resulting DNA is subjected to sequencing (Perkins et al. 2013).
A study conducted with Yersinia enterocolitica O:3 examined LPS substitutions and
whether or not temperature had an effect on their differential biosynthesis. Here it
was discovered via RNAseq that specific biosynthesis genes were expressed at lower
levels at higher temperatures (Muszynski et al. 2013). RNAseq is quickly becoming
a major technique in gene regulation studies, combining sequencing technology and
bioinformatics in an elegant combination.

16.4 Conclusions

In summary, the study of the bacterial envelope, and the individual glycostructures,
has been at the forefront of microbial research for decades. The use of novel systems
biology approaches has brought this field into a new era. The ability to generate,
and more importantly manage, these large datasets has been a major challenge that
the scientific community has adapted to with the help of computer science. These
datasets have also highlighted scientific collaboration as new methods of sharing
results have been developed. As new method development continues in the future,
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there is no doubt that systems biology involved at the genetic, RNA, and protein
levels will be a major player, and continue to bring about great discoveries and spur
on new research paths.
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