
     ME T H O D S I N PH A R M A CO L O G Y A N D TOX I CO L O G Y

Series Editor
Y. James Kang

For further volumes:
http://www.springer.com/series/7653



   



TRP Channels in Drug Discovery

Volume II

Edited by

Arpad Szallasi

Monmouth Medical Center, Long Branch, NJ, USA

Tamás Bíró

Medical and Health Science Center, Department of Physiology, 
University of Debrecen, Debrecen, Hungary



Editors
Arpad Szallasi
Monmouth Medical Center
Long Branch, NJ, USA

Tamás Bíró
Medical and Health Science Center 
Department of Physiology
University of Debrecen
Debrecen, Hungary

ISSN 1557-2153 ISSN 1940-6053 (electronic)
ISBN 978-1-62703-094-6 ISBN 978-1-62703-095-3 (eBook)
DOI 10.1007/978-1-62703-095-3
Springer New York Heidelberg Dordrecht London

Library of Congress Control Number: 2012947027

© Springer Science+Business Media, LLC 2012
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the material is 
concerned, speci fi cally the rights of translation, reprinting, reuse of illustrations, recitation, broadcasting, reproduction 
on micro fi lms or in any other physical way, and transmission or information storage and retrieval, electronic adaptation, 
computer software, or by similar or dissimilar methodology now known or hereafter developed. Exempted from this 
legal reservation are brief excerpts in connection with reviews or scholarly analysis or material supplied speci fi cally for 
the purpose of being entered and executed on a computer system, for exclusive use by the purchaser of the work. 
Duplication of this publication or parts thereof is permitted only under the provisions of the Copyright Law of the 
Publisher’s location, in its current version, and permission for use must always be obtained from Springer. Permissions 
for use may be obtained through RightsLink at the Copyright Clearance Center. Violations are liable to prosecution 
under the respective Copyright Law.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication does not 
imply, even in the absence of a speci fi c statement, that such names are exempt from the relevant protective laws and 
regulations and therefore free for general use.
While the advice and information in this book are believed to be true and accurate at the date of publication, neither 
the authors nor the editors nor the publisher can accept any legal responsibility for any errors or omissions that may be 
made. The publisher makes no warranty, express or implied, with respect to the material contained herein.

Printed on acid-free paper

Humana Press is a brand of Springer
Springer is part of Springer Science+Business Media (www.springer.com)



v

   Preface    

 With almost 600 reviews, Transient Receptor Potential (TRP) channels arguably represent 
today’s most extensively reviewed pharmacological targets. The literature on TRP channels 
is vast and still growing: It has exploded from a mere 21 papers in 1995 to over 2,000 in 
the past 2 years. Yet, even the most studied TRP channels like TRPV1 continue to surprise: 
as Bernd Nilius points it out in his Introduction, “We are still at the beginning of the 
beginning.” 

 Over the past decade, both gain- and loss-of-function mutations in TRP channels (so-
called “TRP channelopathies”) have been identi fi ed in human disease states ranging from 
focal segmental glomerulosclerosis (TRPC6) and familial episodic pain syndrome (TRPA1) 
through brachyolmia and hereditary arthropathy of hand and feet (TRPV4) to mucolipido-
sis type-4 (TRPML1) and amyotrophic lateralsclerosis and parkinsonism/dementia com-
plex (TRPM7). These  fi ndings imply a therapeutic potential for drugs targeting TRP 
channels in a wide variety of diseases, many with no existing satisfactory treatment options. 
Indeed, a number of potent, small molecule TRPV1, TRPV3, and TRPA1 antagonists have 
already entered clinical trials, and many more are in preclinical development. 

 The TRP superfamily of ion channels in humans is a diverse family of 28 cation chan-
nels with varied physiological functions. Their name stems from their similarity on the 
sequence level to the original  trp  gene from  Drosophila  which, when mutated, resulted in a 
transient receptor potential in the presence of continued exposure to light. Overall, few 
generalizations can be made about TRP channels. Most family members share a low level 
of structural similarity, but some channels are very highly homologous to each other (e.g., 
TRPC3 and TRPC7; TRPV5 and TRPV6). Many TRP channels form functional channels 
as homotetramers, though heteromultimerization is not uncommon. The latter phenome-
non may have important implications for drug discovery. 

 Consistent with their diverse structure, TRP channels also serve diverse functions 
including afferent sensory functions (mechanical, chemical, thermal, noxious, etc.) as well 
as efferent mechanisms (of growth control, cellular differentiation, vasoregulation, media-
tor release, etc.). While most family members are cation channels with limited selectivity for 
calcium, both calcium- (TRPV5 and TRPV6) and sodium-selective (TRPM4 and TRPM5) 
family members exist. In addition, some TRP channels transport noncanonical cations such 
as iron (TRPML1), magnesium (TRPV6), or zinc (TRPA1). 

 Of the 28 TRP channels discovered until today, seven sense hot or warm temperatures 
(TRPV1 to TRPV4, TRPM2, TRPM4, and TRPM5), whereas two (TRPA1 and TRPM8) 
are activated by cold. Together, these channels, referred to as “thermoTRPs,” cover a wide 
temperature range with extremes that fall between 10 °C (TRPA1) and 53 °C (TRPV2). 
The temperature sensor is believed to be associated with the C terminus. In support of this 
model, swapping the C-terminal domain of TRPV1 with that of TRPM8 was shown to 
change the temperature sensitivity of TRPV1 from hot to cold. 

 Animal data and human genetic studies have shown that TRP channel dysfunction 
(“TRP channelopathy”) can cause various pathological conditions. In fact, the TRML 



vi Preface

(mucolipin) and TRPP (polycystin) families were named after the human diseases they are 
associated with (mucolipidosis and polycystic kidney disease, respectively). The founding 
member of the M (melastatin) family, TRPM1, was identi fi ed via comparative analysis of 
genes that distinguish benign nevi and malignant melanoma. The A (ankyrin) family has 
only one known member (TRPA1), and its name refers to the unusually high number of 
ankyrin repeats at the N terminus of the channel protein. Mammalian TRP channels that 
are most similar to those in  Drosophila  are referred to as canonical (TRPC). Last, the V 
(vanilloid) family came into existence by expression cloning of the capsaicin receptor 
TRPV1. 

 The aim of these volumes is ambitious: They open with a series of “state-of-the-art” 
minireviews on the most interesting TRP channels (from TRPA1 to TRPV4), followed by 
a collection of cookbook-like protocol chapters describing various methodologies (ranging 
from capsaicin inhalation test in humans through rodent models of anxiety to stroke, can-
cer, diabetes, and experimental colitis models) relevant to TRP channel research. Pain mod-
els (TRPs = “Targets for Relief of Pain”) were previously detailed in our  Analgesia: Methods 
and Protocols  volume in the  Methods in Molecular Biology  series. Here, we focus on non-pain 
models in keeping with the alternative interpretation of TRPs: “Truly Remarkable 
Proteins.” 

 It is our hope that this book will be useful for graduate students in academic laborato-
ries as well as for scientists developing new drugs at Pharma and clinicians interested in 
novel drugs in the pipeline. 

Long Branch, NJ, USA Arpad Szallasi
Debrecen, Hungary Tamás Biró  
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Arpad Szallasi and Tamás Bíró (eds.), TRP Channels in Drug Discovery: Volume II, Methods in Pharmacology and Toxicology, 
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    Chapter 1   

 TRPs to Cardiovascular Disease       

     José   C.   González-Cobos   ,    Xuexin   Zhang   ,    Rajender   K.   Motiani   , 
   Kelly   E.   Harmon   , and    Mohamed   Trebak         

  Abstract 

 Transient receptor potential (TRP) is a large superfamily of cation channels comprising 28 members in 
mammals. TRP channels are ubiquitously expressed in human tissues, including the cardiovascular system 
where they have been associated with a number of physiological functions, such as proliferation, contrac-
tion, and migration. TRP channels comprise six large families of cation channels: TRPC, TRPM, TRPV, 
TRPP, TRPA, and TRPML with diverse ion selectivities and modes of activation. Depending on the iso-
form considered, activation of TRP channels can cause entry of Ca 2+ , Na + , or Mg 2+  into cells. TRP channels 
have recently emerged as attractive drug targets for treatment of cardiovascular diseases since their expres-
sion and/or activation was shown to be disturbed in certain pathophysiological conditions, such as cardiac 
hypertrophy and hypertension. In this short review, we will summarize data on the expression of TRP 
channels in the three major cell types of the cardiovascular system: cardiomyocytes, endothelial cells, and 
smooth muscle cells and will review evidence for the involvement of TRP channels in mediating cardiovas-
cular disease.  

  Key words:   TRP channels ,  Cation channels ,  Cardiac hypertrophy ,  Smooth muscle remodeling , 
 Endothelium-dependent vasorelaxation ,  Hypertension ,  Restenosis    

 

 The cardiovascular system (CVS) comprises the heart muscle and 
the vascular system; its role is to maintain blood  fl ow and secure 
oxygen transport and organ perfusion to match the body’s meta-
bolic demand. This function of the CVS is supported by a complex 
physiological network that includes both global and local control 
levels. While global circuits of control include baroreceptor  fi ring, 
humoral factors, and vasoactive hormones secreted in response to 
general physiological changes (e.g., blood pressure), local control 

  1.  Introduction
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involves cell sensing and integration of speci fi c physiological  stimuli 
to generate appropriate tissue-speci fi c cellular responses. 

 The transient receptor potential (TRP) is a large superfamily of 
cation channels related to  drosophilae trp . The  trp  gene was 
identi fi ed from work in  Drosophila  phototransduction and is 
required for proper activation of a phospholipase C (PLC)-
dependent calcium (Ca 2+ ) entry pathway in photoreceptor cells; in 
 trp  mutant  fl ies, activation of photoreceptors developed a transient 
PLC-dependent Ca 2+  entry in response to prolonged light stimula-
tion, by comparison to the sustained Ca 2+  entry observed in wild-
type  fl ies, resulting in impaired vision  (  1–  7  ) . All 28 mammalian 
TRP proteins form cation channels with an amazing diversity of 
cation selectivity and activation mechanisms  (  8  ) . Some TRP chan-
nels function as cellular sensors and open upon direct binding of a 
ligand while others are activated through PLC-coupled receptors, 
such as G-protein-coupled receptors and receptor tyrosine kinase. 
The vast majority of TRP channels are nonselective cation channels 
that permeate Ca 2+  ions. Notorious exceptions include TRPV5 and 
TRPV6 channels which are highly Ca 2+  selective; TRPM6 and 
TRPM7 which are Mg 2+  selective, and TRPM4 and TRPM5 that 
do not permeate Ca 2+   (  9–  13  ) . 

 Since the cloning of the  fi rst mammalian TRP nearly two decades 
ago, a number of studies contributed greatly to our understanding 
of the role of TRP channels in cellular sensory mechanisms and their 
implications in diverse physiological functions and pathophysiologi-
cal situations. In this mini-review, we will summarize TRP channel 
contributions to the physiology of the cardiovascular system and 
their role in the development of cardiac and vascular pathologies.  

 

 Although all members of the TRP channel superfamily share struc-
tural similarities, such as the presence of six transmembrane (6TM) 
domains with a putative pore forming region between TM5 and 
TM6 and cationic permeability, sequence homologies found when 
comparing different members can be as low as 20%  (  14,   15  ) . Based 
on sequence homology and functional similarities the 28 TRP 
members have been classi fi ed into six major families including the 
“classical” or “canonical” TRPs (TRP C ); the vanilloids (TRP V ); 
the melastatins (TRP M ); the mucolipins (TRP ML ); the polycys-
tins (TRP P ); and the ankyrin transmembrane protein 1 (TRP A1 ). 
A seventh family, TRPN, contributes proteins in  fl ies and worms 
but has not been identi fi ed in higher organisms  (  15,   16  ) . The bio-
physical properties and mechanisms of activation proposed for 
TRP channels will be brie fl y discussed below. 

  2.  TRP Channels: 
Biophysical 
Properties and 
Activation 
Mechanisms
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  The canonical TRPs comprise seven members (TRPC1–TRPC7) 
of nonselective cationic channels  (  17,   18  ) . This family shares the 
biggest similarity with the founding member  Drosophila trp  and is 
therefore referred to as classical or canonical  (  8  ) . Based on struc-
tural homology, functional similarities, and direct protein–protein 
interactions, TRPC channels are further subdivided into four sub-
families: TRPC1, TRPC2, TRPC3/6/7, and TRPC4/5 (TRPC1 
is sometimes included in the same subfamily as TRPC4/5)  (  19  ) . 
TRPC2, although a pseudogene in humans, is known to encode 
functional channels in rodents and lower organisms. (For a com-
prehensive review the reader is referred to  (  20  ) ). Overall, members 
of this family share the general TRP superfamily architectural fea-
tures in addition to particular features, such as cytoplasmic N- and 
C-terminus where 3–4 ankyrin-like repeats (ANK1–4) and the 
invariant TRP signature motif (EWKFAR) are located, respectively 
 (  18,   21  ) . The TRPC family displays conductances that range from 
2 to 75 pico Siemens (pS) with cation permeability ratios P Ca /P Na  
ranging from 1 to 9, with nearly linear current–voltage relationship 
showing both inward and outward recti fi cation and reversal poten-
tials at or near 0 mV (0–20 mV), suggesting lack of cation selectiv-
ity (Table  1 )  (  22–  25  ) .  

 Soon after their discovery, all TRPC channels were shown to 
be activated by PLC-coupled receptors such as G-protein-coupled 
receptors and receptor tyrosine kinases when ectopically expressed 
in HEK293 cells, and thus have been proposed to encode the then 
elusive store-operated Ca 2+  (SOC) channels activated by depletion 
of inositol-1,4,5 trisphosphate (IP 3 )-sensitive internal Ca 2+  stores 
 (  18,   26–  28  ) . However, the lack of Ca 2+  selectivity of TRPCs and 
the discovery 5 years ago of STIM and Orai proteins as the  bona 
 fi de  components of the highly Ca 2+ -selective SOC pathway have 
cast doubts on the involvement of TRPCs as SOC channels (for 
review see  (  29,   30  ) ). It is known that PLC activity leads to the 
concomitant production of IP 3  and diacylglycerol (DAG) and the 
production of an array of downstream intracellular second messen-
gers; naturally, activation of PLC-coupled receptors can lead to the 
development of Ca 2+  currents that could be activated by store-
dependent as well as store-independent mechanisms related to the 
production of second messengers downstream the PLC pathway. 
In fact, it was promptly recognized that DAG analogues (e.g., 
oleyl-acetyl glycerol; OAG) and endogenous DAG could activate 
TRPC3/6/7 currents independently of Ca 2+  store depletion 
 (  31,   32  )  (for review see  (  33  ) ). The exact mechanism of activation 
of TRPC3/6/7 channels by DAG and whether DAG action is a 
direct or indirect one remain unknown. One argument in favor of 
an indirect action of DAG is the fact that under the cell-attached 
con fi guration of the patch clamp technique, TRPC7 channels 
could be activated by OAG, while OAG failed to activate TRPC7 
channels in excised patches  (  34  ) . Clearly, the activation of 

  2.1.  TRPCs
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TRPC3/6/7 by DAG is protein kinase C (PKC)-independent as 
PKC exerts a negative regulatory effect on these channels through 
phosphorylation  (  35  ) . Activation of TRPC3/6/7 channels by 
phosphatidylinositol phosphates in excised patches has been 
reported. In fact, TRPC3/6/7 currents are robustly activated by 
application of PI(4,5)P 2  or ATP, but not by IP 3  in excised patches 
 (  34  ) . The exact mechanisms of activation of TRPC1/4/5 under 
physiological conditions of stimulation by PLC-coupled receptors 
are even less clear. TRPC5 channels are activated by increases in 
local Ca 2+  originating from Ca 2+ -selective channels  (  36  ) . TRPC5 
channels are regulated by polyphosphoinositides in a complex 
manner. PI(4,5)P 2  and PI4P can activate TRPC5 channels in 
excised patches, but are inhibitory in the whole-cell con fi guration 
suggesting that membrane polyphosphoinositides have at least two 
independent roles in the regulation of TRPC5 channels  (  37  ) . 
Otsuguro et al. showed that PIP 2  breakdown is required for the 
activation of the  a -isoform of TRPC4. However, PIP 2  depletion 
was insuf fi cient for channel opening; an additional requirement for 
Ca 2+  and pertussis toxin-sensitive Gi/o proteins was noted  (  38  ) . 

 As mentioned earlier, there is also a large body of literature 
suggesting TRPC channels as store-operated in a variety of cell 
types including endothelial cells and smooth muscle cells. 
Undeniably, all the TRPCs with the exception of TRPC6 were 
proposed to be sensitive to store depletion when studied either 
under endogenous conditions or overexpression systems  (  39–  44  ) . 
However, as pointed out earlier, major advances have been made 
regarding the molecular composition and activation mechanisms 
of SOC channels. Small interfering RNA (siRNA)-based high 
throughput screens coupled to the use of the SERCA pump 
inhibitor thapsigargin (to passively deplete the Ca 2+  stores) by 
four independent groups have identi fi ed two conserved genes 
required for store-operated Ca 2+  entry (SOCE): STIM1 and 
Orai1 (mammals have 2 STIMs and 3 Orais encoded by separate 
genes)  (  45–  49  ) . While STIM1 is the endoplasmic reticulum 
(ER)-resident Ca 2+  sensor, Orai1 is the pore forming subunit of 
the archetypical SOC channel, CRAC (for Ca 2+  release-activated 
Ca 2+  current), at the plasma membrane. It is now well accepted 
that store depletion is sensed by a low-af fi nity Ca 2+  binding EF 
hand located in the N-terminus of STIM1 facing the lumen of 
the ER resulting in STIM1 oligomerization and translocation to 
parts of the ER that are close to the plasma membrane  (  30,   50, 
  51  ) . Recently, structure–function studies have identi fi ed a mini-
mal conserved 100 amino acid region located in STIM1 
C-terminus called STIM1 Orai1 Activating Region (SOAR) 
essential for the STIM–Orai physical coupling required for SOC 
channel activation, (For comprehensive reviews the reader is 
referred to  (  29,   52  ) .) It is worth mentioning that in all of the 
screens noted above, none of the members of the wider TRP 
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superfamily gave a hit. Muallem and coworkers presented convincing 
biochemical evidence suggesting interactions of TRPC1/2/4/5 
with the STIM1 ERM domain located in the C-terminus  (  53–  55  ) . 
Mutagenesis analysis showed that TRPC/STIM1 interactions are 
of electrostatic nature and occur in between two charged critical 
amino acids contained within the C-terminus of TRPC and 
STIM1 proteins. Other groups have reported the formation of 
ternary complexes between TRPC1, STIM1, and Orai1 that 
appear to be essential for the activation of nonselective channels 
in response to store depletion in human salivary gland cells and 
human platelets  (  56–  58  ) . However, an extensive study by 
DeHaven et al. demonstrated that the function of TRPC1, 
TRPC3, TRPC5, TRPC6, and TRPC7 does not depend on 
STIM1 or store depletion  (  59  ) .  

  The vanilloid TRP channel family contains six members. The name 
vanilloid refers to the historical origin of its founding member 
TRPV1,  fi rst identi fi ed in sensory neurons as the extracellular 
vanilloid receptor  (  60  ) . The members of this family are divided in 
two groups: TRPV1–TRPV4 and TRPV5/6  (  61  ) . While sharing 
the major TRP features (namely, 6TMs with a putative pore 
between TM5 and TM6, nonselective cationic permeability with 
the exception of TRPV5/6 which are Ca 2+  selective  (  9,   10  ) ), 
TRPV channels can be mainly differentiated by an ankyrin repeat 
domain composed of six ankyrin repeats that is located in the 
N-terminus, and by a version of the TRP box (VWKYQR) inserted 
within the TRP domain in the C-terminus  (  62–  65  ) . While ankyrin 
repeats in the N-terminus are believed to assist these channels in 
membrane traf fi cking and tetramerization, the TRP domain 
located in the C-terminus is thought to be a PIP 2  binding site 
required for modulation of TRPV channel activity and channel 
tetramerization  (  66–  68  ) . 

 Biophysically, the TRPV family displays differential Ca 2+  selectivity 
expanding from nonselective to highly selective channels. TRPV1, 
TRPV2, TRPV3, and TRPV4 form nonselective cation channels with 
P Ca /P Na  values that range from 1 to 12, depending on experimental 
conditions. In contrast, TRPV5 and TRPV6 have unusual Ca 2+  selec-
tivity with P Ca /P Na  values that surpass 100, with current/voltage rela-
tionships displaying inward recti fi cation  (  9,   10  ) . Pharmacologically, all 
TRPVs are inhibited nonspeci fi cally by ruthenium red and TRPV1–3 
differentially potentiated by 2-aminoethoxydiphenyl borate (2-APB) 
 (  69–  75  ) . As it is the case with other TRPs, TRPVs can also form het-
erotetramers with distinct biophysical properties, thereby contribut-
ing to increased diversity of Ca 2+  signals. This scenario has been 
reported for TRPV5 and TRPV6 and other studies suggest similar 
interactions between TRPVs and other TRPs (TRPM, TRPA)  (  76  ) . 

 In general, TRPVs are polymodally activated channels with the 
capacity to integrate an array of physiological signals  (  77  ) . Although 

  2.2.  TRPVs
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the founding member TRPV1 was  fi rst described as a chemical 
sensor (vanilloid receptor), it is now known that this family of cat-
ion channels is also responsive to other physiological stimuli includ-
ing pain, temperature, osmotic/mechanical forces, lipid messengers, 
pH, intracellular Ca 2+ , and a variety of synthetic compounds  (  78  ) . 
Speci fi cs about the activation mechanisms, gating, and channel 
regulation in response to these stimuli are starting to emerge and 
structure–function correlations for speci fi c domains have been 
assigned. For example, activation of TRPV1 by capsaicin, the active 
component of hot chili peppers, has been suggested to occur intra-
cellularly through a tyrosine–serine motif located in the intracel-
lular loop between TM2 and TM3 regions  (  78  ) . Similarly, TRPV4 
sensitivity to phorbol esters, heat, and epoxyeicosatrienoic acid 
(EET) is compromised upon mutation of an analogous region 
located in the N-terminal end of TM3 (Tyr 555  and Ser 556 )  (  79  ) . 
In addition, it has been suggested that responses to mechanical 
stimulus are indeed indirectly mediated by the actions of intracel-
lular lipid mediators generated, whereby membrane stretching 
induces EET production and TRPV4 activation  (  80,   81  ) ; whether 
this lipid messenger acts directly or indirectly on the channel is still 
uncertain. 

 TRPV channels are known to contribute to physiological tem-
perature regulation. Indeed, TRPV1, TRPV2, TRPV3, and TRPV4 
channels are sensitive to a range of temperatures from warm to 
noxious heat and are collectively referred as thermo-TRPs  (  82,   83  ) . 
Heterologous expression of these channels results in heat sensitiv-
ity with particular thresholds for each temperature-sensitive TRPV 
member: 42°C, 52°C, 30°C, and 27°C, for TRPV1 through 4, 
respectively (See Table  1 ). It is believed that temperature respon-
siveness is achieved through the C-terminus and the PIP 2  binding 
domain  (  84  ) . Unlike other TRPVs, TRPV5 and TRPV6 channels 
are constitutively active, highly Ca 2+  selective, and subject to com-
plex Ca 2+ -dependent inactivation mechanisms. They are responsive 
to 1,25-dihydroxyvitamin D 3  and are expressed in the apical side of 
epithelial cells consistent with their role in Ca 2+  absorption. They 
are involved in renal, placental, and intestinal absorption of Ca 2+  
among other functions  (  85–  87  ) .  

  The TRPM channel family is composed of eight members with 
extreme functional and genetic diversity and is categorized in three 
main groups: TRPM1/3, TRPM4/5, and TRPM6/7 (TRPM2 
and TRPM8 share low sequence homology and have not been 
grouped)  (  88,   89  ) . This family is named after the founding mem-
ber TRPM1 (melastatin), originally identi fi ed as a prognostic 
marker for metastasis of melanoma  (  90  ) . Generally, TRPM chan-
nels share the typical TRP channel architecture including a TRP 
box similar to that of TRPCs, found in the C-terminus  (  65  ) . 
However, this family shares a particular 700 amino acid-long 

  2.3.  TRPMs
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TRPM homology region located in the N-terminus  (  91  ) . A feature 
unique to this family is the presence of enzymatically active protein 
domains in TRPM2, TRPM6, and TRPM7. While TRPM2 has a 
C-terminally located cytoplasmic Nudix box, a 22 amino acid-long 
consensus catalytic site for pyrophosphatases, TRPM6 and TRPM7 
contain a serine/threonine protein kinase domain with homology 
to the eEF2  a -kinase family  (  92,   93  ) . 

 Similar to TRPVs, TRPM channels display diversity of cation 
selectivities and biophysical properties. Overall, all members of this 
family are nonselective cation channels with TRPM4 and TRPM5 
being Ca 2+ -impermeable (P Ca /P Na  < 0.05). TRPM unitary conduc-
tances range from ~25 pS for TRPM4/5 up to ~100 pS for 
TRPM3/7 depending on experimental conditions (See Table  1 ). 
Although TRPM channel Ca 2+  permeability is not remarkable, ago-
nist activation of TRPM-mediated currents leads to increased intra-
cellular Ca 2+  concentration in different cell lines. TRPM channels 
are differentially activated by a variety of physiological stimuli and 
second messengers including ADP-ribose (ADPR), temperature, 
reactive oxygen species, membrane stretching, and intracellular ionic 
levels (e.g., Mg 2+ , Ca 2+ ) among others (See Table  1 )  (  11,   94,   95  ) . 

 Of all TRPM family members, TRPM1 was  fi rst to be discov-
ered but not until recently examples of its function began to appear. 
Endogenous TRPM1 currents were described in primary human 
neonatal epidermal melanocytes and the magnitude of these cur-
rents correlated with TRPM1 mRNA levels in different melanomas 
 (  96  ) . However, the mode of activation was not speci fi ed suggesting 
constitutive activity of the channel  (  97  ) . In addition, TRPM1 cur-
rents were suggested to be required for the mediation of the depo-
larizing light response observed in retinal ON-bipolar cells  (  98  ) . 

 The  fi rst TRPM2 activator identi fi ed was ADPR; this mode of 
activation was initially proposed given that ADPR was a putative 
substrate for the mitochondrial Nudix box-containing pyrophos-
phatase NUDT9 (nucleoside diphosphate-linked moiety X-type 
motif 9)  (  99  ) . It has been suggested that TRPM2 channel activa-
tion might occur independently of activity of its catalytic domain. 
Along this line of thought, a splice variant lacking the C-terminus 
(TRPM2- D C) was shown to be responsive to H 2 O 2  treatment, 
but could not be activated by ADPR dialysis  (  100  ) . Conversely, 
subsequent studies suggested that TRPM2 sensitivity to H 2 O 2  
was conferred by cytosolic ADPR accumulation originating from 
the mitochondria. (For a comprehensive discussion in TRP chan-
nels as oxidative stress sensors the reader is referred to  (  99  ) ). The 
idea of channel/enzyme independence is not unique to TRPM2 
and has been proposed for TRPM7; TRPM7 channel activation 
occurs independently of autophosphorylation and kinase activity 
 (  101,   102  ) . TRPM7 has been also proposed to be sensitive to 
reactive oxygen/nitrogen species, but this mechanism of  activation 
remains unclear. 
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 Other modes of TRPM activation include heat, cold, intracellular 
Ca 2+ , and cell membrane stretching  (  94,   103  ) . TRPM4 (TRPM4b) 
and TRPM5 have been reported to be sensitive to warm tempera-
tures and intracellular Ca 2+   (  13,   104  ) . Indeed, TRPM4- and 
TRPM5-mediated current amplitudes analyzed at +25 mV display 
10-degree temperature coef fi cient values (Q 10 ) of 8.5 ± 0.6 between 
15°C and 25°C arguing for strong temperature dependence; heat 
application shifted the activation curve towards negative potentials 
in a way analogous to that of TRPV1  (  104  ) . These channels have 
been also reported to be Ca 2+ -sensitive although differing in the 
level of Ca 2+  sensitivity: in both cases PIP 2  was identi fi ed as a chan-
nel modulator important in the mediation of channel desensitiza-
tion and Ca 2+  sensitivity. On the other hand, TRPM8 has been 
shown to be activated by cold temperature below 25°C and in 
response to the cooling compounds menthol and icilin  (  103,   105  ) . 
In a manner analogous to TRPC5, PIP 2  differentially behaves as 
both a positive and negative TRPM8 channel modulator. While 
the presence of PIP 2  increases TRMP8 sensitivity to menthol and 
cold, depletion of membrane PIP 2  causes channel desensitization 
 (  106  ) . This negative feedback mechanism is further ampli fi ed by 
PLC-coupled receptor activation resulting in PIP 2  breakdown and 
concomitant activation of PKC; PKC is another TRPM8 negative 
modulator. TRPM3 has been shown to form constitutively active 
channels whose activity can be potentiated in response to hypo-
tonic stimulation resulting in membrane stretching  (  94  ) . In 
HEK293 cells expressing TRPM3, application of a hypotonic 
extracellular solution (200 mOsm) resulted in a much stronger 
increase in intracellular Ca 2+  concentration as compared to non-
transfected controls. (For a review on TRPM3 variants, ion chan-
nel properties, and modes of activation the reader is referred to 
 (  107  ) .) Most recently, TRPM3 has been also molecularly and 
functionally identi fi ed in a large subset of small-diameter sensory 
neurons from dorsal root and trigeminal ganglia where it supports 
the activation of nocifensive responses upon exposure to heat. 
This channel was reported to be steeply activated by heat and 
TRPM3-de fi cient animals displayed decreased avoidance to nox-
ious heat  (  108  ) .  

  The polycystin family of TRP channels is named after its founding 
member polycystic kidney disease-2 (TRPP2), a gene product 
mutated in the inherited human disorder known as autosomal 
dominant polycystic kidney disease  (  109  ) . Structurally, this family 
of channels contains three members; PKD2, PKD2L1, and 
PKD2L2, currently known as TRPP2, TRPP3, and TRPP5, respec-
tively  (  88  ) . There is another genetically related locus also involved 
in polycystic kidney disease which encodes a large membrane 
 protein (PKD1 or TRPP1) of unknown function. This family is 
characterized by structural features that include a putative large 
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extracellular loop located between TM1 and TM2, a coil-coiled 
domain in the C-terminal region, and a Ca 2+  binding EF hand 
domain found speci fi cally in TRPP2 and TRPP3  (  110  ) . TRPP2-
related cation channels display large single-channel conductance 
ranging from 40 to 300 pS. In general, TRPP2-like proteins’ P Ca /
P Na  ratios argue for their capacity to conduct both monovalent and 
divalent cations such as Na + , K + , Ba 2+ , and Ca 2+  with TRPP3 having 
the highest Ca 2+  permeability (P Ca /P Na  = 4)  (  111,   112  ) . TRPP2 has 
been reported to localize to intracellular compartments and it has 
been proposed that TRPP2 plasma membrane localization and 
regulation require the formation of TRPP1/TRPP2 signaling 
complexes  (  113,   114  ) .  

  The ankyrin-rich TRP family consists of only one member TRPA1, 
previously known as ANKTM1 and P120. Like all other TRP fami-
lies, the TRPA1 protein includes six TM spanning domains with a 
putative pore structure between TM5 and TM6, with cytosolic N- 
and C-terminus. The name ankyrin-rich refers to the structural char-
acteristic of this protein containing up to 18 predicted ankyrin repeats 
located in its remarkably long N-terminus  (  115  ) . These structural 
motifs are also present in other TRP channel subfamilies and have 
been long implicated in membrane localization, in channel tetramer-
ization, and in the mediation of intramolecular interactions  (  64  ) . 
TRPA1 channels are activated either directly or indirectly by a variety 
of agonists including exogenous pungent compounds (found in edi-
bles like garlic, mustard oil, wasabi, horseradish, and brussels sprouts), 
bradykinin, endogenous proalgesic agents, cold, and mechanical 
stimuli (reviewed in  (  116  ) ). TRPA1 is a nonselective cation channel 
with P Ca /P Na  of 0.84 and P Mg /P Na  of 1.23 with conductances rang-
ing from 40 to 105 pS (Table  1 ). Although this channel displays low 
Ca 2+  permeability its contribution to the development of physiologi-
cally relevant Ca 2+  signals has been described. For example, mice with 
a deletion of part of the TRPA1 protein have been shown to have 
impaired Ca 2+  in fl ux in response to mustard oil and allicin  (  117–
  119  ) . In addition, freshly dissociated trigeminal ganglion neurons 
from these mutated animals were insensitive to these in fl ammatory 
mediators resulting in protection from the neurogenic in fl ammation 
observed in wild-type animals  (  120  ) .   

 

 Since their discovery, TRP channels have been identi fi ed as molec-
ular sensors of remarkable diversity involved in the translation of 
sensorial stimuli to electrical signals. These channels have pivotal 
roles in senses including vision, hearing, taste, and touch. Changes 
in TRP channel expression levels and patterns have been suggested 
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as a critical step in mediating pathophysiological responses in a 
variety of physiological systems. The contribution of TRP channels 
in mediating physiological and pathophysiological responses in the 
CVS will be brie fl y reviewed below. 

  Physiologically, the heart provides the body with the pressure gra-
dient and blood  fl ow necessary for proper organ perfusion. Control 
of blood  fl ow or cardiac output in response to the body’s meta-
bolic demand is accomplished directly by neural and humoral con-
trol of two determinants of the heart performance: heart rate and 
cardiac contractility. Inherently, the cardiac rhythm is regulated by 
the rate of diastolic depolarization that occurs in the pacemaker 
cells of the sinoatrial (SA) node, and disturbances in their electro-
physiological behavior serve as basis for development of cardiac 
arrhythmias. Although the conductance responsible of SA node 
pacing (hyperpolarization activated current,  I  H ) has been well char-
acterized, whether TRP channel-mediated nonselective cation 
conductances contribute to pacemaking regulation downstream of 
G-protein-coupled activation is still elusive. 

 Expression of TRPM4 and all the TRPCs with the exception 
of TRPC5 has been reported by RT-PCR in SA node cells and 
atrial cardiomyocytes where they have been suggested to mediate 
transient inward cationic currents in response to intracellular Ca 2+  
and store depletion, respectively  (  115,   121  ) . Incubation of SA 
node cells with Ca 2+ -free media results in decreased resting intrac-
ellular Ca 2+  concentrations and pacemaker activity suggesting a 
requirement for extracellular Ca 2+   (  122  ) . SA node cell  fi ring rate 
was decreased to 27% of that observed in control cells upon treat-
ment with the nonspeci fi c SOC inhibitor SK&F-96356  (  122  ) . 
These observations coupled to the expression of TRPC channel 
family members in SA node cells lead these authors to suggest the 
involvement of TRPC-mediated SOC activity in pacemaker activ-
ity. Another group reported increased expression of TRPC3 and 
TRPC6 in transgenic animals overexpressing constitutively active 
G a q protein; these transgenic animals serve as an animal model of 
heart failure and display higher incidence of premature ventricular 
contractions that were reduced upon treatment with SK&F-96356 
 (  123  ) . Interestingly, the rate of these episodes was exacerbated by 
the use of OAG, a DAG analogue known to activate TRPC3/6/7, 
suggesting a possible role of TRPC channels in regulating cardiac 
rhythm and contractility upon sympathetic stimulation. 

 Delayed depolarization is another electrophysiological abnor-
mality observed in conditions of Ca 2+  overload, and TRPM4 sensi-
tivity to increases in intracellular Ca 2+  makes this protein a potential 
player in this condition. A recent study evaluated genetic predispo-
sition factors in three families with autosomal dominant isolated 
cardiac conduction disease and identi fi ed independent heterozy-
gous missense mutations of the TRPM4 gene in each family 

  3.1.  TRP Channels 
in the Heart
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(Arg164Trp, Ala432Thr, and Gly844Asp)  (  124,   125  ) . When 
 overexpressed in HEK 293 cells, these three mutations resulted in 
increased current density that correlated with elevated plasma 
membrane TRPM4 channel density secondary to impaired endo-
cytosis and deregulation of Small Ubiquitin MOdi fi er conjugation 
(SUMOylation)  (  124  ) . The selectively higher expression of TRPM4 
in the heart’s conductive system raises the interesting question of 
whether this channel is relevant in conditions of normal ventricular 
depolarization. Conduction abnormalities can also be secondary to 
cardiac  fi brosis resulting in the pathogenesis of atrial  fi brillation 
(AF). Recently, Du et al. reported the requirement of TRPM7 for 
development of the Ca 2+  signal in response to transforming growth 
factor (TGF)- b 1 in atrial  fi broblasts  (  126  ) . Analysis of cells that 
were freshly isolated from patients suffering from AF unveiled a 
striking increase in TRPM7-mediated Ca 2+  current and Ca 2+  in fl ux 
resulting in differentiation of  fi broblasts into myo fi broblasts. TGF-
 b 1-induced differentiation was attenuated by TRPM7-speci fi c 
knockdown suggesting a central role for TRPM7 in  fi broblast dif-
ferentiation and induction of  fi brogenesis partially responsible for 
human atrial  fi brillation. 

 Under certain pathologies such as chronic hypertension and 
aortic valve stenosis, the heart muscle initiates compensatory 
mechanisms in order to generate enough pressure work to estab-
lish adequate blood  fl ow. These elevated cardiac afterloads that 
result in sustained mechanical stress and in vivo pressure overload 
are generally compensated for by heart muscle hypertrophy which 
in the long term reduces cardiac output. Numerous studies have 
argued for the importance of Ca 2+  signals in the development of 
cardiac hypertrophy  (  121  ) . Early studies reported the upregulation 
of Ca 2+ -sensitive effectors such as calmodulin (CaM)-dependent 
kinase (CaMK) and their involvement in the regulation of fetal 
gene program reminiscent of failing human hearts  (  127,   128  ) . 
Likewise, overexpression of calcineurin, a Ca 2+ –CaM-dependent 
serine/threonine phosphatase, induces massive hypertrophy  (  129  ) . 
Calcineurin dephosphorylates the transcription factor, nuclear fac-
tor of activated T cells (NFAT) family, thereby inducing NFAT 
translocation and its association with responsive elements located 
in hypertrophic responsive genes  (  130  ) . The evident role of Ca 2+ -
dependent transcription factors in the etiology of cardiac hypertro-
phy stimulated the search for the channels required for the 
mediation of the Ca 2+ -dependent hypertrophic response, and as 
such several members of the TRPC, TRPV, and TRPM families 
have been implicated in the development of this pathology. 

 Activation of G-protein-coupled receptors is one of the ini-
tial steps involved in the hypertrophic response  (  131  ) , and 
genetic overexpression of G a q proteins in animal models of heart 
failure has been shown to cause upregulation of TRPC3 and 
TRPC6  (  123  ) . Interestingly, this upregulation has been reported 
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to be in part due to TRPC-mediated activation of NFAT signaling, 
positively inducing expression through two conserved NFAT 
consensus sites located in the TRPC6 promoter  (  132  ) . TRPC6 
upregulation has been also observed in mouse hearts expressing 
constitutively active calcineurin or in response to pressure over-
load. Conversely, knockdown of TRPC6 has been associated with 
decreased hypertrophy observed downstream of endothelin-1 
and angiotensin II receptor activation  (  132  ) . Angiotensin 
II-induced Ca 2+  in fl ux has been shown to be mediated by TRPC3 
and TRPC6 in rat neonatal cardiomyocytes and knockdown of 
either of these proteins resulted in complete abrogation of angio-
tensin II-induced hypertrophy  (  133  ) . These results raise the pos-
sibility of the existence of functional DAG-sensitive TRPC3/6 
heterotetramers that would be capable of providing the Ca 2+  sig-
nals that drive hypertrophy. Another study implicated TRPC3-
mediated Ca 2+  entry in cardiac hypertrophy. In this study it was 
shown that TRPC3 knockdown by siRNA resulted in decreased 
expression of hypertrophy-associated genes such as atrial and 
brain natriuretic peptides (ANP and BNP), with no effect on 
genes controlling cardiomyocyte size and contraction  (  134  ) . 

 TRPC1 has also been proposed to somehow contribute to the 
hypertrophic response  (  135  ) . It is believed that TRPC1 contribu-
tion to hypertrophy is mediated by heteromultimeric interactions 
with other TRPC members given the poor plasma membrane 
expression of TRPC1 in ectopic expression systems; plasma mem-
brane localization of TRPC1 channel occurred only when it was 
co-expressed with other TRPC family members  (  136  ) . However, 
another study that targeted hypertrophic signals downstream of 
another G-protein-coupled receptor 5HT 2A  reported the selective 
upregulation of TRPC1, but not TRPC6 in response to 5-hydroxy-
typtamine (5HT) stimulation  (  137  ) . In addition, knockdown of 
TRPC1 proteins resulted in diminished cardiac hypertrophy and 
TRPC1-de fi cient animals have been reported to be protected 
against pressure overload and hypertrophic response. Although it 
is established that TRPC3/6 opening in response to receptor acti-
vation is mediated through DAG, it is not clear what signal is 
mediating TRPC1 activation and its contribution to cardiac hyper-
trophy. A number of reports have suggested TRPC1 as a store-
operated channel and that TRPC1 sensitivity to Ca 2+  store 
depletion is conferred by the ER-resident Ca 2+  sensor STIM1 (for 
review see  (  53  ) ). Most recently, it was reported that the hypertro-
phic stimuli endothelin-1, phenylephrine, and angiotensin II 
upregulated TRPC1 proteins without altering STIM1 expression 
levels  (  138  ) . However, knockdown of STIM1 prevented TRPC1 
upregulation and NFAT nuclear translocation  (  138  ) . It remains 
unclear whether the lack of NFAT nuclear translocation is due to 
STIM1 knockdown or to the fact that TRPC1 upregulation was 
prevented. 
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 TRPM4 and TRPV1 have also been implicated in the 
 development of several cardiac pathologies including hypertro-
phy,  fi brosis, and remodeling. Increased TRPM4 protein levels 
were reported in cardiac hypertrophy induced in spontaneous 
hypertensive rats; increased TRPM4 levels correlated with the 
development of TRPM4-like currents that were not otherwise 
measurable in control animals  (  139  ) . TRPV1 protein levels 
were also upregulated in animal models of hypertrophic cardiac 
failure  (  140  ) . In these animals an evident increase in ventricle-
to-body weight ratio was observed with signi fi cant linear cor-
relation with TRPV1 transcripts. TRPV1 −/−  animals displayed 
decreased hypertrophy and decreased  fi brosis, suggesting that 
TRPV1 channel is important in the pathogenesis of genetically 
associated heart hypertrophy  (  140  ) . For a comprehensive sum-
mary of TRP channels and their physiological and pathophysi-
ological implications in the heart, see Table  2 .   

  The innermost layer of the vessels, the endothelium, is the interphase 
between the blood and the interstitial compartment and is known to 
integrate variables such as intramural pressure, shear stress, and 
in fl ammatory stimuli to control physiological and pathophysiological 
responses of the vascular system. The endothelium is a continuous 
monolayer of cells that tightly adhere to each other and to the basal 
lamina to establish a selective but permeable structure, dividing the 
blood components from the parenchymal tissue. It is the balance of 
cell–cell junction integrity between endothelial cells and the contrac-
tile forces generated within these cells that is critical for the transcel-
lular pathway of endothelial permeability. Any signal that results in 
endothelial cell barrier destabilization such as thrombin and hista-
mine causes a decreased barrier function increasing the interendothe-
lial gap resulting in increased permeability. Abnormal barrier function 
results in in fi ltration of plasma, cells, and proteins and is widely 
observed under conditions of pulmonary edema, tissue in fl ammation, 
and atherosclerosis  (  141  ) . 

 Endothelial cells are non-excitable cells and express a variety of 
Ca 2+  channels that respond to PLC-coupled receptor stimulation. 
These responses are mediated by activation of store-dependent and 
store-independent Ca 2+  channels. TRP channels, in particular 
TRPCs, are found ubiquitously expressed in endothelial cells from 
vessels of different calibers and their physiological contributions 
are starting to emerge (reviewed in  (  141  ) ). A variety of agonists 
including in fl ammatory mediators such as thrombin, histamine, 
and several growth factors such as vascular endothelial growth fac-
tor (VEGF) have been recognized as agents affecting barrier func-
tion. These factors are believed to elicit the activation of intracellular 
Ca 2+  signals that activate myosin light chain kinase (MLCK) lead-
ing to endothelial cell permeability.    A different view has been pro-
posed suggesting that rise in intracellular Ca 2+  signals to cytoskeleton 

  3.2.  TRP Channels 
in the Endothelium
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   Table 2 
  TRP channel physiological and pathophysiological implications   

 Physiology  Pathophysiology 

 Heart 
 TRPC1 

 Regulation of pacemaker  fi ring rate in mouse 
sinoatrial node  (  294  )  

 Cardiac hypertrophy  (  135,   295,   296  ) , 
dilated cardiomyopathy  (  297,   298  )  

 TRPC2  Regulation of pacemaker  fi ring rate in mouse 
sinoatrial node  (  294  )  

 TRPC3  Regulation of pacemaker  fi ring rate in mouse 
sinoatrial node  (  294  )  

 Cardiac hypertrophy  (  299  ) , hyperten-
sion  (  300  ) , dilated cardiomyopathy 
via increased CaMKII activity and 
Nox-mediated oxidant production 
 (  301  ) , hypertrophy of rat neonatal 
cardiomyocytes via angiotensin 
II-induced Ca 2+  entry, and NFAT 
nuclear translocation  (  133  )  

 TRPC4  Regulation of pacemaker  fi ring rate in mouse 
sinoatrial node  (  294  )  

 TRPC5  Heart failure  (  299  )  

 TRPC6  Regulation of pacemaker  fi ring rate in mouse 
sinoatrial node  (  294  ) , contractility via the 
 a -(1A)-AR-Snapin-TRPC6-pathway  (  302  )  

 Hypertrophy of rat neonatal cardiomyo-
cytes via angiotensin II-induced Ca 2+  
entry and NFAT translocation  (  133  ) , 
cardiac hypertrophy  (  132  ) , heart 
failure  (  132  )  

 TRPC7  Regulation of pacemaker  fi ring rate in mouse 
sinoatrial node  (  294  )  

 TRPM4  Cardiac arrhythmias  (  303  ) , cardiac 
hypertrophy  (  303  ) , limiting cat-
echolamine release from chromaf fi n 
cells leading to increased sympathetic 
tone and hypertension  (  304  )  

 TRPM7  TGF- b 1-elicited  fi brogenesis in human 
atrial  fi brillation  (  126  )  

 TRPV1  Activating cardiac nociceptors by detection of 
tissue ischemia  (  305  )  

 Cardiac hypertrophy  (  140  )  

 TRPV2  Cardiac myopathy  (  121  )  

 TRPV4  Regulation of Ca 2+  in cardiac  fi broblasts  (  306  )   Hypertension, enhanced myogenic 
tone, and vascular remodeling  (  307  )  

 TRPA1  Mediate cardiac mechanotransduction via 
Painless-TRPA channel  (  308  )  

 TRPP2  Induces left–right heart asymmetry development 
during embryogenesis  (  309  )  

 Cardiac septation defects  (  310  )  

(continued)
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(continued)

 Physiology  Pathophysiology 

 Endothelium 

 TRPC1 

 TRPC2 

 TRPC3 
 TRPC4 

 TRPC6 

 TRPM2 

 TRPM7 

 TRPV1 
 TRPV4 

 TRPA1 
 TRPP1 

 TRPP2 

 Endothelial permeability (induced by TNF a ) 
 (  311,   312  )  

 Enhanced ATP-dependent Ca 2+  in fl ux in ewe 
uterine artery endothelial cells via 
 pregnancy-enhanced interaction between 
TRPC3 and IP 3 R2  (  313  )  

 Monitor oxidative stress  (  314  )  
 Endothelial permeability in the lung  (  146  ) , 

hypoxia-induced vascular remodeling  (  315  ) , 
vascular tone  (  148  ) , endothelium-dependent 
vasorelaxation, control of paracellular 
 endothelial permeability  (  146  ) , cystic  fi brosis 
transmembrane conductance regulator (CFTR) 
function in vascular endothelial cells  (  316  )  

 Endothelial permeability (induced by VEGF) 
 (  151  )  

 Oxidative stress-induced endothelial permeability 
 (  154  )  

 Modulation of the angiogenic phenotype of 
human microvascular endothelial cells  (  318  )  

 Vascular tone  (  319  )  
 Vascular tone  (  320  ) , vasodilation of mesenteric 

arteries in response to endothelial-derived 
factors  (  164  )  

 Endothelium-derived vasodilation  (  166  )  
 Fluid- fl ow sensation by the primary cilium in 

renal epithelium  (  162  ) , NO production  (  322  )  
 Fluid- fl ow sensation by the primary cilium in 

renal epithelium  (  162  ) , NO production  (  322  )  

 Angiogenesis (mediated by VEGF) 
 (  317  )  

 Ciliary beating frequency regulation 
in association with COPD  (  321  )  

 VSMCs 

 TRPC1 

 TRPC3 

 TRPC4 

 Vascular smooth muscle cell proliferation  (  323  ) , 
pulmonary smooth muscle cell proliferation 
 (  324  ) , contractility  (  168  ) , luminal injury 
response  (  178  )  

 UTP-induced depolarization and constriction of 
cerebral arterial smooth muscle cell  (  214  ) , 
TNF a -induced enhancement of Ca 2+  mobilization 
in airway smooth muscle cells  (  325  ) , regulation 
of myometrial intracellular Ca 2+  during 
parturition and labor  (  326  )  

 Regulation of myometrial intracellular Ca 2+  during 
parturition and labor  (  326  ) , gastrointestinal 
smooth muscle cell pacemaker oscillations 
 (  327  ) , mICAT-regulated small intestinal 
motility  (  173  )  

 Vascular occlusive disease  (  178  )  

 Idiopathic pulmonary arterial hyperten-
sion  (  183  )  

Table 2
(continued)
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Table 2
(continued)

 Physiology  Pathophysiology 

 TRPC5 

 TRPC6 

 TRPM3 
 TRPM4 

 TRPM7 

 TRPM8 

 TRPV1 

 TRPV2 

 TRPV4 

 TRPP1 

 TRPP2 

 Mediation of sphingosine-1-phosphate-induced 
migration  (  176  ) , smooth muscle relaxation via 
enhanced NO production  (  328  )  

 mICAT-regulated small intestinal motility  (  173  ) , 
regulation of myogenic tone  (  329  )  

 Contraction and proliferation  (  332  )  
 Pressure-induced depolarization, vasoconstriction 

 (  195  ) , auto-regulation of cerebral blood  fl ow 
 (  214  )  

 Magnesium homeostasis during proliferation in 
response to angiotensin II  (  197  ) , mediation 
of proin fl ammatory bradykinin signaling in 
vascular smooth muscle cell  (  333  ) , interstitial 
cells of Cajal (ICC) pacemaker activity  (  334  ) , 
defective vascular remodeling  (  335  )  

 Cooling-induced contraction of the gastric 
fundus  (  336  )  

 Gracilis arteriolar constriction  (  187  )  

 Hypotonic response of nonselective cation channel 
in murine vascular myocytes  (  70  )  

 Vasodilation of mesenteric arteries in response to 
endothelial-derived factors  (  164  )  

 Fluid- fl ow sensation by the primary cilium in renal 
epithelium  (  162  ) , NO production  (  322  )  

 Fluid- fl ow sensation by the primary cilium in renal 
epithelium  (  162  ) , NO production  (  322  )  

 Hypoxic pulmonary vasoconstriction 
 (  330  ) , chronic hypoxia-induced 
pulmonary artery smooth muscle cell 
 (  179  ) , idiopathic pulmonary arterial 
hypertension  (  183  ) , mucus secretion 
in COPD  (  331  )  

 Hypertension  (  335  )  

 Hypoxia-induced proliferation of 
pulmonary artery smooth muscle 
 (  188  ) , renal hypertension  (  337  )  

 Asthma  (  338  )  

  CaMKII, Ca 2+ /calmodulin-dependent protein kinases II; Nox-mediated ROS, NADPH oxidase-mediated reactive 
 oxygen species; ROCE, receptor-operated calcium entry; NFAT, nuclear factor of activated T cells;  a  (1A)-AR-Snapin-
TRPC6-pathway,  a  (1A)-adrenergic receptor-SNARE-associated modulatory protein; TGF-beta1, transforming growth 
factor beta 1; Ca 2+ , calcium; ATP, adenosine triphosphate; IP 3 R2, inositol 1,4,5-triphosphate receptor 2; VEGF, vascu-
lar endothelial growth factor; COPD, chronic obstructive pulmonary disease; UTP, uridine triphosphate; mICAT, 
muscarinic receptor-induced cation current; S1P, sphingosine-1-phosphate; NO, nitric oxide  
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organizing proteins causes destabilization and turnover of the 
cell–cell adherens junctions and subsequent endothelial permeabil-
ity. Regardless of the downstream mechanisms resulting in endothe-
lial permeability, it has been proposed that Ca 2+  in fl ux is required 
for this process and that members of the TRPC, TRPM, and TRPV 
subfamilies have been considered as molecular candidates that 
mediate this Ca 2+  in fl ux  (  142  ) . Indeed, early studies conducted on 
both in vitro and in vivo models suggested the requirement of Ca 2+  
in fl ux for endothelial permeability since Ca 2+  chelation with quin-2 
was able to reduce by 50% the thrombin-induced increase in 
transendothelial  125 I-albumin permeability  (  143  ) . 

 TRPC1 has been suggested to be activated downstream of 
thrombin stimulation following a store-dependent mechanism to 
modulate the endothelial barrier function  (  144  ) . Arguing for the 
relevance of store depletion in the development of the Ca 2+  signal 
required for endothelial permeability, earlier studies reported that 
the increased Ca 2+  in fl ux associated with inhibition of the SERCA 
pump by thapsigargin or 2,5-di(tert-butyl)-1,4-benzohydroqui-
none (BHQ) could recapitulate the hyperpermeability and stress 
 fi ber formation observed in response to in fl ammatory mediators 
 (  143,   145,   146  ) . Despite repeated attempts by our laboratory, we 
failed to observe an enhanced endothelial permeability in response 
to thapsigargin reminiscent of that observed with thrombin 
(unpublished). In human pulmonary artery endothelial cells knock-
down of TRPC1 resulted in signi fi cant SOC abrogation  (  147  ) . 
Similarly, another study reported that SOC activation in mouse 
macrovascular endothelial cells isolated from TRPC4-de fi cient 
mice was signi fi cantly abrogated, which correlated with a 50% 
decrease in maximal lung vascular permeability  (  146,   148  ) . 
Endothelial cells obtained from TRPC4-de fi cient animals display 
poor Ca 2+  signals in response to thrombin or PAR-1 activating pep-
tide  (  146  ) . Heteromultimers of TRPC4 and TRPC1 were pro-
posed to mediate SOC and thrombin-stimulated hyperpermeability 
in endothelial cells  (  149  ) . As pointed out earlier, the idea of TRPCs 
as SOCs remains largely controversial, especially after the discovery 
of STIM1 and Orai1, two proteins that together recapitulate the 
archetypical Ca 2+ -released activated Ca 2+  (CRAC) current origi-
nally described in leukocytes. Our laboratory has previously shown 
in human umbilical vein and pulmonary artery endothelial cells 
that passive store depletion with either BAPTA or thapsigargin 
leads to the development of small CRAC currents that display 
ampli fi cation in divalent free solutions and typical inward 
recti fi cation  (  150  ) . In these cells knockdown of Orai1 and STIM1, 
but not TRPC1 or TRPC4, completely abrogated SOC channel-
mediated Ca 2+  in fl ux and CRAC currents. 

 Other factors known to in fl uence endothelial permeability 
include VEGF and reactive oxygen species. TRPC6-mediated Ca 2+  
in fl ux has been associated with RhoA-dependent changes in 
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endothelial cell shape observed in response to modulators of 
endothelial permeability  (  151  ) . In human microvascular endothe-
lial cells, TRPC6-like cation conductances can be activated down-
stream of VEGF receptor; these currents recapitulate VEGF-activated 
TRPC conductances recorded from cells ectopically expressing 
VEGFR2 and TRPC3 or TRPC6  (  151,   152  ) . Similarly, TRPM2, a 
ROS-sensitive TRP, has been shown to contribute to pulmonary 
artery endothelial barrier regulation  (  153  ) . Knockdown of TRPM2 
with siRNA reduced the H 2 O 2 -induced increase in endothelial per-
meability  (  154,   155  ) . A short TRPM2 variant that lacks the pore 
domain acted as dominant negative and signi fi cantly inhibited 
endothelial permeability  (  155  ) . TRPM4 has also been suggested 
to somehow regulate barrier function. A rat model of secondary 
spinal hemorrhage induced by spinal cord injury is characterized 
by disruption of capillary integrity which contributes to post-
trauma secondary hemorrhage  (  156  ) . In this animal model, knock-
down or knockout of TRPM4 caused a reduction in secondary 
hemorrhage observed upon injury  (  156  ) . 

 Endothelial cells are subjected to biomechanical forces exerted 
by the phasic blood  fl ow occurring during the cardiac cycle. These 
hemodynamic forces can be in the form of intramural pressure, 
resulting in arterial strain, and shear stress. Differences in  fl uid  fl ow 
lead to differences in endothelial phenotypes but in some cases can 
lead to development of vascular pathologies  (  157  ) . For example, 
high physiological shear stress contributed by laminar blood  fl ow 
correlates with the synthesis of vasoactive mediators such as nitric 
oxide (NO) and prostacyclin that contribute to the antithrombotic 
endothelial properties and smooth muscle homeostasis  (  141,   158  ) . 
In contrast, low shear stress or turbulent  fl ow correlates with 
endothelial dysfunction and formation of atheromatous lesions 
 (  159  ) . Although direct correlation has been observed between 
 fl uid  fl ow and endothelial phenotype, the mechanical stress sensor 
has not been unveiled. Many proteins and cellular signaling com-
ponents such as G proteins, cytoskeleton, focal adhesion proteins, 
and mechanosensitive ion channels have been suggested to serve as 
local cellular sensors of mechanical stimulation. The polymodal 
nature of TRP channel activation and their known contribution to 
physiological functions have made them attractive candidates as 
sensors of mechanical inputs in endothelia. 

 The endothelial response to shear stress includes the elevation 
of intracellular Ca 2+  concentrations via both intracellular Ca 2+  
release and subsequent entry through plasma membrane Ca 2+  
channels. This response has been shown to be inhibited by strong 
extracellular Ca 2+  buffering or by the use of TRP channels inhibi-
tors  (  153  ) . TRPV4 channels have been proposed to mediate the 
Ca 2+  in fl ux that occurs in response to shear  fl ow resulting in arterial 
dilation  (  61  ) . Studies demonstrated that both shear  fl ow and 
4 a -phorbol 12,13-didecanoate (4 a -PDD), a TRPV4 activator, 
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were able to vasodilate carotid arteries and this effect could be 
abrogated by employing a nonselective TRP channel, ruthenium 
red. Similarly, it was shown that  fl ow-induced endothelium-depen-
dent arterial dilation was greatly reduced in TRPV4 −/−  mice  (  160  ) . 
Despite these early reports suggesting TRPV4 mechanosensitivity, 
it was later reported that TRPV4 sensitivity to membrane stretch 
was mediated by activation of a swelling-sensitive phospholipase 
A2 and secondary production of arachidonic acid and its metabo-
lites  (  80  ) . Speci fi cally, the TRPV4-mediated vasodilatory effect was 
dependent on the epoxygenase activity of cytochrome P 450  result-
ing in the generation of EETs, previously reported to activate 
TRPV4 channels  (  161  ) . These results question the ability of 
TRPV4 to be a mechanoreceptor per se, but highlight a role for 
this channel as a component of  fl ow-induced vasodilatory response. 
Other examples of TRP channels as mechanosensors include 
TRPP1 and TRPP2. Mutations in the pkd1 and pkd2 genes, which 
encode TRPP1 and TRPP2 respectively, lead to autosomal domi-
nant polycystic kidney disease  (  109  ) . In the kidney, TRPP1 and 
TRPP2 localize to the primary cilium membrane where they have 
been shown to play a  fl ow-sensing role  (  162  ) . Similarly, these cili-
ary structures have been reported in endothelial cells and contain 
TRPP1 and TRPP2 proteins. Knockdown of these proteins was 
reported to drastically abrogate the typical Ca 2+  signal and NO 
production observed upon shear stress stimulation  (  163  ) . Most 
interestingly, primary cilium formation in endothelial cells is stimu-
lated in areas of turbulent  fl ow while cilium formation is inhibited 
in areas of laminar  fl ow, perhaps serving as a signaling mechanism 
to hinder the progression of endothelial dysfunction. Although the 
presence of other TRP channels in ciliary structures in endothelial 
and smooth muscle cells has not be reported, their contribution in 
physiological signal sensing is an interesting question waiting to be 
answered. 

 Physiologically, the endothelium can modulate the vascular 
tone by synthesizing a variety of vasoactive compounds that can 
exert their functions on vascular smooth muscle cells (VSMCs) 
located in the medial or intermediate layer. Engagement of vasoac-
tive compound receptors in VSMCs results in Ca 2+  in fl ux required 
for smooth muscle contraction. Similarly, the synthesis of second 
messengers such as NO and endothelium-dependent hyperpolariz-
ing factors (EDHFs) contributes to the control of vascular tone by 
their direct vasodilatory effect on VSMCs. The production of these 
vasodilators depends on the development of intracellular Ca 2+  sig-
nals, whereby rises in intracellular Ca 2+  activate NO synthase and 
phospholipase A2 resulting in the production of NO and EETs 
(EDHF), respectively. Once produced, NO diffuses to nearby 
VSMCs resulting in the activation of cytosolic guanylate cyclase to 
reverse the Ca 2+ -dependent pathways resulting in muscle relaxation 
 (  115,   141  ) . 
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 Data obtained with both TRPC4 and TRPV4 knockout  animals 
showed reduced Ca 2+  signals downstream receptor stimulation of 
endothelial cells; these results also correlated with diminished 
endothelium-dependent vasorelaxation observed in these animals 
 (  148,   164  ) . In freshly isolated cerebral myocytes, Earley et al. 
showed that outwardly rectifying whole-cell currents activated by 
the TRPV4 agonists 4 a -PDD and the endothelium-derived arachi-
donic acid metabolite 11,12 epoxyeicosatrienoic acid (11,12 EET) 
had biophysical properties consistent with those obtained from 
ectopically expressed TRPV4 channels  (  164,   165  ) . Activation of 
these Ca 2+  channels correlated with an increased frequency of uni-
tary Ca 2+  release events via ryanodine receptors (Ca 2+  sparks) lead-
ing to the activation of spontaneous transient outward currents 
(STOCs) resulting in smooth muscle relaxation  (  165  ) . A more 
recent study by Earley and coworkers suggested that TRPA1 causes 
endothelium-dependent vasodilation and that Ca 2+  entry through 
endothelial TRPA1 channels causes vasodilation of cerebral arteries 
via activation of endothelial Ca 2+ -activated K +  channels and artery 
smooth muscle inwardly rectifying K +  channels. Stimulation of 
TRPA1, found expressed in endothelial cell membrane projections 
proximal to vascular smooth muscle cells, by the mustard oil com-
ponent, allyl isothiocyanate (AITC), induced dilation of pressur-
ized vessels and caused decrease in smooth muscle intracellular 
Ca 2+ ; AITC-induced dilation was reduced by disruption of the 
endothelium  (  166  ) . Unlike TRPV4 and TRPA1, the TRPV1 con-
tribution to endothelium-dependent vasorelaxation has been 
explained by its capacity to induce NO production  (  166  ) .  

  All seven members of the TRPC family, TRPC1–TRPC7, have been 
reported to be expressed in smooth muscle cells from various vascu-
lar beds  (  167  ) . With the exception of TRPC2, a pseudogene in 
humans, all other TRPCs are known to form functional channels in 
some type of smooth muscle cells  (  20  ) . As discussed previously, 
TRPC proteins have been suggested to form both SOC channels 
and receptor-activated channels in smooth muscle cells. Several 
studies have proposed that these channels help regulate vascular 
tone upon stimulation with vasoactive compounds such as angio-
tensin II, vasopressin, norepinephrine, and endothelin-1  (  168–
  170  ) . One of such examples is the activation of TRPC1 and TRPC6 
upon stimulation with angiotensin II in freshly isolated mesenteric 
artery smooth muscle cells from rabbit  (  169  ) . These studies sug-
gested that low and high concentrations of angiotensin II can acti-
vate two different conductances in these cells  (  169  ) . Using 
antibodies targeting TRPC1 and TRPC6 it was suggested that these 
conductances were contributed by TRPC1 and TRPC6 channels 
 (  169  ) . Similarly, it has been shown that antibody against TRPC1 
can reduce endothelin-1-induced smooth muscle cell  contraction 
 (  168  ) . In canine subarachnoid arteries, antibodies  targeting either 

  3.3.  TRP Channels 
in Smooth Muscle
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TRPC1 or TRPC4 were shown to inhibit Ca 2+  entry and vasocon-
striction induced by endothelin-1  (  171  ) . The role of TRPC1 in 
mediating endothelin-1-induced Ca 2+  entry was con fi rmed in rat 
aortic smooth muscle cells subjected to TRPC1 knockdown  (  172  ) . 
Acetylcholine has been reported to activate TRPC4 and TRPC6 in 
smooth muscle cells lining the gastrointestinal tract which in turn 
regulate smooth muscle cell contraction and gastrointestinal motil-
ity  (  173  ) . Another report suggested that IP 3  can induce vasocon-
striction in cerebral arteries via activation of channels contributed 
by TRPC3; IP 3  caused IP 3  receptor-dependent activation of TRPC3 
independently of Ca 2+  release from the SR. TRPC3-mediated Na +  
entry and subsequent membrane depolarization were proposed to 
induce Ca 2+  entry in smooth muscle via voltage-dependent Ca 2+  
channels and cause vasoconstriction  (  174  ) . Muscarinic stimulation 
by agonists like acetylcholine has been shown to activate TRPC5 
currents in smooth muscle cells obtained from murine stomach 
 (  175  ) . In addition, it was proposed that sphingosine-1-phosphate 
can activate TRPC5 which in turn can regulate vascular smooth 
muscle cell motility  (  176  ) . 

 Apart from contractility, a frequent cause of many smooth 
muscle cell-related disorders is the phenotypic switching of these 
cells from quiescent contractile cells to synthetic proliferative and 
migratory cells. The expression of TRPC channels has been 
reported to be increased in the synthetic smooth muscle cells in 
comparison to quiescent cells  (  158,   177  ) . TRPC1 has been 
reported to be involved in mediating diseases contributed by pro-
liferative VSMC phenotypes such as restenosis, atherosclerosis, and 
pulmonary hypertension  (  177–  179  ) . The expression of TRPC1 
was reported to be increased upon balloon angioplasty in internal 
mammary artery  (  180  ) . TRPC1 was proposed to contribute to 
VSMC remodeling in vivo upon vascular injury in human saphen-
ous vein as antibody targeting TRPC1 was able to signi fi cantly 
reduce neointima formation  (  178  ) . Similarly, TRPC1, TRPC3, 
TRPC4, and TRPC6 have been implicated in the development of 
pulmonary hypertension  (  179,   181  ) . In an animal model of 
hypoxia-induced pulmonary hypertension TRPC1 and TRPC6 
were reported to be upregulated and it was shown that their expres-
sion is regulated by hypoxia inducible factor 1(HIF1)  (  182–  184  ) . 
Additionally, it was reported that mitogenic activities of ATP in 
human pulmonary smooth muscle cells are at least in part medi-
ated via increased expression and activation of TRPC4 channel 
 (  185  ) . These data suggest a potential involvement of TRPC4 in 
phenotypic switching of pulmonary smooth muscle cells in response 
to mitogenic stimulation and subsequent development of pulmo-
nary hypertension. Similarly, the expression of TRPC6 has been 
reported to be upregulated in pulmonary artery smooth muscle 
cells obtained from rats with hypoxic pulmonary hypertension 
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 (  179  ) . Human pulmonary artery smooth muscle cells obtained 
from patients with pulmonary arterial hypertension have elevated 
expression and activity of TRPC3 and TRPC6  (  183  ) . Importantly, 
knockdown of TRPC6 using siRNA signi fi cantly attenuated the 
proliferation of these cells suggesting that the increase in TRPC6 
expression can contribute to the development of pulmonary hyper-
tension  (  183  ) . 

 Out of six TRPV channels, four TRPVs (TRPV1–TRPV4) 
have been reported to be expressed in smooth muscle cells from 
various vascular beds and visceral organs  (  186  ) . TRPV1 channel is 
the capsaicin receptor, the active ingredient of hot chili pepper, in 
smooth muscle cells  (  60  ) . It has been reported that capsaicin can 
directly act on smooth muscle TRPV1 channels and can induce 
vasoconstriction in isolated rat gracilis arterioles  (  187  ) . This sug-
gests that TRPV1 can regulate vasoconstriction upon exposure to 
dietary ligands. Moreover, TRPV1 expression is reported to be 
increased in human pulmonary artery smooth muscle cells sub-
jected to hypoxic conditions  (  188  ) . This increased TRPV1 expres-
sion resulted in elevated levels of Ca 2+  in fl ux which in turn resulted 
in higher cell proliferation  (  188  ) . Using capsazepine, a TRPV1 
antagonist, these authors further demonstrated that inhibition of 
TRPV1 can decrease hypoxia-induced Ca 2+  in fl ux and the result-
ing increase in smooth muscle cell proliferation  (  188  ) . Contrary 
to TRPV1, TRPV2 has been reported to be an osmotic sensor in 
mouse aortic smooth muscle cells  (  70  ) . Muraki et al. demon-
strated that hypotonic swelling of aortic smooth muscle cells 
results in activation of a Ca 2+  current mediated by TRPV2  (  70  ) , 
therefore suggesting a potential role for TRPV2 in regulating 
pressure-induced vasoconstriction. TRPV4 is known to be involved 
in regulating vasodilation  (  165  ) . As discussed above, TRPV4 is 
activated by EETs which are vasodilators released by endothelial 
cells and can hyperpolarize smooth muscle cells  (  165  ) ; activation 
of TRPV4 in cerebral artery smooth muscle cells by EETs causes 
hyperpolarization and subsequent dilation of the arteries  (  165  ) . 
Similar role for TRPV4 has been also reported in mesenteric artery 
smooth muscle cells. Using TRPV4 knockout mice, Earley et al. 
convincingly showed that EET- mediated vasodilation of mesen-
teric arteries was present in wild-type mice but not in TRVP4 
knockout mice  (  164  ) . 

 With the exception of TRPM1, all other TRPM family mem-
bers have been reported to be expressed in pulmonary artery and 
aorta  (  186,   189  ) . Although several TRPs can be activated by oxida-
tive stress, TRPM2 appears to be most important player involved in 
mediating oxidant effects  (  91  ) . Several groups have suggested a 
potential role for TRPM2 in a plethora of pathophysiological out-
comes arising from oxidant-induced vascular injury such as cerebral 
ischemia and stroke  (  190–  194  ) . Similar to TRPV2, TRPM4 has 
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been demonstrated to play a very important role in pressure-induced 
vasoconstriction via smooth muscle depolarization. Downregulation 
of TRPM4 in intact cerebral arteries results in signi fi cant reduction 
in smooth muscle cell depolarization and pressure-induced vaso-
constriction  (  195  ) . TRPM6 and TRPM7 are involved in magne-
sium (Mg 2+ ) homeostasis. Mg 2+  is known to play a very important 
role in vascular smooth muscle cell growth, in vascular remodeling 
upon injury, and in hypertension  (  196  ) . Mg 2+  is also reported to 
inhibit vascular contractility induced upon stimulation with ago-
nists. Using angiotensin II and aldosterone, He et al. showed that 
upon treatment with these vasoactive compounds the plasma mem-
brane expression of TRPM7 was increased in rat VSMCs  (  197  ) . 
Along with its expression level, TRPM7 activity was also enhanced. 
The resulting increase in intracellular concentration of Mg 2+  was 
proposed to cause increased VSMC proliferation  (  197  ) ; these 
authors showed that knockdown of TRPM7 resulted in decrease in 
both Mg 2+  levels and cell proliferation  (  197  ) . TRPM8 has been 
reported to be expressed in rat aortic artery, mesenteric artery, and 
pulmonary artery smooth muscle cells  (  198  ) . Johnson et al. showed 
that activation of TRPM8 with menthol and icilin causes dilation of 
preconstricted rat mesenteric artery and thoracic aorta. These 
authors further con fi rmed that the dilation was mainly due to acti-
vation of TRPM8 expressed on smooth muscle cells as dilation was 
independent of nitric oxide synthase activity and endothelium 
removal  (  198  ) .   

 

 Table  1  summarizes the biophysical properties and different activa-
tors and inhibitors of TRP channels, while Table  2  shows the phys-
iological functions where TRPs were shown to play a role and the 
disease states where TRP channels are involved. Much has been 
learned about TRP channel mechanisms of regulation and roles in 
disease progression since their discovery almost two decades ago. 
Yet, the exact activation mechanisms and physiological function of 
many TRP isoforms remain unclear. The potential of TRP chan-
nels to heteromultimerize and form a large repertoire of native 
cation channels in different cell types with distinct biophysical 
properties, pharmacology, and mode of activation highlights the 
need for continued research on this highly ubiquitous family of 
proteins. Future studies are likely to unravel novel TRP channel 
heteromultimers, additional physiological functions, and disease 
conditions where TRP isoforms play a major role and bring us 
closer to ful fi ll the potential of TRP proteins as targets for human 
disease therapy.      

  4.  Concluding 
Remarks
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    Chapter 2   

 Anemic Zebra fi sh Models of Cardiomyopathy       

     Xiaojing   Sun    and    Xiaolei   Xu           

  Abstract 

 Cardiomyopathy refers to the cardiac remodeling process in response to a variety of intrinsic and extrinsic 
stimuli that stress the heart. To discover novel therapeutic strategies for the disease, we are establishing and 
characterizing adult zebra fi sh models of cardiomyopathy. One of the models is  tr265/tr265 , a line that 
becomes anemic due to a mutation that ablates erythroid-speci fi c Band 3 protein. Although Band 3 does not 
express in the heart, the chronic anemic stress induces profound cardiac enlargement and cardiomyopathy-
like pathogenesis. Phenylhydrazine hydrochloride (PHZ)-induced anemia model has been established 
which enables application of anemia stress to any adult  fi sh. In this chapter, we provide detailed information 
on generation of two anemic models in zebra fi sh; measurement of the anemia level; determination of enlarged 
hearts in either organ level or cellular level; and detection of cardiomyocyte hyperplasia, as well as survival rate 
recording. The protocols described here can be applied to other adult zebra fi sh models of cardiomyopathy.  

  Key words:   Zebra fi sh ,  Anemia ,  Tr265 ,  Cardiomyopathy ,  Phenylhydrazine hydrochloride (PHZ)    

 

 A heart remodels in response to a variety of extrinsic and intrinsic 
stimuli that impose biomechanical stresses. During the compensa-
tional remodeling phase, a heart can adapt itself to deal with 
stresses by increasing the size of cardiomyocytes. Initially, this 
adaptive response improves cardiac function. However, sustained 
stresses trigger a switch from compensational to decompensational 
remodeling, which is followed by cardiomyopathy and heart fail-
ure  (  1  ) . The hallmarks of cardiomyopathy in humans include 
enlargement of individual cardiomyocytes, decreased cardiac func-
tion, disarray of myo fi brils,  fi brosis in the extracellular matrix, and 
re-activation of fetal transcriptional programs  (  1  ) . Various model 
organisms have been utilized to understand the molecular mecha-
nisms of cardiomyopathy. Larger mammals, such as cats, dogs, 

  1.  Introduction
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pigs, and primates, boast similar cardiac physiology to that of 
humans, but genetic manipulation is dif fi cult  (  2  ) . Therefore, 
smaller mammals (e.g., mice, rats, and rabbits) are the major ver-
tebrate models for molecular genetic studies of cardiomyopathy 
 (  3  ) . To facilitate the identi fi cation of novel genes and signaling 
pathways by forward genetic screen,  Drosophila  has been adopted 
to study heart diseases  (  4  ) . However, its primitive heart structure 
prevents it from being a bona  fi de model to accurately recapitulate 
cardiac hypertrophic responses. Acclaimed as  Drosophila  in the 
vertebrate, the zebra fi sh model has proven to be convenient for 
forward genetic screens  (  5,   6  ) . Additionally, since small molecules 
can be absorbed through their skin (and later gills), zebra fi sh are 
ideal for chemical screens to discover novel therapeutic drugs  (  7  ) . 
Despite these potential advantages and its wide application in 
studying cardiogenesis  (  8  ) , zebra fi sh is still an under-utilized 
organism for studying cardiac remodeling in adults  (  9  ) . 

 To generate the  fi rst adult  fi sh model of heart failure, we char-
acterized the zebra fi sh mutant  tr265/tr265   (  10  )  whose Band 3 
mutation disrupts erythrocyte formation and results in anemia 
 (  11  ) . Chronic anemia imposes biomechanical stress to the heart and 
results in cardiomegaly (Fig.  1 ). Despite their anemic condition, 

  Fig. 1.    Chronic anemia induces enlarged heart in  tr265/tr265  zebra fi sh. ( a ,  b ) Cardiomegaly is noted in a week-8  tr265/
tr265   fi sh ( b ) but not wild-type sibling ( a ).  Arrowheads  indicate the heart region. ( c ,  d ) Dissected hearts of either the sibling 
( c ) or  tr265/tr265   fi sh ( d ).  A  atrium,  V  ventricle, OFT out  fl ow tract. Bar = 1 mm.       
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 tr265/tr265  can survive to adulthood and reach sexual maturity. 
The following time course of cardiac remodeling events is shown 
in Fig.  2 : chronic anemic stress starts at day 4 postfertilization 
(dpf). Increased ventricular size can be detected at week 3, consisting 
of both cardiomyocyte hypertrophy and cardiomyocyte hyperpla-
sia. Muscular disarray is detected from week 9 and thereafter, while 
oncosis is detectable starting from week 7. Large cardiomyocytes 
disappear at week 12, while cardiomyocyte proliferation is detectable 
in  tr265/tr265   fi sh throughout its lifespan.   

 Our study of  tr265/tr265  indicated that cardiomyopathy-like 
responses exist in zebra fi sh. Of note, only in zebra fi sh does car-
diomyocyte hyperplasia contribute signi fi cantly to the cardiac 
remodeling process. On the one hand, this model allows us to 
assess underlying signaling pathways and the relationship of cardi-
omyocyte hypertrophy and hyperplasia, and to investigate the roles 
of cardiomyocyte hyperplasia in heart failure as well as evaluate 
potential therapeutic strategies via promoting cardiomyocyte pro-
liferation. On the other hand, the signi fi cant contribution of car-
diomyocyte hyperplasia to the cardiac remodeling process, which 
occurs at a much lesser extent in human patients, raises concern on 
the conservation of the adult zebra fi sh model. Our characterization 
of Doxorubicin (DOX)-induced cardiomyopathy partially addressed 
this concern  (  12  ) . DOX is an anthracyclin drug used in the treat-
ment of a broad spectrum of cancers  (  13  ) . However, overdose 

  Fig. 2.    Time course of cardiac remodeling events in  tr265/tr265 . Chronic anemia stress 
starts at day 4. Increased ventricular size can be detected at week 3, consisting of both 
myocyte hypertrophy and myocyte hyperplasia. Muscular disarray is detected from week 
9 and thereafter, while oncosis is detectable starting from week 7. Large cardiomyocytes 
disappear at week 12, while proliferation of cardiomyocytes is detectable in  tr265/tr265  
throughout its lifespan.       
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of DOX imposes cardiac toxicity in human patients  (  14  )  as well as 
in animal models  (  15,   16  ) , including zebra fi sh  (  12  ) . We found that 
the zebra fi sh DOX model exhibits different cardiac remodeling 
processes than the anemia model. Cardiomyocyte hyperplasia does 
not contribute to cardiomyopathy in the DOX model  (  12  ) , indicating 
cardiomyocyte hyperplasia is not a default remodeling mechanism 
in an adult  fi sh heart. Together, these data underscore the value of 
the anemia model in studies of cardiomyocyte hyperplasia. 

 We also found the cardiac hypertrophy process can be recapit-
ulated in wild-type  fi sh using phenylhydrazine (PHZ), an anemia-
inducing drug  (  10  ) . PHZ has been previously used to induce 
cardiac hypertrophy in rats and trout  (  17,   18  ) . Compared to the 
tr265 model, the PHZ model is less labor intensive and can be 
used to induce cardiac remodeling in adult  fi sh in any  fi sh line at 
any age. These unique features are extremely valuable for muta-
genesis screens. However, it remains to be established whether 
prolonged PHZ treatment can be conducted to induce later 
pathological responses. 

 In this chapter, we provide detailed step-by-step instructions 
on how to generate these two anemia-induced cardiomyopathy 
models in adult zebra fi sh, as well as the protocols to de fi ne key 
remodeling events.  

 

      1.    Nursery tube (0.125 L) (Aquatic Habitats Inc., Allentown, NJ).  
    2.    Fish tank (1 L, 2.5 L and 9 L) (Aquatic Habitats Inc.).  
    3.    Zeiss Axioplan 2 microscope (Carl Zeiss, Thornwood, NY) for 

imaging.  
    4.    Leica MZ FLI III microscope (North Central Instruments, 

Inc. Plymouth, MN) for imaging.  
    5.    Nikon COOLPIX 8700 digital camera (Nikon Instruments 

Inc. Melville, NY) for imaging.  
    6.    Confocal laser scanning microscopy (Zeiss LSM510, Carl 

Zeiss).  
    7.    Dumont #5 Biologie Inox forceps (Fine Science Tools, Foster 

City, CA) was used to puncture the gill to induce bleeding.  
    8.    L calibrated micropipette (Drummond Scienti fi c Company, 

Foster City, CA) for collecting blood from live  fi sh.  
    9.    AG204 DeltaRange scale (Mettler Toledo, Columbus, OH) 

for measuring body weight.  
    10.    Microtome Blade (Thermo Scienti fi c, Wilmington, DE) for 

cutting heart samples.  

  2.  Materials

  2.1.  Equipment
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    11.    Disposable vinyl specimen molds (10 × 10 × 5 mm) (Electron 
Microscopy Sciences, Torrance, CA)—container for  fi sh hearts.  

    12.    Poly-Prep slides (Sigma, St. Louis, MO) for collecting heart 
samples after frozen section.  

    13.    Motorized Research Cryostat (Leica CM3050S) (North Central 
Instruments Inc. Plymouth, MN) for frozen section.  

    14.    8- or 16-well chamber slide (Nalge Nunc Internationalm, 
Rochester, NY) for cardiomyocyte culture.  

    15.    34-Gauge NanoFil beveled needle and 10  μ L syringes (World 
Precision Instruments; Sarasota, Florida) for 5-bromo-2-
deoxyuridine (BrdU) injection.  

    16.    Software: AxioVision software (Carl Zeiss) was used to calcu-
late the area of the ventricle from these images in pixels squared; 
NanoDrop ND-1000 and V3.1.2 software (Thermo Scienti fi c) 
for measurement of hemoglobin concentration; ImageJ soft-
ware for cardiomyocyte size quanti fi cation.      

      1.    0.16 mg/mL tricaine (Western Chemical, Redmond, 
Washington, DC) solution.  

    2.    E3 water: 5 mM NaCl, 0.17 mM KCl, 0.33 mM CaCl 2 , and 
0.33 mM MgSO 4  in distilled water.  

    3.    Drabkin’s containing Brij solution (Sigma): Reconstitute one 
vial of the Drabkin’s Reagent with 1,000 mL of water. Then 
add 0.5 mL of the 30% Brij 35 Solution (Sigma) to the 
1,000 mL of reconstitute solution; mix well and  fi lter if there 
are insoluble particles remain.  

    4.    0.5 M pH 8 EDTA (Promega, Madison, WI).  
    5.    10× PBS (Bio-Rad, Hercules, CA).  
    6.    4% formaldehyde: dilute 10% formaldehyde (Polysciences, 

Warrington, PA) with 1× PBS. Prepare freshly.  
    7.    Tissue freezing medium (Thermo Scienti fi c Inc. Hat fi eld, PA) 

for frozen  fi sh heart.  
    8.    PBD (1% albumin bovine serum (Sigma), 1% dimethyl sulfox-

ide (Mallinckrodt Baker, Phillipsburg, NJ), 1× PBS). Store at 
4°C, stable at 4°C for up to 2 weeks.  

    9.    Vectashield mounting medium for  fl uorescence with DAPI 
(Vector Laboratories, Inc., Burlingame, CA).  

    10.    Microscope cover glass (Fisher Scienti fi c, Dubuque, IA).  
    11.    Cardiomyocyte dissociation buffer:

   (a)    Solution A: 135 mM NaCl, 5.4 mM KCl, 1 mM MgCl 2 , 
10 mM HEPES, pH 7.2 with NaOH, 200 IU/mL 
Penicillin G, 200  μ g/mL Streptomycin,  fi lter and stored 
at 4°C for 1 week.  

  2.2.  Reagents 
and Solutions
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   (b)    Solution B: Solution A containing 2 mg/mL collagenase 
and 0.28 mg/mL protease XIV (Sigma). Prepare freshly.      

    12.    L-15 Medium (with 2.05 mM L-Glutamine) (HyClone, 
Waltham, MA), store at 4°C.  

    13.    PBT: PBS + 1% Tween-20 (PBT), NCSPBT: 10% fetal calf 
serum, 1% DMSO in PBT.  

    14.    Phenylhydrazine hydrochloride (PHZ, Sigma): 2.5 mg/mL 
(light sensitive). Store at 4°C, stable at 4°C for up to 1 month.  

    15.    BrdU (Sigma): 2.5 mg/mL dissolved in E3 water. Store at 
4°C, stable at 4°C for up to 1 month.  

    16.    Alexa Fluor-568 or 488 phalloidin (Invitrogen, Eugene, OR).  
    17.    Primary antibody: anti-Mef2 (Santa Cruz Biotechnology, Santa 

Cruz, CA); anti-PCNA (Sigma); anti-BrdU (Sigma). Secondary 
antibody: AlexFluor-conjugated antimouse 568 or antirabbit 
488 IgG (Invitrogen).       

 

       1.     tr265/tr265  is a zebra fi sh mutant line identi fi ed from an ENU 
mutagenesis screen. There are two methods to identify heterozy-
gous tr265  fi sh: either by PCR-based genotyping  (  11  )  or by 
crossing and phenotyping. In the latter method, about 25% of 
embryos will exhibit the anemia phenotype if both parents are 
tr265 heterozygous  fi sh. Identi fi ed tr265 heterozygous  fi sh are 
maintained in 2.5 L tanks in a circulation system (Note 1).  

    2.    Set up several pairs of tr265 heterozygous  fi sh. Embryos are 
collected the following day. At 4 dpf,  tr265/tr265  embryos are 
manually sorted from their siblings under a dissecting micro-
scope.  tr265/tr265  can be clearly identi fi ed based on the amount 
of red blood cells in either the heart or the trunk region (Fig.  3 ).   

    3.    Fifty  tr265/tr265  and  fi fty wild-type siblings are accommo-
dated in separate nursery tubes at 5 dpf. Due to the high death 
rate during the  fi rst 2 weeks, the  fi sh number will be adjusted 
at the end of week 2, so that the number of  tr265/tr265   fi sh 
and the number of sibling  fi sh will be the same in each tube.  

    4.    Juvenile  fi sh will be transferred to separate 2.5 L tanks at week 4.  
    5.    The  fi sh heart can be collected for experiments after week 4 

when  tr265/tr265  mutants develop an enlarged heart.      

      1.    Prepare 2.5 mg/mL PHZ stock solution with ddH 2 O. Store at 
4°C, protect stock solution from light by using foil to cover 
the tube. Prepare PHZ working solution by diluting stock 
solution with E3 water (see Sect.  2 ) (2.5  μ g/mL, 1:1,000 
dilution) (Note 2).  

  3.  Methods

  3.1.  Generation 
of Anemia Models 
of Cardiomyopathy

  3.1.1.  Tr265 Model

  3.1.2.  Phenylhydrazine 
Hydrochloride Model
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    2.    Pick up adult  fi sh for treatment. Typically, more than  fi ve  fi sh 
are included for each treatment group. The  fi sh can be put into 
a nursery tube with a netted bottom to facilitate handling. The 
treatment and washing steps can be done by transferring 
the nursery tube between tanks with fresh water and a con-
tainer with 200–300 mL PHZ solution. In our lab, we used 
the cap from 1 mL pipette tips box as the container (Fig.  4 ).   

    3.    Fish in nursery tubes were incubated for 1 h at room tempera-
ture, and then rinsed at least three times in  fi sh water to get rid 
of residual PHZ (Note 3).  

    4.    Put  fi sh back in  fi shroom for circulating water and feeding.  
    5.    Every other day, repeat steps 2–4.  
    6.    The  fi sh can be used for phenotype analysis after 3 weeks.       

  Hemoglobin concentration can be quanti fi ed by a colorimetric 
cyanmethemoglobin method since total hemoglobin at alkaline 
pH is rapidly converted to the cyanoderivative. The absorbance of 
the cyanoderivative is measured to estimate hemoglobin concen-
tration  (  19  ) .

    1.    Anesthetize  fi sh in 0.16 mg/mL tricaine solution for 1–2 min.  
    2.    Dry the gill region with a paper towel. Use a Dumont #5 

Biologie Inox forceps to puncture the gill to induce bleeding.  

  3.2.  Assessment 
of Anemia in Adult 
Zebra fi sh

  Fig. 3.    Anemia can be visually detected in  tr265/tr265   fi sh. Shown are lateral views of  fi sh embryos at 4 days postfertilization 
under a dissecting microscope. Red blood cells can be observed in the heart and tail region in wild-type siblings ( a ,  b ) but 
not  tr265/tr265   fi sh ( c ,  d ).  Arrows  indicate blood cells in either the heart or the trunk region.       

 



48 X. Sun and X. Xu

    3.    Collect at least 0.5  μ L of blood with a 1–5  μ L calibrated 
micropipette containing approximately 0.5  μ L 0.5 M pH 8 
EDTA to prevent blood clotting. Mix the blood with 200  μ L 
(for siblings) or 20  μ L (for  tr265/tr265 ) Drabkin’s containing 
Brij solution (Note 4).  

    4.    Incubate the blood with Drabkin’s containing Brij solution at 
room temperature for at least 15 min.  

    5.    Measure the absorbance at 540 nm with NanoDrop ND-1000 
and V3.1.2 software (Note 5).  

    6.    Calculate  fi nal hemoglobin concentration using the following 
equation: (absorbance/slope of the standard curve equation)/
(volume of  fi sh blood/ fi nal diluted volume). Calculate percent 
relative hemoglobin by dividing the mutant value by the sib-
ling value and multiplying by 100.      

  If the  fi sh is younger than 3 months, the enlarged heart will be 
measured by ventricle area to body length, since body length is 
the recommended stage marker  (  20  ) . If the  fi sh is older than 
3 months, the enlarged heart will be measured by ventricle area to 
body weight, since the body weight changes more signi fi cantly at 
older ages. 

      1.    Anesthetize  fi sh in 0.16 mg/mL tricaine solution for 1–2 min.  
    2.    Lay the  fi sh down laterally on top of the paper towel with head 

to the left and tail to the right.  
    3.    Measure the body length manually with a millimeter ruler, 

starting from the tip of the mouth to the body/caudal  fi n 
juncture.      

  3.3.  Assessment of 
Cardiac Enlargement

  3.3.1.  Quanti fi cation 
of Body Length

  Fig. 4.    PHZ treatment. Each group of  fi sh is accommodated within a nursery tube. Fish is treated by transferring the nurs-
ery tubes into a box containing either E3 water as a control or PHZ solution.       
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      1.    Reset an AG204 DeltaRange scale loaded with a small beaker 
 fi lled with E3 water.  

    2.    Collect each  fi sh using a net and brie fl y dab the net on paper 
towels to wick excess water away from the  fi sh before transfer 
to the beaker.  

    3.    Transfer  fi sh to the small beaker; record the weight of the  fi sh 
in the beaker.      

      1.    Anesthetize  fi sh in 0.16 mg/mL tricaine solution for 1–2 min. 
Dissect the  fi sh heart under a microscope.  

    2.    Image dissected hearts next to a millimeter ruler with a Nikon 
COOLPIX 8700 digital camera attached to a Leica MZ FLI 
III microscope. Calculate the area of the ventricle from these 
images in pixels squared using AxioVision software. Calculate 
the number of pixels per mm in order to convert the ventricle 
area into mm 2 .  

    3.    Divide the ventricle area in mm 2  by body length (in mm) in 
order to determine ventricle area to body length. Divide the 
ventricle area in mm 2  by body weight (in g) to determine ven-
tricle area to body weight.       

  We used three methods to quantify cardiomyocyte hypertrophy at 
the cellular level. First, we used  β -catenin antibody to label the 
border of cardiomyocytes, which can be used to directly quantify 
cardiomyocyte cell size. Second, we use Mef2 antibody to label the 
nuclei of cardiomyocytes. The density of cardiomyocytes can be 
calculated, which indirectly re fl ects cardiomyocyte cell size. Third, 
we measure single cardiomyocyte size by dissociating the heart and 
culture cardiomyocytes in vitro, which can be used to quantify car-
diomyocyte cell size. Below are detailed protocols for these 
methods. 

      1.    Anesthetize  fi sh in 0.16 mg/mL tricaine solution for 1–2 min.  
    2.    Dissect the  fi sh heart under a microscope. Put 2–5 hearts into 

a disposable vinyl specimen mold. Remove extra buffer and 
add tissue freezing medium. Snap-freeze the mold on dry ice 
for several min (Note 6).  

    3.    Cryosection the frozen heart (10–14  μ M) on Leica CM3050S 
cryostat. Collect heart tissues on Poly-Prep slides (Note 7).  

    4.    Af fi x freshly prepared 4% formaldehyde (see Sect.  2.2 ) on slides 
for 10 min.  

    5.    Rinse with PBD twice (see Sect.  2.2 ).  
    6.    Permeabilize samples for desired time (e.g., 0.1% Triton 

X-100/1% SDS in PBD for 45 min) (Note 8).  
    7.    Rinse with PBD twice.  

  3.3.2.  Quanti fi cation 
of Body Weight

  3.3.3.  Quanti fi cation 
of Ventricle Area to Body 
Length/Body Weight

  3.4.  Assessment 
of Cardiac Remodeling 
at the Cellular Level

  3.4.1.  Assessment 
of Cardiomyocyte 
Hypertrophy via 
Immunostaining 
of Tissue Sections
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    8.    Block in 2% sheep serum blocking solution (PBD + 2% sheep 
serum) for 25 min.  

    9.    Incubate with primary antibody (e.g., anti-mef2 or anti- β -
catenin (1:50–1:200)) for 2 h at room temperature.  

    10.    Rinse with PBD twice.  
    11.    Wash with PBD four times, 5 min each time (Note 9).  
    12.    Incubate with secondary antibody (e.g., AlexFluor-conjugated 

antimouse 568 or antirabbit 488 IgG (1:50–1:200) in PBD) 
for 30 min at room temperature (Note 10).  

    13.    Rinse with PBD twice.  
    14.    Wash with PBD four times, 5 min each time (Note 9).  
    15.    Add one drop mounting medium. Cover with a microscope 

cover glass.  
    16.    Image slides with a Zeiss Axioplan 2 microscope equipped with 

ApoTome and AxioVision software (Carl Zeiss) (Note 11).  
    17.    Measure the  β -catenin surface area of Mef2+ cells using AxioVision 

software (Carl Zeiss). Count 20–30 cardiomyocytes per ventricle 
section to measure cardiomyocyte cell size using  β -catenin stain-
ing. Use 3–5 hearts for quanti fi cation. Analyze a square of at least 
5,000  μ m 2  drawn using AxioVision software (Carl Zeiss) per ven-
tricle section per  fi sh for cell density. Select 3–4 squares for 
quanti fi cation per ventricle section. Statistical analysis requires 
2–3 slides for each heart. Count the cells in that square and divide 
by the square area to get cell density (cells per mm 2 ) (Note 12). 
The experiments usually were repeated three times.      

  Three methods can be used to distinguish cardiomyocytes from 
other cell types. The  fi rst method is based on the unique morphol-
ogy of cardiomyocytes, which can be distinguished by their striated 
sarcomere structure under DIC lighting conditions as well as their 
beating behavior. Secondly, cardiomyocytes can be labeled with 
 fl uorescence in cardiac-speci fi c transgenic  fi sh lines with GFP or 
RFP reporters. Thirdly, phalloidin staining can be easily conducted 
to label cardiomyocytes, as detailed below:

    1.    Anesthetize  fi sh in 0.16 mg/mL tricaine solution for 1–2 min.  
    2.    Sterilize  fi sh for ~15 s in 70% EtOH.  
    3.    Position  fi sh on a sterilized sponge; remove the heart with ster-

ilized forceps.  
    4.    Place heart into solution A (see Sect.  2.2 ) in a six-well plate.  
    5.    Remove the atrium.  
    6.    Open the ventricle widely with forceps (Note 13).  
    7.    Equilibrate ventricle in solution A for 10 min.     

 When possible, perform the steps below in a cell culture hood:

  3.4.2.  Assessment 
of Cardiomyocyte Cell Size 
via Dissociation of a 
Zebra fi sh Heart
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    1.    Transfer ventricles with sterile forceps to an Eppendorf tube 
containing 1 mL solution B (see Sect.  2.2 ). Rock for ~60 min 
to digest the ventricle (Note 14).  

    2.    Pellet cells by spinning at 2,000 rpm for 2 min.  
    3.    Remove and discard supernatant.  
    4.    Add 1 mL of L15 medium supplemented with Penicillin/

Streptomycin (see Sect.  2.2 ).  
    5.    Pellet cells at 2,000 rpm for 2 min.  
    6.    Remove and discard supernatant.  
    7.    Add 500  μ L of L15 supplemented with Penicillin/Streptomycin.  
    8.    Dissociate cells by gentle titration using a 1 mL Pipetman.  
    9.    Aliquot cells into an 8- or 16-well chamber slide (Note 15).  
    10.    Add L15 supplemented with Penicillin/Streptomycin to the 

cells (500  μ L max capacity).  
    11.    Incubate cells at 28.5°C for 4 h (Note 16).     

 Below is the protocol for phalloidin staining of cardiomyocytes:

    1.    Remove the solution,  fi x with 4% formaldehyde for 10 min.  
    2.    Remove the solution.  
    3.    Rinse with PBD twice.  
    4.    Permeabilize samples with PBDT for 15 min.  
    5.    Rinse with PBD twice.  
    6.    Incubate with phalloidin (1:50 dilution in PBD) for 30 min 

(cover the slide with foil).  
    7.    Rinse with PBD twice.  
    8.    Wash with PBD four times, 5 min each time.  
    9.    Remove the medium; add one drop mounting medium; cover 

with a microscope cover glass. Capture both phase contrast 
and  fl uorescent images with a confocal laser scanning micros-
copy (Zeiss LSM510; Carl Zeiss). Randomly choose 20–30 
dissociated cardiomyocytes per condition for cell area 
quanti fi cation using ImageJ software.       

  We developed two methods to quantify cardiomyocyte hyperplasia. 
First, we assessed cardiomyocyte hyperplasia by immunostaining 
with a PCNA antibody. For the detailed protocol, refer to 
Sect.  3.4.1 . PCNA antibody was diluted in PBD (1:3,000). For 
PCNA + Mef2+ cell proliferation studies, the total number of 
PCNA + Mef2+ cells in each 10–14  μ m ventricle section was divided 
by the estimated total number of Mef2+ cells in the ventricle sec-
tion (estimated by multiplying Mef2+ cell density with the area of 
the ventricle section). Secondly, we assessed cardiomyocyte 
hyperplasia by BrdU incorporation assay, as detailed below:

  3.5.  Assessment 
of Cardiomyocyte 
Hyperplasia via 
Immunostaining and 
BrdU-Incorporation
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    1.    Anesthetize  fi sh in 0.16 mg/mL tricaine for 1–2 min.  
    2.    Inject the  fi sh intraperitoneally using a 34-gauge NanoFil 

beveled needle and 10  μ L syringes with 10  μ L of 2.5 mg/mL 
BrdU. Conduct three daily injections before harvesting the 
 fi sh for antibody staining.  

    3.    Subject the slides to Mef2 staining to identify cardiomyocyte 
(see Sect.  3.4.1 , stop at step 14) after isolating the heart and 
conducting the frozen sections.  

    4.    The slides were then followed by the BrdU staining  
    5.    Re fi x cell in 4% formaldehyde for 10 min.  
    6.    Rinse twice in PBT (see Sect.  2.2 ).  
    7.    Incubate in 2 M HCl for 30 min.  
    8.    Wash in PBT three times, 5 min each time.  
    9.    Block in NCSPBT (see Sect.  2.2 ) for 60 min at 37°C.  
    10.    Incubate with anti-BrdU (1:200 dilutions in NCSPBT) for 3 h 

at 37°C.  
    11.    Wash in PBS four times, 5 min each time.  
    12.    Incubate in NCSPBT for 1 h at 37°C with a 1:200 dilution 

of antimouse secondary antibody conjugated to the Alexa 
488 or 568.  

    13.    Wash four times in PBS, 5 min each time.  
    14.    Mount slides in Vectashield mounting medium with DAPI, 

and image using Zeiss microscopy. Image random areas of each 
chamber using a Zeiss Axioplan 2 microscope (Carl Zeiss). 
BrdU index is de fi ned as the ratio between the number of 
BrdU+/Mef2+ cells divided by the number of all cardiomyo-
cytes revealed by Mef2+.      

  As shown in Fig.  2 ,  tr265/tr265   fi sh exhibit high fatality. Only 50% 
homozygous mutant  fi sh can survive to week 7 and less than 10% 
of mutants survive to week 16  (  10  ) . Below is the protocol to record 
survival curve:

    1.    Sort 50 WT siblings or  tr265/tr265  base on their red blood 
cell level at 4 dpf.  

    2.    Put each group in separate nursery tubes. Adjust the  fi sh num-
ber to be equal at the end of week 2. Discard extra  fi sh.  

    3.    Transfer  fi sh to 2.5 L tanks at week 4.  
    4.    Every 10 days, starting at 15 dpf, count the number of  fi sh in each 

tube/tank. Calculate the survival rate by dividing the remaining 
 fi sh number by the  fi sh number at day 15 (see Note 17) in order 
to exclude the effect of normal die off that occurs during the  fi rst 
2 weeks postfertilization.  

  3.6.  Survival Curve
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    5.    Summarize the survival curve using Kaplan–Meier plot. Use the 
log-rank test to determine the statistical difference (Note 18).       

 

     1.    Put 1–8  fi sh in small tank (1 L), 8–20  fi sh in an average tank 
(2.5 L) and 20–100  fi sh in a large tank (9 L).  

    2.    PHZ is also toxic to humans. It is important to handle PHZ 
solutions with gloves, face shield, and safety glasses.  

    3.    Fish are usually sensitive to the initial treatment of PHZ. For 
the  fi rst treatment, it is better to use low concentration solu-
tion (1.25  μ g/mL) for 30 min.  

    4.    Manually measure with a millimeter (mm) ruler the amount of 
EDTA in the micropipette prior to blood collection. After 
blood collection, measure the total volume in mm. Determine 
the number of mm to the 1  μ L calibrated mark on the micropi-
pette to convert mm to  μ L.  

    5.    All absorbances should fall within the values used for the standard 
curve made with human hemoglobin from a stock concentration 
of 0.8 mg/mL human hemoglobin in Drabkin’s with Brij.  

    6.    The  fi sh sample can be stored at −80°C for several months before 
sectioning.  

    7.    Store the slides at 4°C for 1 week. Antibody staining will not 
work well after 1 week storage.  

    8.    Permeabilization with 0.1% Triton X-100 is suf fi cient for most 
antibodies. For PCNA antibody only, permeabilization with 
1% SDS leads to a better result. When co-staining with PCNA 
and other antibody, 0.05% Triton X-100/0.5% SDS can be 
used for permeabilization.  

    9.    Increasing the number of washes can help to reduce background.  
    10.    Once incubation has begun, the sample should be protected 

from light by using foil to cover the sample.  
    11.    The sample can be stored at 4°C for 1–2 weeks without affect-

ing the signal.  
    12.    It is important to avoid the empty space when choosing the 

ventricle area for quanti fi cation, as it can reduce the variation.  
    13.    Widely opening the ventricle is critical to effectively dissociate 

cardiomyocytes.  
    14.    Rocking should be monitored carefully to avoid either over- or 

under-digestion. Proper digestion time depends on  fi sh age 
and/or heart size.  

    15.    Depending on desired density of the cardiomyocyte cells, 
500  μ L L15 medium can be aliquoted into 1–4 wells.  

  4.  Notes
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    Chapter 3   

 Methods to Study the Effects of TRP Channel Drugs 
on Vascular Endothelial Cell Function       

     Yan   Ma ,          Yung-Wui   Tjong   , and    Xiaoqiang   Yao      

  Abstract 

 Transient receptor potential (TRP) channels are abundantly expressed in vascular endothelium where the 
channels play important functional roles. In this chapter, we describe some well-established approaches, 
from molecular detection to functional assays, to study the role of TRP channels in endothelial cells. 
Comprehensive step-by-step instructions and representative  fi gures are provided on the following 
methods: (1) isolation and culture of vascular endothelial cells; (2) determination of the TRP channel 
interaction [co-immunoprecipitation, double immuno fl uorescence staining, chemical cross-linking, and 
Förster resonance energy transfer (FRET) detection]; (3) detection of TRP channel-mediated intracellular 
Ca 2+  changes using  fl uorescence microscopy; (4) determination of the electrophysiological properties by 
whole-cell patch clamp and examination of TRP channel function in vascular tone control using isometric 
tension measurement.  

  Key words:   TRP channels ,  Protein interaction ,  Electrophysiology ,  Intracellular Ca 2+  detection , 
 Vascular function    

 

 The transient receptor potential (TRP) channels are mostly situ-
ated at the plasma membrane. These channels can be gated by 
temperature, light, pressure, and/or chemical stimuli. Functional 
TRP channels are composed of four subunits, each containing six 
membrane-spanning helices linked by similar lengths of intracel-
lular or extracellular loops. Most TRP channels are nonselective 
cationic channels, with Na + , Ca 2+ , and Mg 2+  all permeating through 
the channels  (  1  ) . TRP channels are categorized into two groups. 
Group 1 contains TRPC (TRP canonical), TRPV (TRP vanilloid), 
TRPM (TRP melastatin), TRPN (TRP NOMPC), and TRPA 

  1.  Introduction

Arpad Szallasi and Tamás Bíró (eds.), TRP Channels in Drug Discovery: Volume II, Methods in Pharmacology and Toxicology, 
DOI 10.1007/978-1-62703-095-3_3, © Springer Science+Business Media, LLC 2012
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(TRP ankyrin), which share substantial sequence similarity in the 
transmembrane domains. Group 2 contains TRPP (TRP polycystin) 
and TRPML (TRP mucoliptin) which have relatively low sequence 
similarity. In addition, they have a large extracellular loop between 
the  fi rst and the second transmembrane segments  (  1  ) . 

 TRP subunits interact with each other to form homotetrameric 
or heterotetrameric channels  (  2,   3  ) . TRP channels may also interact 
with other proteins to form signaling complexes  (  4,   5  ) . These inter-
actions play a vital role in regulating vascular function. One of the 
most commonly used methods for determining TRP protein inter-
action is co-immunoprecipitation. Co-immunoprecipitation utilizes 
an antibody that targets a bait protein. The antigen–antibody com-
plex is then allowed to bind to protein A agarose, and irrelevant 
proteins are washed out. The target protein in the bait protein 
complex can be determined by Western blotting  (  6  ) . Another inde-
pendent method for determining protein interaction is chemical 
cross-linking. Cross-linking reagents carrying reactive moieties bind 
to speci fi c amino acids on target proteins, including antibodies. Two 
closely associated proteins can be cross-linked by this type of small-
molecule cross-linker, and the complex be detected by Western blot-
ting  (  7  ) . The third method to study protein–protein interaction is 
 fl uorescence double immunostaining. In this method, speci fi c 
 fl uorescent dye-labeled antibodies are allowed to bind to their 
speci fi c targets in the cells, and the distribution of the target proteins 
can be visualized under  fl uorescent microscopy  (  8  ) . Another highly 
useful method for studying protein–protein interaction is Förster 
resonance energy transfer (FRET). FRET is based on the principle 
that a donor chromophore transfers its energy to an acceptor chro-
mophore if their mutual distance is less than 10 nm  (  8,   9  ) . Cyan 
 fl uorescence protein (CFP)–yellow  fl uorescence protein (YFP) pair 
is one of the most popular donor–acceptor pairs for biological 
approach  (  10  ) . 

 Commonly used methods to study TRP channel function in 
vascular endothelial cells include  fl uorescent cytosolic Ca 2+  mea-
surement, patch clamp, isometric vessel tension study, and isobaric 
vessel diameter measurement. Ca 2+  in fl ux in vascular cells is in part 
mediated by TRP channels, and Ca 2+ -related signaling cascade is 
important for vascular contraction/relaxation. Fluorescent probes 
enable the quantitative analysis for changes in intracellular Ca 2+  
concentration ([Ca 2+ ] i )  (  11,   12  ) . The electrophysiological proper-
ties of functional channels can be determined by patch clamp tech-
nique. Patch clamp recording uses a chloride-coated silver wire in 
contact with the extracellular solution (bath solution) as the refer-
ence electrode. Another electrode is a glass micropipette with an 
open tip diameter of about 1  μ m. This micropipette is  fi lled with 
pipette solution and is used to “patch” a surface area containing 
one or a few ion channels and measure the changes in electrical 
current. The method can also measure membrane potential 
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 (  13,   14  ) . Measurement of isometric tension and/or isobaric 
 diameter of blood vessels in vitro can be used to determine vascular 
tone regulation and TRP channel involvement in these functions 
 (  15  ) . Wire myograph and pressure myograph instruments are used 
in these experiments.  

 

      1.    Epoch Microplate Spectrophotometer (BioTek, Winooski, 
VT) for reading protein absorbance at 630 nm and calculating 
protein concentration.  

    2.    Mini-PROTEIN Tetra System (Bio-Rad, Hercules, CA) 
equipped with a PowerPac™ Basic Power Supply (Bio-Rad) for 
protein electrophoresis.  

    3.    Trans-Blot SD Semi-Dry Transfer Cell (Bio-Rad) equipped with a 
PowerPac TM  Universal Power Supply (Bio-Rad) for protein trans-
fer from within the SDS-PAGE gel onto a PVDF membrane.  

    4.    FluorChem 8000 system (ProteinSimple, Santa Clara, CA) for 
protein bands detection.  

    5.    FV1000 confocal system (Olympus, Tokyo) for  fl uorescence 
detection.  

    6.    Software: FV10-ASW 1.5 software (Olympus) for quantitative 
analysis of protein co-localization.  

    7.    Olympus IX 81 microscope (Olympus) equipped with a FRET 
 fi lter set (Olympus) for FRET detection.  

    8.    EPC-9 patch ampli fi er (HEKA, Lambrecht/Pfalz, Germany) 
for whole-cell patch clamp recording.  

    9.    P-97 micropipette puller (Sutter Instrument, Novato, CA) for 
pulling micropipette.  

    10.    Software: PulseFit (HEKA) for whole-cell patch clamp data 
analysis.  

    11.    Isometric tension myograph (model 610M, Danish 
Myotechnology, Aarhus, Denmark) for blood vessel isometric 
tension measurement.  

    12.    Software: PowerLab (AD Instruments, Sydney, Australia) and 
LabChart (AD Instruments) for blood vessel isometric tension 
analysis.  

    13.    Pressure myograph (model 110P, Danish Myotechnology) for 
blood vessel isobaric diameter measurement.  

    14.    Software: MyoView software (GE Healthcare, Piscataway, NJ) 
for blood vessel isobaric diameter analysis.      

  2.  Materials

  2.1.  Equipment
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      1.    Cell lysis buffer: 50 mM Tris (Sigma-Aldrich), pH 7.5, 150 mM 
NaCl (Sigma-Aldrich), 50 mM NaF (Sigma-Aldrich), 1.5% 
NP-40 (Sigma-Aldrich), 0.5% sodium deoxycholate (Sigma-
Aldrich), and protease inhibitor cocktail tablet (Roche, 
Mannheim, Germany).  

    2.    Lowry assay reagents for protein concentration calibration: 
reagent A, reagent B, and reagent S (Bio-Rad).  

    3.    ECL Western blotting detection reagents (GE Healthcare).  
    4.    Protein A agarose suspension (Roche).  
    5.    Chemical cross-linking quenching solution: 50 mM Tris 

(Sigma-Aldrich).  
    6.    Calcium Calibration Buffer Kit (Invitrogen, Carlsbad, CA).  
    7.    Normal physiological salt solution (NPSS): 140 mM NaCl 

(Sigma-Aldrich), 1 mM KCl (Sigma-Aldrich), 1 mM CaCl 2  
(Sigma-Aldrich), 1 mM MgCl 2  (Sigma-Aldrich), 10 mM 
glucose (Sigma-Aldrich), and 5 mM Hepes (Sigma-Aldrich), 
pH 7.4.  

    8.    Krebs Henseleit solution: 118 mM NaCl (Sigma-Aldrich), 
4.7 mM KCl (Sigma-Aldrich), 2.5 mM CaCl 2  (Sigma-Aldrich), 
1.2 mM KH 2 PO 4  (Sigma-Aldrich), 1.2 mM MgSO 4 •7H 2 O 
(Sigma-Aldrich), 25.2 mM NaHCO 3  (Sigma-Aldrich), and 
11.1 mM glucose (Sigma-Aldrich), pH 7.4.  

    9.    60 mM K +  solution for isometric tension measurement: 58 mM 
NaCl (Sigma-Aldrich), 64.7 mM KCl (Sigma-Aldrich), 2.5 mM 
CaCl 2  (Sigma-Aldrich), 1.2 mM KH 2 PO 4  (Sigma-Aldrich), 
1.2 mM MgSO 4 •7H 2 O (Sigma-Aldrich), 25.2 mM NaHCO 3  
(Sigma-Aldrich), and 11.1 mM glucose (Sigma-Aldrich), pH 7.4.       

 

      1.    For some TRP channels such as TRPV1, TRPV4, and TRPC3, 
highly speci fi c activators/inhibitors are available  (  16–  18  ) . 
However, for other TRP channels such as most TPRCs, there 
are no speci fi c activators/inhibitors. Therefore, siRNA and 
dominant-negative molecular constructs need to be used.  

    2.    Primary cultured vascular endothelial cells are easily to be 
contaminated by other cells such as smooth muscle cells and 
neuronal cells during cell culture procedure. The identity of 
the primary cultured endothelial cells should be veri fi ed by 
immunostaining using antibodies against von Willebrand 
factor and platelet endothelial cell adhesion molecule 
(PECAM)  (  19  ) .  

  2.2.  Reagents 
and Solutions

  3.  Methods

  3.1.  Problems on the 
Study of TRP Channel 
Function in Vascular 
Endothelium
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    3.    Prolonged culture of endothelial cells will result in loss of some 
endothelial cell properties. For example, Draijer and co-workers 
found that cGMP-PK type I expression decreases during serial 
passage of endothelial cells  (  20  ) . To avoid this issue, only cells 
from the  fi rst four passages, preferably the  fi rst two passages, 
should be used for experiments.  

    4.    In the functional studies such as isomeric tension and isobaric 
diameter measurement described in the following sections, 
endothelium-denuded vessels can be used as negative control 
to con fi rm whether a certain response is related to endothe-
lium or not.      

  All animal experiments should be conducted in accordance 
with the regulation of the U.S. National Institute of Health 
(NIH publication No. 8523). Vascular endothelial cells are iso-
lated from male Sprague–Dawley rats of approximately 250–
300 g by an enzymatic digestion method. The primary rat 
mesenteric arterial endothelial cells (MAECs) are cultured in 
endothelial growing medium (Lonza, Walkersville, MD) with 
1% bovine brain extract, 100 U/ml penicillin, and 100  μ g/ml 
streptomycin.

    1.    Prepare 10 ml endothelial basic medium (Lonza) with 0.02% 
collagenase IA: dilute 2 mg collagenase IA in 10 ml endothelial 
basic medium.  

    2.    Prepare 5 ml endothelial growing medium with 1% bovine 
brain extract, 100 U/ml penicillin, and 100  μ g/ml streptomy-
cin: dilute 0.05 g bovine brain extract in 5 ml endothelial 
growing medium, add 50  μ l 100X Penicillin Streptomycin 
(Invitrogen).  

    3.    Open the rat abdomen, and use PBS (Invitrogen) to perfuse 
the heart in order to remove circulating blood from blood 
vessels.  

    4.    Dissect the small intestine and excise all the vein branches.  
    5.    Digest the remained arterial branches with 10 ml 0.02% colla-

genase IA in endothelial basic medium for 45 min at 37°C.  
    6.    Centrifuge at 1600 ×  g  for 5 min at room temperature.  
    7.    Resuspend the pelleted cells in 5 ml endothelial growing 

medium supplemented with 1% bovine brain extract, 100 U/
ml penicillin, and 100  μ g/ml streptomycin.  

    8.    Place the resuspended cells in a 25-cm 2  culture  fl ask.  
    9.    Remove the nonadherent cells after 1 h.  
    10.    Culture the adherent cells at 37°C in a 5% CO 2  humidi fi ed 

incubator.      

  3.2.  Endothelial Cell 
Preparation 
and Culture for Rat 
Mesenteric Artery
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       1.    Thaw samples to be assayed on ice.  
    2.    Prepare the BSA standards with  fi nal concentration ranging of 

0, 0.1, 0.2, 0.4, 0.6, 0.8, 1.2, 1.6, 2.0  μ g/ml.  
    3.    Pipette the BSA standard curve (0–2.0  μ g/ml) and samples 

into triplicated wells of 96-well plate with 5  μ l/well.  
    4.    Mix the reagent A (Bio-Rad) and reagent S (Bio-Rad) at 

50:1 ratio, and add the mixture to 96-well plate with 
25  μ l/well.  

    5.    Add reagent B (Bio-Rad) as 200  μ l/well.  
    6.    Place the 96-well plate in dark for 15-min incubation.  
    7.    Read the absorbance at 630 nm by a Microplate UV/VIS 

Spectrophotometer (BioTek).  
    8.    The concentration of protein is calculated with reference to 

the standard protein curve.      

      1.    Prepare the SDS-PAGE gel.  
    2.    Calibrate protein samples to equal amounts based on the 

standard curve obtained by Lowry assay (see Sect.  3.3.1 ).  
    3.    Denature the samples with SDS-PAGE loading dye (5 min, 

95°C) and load at ~20  μ g into each lane of polyacrylamide 
gel and separated by a 7.5% SDS-PAGE gel with 100 V 
constant voltage. Run until the front of the bromophe-
nol dye is approximately 1 cm from the gel bottom 
(50 min–1.5 h).  

    4.    Prewet a PVDF membrane in methanol.  
    5.    Move the proteins from within the SDS-PAGE gel onto the 

PVDF membrane, with 15 V constant voltage (1–2 h).  
    6.    Immerse the PVDF membrane in a blocking solution contain-

ing 5% nonfat milk and 0.1% Tween-20 in PBS for 1 h at room 
temperature with constant shaking (Note 1).  

    7.    Incubate with the primary antibody (1:500) at 4°C overnight 
with constant shaking.  

    8.    Rinse the membrane three times for 5 min each with 15 ml of 
PBST to remove unbound primary antibody.  

    9.    Incubate with secondary antibody (1:5,000) conjugated with 
horseradish peroxidase at room temperature for 1 h with con-
stant shaking.  

    10.    Rinse the membrane three times for 5 min each with 15 ml of 
PBST to remove unbound secondary antibody.  

    11.    Incubate with ECL Western blotting detection reagents 
(GE Healthcare) for 5 min at room temperature.  

  3.3.  Western 
Blotting and 
Co-immunoprecipitation

  3.3.1.  Protein 
Quanti fi cation 
(Lowry Assay)

  3.3.2.  Western Blotting
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    12.    Exposure the membrane to X-ray  fi lm.  
    13.    Detect the intensity of the protein blotting bands by FluorChem 

8000 system (ProteinSimple, Santa Clara, CA).      

      1.    Incubate extracted proteins (~800  μ g) with 50  μ l protein A 
agarose suspension (Roche) (Note 2) and incubate for 3 h at 
4°C on a rocking platform.  

    2.    Pellet agarose beads by centrifuging in a microcentrifuge (12,000 ×  g ) 
at 4°C for 2 min. Transfer supernatant to a fresh tube.  

    3.    Add 7 mg of pulling antibody [or preimmune IgG (Note 3) as 
negative control] to the sample and incubate on a rocking plat-
form for 2 h at 4°C.  

    4.    Add 100  μ l protein A agarose suspension to the mixture and 
incubate on a rocking platform overnight at 4°C.  

    5.    Centrifuge (12,000 ×  g ) for 2 min at 4°C and collect agarose–
antibody–antigen complexes. Discard the supernatant.  

    6.    Resuspend the pellet in 1 ml lysis buffer (see Sect.  2.2 ) and 
incubate for 30 min at 4°C on a rocking platform.  

    7.    Pellet the beads again and discard supernatant.  
    8.    Repeat step 6–7 for two times.  
    9.    Resuspend pellet by 25  μ l of gel-loading buffer.  
    10.    Denature proteins by heating the sample for 5 min at 95°C.  
    11.    Centrifuge the suspension (12,000 ×  g ) for 2 min at 4°C.  
    12.    Analyze the supernatant by gel electrophoresis and Western 

blotting (see Sect.  3.3.2 ) (Fig.  1 ). 

  3.3.3.  Co-immuno-
precipitation

  Fig. 1.    Representative images of co-immunoprecipitation followed by immunoblots in primary cultured MAECs  (  12  ) . The pull-
ing and blotting antibodies are indicated. Control immunoprecipitation was performed using the preimmune IgG (labeled as 
preimmune).  Anti-C1 indicates anti-TRPC1; anti-V4, anti-TRPV4; IB, immunoblot; IP, immunoprecipitation.       
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  Pros 

   1.    Protein samples can be obtained from cell line or animal tissues.  
    2.    Protein interaction can be detected in native concentration or 

in over-expressed system (transfection).  
    3.    This method is able to detect interaction between two (one-

step co-immunoprecipitation) or three proteins (two-step 
co-immunoprecipitation).    

  Cons 

   1.    Co-immunoprecipitation only detects stable protein–protein 
interaction.  

    2.    This method does not indicate whether the interaction is direct.  
    3.    Speci fi c antibody is required.  
    4.    Homogenization of cellular components may result in false 

positive interaction.           

  Double immuno fl uorescence staining is used to determine subcel-
lular protein localization by  fl uorescence detection.

    1.    Seed freshly dispersed or cultured cells on glass coverslips.  
    2.    Rinse the cells with PBS for three times.  
    3.    Fix the cells with 3.7% formaldehyde (Sigma-Aldrich) at room 

temperature for 20 min.  
    4.    Permeabilize the cells with 0.1% Triton X-100 (Sigma-Aldrich) 

at room temperature for 15 min.  
    5.    Incubate the cells with 2% BSA in PBS for 1 h at room tem-

perature to block the nonspeci fi c immunostaining.  
    6.    Incubate the cells with a mixture of primary antibodies at 4°C 

overnight.  
    7.    Rinse the cells with PBS for three times.  
    8.    Incubate with a mixture of secondary antibodies conjugated to 

proteins with different excitation wavelengths (e.g. Alexa Fluor 
488 and Alexa Fluor 546) for 2 h at room temperature.  

    9.    After washing and mounting, detect immuno fl uorescence by 
FV1000 confocal system (Olympus) (Fig.  2 ).   

    10.    Carry out the quantitative analysis of the co-localization using 
FV10-ASW 1.5 software (Olympus).

  Pros 

   1.    This method can visualize protein distribution directly.  
    2.    Procedure is simple and takes shorter time.    

  3.4.  Double 
Immuno fl uorescence 
Staining
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  Cons 

   1.    Optical imaging systems do not offer good enough resolution 
to determine direct protein interaction. Only rough estimation 
can be made.          

  Cross-linking reagents carrying reactive moieties can bind to 
speci fi c amino acids on target proteins, including antibodies. 
Commercially available cross-linking reagents have different char-
acteristics, differed in speci fi city, water solubility, cleavability, etc. 

  3.5.  Chemical 
Cross-linking

  Fig. 2.    Representative co-localization of TRPV4 and TRPC1 in the primary cultured rat MAECs  (  12  ) . ( a ,  b ) Representative 
images of TRPC1 ( a ,  green ) and TRPV4 ( b ,  red ) in plasma membrane. ( c ) Overlay image of ( a  and  b ). ( d ) Bright  fi eld image 
of the same cell together with merged  fl uorescence. ( e ) TRPC1 antibody was preabsorbed with excessive TRPC1 peptide. 
( f ) TRPV4 antibody was preabsorbed with excessive TRPV4 peptide.       
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DTSSP [3,3 ¢ -Dithiobis (sulfosuccinimidylpropionate)] and DSS 
(disuccinimidylsuberate) are two of the commonly used cross-linking 
reagents. DTSSP contains an amine-reactive N-hydroxysulfosuccini-
mide (sulfo-NHS) ester that reacts with primary amines at pH 7–9 
to form stable amide bonds. DSS is the nonsulfonated analog of 
DTSSP. DTSSP is membrane impermeable cross-linker whereas DSS 
is membrane permeable. Generally, cells are incubated with the 
cross-linking reagent at an appropriate concentration. Then the 
reaction is quenched by quenching solution, followed by nonre-
ducing SDS-PAGE to visualize cross-linked protein complexes.

    1.    Prepare the nonreducing SDS-PAGE loading dye: dissolve 
4.0 g sucrose, 0.8 g SDS, 1 mol/l Tris–HCl in 2 ml H 2 O, 
adjust pH to 6.8, and then add 0.001% bromophenol blue.  

    2.    Dissolve DTSSP (Thermo Scienti fi c, Rockford, IL) in water at 
10–25 mmol/l (Note 4, 5).  

    3.    Wash culture  fl ask with PBS to remove residual media (Note 6).  
    4.    Add DTSSP to a  fi nal concentration of 5 mmol/l (Note 7).  
    5.    Incubate the reaction mixture on ice for 2 h (Note 7).  
    6.    Quench the reactions by adding quenching solution 

(see Sect.  2.2 ) and incubate at room temperature for 30 min 
(Note 7).  

    7.    Discard the solutions, and treat the cells with cell lysis buffer 
(see Sect.  2.2 ) on ice for 30 min.  

    8.    Scrape, collect, and centrifuge the cell lysates at 4°C.  
    9.    Keep the supernatant and discard the cell debris at the 

bottom.  
    10.    Add nonreducing SDS-PAGE loading dye, and run nonreduc-

ing SDS-PAGE (Note 8).  
    11.    Detect the cross-linked products by Western blotting (Fig.  3 ). 

This may be a complete linkage (Fig.  3 , upper bands, ~500 kDa) 
or partial linkage (Fig.  3 , lower bands, ~250 kDa). 

  Fig. 3.    Representative chemical cross-linking of TRPV4, TRPC1, and TRPP2 in transfected HEK 
cells ( a ) and primary cultured rat MAECs ( b ). These bands were recognized by anti-
TRPC1, anti-TRPV4, or anti-TRPP2 antibody  (  21  ).        
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  Pros 

   1.    Protein interaction is detected in their native state.  
    2.    Transient protein interactions can be detected.  
    3.    Cross-linking reagents for different situations are well developed.    

  Cons 

   1.    This method cannot differentiate the direct or indirect 
interaction.  

    2.    Need speci fi c antibody.  
    3.    It is technically dif fi cult to control the degree of cross-linking. 

Over cross-linking results in high background noise on Western 
blots.          

  TRP channel interaction is critical for many cellular processes in 
mammalian cells. The protein–protein interaction can be detected 
by a  fl uorescence microscope approach, which is called FRET 
detection. First, target proteins are fused with CFP and/or YFP. 
The  fl uorescence from CFP-, YFP-, and FRET-channels is recorded, 
and FRET ratio be calculated by the formula. 

 The following is a step-by-step protocol.

    1.    Seed cells on coverslips.  
    2.    Transfect the following fusion proteins into cultured mamma-

lian cells:
   (a)    CFP fused to YFP (positive control).  
   (b)    Unfused, free CFP and unfused, free YFP (negative control).  
   (c)    Protein 1-CFP and Protein 2-YFP.  
   (d)    Protein 1-YFP and Protein 2-CFP.      

    3.    Place the coverslip in a chamber 12–24 h after transfection.  
    4.    Mount the chamber on an inverted microscope equipped with 

a CCD camera and three-cube FRET  fi lters including (excita-
tion, dichroic, emission): YFP (S500/20 nm; Q515lp; 
S535/30 nm); FRET (S430/25 nm; 455dclp; S535/30 nm); 
and CFP (S430/25 nm; 455dclp; S470/30 nm) (Olympus).  

    5.    Subtract the average background signal.  
    6.    Capture the  fl uorescence images of the transfected cells at 

CFP-, YFP-, and FRET-channels, respectively.  
    7.    Calculate the FRET ratio (FR) (Fig.  4 ) by the following 

equation: 

       
( ) ( )

( ) ( )
AD A FRET D1 CFP A1

YFP D2 CFP

FR / DA * DA /

* DA * DA

F F S R S R

S R S

= = ⎡ − ⎤⎣ ⎦
⎡ − ⎤⎣ ⎦   

  3.6.  Förster Resonance 
Energy Transfer 
Detection
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    where  F  AD  represents the total YFP emission with 430/25-nm exci-
tation, and  F  A  represents the direct YFP emission with 500/20-nm 
excitation. In S CUBE (SPECIMEN), CUBE indicates the  fi lter cube 
(CFP, YFP, or FRET), and SPECIMEN indicates whether the cell 
is expressing donor (D, CFP), acceptor (A, YFP), or both (DA). 
 R  D1  =  S  FRET (D)/ S  CFP (D),  R  D2  =  S  YFP (D)/ S  CFP (D), and  R  A1  =  S  FRET 
(A)/ S  YFP (A) are predetermined constants that require measure-
ment of the bleed-through of the emission of only CFP- or YFP-
tagged molecules into the FRET channel and the emission of only 
CFP-tagged molecules into the YFP channel.

  Pros 

   1.    FRET detection usually only detect direct protein 
interactions.  

    2.    FRET detection can measure real-time protein interaction in 
living cells and in normal conditions.    

  Cons 

   1.    CFP- and YFP-tagged constructs are transfected (over-ex-
pressed) in the target cells, thus may not re fl ect the processes 
in native cells.  

    2.    Highly specialized FRET detection equipment with de fi ned 
wavelength is needed.      

  Fig. 4.    FRET detection for the interaction between TRPV4 and TRPC1.  Horizontal axes  indicate FRET ratio of living cells 
expressing the indicated constructs  (  12  ) .  Each point  represents the FRET ratio of a single cell. The  red lines  and  error bars  
indicate the average FRET ratio values and SE. When the FRET ratio is 1, there is no FRET; when the FRET ratio is greater 
than 1, there is FRET. Data are given as mean ± SE ( n  = 50–81). GIRK, G-protein-activated inwardly rectifying K +  channels.       
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      1.    Seed cells on coverslips.  
    2.    Prepare appropriate pipette solution and bath solution.  
    3.    Place a coverslip in a chamber containing bath solution and 

mount the chamber on a microscope.  
    4.    Pull a glass micropipette with P-97 micropipette puller (Sutter 

Instrument) and  fi ll the pipette tip with pipette solution.  
    5.    Lower the pipette towards the cell. When the pipette tip is in 

contact with the cell membrane, apply suction through the 
pipette pressure tubing to make the gigaseal on cell membrane 
(Note 9).  

    6.    Switch to voltage clamp. Record the whole cell current density 
(pA/pF) by an EPC-9 patch ampli fi er (HEKA) in response to 
successive voltage pulses of +80 mV and −80 mV for 100 ms 
duration (Fig.  5 ).   

    7.    Plot the whole cell current values vs. time (Fig.  5 ).

  Pros 

   1.    Patch clamp is the most sensitive and reliable technique to 
measure electrical activity of living cell membrane.  

    2.    Patch clamp can be combined with other techniques such as 
 fl uorescence microscopy and wire myograph to produce more 
powerful outcome.    

  Cons 

   1.    Patching primary cultured cells may be technically challenging.  
    2.    Relatively slow outputs.             

  Fluorescent probes, or  fl uorescent dyes, are molecular probes 
which show a spectral response upon binding Ca 2+ . Once cells are 
loaded with these dyes, it is possible to measure the intracellular 
Ca 2+  changes using  fl uorescent microscopy.

  3.7.  Whole-Cell Patch 
Clamp

  3.8.  Fluorescence 
Measurement of 
Intracellular Ca  2+  
Concentration ([Ca  2+ ] i  )

  Fig. 5.    Representative trace for time course of 4 α -PDD (5  μ mol/l)-stimulated whole-cell 
current in human umbilical vein endothelial cells  (  12  ) . Cells were preincubated with T1E3 
(1:100) or preimmune IgG (1:100, as control) for 1 h at 37°C prior to the experiment.       
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    1.    Prepare 0.02% pluronic F127: add 0.2 mg pluronic F127 to 
1 ml H 2 O.  

    2.    Prepare normal physiological salt solution (NPSS) (See 
Sect.  2.2 ).  

    3.    Seed cells on coverslips.  
    4.    Load 10  μ mol/l Fura-2/AM and 0.02% pluronic F-127 for 

30 min in dark at 37°C in NPSS.  
    5.    Mount the cell coverslip onto the recording chamber and place 

on the stage of an inverted microscope (Olympus IX81, 
Olympus).  

    6.    Record the [Ca 2+ ] i   fl uorescence using a  fl uorescence imaging 
system (Olympus) at excitation wavelength 340 and 380 nm.  

    7.    Analyze the data by MetaFluor Analyst software (Molecular 
Devices, Sunnyvale, CA). The changes in [Ca 2+ ] i  are indicated by 
the changes of the ratio of the  fl uorescence under 340 nm rela-
tive to the  fl uorescence under 380 nm (F340/F380) (Fig.   6 ).   

    8.    If necessary, convert the Fura-2 ratio F340/F380 to [Ca 2+ ] i  
based on the calibration using Calcium Calibration Buffer Kit 
(Invitrogen) (Fig.   7 ). 

  Pros 

   1.    Fluorescent dyes are highly sensitivity to changes in cytosolic 
Ca 2+ .  

    2.    This method measures real-time [Ca 2+ ] i  in living cells under 
physiological/pathological conditions.    

  Fig. 6.    Representative traces for the potentiation of  fl ow-induced Ca 2+  in fl ux in human 
umbilical vein endothelial cells  (  22  ) . TG, thapsigargin, 4  μ mol/l, was given for 15 min; BFA, 
brefeldin A, 5  μ mol/l, was given for 30 min before TG.       
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  Cons 

   1.    Due to difference in hardware and software, different detec-
tion systems may give out very different values of  fl uorescence 
intensity and/or changes in  fl uorescence intensity (or ratios). 
This makes data comparison dif fi cult. In this regard, ratiomet-
ric dyes such as Fura-2 is preferred, because the values can be 
converted into Ca 2+  concentration after careful calibration.          

  The mouse aorta is isolated and mounted onto two thin stainless 
steel holders (Danish Myotechnology). One holder is connected to 
a force displacement transducer. The other one is connected to a 
movable device that allowed the application of an appropriate pas-
sive tension, which is determined to be the optimal resting tension 
for obtaining the maximal active tension induced by 60 mM K +  
solution (see Sect.  2.2 ) bubbled with 95% O 2  + 5% CO 2  (Note 10). 
The vessel tension is measured by an isometric tension myograph 
(model 610 M, Danish Myotechnology). Data were acquired and 
analyzed using PowerLab (AD Instruments) and LabChart (AD 
Instruments).

    1.    Kill the male C57BL mice (~5 week-old) by cervical dislocation.  
    2.    Cut out the thoracic aorta and place it into an ice-cold Krebs–

Henseleit solution (see Sect.  2.2 ) bubbled with a gas mixture 
of 95% O 2  and 5% CO 2 .  

    3.    Remove the fat and peripheral tissues under dissection 
microscope.  

  3.9.  Isometric Tension 
Measurement

  Fig. 7.    Bradykinin-induced Ca 2+  entry  (  23  ) . A representative trace of Fura-2  fl uorescence 
in rat aortic endothelial cells bathed in 0Ca 2+ -PSS in response to bradykinin (200 nM) 
challenge.       
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    4.    Cut the aorta into 2-mm segments.  
    5.    Mount the aortic rings onto two thin stainless steel holders 

(supplied by the isometric tension myograph) in 5 ml organ 
baths containing Krebs–Henseleit solution bubbled with a gas 
mixture of 95% O 2  and 5% CO 2  at 37°C.  

    6.    Equilibrate the aortic rings for about 30 min (Note 11).  
    7.    Apply 60 mM K +  solution to test the contractile function of the 

aortic rings.  
    8.    Wash out with Krebs–Henseleit solution for two times.  
    9.    Repeat step 7–8.  
    10.    Preconstrict the aortic rings with 10  μ M phenylephrine to 

achieve sustained contraction.  
    11.    Apply acetylcholine with cumulative concentrations into the 

bath solution to test the integrity of endothelium.  
    12.    Wash out with Krebs–Henseleit solution for three times.  
    13.    Repeat step 10.  
    14.    Apply cumulative chemicals into the bath solution to test its 

relaxation effect.  
    15.    Acquire and analyze data by PowerLab and LabChart (Fig.   8 ). 

  Pros 

   1.    Isometric tension measurement allows direct measurement of 
contractile force generated from blood vessels.  

    2.    Wire myograph can be combined with  fl uorescent microscopy 
to detect the vessel contraction and intracellular Ca 2+  changes 
simultaneously.    

  Fig. 8.    Representative time courses of isometric tension in isolated mouse aortic seg-
ments in response to cumulatively increasing concentrations of SNAP applied to the bath 
 (  24  ) . The aortic segments (~2 mm in length) were preconstricted with 10  μ M phenyleph-
rine (Phe). SNAP, S-nitroso-N-acetylpenicillamine.       
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  Cons 

   1.    Wire myograph only measures small vessels (internal diameter 
60  μ m–3 mm), whereas contractility of large blood vessels are 
measured in isolated organ bath.  

    2.    The vessels under measurement are not exposed to hydrostatic 
pressure. The conditions are not physiological.          

  The rat mesenteric artery is isolated and mounted onto a pressure 
myograph chamber (model 110P, Danish Myotechnology). 
External diameter is recorded using a CCD camera. Flow is initi-
ated by creating a pressure different between in fl ow and out fl ow. 
The mean intraluminal pressure is maintained at 50 mmHg 
throughout whole procedure. Data were acquired and analyzed by 
MyoView software (GE Healthcare).

    1.    Kill the Sprague–Dawley rats by inhalation of CO 2 .  
    2.    Remove the ileum and immerse the mesentery in Krebs–

Henseleit solution (see Sect.  2.2 ) bubbled with a gas mixture 
of 95% O 2  and 5% CO 2 .  

    3.    Carefully dissect the third- or fourth-order mesenteric artery 
(~2–3 mm long).  

    4.    Transfer the artery to a pressure myograph chamber (model 
110P, Danish Myotechnology)  fi lled with oxygenated Krebs–
Henseleit solution at 37°C.  

    5.    Cannulate one glass micropipette (tip diameter ~125  μ m) into 
the proximal part and the other into distal end of the artery 
and secure with two  fi ne nylon sutures.  

    6.    Connect both cannulation pipettes to independent reservoirs 
set at the same height and solution level to ensure there is 
no  fl ow.  

    7.    Set the intraluminal pressure to 50 mmHg and equilibrate the 
artery for 30 min at 37°C by oxygenated Krebs–Henseleit 
solution ( fl ow rate ~2–3 ml/min).  

    8.    Pressurize the artery to 80 mmHg, and apply a longitudinal 
force to stretch the vessel until it appears straight and then by 
an extra 10%.  

    9.    Decrease the pressure back to 50 mmHg, and incubate the 
vessel for another 10 min before an experimental maneuver.  

    10.    Monitor the artery by a charge-coupled device camera (video 
camera module) attached to a light inverted microscope.  

    11.    Analyze the external diameter of the vessel and luminal pres-
sure by MyoView software (GE Healthcare) (Fig.   9 ). 

  3.10.  Isobaric Diameter 
Measurement
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  Pros 

   1.    Pressure myograph allows blood vessels to assume the stereo-
logical conformation as they would be in vivo.  

    2.    Pressure myograph can be combined with  fl uorescent micros-
copy to detect the vessel diameter and intracellular Ca 2+  changes 
simultaneously.    

  Cons 

   1.    Arteries with an internal diameter smaller than 60  μ m are 
dif fi cult to be cannulated and recorded by pressure 
myograph.  

    2.    Only one vessel can be studied in each experiment, namely 
slow output.           

 

     1.    Always wear gloves when handling the PVDF membrane, oth-
erwise it may be damaged or contaminated.  

    2.    Check the af fi nities of protein A agarose for various IgG sub-
classes before use. Consider other kind of protein agarose (e.g., 
protein G agarose) if the binding capacity of protein A agarose 
is low for some certain species.  

    3.    Preimmune IgG should be used as control if antibodies are to 
be used for experiments.  

  4.  Notes

  Fig. 9.    Representative traces showing the effect of T1E3, a TRPC1 blocking antibody, on  fl ow-induced vascular isobaric 
diameter changes in isolated mice mesenteric arteries  (  12  ) . Arteries were preincubated with preimmune IgG (1:50) or T1E3 
(1:50) overnight. The  solid bar  on the top of the trace indicates the period when intraluminal  fl ow (Kreb’s solution with 1% 
BSA) was applied. The arteries were preconstricted with phenylephrine (Phe).       
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    4.    Use DTSSP and DSP for cross-linking molecules at the cell 
surface and within the cell, respectively.  

    5.    Do not prepare stock solutions for the cross-linkers. The 
NHS-ester moieties become nonreactive due to hydrolyza-
tion. Reconstitute the cross-linkers immediately before use 
and discard any unused reconstituted cross-linkers.  

    6.    Use micromolar concentrations of proteins to compensate the 
protein loss from during chemical cross-linking.  

    7.    The concentration of DTSSP and the incubation duration 
should be determined empirically.  

    8.    Cross-linked protein complexes often appear fuzzy on the 
X-ray  fi lm.  

    9.    In patch clamp, the starting seal membrane resistance must 
achieve 1 G Ω .  

    10.    In myograph, determine the passive tension carefully. Too 
much higher tension will cause the vessel rings injury.  

    11.    If the basal tension is still not stable after 30 min, a longer time 
of equilibrium is needed.          
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    Chapter 4   

 Atherosclerosis Models with Cell-Mediated Calci fi cation       

     Beili   Zhu          

  Abstract 

 This protocol describes a novel chronic total occlusion (CTO) model that features cell-mediated calcium 
deposits in rabbit femoral arteries. CTO is the most severe case of atherosclerosis, and it remains a big 
challenge in cardiology. There are urgent needs to establish a CTO animal model in order to develop new 
devices and drugs. The purpose of this protocol is to provide such a platform for advancing the treatment 
of CTOs. 

 Our CTO model features the following four prominent characteristics of a clinical calci fi ed atheroscle-
rosis: (1) The occlusion site occurs gradually. (2) Calcium deposits are mediated by cells and they progress 
over time. (3) Acute and chronic in fl ammation at occlusion sites. (4) Recanalization (new vessel forma-
tion) at occlusion sites. These facts indicate that our model bears great similarities to clinical CTO disease. 
The strategy we apply here is to implant tissue-engineering scaffolds into rabbit femoral arteries and induce 
the cells on scaffolds to deposit calcium themselves. 

 In this chapter, we  fi rst describe a detailed protocol of scaffold fabrication, growth factor coating on 
scaffolds, and the initiation of cellular calci fi cation. We then provide easy-to-follow steps to implant cellular 
constructs into animal arteries using interventional techniques. Finally, we describe the methods to detect 
calcium in CTOs and the staining approaches to identify other pathological characteristics at the occlusion 
sites. Additionally, we provide notes to highlight the critical steps in order to successfully carry out this pro-
tocol. An animal CTO model generated by the above techniques will provide a useful platform to develop 
new devices and test novel drugs for treatment of the most severe case of atherosclerotic calci fi cation.  

  Key words:   Atherosclerosis ,  Chronic total occlusion ,  Calcium ,  In fl ammation ,  Recanalization ,  Tissue 
engineering scaffolds ,  Polycaprolactone ,  Primary human osteoblasts ,  TGF- b 1    

 

 Atherosclerosis is a leading cause of death in North America, and 
more than nine million people suffer from this disease each year  (  1  ) . 
Chronic total occlusion (CTO) is the most severe case of athero-
sclerosis. It features various degrees of calcium deposits and throm-
bus in completely obstructed arteries  (  2  ) . 

  1.  Introduction
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 Intracellular traf fi c is a highly regulated process  (  3–  5  ) . In the 
same way, calci fi cation in CTO is an active, cell-mediated progres-
sion that is similar to osteogenesis in bone  (  6,   7  ) . CTO only occurs 
in 10% of all percutaneous coronary interventions (PCIs), but it 
re fl ects the most severe case in atherosclerosis and is so-called the 
 fi nal frontier in cardiology  (  8  ) . Therefore, there is a strong need 
to develop CTO models that simulate this most severe stage of 
atherosclerosis in human. Such models will be extremely useful 
for the development of novel interventional devices and drugs to 
treat CTOs. 

 Many approaches have been explored to create animal models 
of CTO. In most animal models, arterial occlusion was achieved 
by blocking the blood  fl ow using ligation  (  9,   10  ) . This abrupt 
blockage does not mimic the gradual progression of vessel occlu-
sion in atherosclerosis. The most recent models implanted gelatin 
sponges with bone powder or Ca 2+  dip-coated poly- L -lactone scaf-
folds in arteries  (  11,   12  ) . Calcium was detected at occlusion sites 
in these studies. However, there is a concern whether these non-
cell generated calcium is similar to the pathological form found in 
human CTOs. 

 In this protocol, we present an advanced gradual occlusion 
model of CTO. It features calcium deposits that progress over time 
and is mediated by cells just like in human conditions. Besides, the 
two prominent features of atherosclerosis: chronic in fl ammation 
and recanalization (new vessel formation) are also found in this 
CTO model  (  13  ) . Our tissue-engineering approach is to culture 
primary human osteoblasts on TGF- b 1-coated polycaprolactone 
scaffolds. Then, by catheter-based interventional techniques, we 
implant cellular scaffolds into rabbit femoral arteries. 

 In atherosclerotic calci fi cation, calcium deposits are the prod-
ucts of vascular cells which have been differentiated into osteo-
blast lineage  (  6,   7  ) . In this study, in order to initiate calci fi cation 
earlier, primary osteoblasts (HOBs) were directly chosen as the 
cell type to deposit calcium. The most common approach to 
induce in vitro calci fi cation of HOB cultures is the addition of 
 b -glycerophosphate and dexamethasone (Dex) to cell culture 
medium  (  14  ) . Another frequently used method is to treat osteo-
blasts with BMP-2, TGF- b 1, or leptin in medium  (  15–  18  ) . Among 
these growth factors, TGF- b 1 is secreted by osteoblast lineage 
cells  (  19,   20  )  and is a suf fi cient growth factor in bone matrix. 
Therefore, we design the coating of TGF- b 1 on scaffolds and then 
the seeding of primary human osteoblasts on top of them  (  21  ) . By 
direct contact between osteoblasts and TGF- b 1, cells will contin-
uously deposit calcium in blood  fl ows. The scaffold carrier we 
choose is polycaprolactone (PCL), which is a biodegradable 
 polymer that has been widely used as scaffolding material in bone 
tissue engineering  (  22  ) . 
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 In this proposal, we describe how to fabricate scaffolds from 
PCL raw material, to prepare TGF- b 1 coating on scaffolds, and to 
culture HOBs in vitro on scaffolds for precalci fi cation treatment. 
We also provide a step-by-step protocol on how to implant these 
HOB-PCL constructs into rabbit femoral arteries using catheter-
based techniques. Finally, we show a detailed guide on how to 
detect calcium deposits and other pathological markers in CTO 
using chemical detection methods and imaging approaches.  

 

      1.    Polycaprolactone (IV = 1.0–1.3; GMP grade) (Lactel Durect 
Co., Birmingham, AL, USA)  

    2.    Sodium Chloride (Sigma, St. Louis, MO, USA)  
    3.    Glass Scintillation Vials, 20 ml (Wheaton, Millville, NJ, USA)  
    4.    Pouches 7-1/2 × 13″ cool box (Certol, Commerce City, CO, 

USA)  
    5.    A set of sieves: 250–500  m m in mesh size

   (a)    Stainless steel pan (VWR, Sugar Land, TX, USA)  
   (b)    Stainless steel cover (VWR)  
   (c)    500  m m sieve (VWR)  
   (d)    250  m m sieve (VWR)      

    6.    Dichloromethane (purity  ³  98%, Sigma)  
    7.    Virgin PTFE Rod (Molds) (MSC Industrial, San Antonio, TX, 

USA)      

      1.    TGF- b 1 (R&D Systems, Minneapolis, MN, USA)  
    2.    Bovine Serum Albumin low endotoxin, cell culture tested 

(Sigma)  
    3.    Low binding tubes (GLP-PGC Scienti fi cs, Palm Desert, CA, 

USA)  
    4.    Fibronectin 1 mg/ml (Sigma)  
    5.    BD syringes with Luer-Lok tips 60 ml (BD Biosciences, San 

Jose, CA, USA)  
    6.    25 Gauge Syringe needle (BD Medical, Franklin Lakes, NJ, 

USA)  
    7.    Corning Ultra-Low Attachment 96 well plates (Corning, 

Corning, NY, USA)  
    8.    Corning Ultra-Low Attachment 24 well plates (Fisher Scienti fi c, 

Houston, TX, USA)      

  2.  Materials

  2.1.  Fabrication of 
PCL scaffolds

  2.2.  TGF- b 1 Coating 
on PCL Scaffolds
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      1.    Primary Human Osteoblasts (HOBs) (Lonza, Walkersville, MD)  
    2.    Minimal essential medium-Alpha ( a MEM), no nucleosides 

(Invitrogen, Carlsbad, CA, USA)  
    3.    L-ascorbic acid (Sigma)  
    4.     b -glycerophosphate (Sigma)  
    5.    Dexamethasone (Sigma)  
    6.    Osteoblast basal media (Lonza)  
    7.    Single Quotes (Lonza)  
    8.    Trypsin-EDTA (Lonza)  
    9.    Nalgene Sterile Disposable Filter Units (Thermo Scienti fi c, 

Logan, UT, USA)      

      1.    New Zealand White Rabbits, male, weighing 4.5–5 kg (Myrtle’s 
Rabbitry, Thompsons Station, TN, USA)  

    2.    French introducer sheath (Boston Scienti fi c, Natick, MA, USA)  
    3.    5 French Angled Glide-catheter (Terumo Medical, Somerset, 

NJ, USA)  
    4.    0.014 in. guide wire (Boston Scienti fi c)  
    5.    5 French straight XP Glide-catheter (Terumo Medical)      

      1.    Tissue-Tek OCT compound 4583 (Electron Microscopy 
Sciences, Hat fi eld, PA, USA)  

    2.    Formalin Solution, neutral buffered, 10% (Sigma)  
    3.    Transfer pipette (VWR)  
    4.    Silane Coated Slides (Electron Microscopy Sciences)  
    5.    Ca 2+ -free PBS (Invitrogen)  
    6.    OsteoImage Bone Mineralization Assay (Lonza)  
    7.    Aqueous Mounting Medium (Vector Laboratories, Burlingame, 

CA, USA)  
    8.    Cover Glass 22 × 50 mm (Fisher)  
    9.    Microscope slide super PAP Pen, Fine tip 2.5 mm (Polysciences, 

Warrington, PA, USA)  
    10.    Harleco Hematoxylin, Gill III (EMD chemicals, Billerica, MA, 

USA)  
    11.    Harleco Eosin Y Solution, Aqueous, (EMD chemicals)  
    12.    Tissue Path Disposable Base Molds (15 × 15 × 5 mm) (Fisher 

Scienti fi c)  
    13.    Sodium Bicarbonate Powder (Sigma)      

  2.3.  In Vitro Culture 
and Differentiation of 
Primary Human 
Osteoblasts

  2.4.  Implantation 
of PCL-HOB Scaffolds 
into Rabbit Artery

  2.5.  Characterization 
of Calci fi cation and 
Pathological Features 
at Chronic Total 
Occlusion Sites



794 Atherosclerosis Models with Cell-Mediated Calcifi cation

      1.    Scanning Electron Microscope (JEOL JSM-6610LV, Peabody, 
MA, USA)  

    2.    Energy-dispersive X-ray spectroscopy (EDS) detector (EDAX 
Apollox System, Mahwah, NJ, USA)  

    3.    Leica Cryostat (Leica Microsystems, Buffalo Grove, IL, USA)  
    4.    Confocal Microscope (Olympus FV-1000, Olympus, Center 

Valley, PA, USA)  
    5.    Light Microscope (Olympus)       

 

  PCL scaffolds were fabricated by the vibration particle technique 
 (  21,   23–  25  ) . All tools, PTFE molds, and beakers are cleaned and 
placed in a sterile pouch and autoclaved prior to all experiments 
(Note 1).

    1.    Select sodium chloride by sieves at mesh sizes of 250 and 
500  m m. Only particles in the range of 250  m m–500  m m are 
used in this experiment.  

    2.    Pour NaCl (250–500  m m) into a clean dry 250 ml beaker. 
Cover the beaker with aluminum foil and punch some holes on 
top for ventilation purposes.  

    3.    Place the beaker in a furnace at 200°C and bake for at least2 h. 
Take it out to room temperature right before the experiment.  

    4.    Pour 11.37 ml dichloromethane and 1.33 g poly-( e -caprolac-
tone) in a 20 ml scintillation vial. Close the cap and vortex at 
maximum speed on a vortex meter for 20 min until PCL dis-
solves completely in dichloromethane.  

    5.    Spread 7.875 g NaCl evenly at the bottom of a PTFE mold. 
The mold is machined to have a rectangular cavity of 
33 × 20 × 15 mm.  

    6.    Once the polymer solution is added on top of the mold, vortex 
the mold continuously for 2 min (Note 2).  

    7.    Add the second set of NaCl at 7.87 g evenly into the mold on 
top of the previous polymer–salt mixture. Continue the vigor-
ous vortexing to mix the salt and polymer solution well.  

    8.    After about a minute or two, the polymer solution tends to dry 
and is too stiff to vortex anymore. Before it totally dries out, 
stop the vortex mixer and spread the last set of salt (3.50 g) 
into the mold to evenly cover the top of the polymer solution 
(Note 3).  

  2.6.  Instruments

  3.  Methods

  3.1.  Fabrication of 
PCL Scaffolds
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    9.    It is recommended to make 2–3 molds of polymer–salt mixture 
at once to yield suf fi cient amount of scaffolds for in vitro and 
in vivo experiments.  

    10.    The polymer–salt mixture in the PTFE molds was left in cus-
tomized plexiglass operation box for 24 h at room tempera-
ture. It is under the continuous air  fl ow generated by two fans 
on two opposite sides of the box.  

    11.    Place molds in a vacuum oven (500 mTorr) at 45°C for another 
24 h.  

    12.    Screw a metal circular punch (Inner diameter 3 mm) onto an 
arbor press, and punch scaffolds out of the molds (Note 4). 
Each mold can yield 50 scaffolds at a diameter of 3 mm.  

    13.    Place scaffolds from each mold in a separate 1 L beaker  fi lled 
with 800 ml of ddH 2 O for 2 days at room temperature. Change 
water once after 24 h.  

    14.    Collect porous scaffolds  fl oating in water into a 15 ml centri-
fuge tube. Unscrew the cap and dry them in a lyophilizer for 
24 h. The lyophilizer is set at −40°C under vacuum.  

    15.    Take out ready-to-use scaffolds from lyophilizer, seal the cap, 
and store them at −20°C.  

    16.    Check the pores of scaffolds under a light microscope. The 
pore size ranges from 200 to 600  m m, and the porosity is  ³ 90% 
(Fig.  1 ).       

      1.    Place 30 scaffolds in a 60 ml syringe. Fill in 15 ml of 75% etha-
nol in ddH 2 O. Remove air from the syringe, put on a 25-Gauge 
syringe needle, and obstruct the needle tip with a piece of clean 
Styrofoam.  

    2.    Vigorously plunge the syringe for about a minute in order to 
remove air from scaffolds and allow 75% ethanol to penetrate 
inside pores.  

  3.2.  TGF- b 1 Coating on 
PCL Scaffolds (Note 5)

  Fig. 1.    ( a ) Polycaprolactone (PCL) scaffolds (diameter = 3 mm; length = 5 mm). ( b ) Cross-sections of polycaprolactone scaf-
folds under light microscopy  (  13  ) . Reproduced by permission of John Wiley & Sons, Inc.       
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    3.    Scaffolds are  fl oating on ethanol at  fi rst, and once they all sink 
to the bottom of the syringe, it indicates  fl uids get inside the 
pores. You can stop plunging at that time.  

    4.    Let scaffolds sit in syringe for 15 min for sterilization.  
    5.    Take scaffolds out from 75% ethanol and place them in a new 

20 ml syringe. Fill syringe with PBS and repeat steps 1–4.  
    6.    In order to wash out any residual ethanol. Change PBS two 

more times and repeat steps 1–3.  
    7.    Aliquote 1 mg/ml  fi bronectin into 200  m l volume and store at 

−20°C.  
    8.    Prepare fresh  fi bronectin solution at a concentration of 20  m g/

ml in PBS for each experiment.  
    9.    Place scaffolds in a new 60 ml syringe and  fi ll the syringe with 

15 ml  fi bronectin solution at a concentration of 20  m g/ml. 
Repeat steps 1–4.  

    10.    Take scaffolds out of the syringe and place each one in an indi-
vidual well of a regular 96-well plate.  

    11.    Fill each well with 300  m l  fi bronectin solution at a concentra-
tion of 20  m g/ml (Note 6).  

    12.    Seal the 96-well plate with para fi lm and place it on ice at 4°C 
fridge overnight (Note 7).  

    13.    The next morning, prepare 4 mM HCl using ddH 2 O and ster-
ilize it by  fi ltering through a 0.2  m m membrane.  

    14.    Reconstitute TGF- b 1 powder in 4 mM HCl to prepare a stock 
solution at a concentration of 40 ng/ m l in low binding tubes.  

    15.    Prepare 1% BSA by adding 0.1 g bovine serum albumin in 
10 ml ddH 2 O.  

    16.    Dilute TGF- b 1 stock solution to 5 ng/20  m l volume using 1% 
BSA (Note 8).  

    17.    Take out PCL scaffolds coated with  fi bronectin from 4°C. Put 
them on a sterile gauze to suck out liquid and then move them 
to an ultra-low attachment 96-well plate. Each well holds one 
scaffold.  

    18.    Drop load 20  m l of TGF- b 1 solution (as prepared in step 16) 
onto each scaffold using a micropipette.  

    19.    After all scaffolds are loaded with TGF- b 1, the ultra-low attach-
ment 96-well plate is placed on ice at 4°C for 3 h.      

      1.    Culture Human Osteoblasts (HOBs) in osteoblast basal 
medium supplemented with single quotes in a humidi fi ed 
incubator at 37°C with 5% CO 2 .  

    2.    Culture cells in T-150  fl asks, and change medium every 2 
days.  

  3.3.  Precalci fi cation 
of Primary Human 
Osteoblast Cultures 
on TGF- b 1 Coated 
Scaffolds
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    3.    Passage cells using trypsin–EDTA when cultures reached 
80–90% con fl uence. HOBs at third passage are used for all cell 
culture experiments.  

    4.    The medium used for precalci fi cation is  a -MEM supplemented 
with 7% FBS, 1% antibiotic/antimycotic, 100  m g/ml ascorbic 
acid, 5 mM  b -glycerolphosphate, and 10 −10  M dexamethasone. 
Medium was sterilized by passing through a 0.2  m m  fi lter.  

    5.    Take out scaffolds from 4°C and put them on a sterile gauze to 
suck out liquid. Move scaffolds to a dry ultra-low attachment 
24-well plate. A total number of 2 × 10 5  HOBs are seeded on 
each scaffold in each well.  

    6.    Put the plate inside an incubator for 2 h.  
    7.    Take the plate out and add 1 ml precalci fi cation medium into 

each well.  
    8.    Medium is changed every 3 days, and HOB-PCL constructs 

are harvested for implantation after 28 days of culture.      

      1.    The animals are preanesthetized using a mixture of ketamine 
(30 mg/kg) and midazolam (0.2 mg/kg) administered intra-
muscularly (i.m.). The animals are intubated and anesthesia 
was maintained using iso fl orane inhalant (1–2%) administered 
with 100% O 2 .  

    2.    Each rabbit receives a control PCL scaffold and a test scaffold 
with osteoblasts and TGF- b 1, and two time points (10 and 
28 days) can be used for the study.  

    3.    The control PCL scaffold only has the loading of  fi bronectin, 
but without TGF- b 1 or osteoblasts.  

    4.    Perform a right common carotid artery cut-down, and place a 
5 French introducer sheath into the artery.  

    5.    Advance a 0.014 in. guide wire  fi rst across the aortic arch.  
    6.    Use a 5 French angled Glide-catheter to follow over the wire, 

go pass the aortic arch, and advance to a point proximal to the 
iliac bifurcation.  

    7.    Perform a baseline angiogram of femoral arteries on both sides 
of the body.  

    8.    Advance the guide wire down into one femoral artery to just 
proximal to the sti fl e.  

    9.    Retract the Glide-catheter and leave the 0.014 wire in place.  
    10.    Thread a treated PCL scaffold onto the end of the wire and 

push the scaffold down to the mid-thigh area of one femoral 
artery using a 5 Fr straight XP Glide-catheter (Fig.  2a ).   

    11.    Use the same technique and place a control scaffold in a similar 
position of the contralateral femoral artery (Fig.  2b ).  

  3.4.  Implantation of 
Precalci fi ed HOB-PCL 
Constructs into Rabbit 
Femoral Arteries via 
Catheterization (Note 9)
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    12.    Perform a postscaffold implantation angiogram immediately.  
    13.    Document the deployment of the constructs and verify the 

percentage occlusion of the vessels (Fig.  3 ).   
    14.    Remove the catheter and the wire.  
    15.    Ligate the right carotid artery with 4-0 silk suture.  

  Fig. 2.    ( a ) Schematic description of scaffold delivery to create chronic total occlusion (CTO) in a rabbit femoral artery. 
( b ) Location of CTO sites in targeted femoral arteries  (  13  ) . Reproduced by permission of John Wiley & Sons, Inc.       

  Fig. 3.    Angiogram of both left and right femoral arteries before implantation: baseline ( a ), and after implantation of scaffolds 
( b ) from the same animal  (  13  ) . Reproduced by permission of John Wiley & Sons, Inc.       
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    16.    Use a 3-0 absorbable suture to close incision in two layers.  
    17.    Allow rabbits to recover and monitor their health until the end 

study days of 10 and 28.      

      1.    Sedate the rabbit and intubate it as stated in    Sect. 1.4 step 1  (  13  ) .  
    2.    Make an abdominal incision and isolate the abdominal aorta.  
    3.    Place a 5 Fr introducer sheath inside the vessel.  
    4.    Perform an angiography to document the percentage occlu-

sion of both femoral arteries at day 10 and day 28 time 
points.  

    5.    Euthanize the rabbits while they are still under anesthesia.  
    6.    Flush femoral arteries with saline.  
    7.    Excise the arteries.      

      1.    Fix femoral arteries in 10% neutral buffered formalin for 24 h.  
    2.    Cut arteries cross-sectionally into small tubes.  
    3.    Embed artery segments in Tissue-Tek OCT compound.  
    4.    Cut sections in 60  m M thickness using a Leica cryostat 

(Note 10).  
    5.    Mount tissue onto silane-coated microscope slides.      

      1.    Wash tissue on slides with Ca 2+  free PBS gently using transfer 
pipets.  

    2.    Place slides  fl at in chemical hood and air-dry them overnight.  
    3.    Examine the dry specimen using a scanning electron micro-

scope equipped with an energy-dispersive X-ray Spectroscopy 
(EDS) detector (EDAX Apollox system).  

    4.    CTO specimen containing calcium elements will show a signal 
peak at 3.8 kev range (Fig.  4 ).       

      1.    Circle the staining area on slides using a microscope slide 
marker, and perform the staining when slides are in horizontal 
position.  

    2.    Wash tissue on slides three times in PBS.  
    3.    Use Osteo Image mineralization assay to stain calcium 

deposits.  
    4.    Dilute wash buffer 1:10 in de-ionized water.  
    5.    Wash slides twice with 1× wash buffer.  
    6.    Dilute staining reagent 1:100 in staining reagent dilution 

buffer.  
    7.    Add fresh ddH 2 O and incubate on slides for another 5 min.  
    8.    Add 200  m l diluted sterilizing reagent to each slide.  

  3.5.  Harvest 
of Femoral Arteries

  3.6.  Tissue 
Preservation

  3.7.  Detection of 
Calcium Element in CTO

  3.8.  Fluorescent 
Imaging of Calcium 
and Cell Nuclei
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    9.    Incubate slides in dark for 30 min at room temperature.  
    10.    Aspirate staining reagent using a transfer pipette.  
    11.    Wash slides gently three times with wash buffer.  
    12.    Counterstain cell nuclei with DAPI.  
    13.    Mount slides with mounting medium.  
    14.    View slides under the FITC channel for calcium and DAPI 

channel for cell nuclei using a confocal microscope (Fig.  5 ).       

  Fig. 4.    EDS pro fi le of chronic total occlusion (CTO) arteries at day 28 with control scaffolds ( a ), and treated scaffolds ( b )  (  13  ) . 
Reproduced by permission of John Wiley & Sons, Inc.       
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      1.    Take out slides from freezer to room temperature and wait 10 
min for slides to dry.  

    2.    Circle the staining area on slides using a microscope slide 
marker, and perform the staining when slides are in horizontal 
position.  

    3.    Incubate slides with ddH 2 O for 5 min.  
    4.    Suck out H 2 O on slides    using a transfer pipette.  
    5.    Add fresh ddH 2 O and incubate on slides for another 5 min.  
    6.    Remove H 2 O from slides using a transfer pipette.  
    7.    Stain slides with hematoxylin solution for 2 min.  
    8.    Wash slides twice with H 2 O, 5 min incubation each time 

(Note 11).  
    9.    Stain tissue with 0.1% sodium bicarbonate (bluing agent; 

0.05 g sodium bicarbonate in 50 ml ddH 2 O) for 30 s, and no 
more than 30 s.  

    10.    Incubate slides with 70% ethanol for 2 min and then remove 
the solution.  

    11.    Incubate slides with 90% ethanol for 2 min and remove the 
solution.  

    12.    Incubate slides with 95% ethanol for 2 min and remove the 
solution.  

    13.    Stain tissue sections with 1% Eosin Y solution for 2 min.  
    14.    Rinse slides with ddH 2 O twice, 10 s for each time.  
    15.    Air-dry the slides.  
    16.    Mount slides with aqueous mounting media (Note 12).  
    17.    Image slides under a light microscope (Figs.  6  and  7 ).         

  3.9.  Hematoxylin 
and Eosin Staining

  Fig. 5.    Stains for calcium ( green  fl uorescence ) at chronic total occlusion (CTO) sites of rabbit femoral arteries with scaffold 
implantation at 10 days ( a ). Nuclei were counterstained with DAPI ( blue  fl uorescence ) from the same location ( b ). Scale bar 
was 250  m m. ( c ) Quantitative area of calcium deposits in treated and control CTO sites at 10 days (* p  < 0.05)  (  13  ) . 
Reproduced by permission of John Wiley & Sons, Inc.       
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  Fig. 6.    Recanalization, the new blood formation in control and treated CTO sites at 28 days 
using hematoxylin–eosin staining.  Arrow heads  point to the small new blood vessels, and 
 asterisks  show the location of scaffolds.  Arrows  identify the elastic lamina of arteries  (  13  ) . 
Reproduced by permission of John Wiley & Sons, Inc.       

  Fig. 7.    Acute and chronic in fl ammatory response in control and treated CTO sites at 
28 days using hematoxylin–eosin staining.  Arrows  point to leukocytes, and  arrow heads  
show lymphocytes  (  13  ) . Reproduced by permission of John Wiley & Sons, Inc.       
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     1.    All the experimental procedures should be performed under 
sterile conditions.  

    2.    It is essential to vortex the polymer and salt mixture continu-
ously at a speed that the top of the solution vigorously moves 
throughout the whole process. Vortexing is critical to make 
NaCl particles distribute evenly inside the polymer solution. 
The resulting scaffolds yield evenly distributed pores.  

    3.    Adding the last set of salt is very important to achieve good 
quality scaffolds. If polymer solution is still very wet after 
the last addition of salt (3.5 g) has been added, pour another 
3.5 g NaCl into the mold to see if that can dry the solution 
out. However, by doing so, you increase the length of your 
scaffolds and make them dif fi cult to punch out in the fol-
low-up steps. If polymer solution is already dry before the 
last set of salt has been added, drop an additional 0.5–1 ml 
dichloromethane into the mold and vortex continuously. 
Repeat step 7.  

    4.    The inner diameter of the metal circular punch determines the 
diameter of scaffolds. The rim at the tip of the punch should 
be sharpened so that extraction process can be easy.  

    5.    All steps in this section should be performed in biological 
hoods.  

    6.    Scaffolds should all sink to the bottom of the wells after the 
addition of  fi bronectin solution. If some of them still  fl oat, that 
means the majority of the pores in that scaffold is not pene-
trated by  fi bronectin and they should not be used for the fol-
low-up experiments.  

    7.    PCL is hydrophobic by nature and does not favor the attach-
ment of cells. Fibronectin acts as a glue to bind both TGF- b 1 
and cells onto the scaffolds.  

    8.    Aliquote stock TGF- b 1 to the amount needed for each experi-
ment and store them at −80°C. Avoid repeated freeze thawing 
cycles.  

    9.    The weight of rabbits need to be in the range of 4.5–5 kg or 
larger. A 5 Fr catheter cannot  fi t in the femoral arteries of rab-
bits that are less than 3 kg in weight.  

    10.    Sections must be 60  m m or thicker to maintain the integrity of 
OCT sites. Slides thinner than 60  m m will experience hollow 
defects in the area of scaffold cross-sections. It is key to the 
success of the following staining and calcium detection 
experiments.  

  4.  Notes
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    11.    It is suggested to test different incubation time and concentration 
of hematoxyline and eosin used to achieve a good balance of blue 
and pink color for good imaging effect.  

    12.    Only aqueous mounting media can be used. Polycaprolactone 
(PCL) is soluble in some organic solvents including xylene, 
and thus organic solvents must be eliminated through the 
whole process of staining.          
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    Chapter 5   

 Models of Hypertension and Blood Pressure Recording       

     Luciana   Aparecida   Campos    and    Ovidiu   Constantin   Baltatu         

  Abstract 

 Hypertension and cardiovascular events continue to constitute the leading global diseases affecting around 
20% of the world’s population. Although there have been signi fi cant advances in the treatment and preven-
tion of these diseases, important efforts are being made aiming at deciphering the outstanding issues in the 
areas of cardiovascular physiology and pathology, positively impacting the development of new strategies 
applied to the diagnosis and treatment of hypertension. In this search, many animal models of disease have 
been developed and are currently being employed, demonstrating a most valuable tool in understanding 
the biological bases of the disease.  

  Key words:   Hypertension ,  Experimental model ,  Blood pressure monitoring ,  End-organ damage    

 

 Hypertension is not a modern phenomenon. Although blood 
 pressure was  fi rst measured in a dying mare in 1733 by Stephen 
Hales, it was not until 1950s, when the  fi rst articles on the disease 
started to appear, that we became aware of the relationship between 
high blood pressure and cardiovascular diseases that continue to 
constitute up-to-date the leading global diseases affecting about 
20% of the world’s population  (  1  ) . 

 There was a longstanding theory that body pressor substances 
caused hypertension due to their actions on the peripheral blood 
vessels. The substance or its site of synthesis was yet to be discov-
ered. It was only in 1898 that a substance called renin was discov-
ered by Robert Tigerstedt and Bergman, his pupil. Their basic 
hypothesis was that “…a blood-pressure raising substance is formed 
in the kidneys and passed into the blood.”  (  2  ) . To test this hypoth-
esis, they homogenized fresh rabbit kidney in saline, centrifuged it, 
and then injected the supernatant  fl uid into other rabbits. The 

  1.  Introduction
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 outcome was that the injections resulted in an increase in blood 
pressure in the recipient rabbits. Their experiments did not stop 
there. Through various other experiments, Tigerstedt and Bergman 
demonstrated that the pressor substance, discovered and named by 
the authors as renin, was water soluble and heat labile, all of which 
pointed renin as being a protein. Also, they showed that renin 
could only be extracted from renal cortex and renal venous blood, 
and that the pressor action appeared to be mediated by an effect on 
vascular smooth muscle, although not necessarily a direct effect. 

 Hypertension became known when Harry Goldblatt estab-
lished renovascular hypertension in the 1930s by clipping the renal 
artery of a dog and producing, thus, the  fi rst animal model of sec-
ondary form of hypertension  (  3  ) . Since then, many attempts have 
been performed to develop experimental nongenetic and genetic 
models of hypertension targeting the system. 

 Over the past 60 years various animal models of hypertension 
have been developed, mainly rats. In this chapter we will summa-
rize the most frequently used experimental animal models of hyper-
tension with its predominant characteristic phenotypes, mentioning 
strains of animals other than rats used as models of hypertension. 
Recent articles on hypertension can be reviewed  (  2,   4–  8  ) . 

 An animal model of hypertension should ful fi ll the following 
criteria:

    1.    It should have persistently elevated levels of arterial pressure 
comparable to human hypertension.  

    2.    It should have functional injury and pathology correlating to a 
clinical scenario.  

    3.    It should be reproducible between and among experiments.  
    4.    It should be a simple and cost-effective model for pharmaceu-

tical development.  
    5.    It should allow cross-over testing of a series of compounds.     

 The most used experimental species is the rat due to the extensive 
characterization of its cardiovascular physiology which has many sim-
ilarities with the human one, ease to breed and reproduce, and cost-
effective. Transgenic rats have been developed to target speci fi c genes 
of regulatory systems in order to progress our understanding on car-
diovascular system. Knockout mice have been also developed and 
recognized as useful for cardiovascular pathophysiology, although 
cardiovascular phenotyping has been proven to be more challenging. 
Large animal species such as dogs, pigs, and monkeys are also used to 
produce experimental hypertension. However, breeding and costs 
made such large animals not suitable for routine testing. 

 Various models of hypertension are utilized to study different 
human forms of hypertension. The mostly utilized model for 
human essential hypertension is the spontaneously hypertensive rat 
that does not have a known cause of hypertension. Several other 
models have been developed and employed (Table  1 ) to progress 
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   Table 1 
  The most common models of hypertension and their phenotypes   

 Animal models  Main phenotype 

  Renovascular hypertension 2K1C or 1K1C (Goldblatt 
hypertension)   (  9  )  

 Renal artery clipped/mechanic type of hypertension in 
rabbits, dogs, pigs, monkeys, mice, and rats. Clipping one 
renal artery and preserving both kidneys (two-kidney 
one-clip model—2K1C) or removing the contralateral 
one (one-kidney one-clip—1K1C) leads to hypertension 
that develops progressively and reaches around 
180 mmHg systolic 3 weeks after surgery 

 Cardiac hypertrophy (50%) 
 Renal hemodynamic and excretory 

alterations, particularly in the 
nonclipped kidney: 

 In 2K1C plasma renin activity is  –
increased; there is no salt and water 
retention because of the other nor-
mal kidney that is intact 

  – In 1K1C plasma renin activity is 
normal and rapid salt and water 
retention because of no pressure 
diuresis and natriuresis 

 Pharmacological models for systemic hypertension—endocrine etiology 

  Angiotensin II-Induced Hypertension   (  10  )  
 Infused doses of Ang II of 50–250 ng/kg per minute 

subcutaneously, which do not produce direct vasocon-
striction are described as “subpressor” or “slow pressor” 
and can induce a gradual increase of blood pressure in 
days to weeks. It is a model of renovascular hypertension 
with low plasma renin activity 

 Cardiac hypertrophy and  fi brosis 
 Inversion of circadian rhythm of blood 

pressure in rats (model of nondipper 
hypertension) 

  DOCA–salt — endocrine hypertension   (  11  )  
 The administration for at least 6 weeks of 10–20 mg/kg/

week DOCA (deoxycorticosterone acetate) subcutane-
ously in combination with a drinking saline (0,9.2% 
NaCl) and with unilateral nephrectomy induces a low 
renin form of hypertension in rats, mice, dogs, and pigs 

 Cardiac hypertrophy (30%, with no 
cardiac failure) 

 Impaired renal function—proteinuria, 
glomerulosclerosis 

 Impaired endothelium-dependent 
vascular relaxation. 

  L-NAME-induced hypertension   (  12  )  
 L-NAME (NG-nitro-l-arginine methyl ester) given at 

20–40 mg/kg body weight, intraperitoneally or orally 
decreases NO production leading to hypertension in rats, 
dogs, and pigs 

 Hypertension of about 180 mmHg 
systolic; most of in-life studies are 
investigating pathophysiology and 
treatment at 4 weeks 

 Early generalized impairment of 
endothelial function 

 Progressive kidney damage (proteinuria, 
intrarenal vascular, tubular and 
glomerular lesions) 

 Genetic models for systemic hypertension 

  Spontaneously Hypertensive Rats (SHR)   (  13  )  
 Selective inbreeding of Wistar Kyoto (WKY) rats with the 

highest blood pressure. It is the most commonly used 
animal model of primary (essential) hypertension. 
Hypertension starts at 5–6 weeks of age and the systolic 
pressure may reach 180–200 mmHg in the adult, 
depending on strain and gender 

 Cardiac hypertrophy (30%, with normal 
cardiac output) and increased total 
peripheral resistance 

 Impaired endothelium-dependent 
vascular relaxation 

 After 24 months of age, may develop 
manifest heart failure 

(continued)
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Table 1
(continued)

 Animal models  Main phenotype 

  SHR Stroke Prone (SHR-SP)   (  14  )  
 It is a substrain of SHR that develop cerebrovascular lesions 

spontaneously in over 80% of rats 

 Tendency to die from cerebrovascular, 
i.e., stroke and renal lesions 

  Milan Hypertensive rat (MHS)   (  15  )  
 Breeding of a hypertensive rat strain that develops altera-

tions in renal sodium and water metabolism with 
consequent hypertension. 

 1. Hypertension develops at 8 weeks 
of age and reaches systolic levels of 
160-175 mmHg at 10 weeks of 
age 

 2. Cardiac hypertrophy (10%) 
 3. Increased renal sodium reabsorption 

  Lyon Hypertensive Rats   (  16  )  
 Lyon Hypertensive (LH/Mav) rats obtained through 

selective breeding have spontaneous and salt-sensitive 
hypertension in comparison with the normotensive 
control LN (Lyon Normotensive), the high genetic 
similarity between these two strains, simultaneously 
selected from the same colony of outbred Sprague-
Dawley 

 Hypertension develops at 6 weeks of 
age, reaching levels of 175 mmHg 
systolic at adult age; salt diet further 
increase blood pressure 

 Renal damage (exaggerated proteinuria) 
 High body weight 
 Hyperlipidemia 
 Elevated insulin-to-glucose ratio 

  New Zealand genetically Hypertensive rats   (  17  )  
 New Zealand genetically hypertensive (NZGH) rat was 

derived from the same Wistar background as the SHR. 
The NZGH rat has similar time course in the develop-
ment of hypertension as the SHR 

 Hypertension develops early after birth 
reaching systolic arterial pressure of 
more than 200 mmHg at 10 weeks 
of age 

 Elevated left ventricular mass 
 Alterations in hemodynamics and 

vascular reactivity 
 Increased renal afferent arteriole 

  Dahl-rat—genetic hypertension   (  18  )  
 Dahl salt-sensitive (DS) and salt-resistant (DR) inbred rat 

strains with 8% NaCl diet develop hypertension 
(>140 mmHg systolic arterial pressure) 

 On 8% NaCI diet, DS rats develop fulminant hypertension 
and marked vascular and renal lesions after 3–4 weeks and 
die within 8 weeks. In contrast, DR rats on 8% NaCI diet 
develop hypertension and associated vascular and renal 
lesions in 3–4 months 

 Hypertension develops with salt diet 
with systolic arterial pressure levels of 
about 185 mmHg 

 Cardiac hypertrophy with subsequent 
severe heart failure 

 Renal damage (severe and early 
proteinuria) 

 Impaired endothelium-dependent 
vascular relaxation 

  Sabra rat   (  19  )  
 Sabra salt-sensitive rat (SBH/y) in contrast to the resistant 

SBN/y rat becomes hypertensive under a high-salt diet 
(1% NaCl in drinking water) and DOCA (subcutaneous 
25-mg DOCA tablet) in 3 weeks 

 Hypertension develops with values 
above 200 mmHg systolic blood 
pressure 

 Model used to study the genetics of salt 
sensitivity 

 Transgenic models for hypertension — models of hypertension with a de fi ned genetic cause 

  TGR (mRen 2)27   (  20  )  
 Transgenic rat carrying the mouse renin Ren-2d as transgene. 

It develops fulminant hypertension at an early age and 
end-organ damage similarly to human malignant phase 
hypertension. Homozygote rats die at 2 months of age 

 Cardiac hypertrophy (40%) and  fi brosis 
 Renal damage (proteinuria, structural 

changes) 
 Impaired endothelial-dependent 

relaxations 

(continued)
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 Animal models  Main phenotype 

  Human Renin—Human Angiotensinogen Double 
Transgenic Rats   (  21  )  

 Breeding of transgenic human renin female TGR(hREN) 
with transgenic angiotensinogen male TGR(hAOGEN), 
double-transgenic rats (dTGR) expressing human renin 
and angiotensinogen are generated 

 Fulminant hypertension followed by 
overt organ damage of heart and 
kidney comparable to malignant 
hypertensive patients 

 Early mortality 

  Transgenic rats with inducible renin expression   (  22  )  
 The same mouse Ren-2 gene has been used to generate a 

transgenic rat with inducible hypertension under the 
transcriptional control of the cytochrome P450, Cyp1a1 
promoter, which can be induced by treating the animals 
with indole-3 carbinol, a xenobiotic drug 

 Vessel wall changes in peripheral 
tissues—kidney, heart, and mesen-
tery—with medial thickening and 
 fi brinoid necrosis 

 Multiple small hemorrhagic lesions 
 Stroke lesions with 0.9% saline in 

addition to drinking water 

  TGM(rAOGEN)123   (  23  )  
 Overexpression of the rat angiotensinogen gene in mice 

leads to hypertension 

 Cardiac hypertrophy and  fi brosis 
 Renal dysfunction, albuminuria, and 

 fi brosis 

  Mice lacking Atrial Natriuretic Peptide (ANP)   (  24  )  
 Disruption of the proANP gene in homozygous mutants 

leads to no circulating of atrial ANP and hypertension, 
and in heterozygotes leads to normal circulating ANP 
levels and normal blood pressure 

 Develop hypertension when fed a high 
salt diet 

  Mice lacking the guanylyl cyclase-A receptor for atrial 
natriuretic peptide   (  25  )  

 Mice lacking a functional Npr1 gene coding for natriuretic 
peptide receptor A have hypertension. Described as a 
model of resistant to salt (blood pressure does not change 
by more than 5 mm Hg when salt intake is high) 

 Cardiac hypertrophy 
 Mice may die through congestive heart 

failure or aortic dissection 

  Mice lacking the proatrial natriuretic peptide convertase 
corin   (  26  )  

 Corin-de fi cient (Cor −/− ) mice have spontaneous 
 hypertension, which is enhanced with dietary salt loading 

 Cardiac hypertrophy 
 Pregnant Cor −/−  mice demonstrate 

late-gestation proteinuria and 
enhanced high blood pressure during 
pregnancy 

  eNOS mutant mice   (  27  )  
 Knockout mice homozygous but not heterozygous for 

disruption of the gene endothelial nitric oxide synthase 
(eNOS −/− ) mice develop mild hypertension 

 Increase in wall thickness 
 Abnormal microvascular density 

  Besides experimental hypertension induced through surgical and/or pharmacological manipulation of experimental 
animal, there are also models obtained through transgenic manipulations or selective inbreeding. The most character-
ized experimental animal models of hypertension with their main phenotype are presented in the table above  

Table 1
(continued)
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our understanding on numerous forms of human secondary hyper-
tension of a known cause. Experimental hypertension can be 
achieved through: 

    1.    Surgical and/or pharmacological manipulation of experimen-
tal animal.  

    2.    Genetic manipulation by targeting a speci fi c gene of interest 
through the stimulation, inhibition, or ablation (knock out) of 
its synthesis.  

    3.    Selective inbreeding of hypertensive animals.      

 

      1.    Rats weighing from 120 to 200 g are used.  
    2.    U-shaped silver ribbon clip or with 4-0 silk suture.      

      1.    Adult rats at least 3 months old are used.  
    2.    Osmotic minipumps (Alzet, Alza Corp, St. Paul, MN) with 

different infusion and duration rates are utilized, depending of 
the intended duration of the angiotensin II administration.  

    3.    Angiotensin II (Sigma-Aldrich, St. Louis, MO) is dissolved in 
0.9% saline at a concentration calculated to allow the desired 
infusion rate (i.e., of 50–250 ng Ang II per kilogram per 
minute).      

      1.    Deoxycorticosterone acetate, DOCA (Sigma-Aldrich).       

 

  Clipping one renal artery and preserving both kidneys (two-kidney 
one-clip model—2K1C) or removing the contralateral one (one-
kidney one-clip—1K1C) leads to hypertension.

    1.    Induce anesthesia with a commonly used anesthetic such as 
36 mg/kg body weight of 3% sodium pentobarbital intraperi-
toneally (Note 1).  

    2.    Make a median longitudinal incision in the abdominal wall.  

  2.  Materials

  2.1.  Renovascular 
Hypertension 2K1C or 
1K1C (Goldblatt 
Hypertension)

  2.2.  Angiotensin 
II-Induced 
Hypertension

  2.3.  DOCA–Salt-
Induced Endocrine 
Hypertension

  3.  Methods

  3.1.  Renovascular 
Hypertension 2K1C or 
1K1C (Goldblatt 
Hypertension)
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    3.    The left renal artery is reached through the median abdominal 
incision and constricted with a U-shaped silver ribbon clip or 
with 4-0 silk suture; constriction of renal artery should be 
more than 50% (Note 2).  

    4.    Close the abdominal incision at muscle and then skin layers 
with silk sutures.  

    5.    The experimental model is considered successful if hyperten-
sive with systolic BP more than 160 mmHg for 2 consecutive 
days after 4 weeks of ligation.      

  Chronic infusion of angiotensin II at doses which do not produce 
an acute increase in blood pressure leads to hypertension.

    1.    Fill the minipumps with the angiotensin II solution following 
the Alzet instructions for  fi lling procedure (Note 3).  

    2.    Rats are anaesthetized with ether.  
    3.    A subcutaneous tunneling is made with a bunt-tip forceps 

through a 1.5 cm incision in the retroscapular area and the 
minipumps  fi lled with the angiotensin II solution are implanted 
subcutaneously.      

  Administration of deoxycorticosterone acetate (DOCA) to unine-
phrectomized rats receiving drinking water containing 1% NaCl 
causes endocrine hypertension resulting from hypervolemia and 
high salt intake.

    1.    Rats are anesthetized (i.e., with pentobarbital sodium—60 mg/
kg ip).  

    2.    An incision in the left  fl ank of the lumbar region is performed.  
    3.    The left kidney is exposed from the perirenal fat (Note 4).  
    4.    The renal pedicle is isolated, two ligatures are tied on it and 

thereafter it is sectioned distally from the ligatures and the left 
kidney is removed.  

    5.    The DOCA pellet is placed through the incision in a subcuta-
neous tunneling made with surgical forceps with blunt tip 
(Note 5).  

    6.    The incision wound is closed with surgical clippers or silk 
sutures.      

   It uses the same principle of oscillometric determinations of arte-
rial pressure in humans. This method can be used in large animals 
(dogs, rabbits) by placing the cuff on forelimb (radial artery) or 
hindlimb (tibial artery), or in small animals (rats, mice) by placing 
the cuff on tail (tail artery). The cuff connected to a sphygmoma-
nometer or pressure transducer is in fl ated above the systolic pres-
sure and then de fl ated. When cuff is de fl ated pulsations start 

  3.2.  Angiotensin 
II-Induced 
Hypertension

  3.3.  DOCA–Salt-
Induced Endocrine 
Hypertension

  3.4.  Methods for Blood 
Pressure Measurements

  3.4.1.  Indirect 
Measurements: The 
Oscillometric Method
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appearing when pressure in the cuff equals systolic pressure. This 
method affects heart rate, stress hormones, and consequently, 
blood pressure due to the stress imposed to the restrained animal.  

  A catheter is implanted in carotid or femoral artery and exterior-
ized through a tunneling under the skin. The catheter is  fi lled with 
1% heparin in normal saline and connected to a pressure transducer 
and then to the preampli fi er and recorded on the polygraph or 
physiography. Although more reliable, it has many drawbacks and 
limitations, such as easy blockage of the system by blood clots, and 
decreased blood  fl ow to the brain and to inferior limbs, with cath-
eter placed in jugular and femoral arteries, respectively.  

  Telemetry is the actual gold standard for blood pressure measure-
ment chronically for weeks or months. The blood pressure trans-
mitter has an intra-arterial catheter and a wireless transmitter. 
A receiver with data acquisition system allows continuous monitor-
ing of blood pressure in conscious and unrestrained animals that 
have implanted the telemetry transmitter.    

 

     1.    In order to achieve a proper experimental group of rats, 
2K1C/1K1C should be induced in a number of animals at 
least double of the targeted group number, since only 45–50% 
develop stable hypertension.  

    2.    To produce the 1K1C model, the left kidney is exposed from 
the perirenal fat; the renal pedicle is isolated, two ligatures are 
tied on it and thereafter it is sectioned distally from the liga-
tures and the left kidney is removed.  

    3.    The most important step is the  fi lling of the minipumps—the 
pump should be  fi lled completely with drug solution and no 
air bubbles should be allowed to be trapped within the body of 
the pump; handle with gloves to avoid deposition of skin oils.  

    4.    When exposing the kidney from the perirenal fat care should 
be taken not to remove the adrenal gland besides the kidney.  

    5.    A mild DOCA-salt hypertension model that might allow study-
ing mechanisms that serve as a primary cause of hypertension 
development has been recently described by Kandlikar and 
Fink  (  28  ) . In this model, no nephrectomy is performed and a 
lower dose of DOCA is used in rats receiving drinking water 
containing 1% NaCl and 0.2% KCl to induce an increase of 
blood pressure of about 20 mmHg.          

  3.4.2.  Direct 
Measurements: Intra-
arterial Cannulation

  3.4.3.  Direct 
Measurements: Intra-
arterial Cannulation and 
Telemetry Recordings

  4.  Notes
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    Chapter 6   

 Balloon Injury in Rats as a Model for Studying TRP Channel 
Contribution to Vascular Smooth Muscle Remodeling       

     Wei   Zhang    and    Mohamed   Trebak          

  Abstract 

 Many vascular occlusive diseases are characterized by endothelial dysfunction and phenotypic switch of 
vascular smooth muscle cell (VSMC) from quiescent contractile to proliferative migratory phenotypes. 
These cellular responses can be recapitulated and studied in vivo in animal models of vascular injury. 
A typical example is the balloon injury model which causes endothelial denudation and distending mural 
injury in the operated blood vessel wall. VSMCs respond to this vascular injury by enhanced proliferation 
and migration, neointimal growth, and subsequent vascular occlusion. In these protocols, a balloon cath-
eter (a catheter with a tiny balloon at the tip) is inserted into a blood vessel (usually the carotid artery) 
lumen and then the balloon is in fl ated and dragged in the vessel in order to cause endothelial denudation 
and distending mural injury. Many ion channels, including isoforms of STIM/Orai and transient receptor 
potential (TRP) channels have showed altered expression during the process of VSMC phenotypic switch. 
The vascular injury model offers means to study the in vivo contribution of changes in expression of these 
ion channels to vascular occlusion. After injury, expression of TRP channels in injured vessel section can 
be altered positively or negatively by transducing these vessel sections with viral particles encoding either 
cDNA clones or shRNA constructs speci fi c to a given ion channel.  

  Key words:   Balloon angioplasty ,  Neointima ,  Smooth muscle remodeling ,  Rat carotid artery ,  Viral 
transduction ,  Ion channels    

 

 Endothelial dysfunction and vascular smooth muscle cell (VSMC) 
proliferation/migration are involved in many vascular occlusive dis-
eases  (  1–  4  ) . Animal models are experimental animals carrying dis-
eases or disorders which in some aspects mimic certain human 
diseases. They are used for etiological study and potential drug 
screening. Animal models are either spontaneous or induced. The 
balloon injury model is a physically induced animal model, which 

  1.  Introduction
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has been in use since 1983  (  5–  7  ) . The distinguishing feature of 
this model is that it mimics the complications of a therapeutic 
procedure called angioplasty which is performed on patients to 
restore blood  fl ow in an artery clogged by atherosclerotic plaque. 
Angioplasty is a clinically widespread procedure which crushes 
the atherosclerotic plaque in narrowed sections of an artery using 
a balloon that is guided by a catheter to the site of plaque deposit, 
and then in fl ated with water pressure 75–500 times the normal 
blood pressure. Mechanical stress caused by the in fl ated balloon 
crushes the plaque but also causes damages to the blood vessel 
wall, including partial loss of the endothelial layer and distending 
injury in the media layer. The loss of endothelial integrity exposes 
the media layer containing VSMCs to the blood and multiple 
stimuli it contains. Stimuli such as platelet-derived growth factor 
(PDGF) trigger VSMC to proliferate and migrate. These prolif-
erative migratory VSMC will produce and secrete extracellular 
matrix proteins. VSMCs and extracellular matrix thus form a new 
mural structure called neointima, which occupies part of the ves-
sel lumen and causes artery narrowing, blood  fl ow reduction, and 
occlusion. 

 Rat is the most commonly used animal species for balloon 
injury model. The carotid artery is used as the target vessel of 
injury due to the easy access and minor pain or harm to the 
animal. There are two carotid arteries symmetrically located on 
the left and right side of trachea in the neck. Balloon injury is 
usually performed on the left one (left carotid artery), while the 
right one is used as an internal control. Local drug/gene deliv-
ery in the injured carotid artery wall is a tool for investigation 
of the molecular biological mechanism and potential therapeu-
tic targets of VSMC proliferative disorders. Viruses encoding 
either cDNA clones or shRNA constructs speci fi c to a given 
gene are administered in the vessel lumen right after balloon 
injury. These viral strategies are used to either express a protein 
(cDNA) that is thought bene fi cial or prevent the upregulation 
of a protein (shRNA) that is thought detrimental to vessel heal-
ing. Typically, these viral particles encode a marker such as the 
green  fl uorescent protein (GFP) under a separate promoter for 
visualization of extent of medial infection by the virus.  

 

      1.    The use of rats for these experiments has to be reviewed and 
approved by the Institutional Animal Care and Use Committee 
(IACUC) or equivalent at the host institution’s Animal 
Resource Facility. Such animal facility should be licensed by 
the US Department of Agriculture and the Division of 

  2.  Materials

  2.1.  Animals



1036 Balloon Injury in Rats as a Model for Studying TRP Channel Contribution…

Laboratories and Research of the Department of Public 
Health of its corresponding State and should be accredited 
by the American Association for the Accreditation of 
Laboratory Animal Care. The most highly used and best 
characterized strain of rat for balloon injury model is Sprague–
Dawley (SD rats).  

    2.    Animals are fed with normal diet perioperatively. Male rats are 
preferred since the female hormone estrogen modulates 
neointima formation in response to balloon injury  (  8  ) . Animal 
weights that have been mostly reported in literature are 
between 350 and 500 g. According to the authors’ experience, 
the optimal size of SD rats for balloon injury is between 400 
and 500 g. The fully grown animal has a carotid artery with 
large diameter and thick walls which allows the balloon cathe-
ter easy access into the vessel lumen and avoids severe damage 
to the blood vessel wall. Severe damage to the vessel will lead 
to blood leakage and thrombosis.      

       1.    Povidone–Iodine scrub or other topical antiseptic/bactericide 
agent  

    2.    Absolute alcohol  
    3.    Arti fi cial Tears Ointment (Rugby Laboratories, Duluth, GA)  
    4.    Anesthetic drugs (e.g. Ketamine + Xylazine) (Sigma-Aldrich, 

St. Louis, MO)      

      1.    Autoclave  
    2.    Hair remover  
    3.    Sterile cover sheet (surgical blanket)  
    4.    Heat pad (Braintree Scienti fi c, Inc., Braintree, MA) or alterna-

tive heating source  
    5.    Lamp (Fisher Scienti fi c LED light source)  
    6.    Needles and syringes  
    7.    Surgical gauze  
    8.    Cotton-tipped applicators  
    9.    Tape  
    10.    Surgery platform (Braintree Scienti fi c, Inc.)  
    11.    Animal weighing scale  
    12.    Personal Protective Equipment: surgical gown, hair cover, sur-

gical mask, surgical gloves, goggles, or safety glasses       

       1.    Sterile saline solution  
    2.    Lidocaine hydrochloride (10 mg/mL, Hospira, Inc., Lake 

Forest, IL)  
    3.    Ketamine HCl (100 mg/mL, Vedco Inc., St. Joseph, MO)  

  2.2.  Preoperative 
Procedures: Solutions 
and Supplies

  2.2.1.  Solutions

  2.2.2.  Supplies

  2.3.  Surgical 
Procedures: Solutions 
and Supplies

  2.3.1.  Solutions
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    4.    Xylazine (100 mg/mL, Webster Veterinary, Devens, MA) 
diluted to 20 mg/mL  

    5.    Absolute alcohol      

      1.    Heat pad (Braintree Scienti fi c, Inc.) or alternative heating 
source  

    2.    Lamp (Fisher Scienti fi c LED light source)  
    3.    Needles and syringes  
    4.    Surgical gauze  
    5.    Cotton-tipped applicators  
    6.    Fogarty balloon embolectomy catheters, 2 French (Edwards 

Lifesciences   , Germany)  
    7.    Trocar guiding needle  
    8.    In fl ation device for balloon catheter  
    9.    Suture: 4-0/3-0 black braided silk (Roboz Surgical Instrument 

Company, Inc., Gaithersburg, MD)      

         1.    Scalpels and surgical blades  
    2.    Operating scissors (Roboz)  
    3.    Microdissecting scissors (Roboz)  
    4.    Small curved forceps (Hartmann Mosquito Forceps 4″ curved, 

Apiary Medical, Inc. San Diego, CA,)  
    5.    Microclips (Roboz)  
    6.    Microclip applying forceps (Roboz)  
    7.    Angled microdissecting forceps (Roboz)  
    8.    Tissue forceps (Roboz)  
    9.    Retractors (Crile Retractor 4″ double ended, Apiary Medical, 

Inc.)  
    10.    Intravascular Over-the-Needle Te fl on Catheter (24G, Baxter 

Travenol Laboratories, Deer fi eld, IL)  
    11.    Suture (Roboz)  
    12.    Needle and needle holder       

       1.    Povidone–Iodine scrub (Aplicare, Inc., Meridien, CT), or 
other topical antiseptic/bactericide agent  

    2.    Buprenex (buprenorphine, Signa-Aldrich)      

      1.    Surgical gauze  
    2.    Heat pad (Braintree Scienti fi c, Inc.)  
    3.    Animal cage with water supply        

  2.3.2.  Supplies

  2.3.3.  Surgical Instruments 
(Fig.  1 )

  2.4.  Postoperative 
Procedures: Solutions 
and Supplies

  2.4.1.  Solutions

  2.4.2.  Supplies
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      1.    Autoclave surgical tools.  
    2.    Weigh animals and calculate the dose of anesthetic drugs (ket-

amine 70 mg/kg + xylazine 6 mg/kg).  
    3.    Administer the anesthetic drugs intraperitoneally (i.p.) (Note 1). 

It usually takes 5–10 min for the rat to be sedated to a surgical 
level of anesthesia (veri fi ed by toe pinch). An additional small 
dose of anesthetic drugs (ketamine 7 mg/kg + xylazine 0.6 mg/
kg) will be administered if the rat was not adequately sedated 
>10 min after the initial dose (Note 2).  

    4.    Place the sedated animal carefully on the surgical platform 
supinely with head towards the surgeon (Note 3). We suggest 
putting a small pillow (made by paper towel or gauze, 
5 cm × 3 cm × 1.5 cm) under the animal’s neck. This will reduce 
the stress on the animal’s neck and also make it easier for the 
surgeon to shave and to perform the surgery.  

  3.  Methods

  3.1.  Preoperative 
Procedures

  Fig. 1.    Surgical setup and surgical equipment. 1. In fl ation device for balloon catheter; 
2. Retractor; 3. Angled microdissecting forceps; 4. Microdissecting spring scissors(VANNAS); 
5. Microsuturing needle holder; 6. Microdissecting scissors, curved blade; 7. Microdissecting 
forceps, curve tip width 0.8 mm; 8. Microdissecting scissors; 9. Hemostatic forceps, 
curved; 10. Absolute alcohol with small arterial clamps soaked in; 11. Lamp; 12. Arti fi cial 
tears ointment; 13. Scalpel; 14. Pillow made from paper towel; 15. Heatpad; 16. Surgery 
platform; 17. Povidone–Iodine scrub; 18. Saline; 19. Cotton-tipped applicators; 20. Gauze; 
21. Tissue forceps; 22. Needle holder; 23. Operating scissors; 24. Syringes; 25. Fogarty 
balloon catheter.       
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    5.    Use tape to  fi x the animal on the surgical platform with heat 
pad.  

    6.    Use the hair remover to remove the hair in the ventral neck 
region.  

    7.    Swab this area with Povidone–Iodine scrub and 70% alcohol.  
    8.    Cover the animal body with a sterile cover sheet, but expose 

the surgical area.      

  The surgeon should wear all the surgical personal protective equip-
ment, including surgical mask, hair cover, surgical gloves, glasses, 
and gown during the surgery procedures.

    1.    Use a scalpel to make a straight longitudinal incision in the 
skin and make sure not to cut the tissue underneath. The 
length of the incision is 3–4 cm.  

    2.    Use dull forceps to blunt dissect the connective tissue from the 
skin. Keep the forceps tips up and make sure not to puncture 
the skin or the underlying tissue.  

    3.    Use medium scissors to cut the connective tissues overlying the 
glands and keep the tips up when cutting. When seeing the 
two glands use dull forceps to separate them gently.  

    4.    Use dull forceps to dissect muscle layers longitudinally along 
with the left side of trachea. Make sure not to puncture or 
press the trachea. Add sterile saline in the surgical area once in 
a while to keep the tissue moist. Carefully separate muscular 
tissues to expose the left common carotid artery. Use retractor(s) 
to hold the skin and muscle tissues back so that the carotid 
vasculature would be accessed.  

    5.    Dissect muscle bluntly along the common carotid artery 
toward its distal end (head) until seeing the bifurcation and 
two branches—external carotid artery and internal carotid 
artery. At this point the surgeon has to be extremely careful 
not to injure the vagus nerve, the  fi ne white string adjacent to 
the common carotid artery. Separate the vagus nerve from the 
carotid vasculature carefully and bluntly. Dissect away the nerve 
and all adjacent tissues from the artery and expose an isolated 
part of the artery which is 1.5–2 cm long starting from the 
bifurcation of carotid artery towards the proximal end.  

    6.    Bluntly dissect away the connective tissue surrounding the 
bifurcation and the external/internal carotid arteries. The sur-
geon needs to be very careful not to tear the blood vessels 
including small branches. If necessary the small blood vessels 
could be ligated and then cut off to avoid bleeding. It is very 
common to tear a small blood vessel apart when dissecting the 
adjacent tissues. If bleeding occurs, immediately clamp the 
broken end of the blood vessel to stop bleeding, and use saline 

  3.2.  Surgery
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and gauze to clean the blood in the surgical area. Then perma-
nently ligate the broken blood vessel with sutures.  

    7.    Keep dissecting to isolate the external carotid artery from the 
adjacent tissues. The length of that portion of external carotid 
artery that one could be able to isolate from the surrounding 
tissues is approximately 3–6 mm, from the bifurcation to its 
distal end (towards the head). Place two pieces of 4-0 silk 
suture around the external carotid artery. Hold one piece of 
the suture to slightly lift up the bifurcation in order to get 
access to the internal carotid artery underneath (ventral aspect). 
Carefully and bluntly dissect the adjacent tissue on the internal 
carotid artery, except a small gland cling on it. In most cases, it 
is very dif fi cult to isolate that gland from the internal carotid 
artery. The length of the isolated portion of internal carotid 
artery should be about 2 mm, suf fi cient for placing an artery 
clip on it.  

    8.    Ligate the distal end of external carotid artery. Make a double-
knot tie on the most distal end of the isolated portion of exter-
nal carotid artery. At this point do not cut the extra suture 
since it will be used to retract the external carotid artery during 
the following processes. Place a microclip on the common 
carotid artery at the proximal end of the isolated portion. 
Gently lift up the suture around the external carotid artery 
near the bifurcation and place another clip on the internal 
carotid artery (clip the gland too if it could not be separated 
from the internal carotid artery). When applying microclip, the 
use of forceps is recommended to easily place the clip on inter-
nal carotid artery. Now the blood  fl ow has been stopped by the 
clips (Fig.  2 ).   

    9.    Gently retract the distal suture on the external carotid artery 
and make an arteriotomy incision on it by the small microscis-
sors. The incision should be made as close as possible to the 
suture knot and its size should be less than half of the vessel 
circumference. Blood in the closed portion of carotid artery 
will  fl ow out from the incision and should be cleaned away 
with saline and gauze.  

    10.    Slightly pull the distal suture on external carotid artery with a 
clamp, in order to tense the blood vessels. Use the angled 
microdissecting forceps to prop the arteriotomy hole open and 
insert the unin fl ated 2F balloon catheter into the vessel lumen. 
Be careful not to puncture the balloon with the forcep tips. 
Advance the balloon catheter proximally through external 
carotid artery to the common carotid artery. Try not to prop 
up the vessel wall with the balloon catheter tip when advanc-
ing; otherwise the vessel wall will be punctured and leaky. 
Insert the balloon catheter all the way to the proximal site 
where the clip is.  
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    11.    Slowly in fl ate the balloon with 1.4–1.8 atm pressure, depend-
ing on the diameter of the carotid artery. Slightly pull the bal-
loon catheter back to check the resistance of the vessel wall. 
Adjust the pressure of the balloon in order to make sure that 
the balloon can slowly be pulled back while avoiding excessive 
stretching of the artery. Lock the stopcock and the pump to 
maintain the pressure. Gently pull the balloon with rotation 
back to the bifurcation (Fig.  3 ). Avoid withdrawing the bal-
loon too close to the arteriotomy hole since the in fl ated bal-
loon would easily slip out of the hole. De fl ate the balloon and 
re-insert it proximally to the site of the clip on the common 
carotid artery. In fl ate the balloon again with the same pressure 
and repeat the same procedure a total of three times. During 
these procedures lidocaine should be dispensed on top of 
carotid artery in order to relax the vessel.   

    12.    De fl ate and withdraw the balloon out of the vessel lumen. If 
treatment with virus-encoding cDNA clone or shRNA is 
intended, thaw the appropriate virus and prepare a 1 mL syringe 
and an intravascular over-the-needle catheter (Note 4). Remove 
the needle, and set the catheter on the syringe. Suck up the 
virus solution (30–50  m L) into the catheter and syringe; insert 

  Fig. 2.    Application of microclips to carotid artery to stop blood  fl ow. The disposable sterile 
cover sheet (Polylined sterile  fi eld, Busse Hospital Disposables, NY) was cut a hole in the 
middle to expose the surgical area. The carotid artery was dissected away from the sur-
rounding tissues. External carotid artery was ligated at its distal end of the dissected 
portion. Two microclips were placed on the internal carotid artery and at the proximal end 
of the dissected portion of common carotid artery, respectively. The extra suture of the tie 
on external carotid artery was not cut off and was pulled distally by the forceps in order to 
tense the blood vessel.       
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the catheter into the arteriotomy hole. Advance the catheter tip 
into the common carotid artery and tie the suture with a single 
knot on the external carotid artery to  fi x the catheter and close 
the hole. Inject the virus solution into the lumen of common 
carotid artery while avoiding air bubbles. Maintain the virus 
solution in the artery lumen for 30 min (Fig.  4 ). Keep the 
exposed tissue moist by covering it with a piece of moist gauze. 
Administer 10% initial dose of the anesthetic drug through i.p. 
to the animal. Keep an eye on the animal during these 30 min 

  Fig. 3.    Balloon in fl ation in the carotid artery. The balloon catheter was inserted into the 
carotid artery and in fl ated with 1.5 atm pressure.       

  Fig. 4.    Viral transduction into the carotid artery. After injury and withdrawal of the balloon 
catheter, lentivirus solution was provided intravascularly through the Te fl on catheter and 
syringe.       
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in case it wakes up. When the virus treatment is done, suck back 
the virus solution into the syringe to avoid virus entering the 
blood circulation. Loosen the tie and withdraw the catheter.   

    13.    Right after the virus treatment is completed, or right after 
completion of balloon injury (if no virus treatment is required), 
tie the suture on external carotid artery and proximal to the 
arteriotomy hole. Make the knot close to the bifurcation in 
order to reduce the risk of leak and thrombosis. Make sure not 
to tie the surrounding tissues.  

    14.    Slightly loosen the clip on the internal carotid artery (do not 
remove) by applying forceps and check if there is bleeding; the 
surgical procedures may cause leak or puncture on the blood 
vessel. If you notice excessive bleeding, quickly clip it back and 
remove the forceps. If there is a puncture on external carotid 
artery, make one more tie if possible. If bleeding occurs because 
of a leak from the common carotid artery, press a piece of 
gauze on the leaky site until it stops bleeding. Then remove 
both clips to restore blood  fl ow.  

    15.    Remove all clamps or other surgical instruments and cut off 
excess suture. Place the retracted tissues such as muscles and 
glands back on top of the carotid vasculature layer by layer. 
Close skin using 4-0 black silk sutures and a running (continu-
ous) suture. Double-knot both ends.  

    16.    Swab on all sides of the closed wound with the Povidone–
Iodine or other antiseptic/bactericide/virucide agent to 
reduce risks of infection.      

      1.    Keep rats on heat pad after surgery to avoid hypothermia; 
postsurgical hypothermia is major cause of postsurgery deaths 
in rodents. However, hyperthermia caused by hot heat pad 
may also be lethal; cover the heat pad with towels before plac-
ing rat on it.  

    2.    Postsurgical analgesia: Administer one dose of 0.05–0.2 mg/
kg buprenorphine via intramuscular injection (i.m.) to the rat.  

    3.    The animals should be closely and continuously monitored 
after surgery. When the rat is awake and ambulant, put it back 
into its cage and provide suf fi cient water and food.  

    4.    Carefully clean the balloon catheter with water and alcohol. 
Check the balloon to make sure it could still be in fl ated and has 
no leak; it could be reused several times in future surgeries if 
properly cleaned with alcohol and saline every time before use.  

    5.    Clean the virus-contaminated catheter and syringe with bleach. 
The catheter can be reused after being cleaned with bleach and 
rinsed with alcohol and distilled water.  

    6.    Clean all the stainless steel instruments with soap and water 
and then spread them on paper towels to air-dry.       

  3.3.  Postoperative 
Procedures
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     1.    Anesthetic drugs and analgesic drugs are generally controlled 
substances. They must be approved for use in rats and handled 
by licensed/authorized personnel following the strict guide-
lines and policies of the research institution.  

    2.    If a supplemental dose of anesthetic drugs (10–20% of original 
dose) is deemed necessary it is usually administered around 1 h 
after the initial dose was given, according to the surgeon’s 
experience.  

    3.    Rat should be monitored during all the surgical procedures. 
Some may need more anesthetic drugs to keep them sedated 
due to individual heterogeneity between animals.  

    4.    Lentivirus was stored at −80°C and thawed on ice before use. 
Open the tube cap and suck up virus in a hood in order to 
avoid inhalation of viral aerosol.          
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    Chapter 7   

 TRP Channels in the Brain       

     Antonio   Reboreda         

  Abstract 

 In the past few years the presence of one or another member of the TRP channel family has been described 
basically in all tissues studied. Moreover, the pattern of expression and the susceptibility to modulators of 
each channel subtype in each tissue will shape their in fl uence on the cell/tissue response. With this idea in 
mind this review aims to give an overall and updated perspective about the TRP expression research focus-
ing mainly on TRPA1, TRPC, TRPM, and TRPL subfamilies, in nervous tissue, summarizing the data 
available on the presence of TRP channels and the techniques employed on each study. A comment on 
their putative function is also provided.  

  Key words:   TRP ,  Transient receptor potential ,  TRPA1 ,  TRPM ,  TRPC ,  TRPV ,  TRPML ,  Expression , 
 Nervous system ,  Neuron    

 

 TRP or transient receptor potential channels were discovered  fi rst 
in Drosophila as light sensitive channels responsible for the trans-
duction of the light stimulus to an electrical response in the photo-
receptor  (  1  ) . Soon after, mammalian homologs were cloned  (  2–  4  )  
and those were followed by different subfamilies of cationic chan-
nels with different patterns of expression depending on the animal, 
age, and tissue. 

 TRP channels are modulated by a wide panoply of physico-
chemical agents and contribute to cell depolarization. In the last 
few years, several works have characterized the presence and func-
tion of TRP channels in neuronal and nonneuronal tissue; in the 
present review, we will focus on the pattern of expression in mam-
malian nervous system. 

  1.  Introduction
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 The TRP channel family is formed by 7 subfamilies, 6 of them 
present in mammals (TRPC, TRPM, TRPV, TRPA, TRPP, and 
TRPML) grouping 28 channels. They have 6 transmembrane 
domains and a pore forming region between segments 5 and 6. 
Besides, the physiological properties of these channels, their pat-
tern of expression in different tissues, and different parts of the 
neurons will determine their function.  

 

 TRPA1 is a channel involved in the transduction of painful ther-
mal, mechanical, and chemical stimuli. Northern blot analysis show 
expression of mRNA in the human brain among other nonneu-
ronal tissues  (  5  ) , nevertheless no detailed study has been published. 
In the peripheral nervous system, TRPA1 channel presence has 
been shown in DRG, spinal roots, motoneurons, peripheral nerves, 
and intestinal plexi (myenteric and submucous) by immunohis-
tochemical and western blot techniques  (  6  ) . 

 Virtually all the published data about TRPA1 localization in 
nervous tissue have been carried out in rats and mice. Rat TRPA1 
has been found in sensory ganglia using molecular and immuno-
logical techniques: DRG  (  6–  8  ) , trigeminal ganglia  (  8–  10  )  (for a 
detailed study see:  (  11  ) ), geniculate ganglion  (  12  ) , nodose gan-
glion  (  13  ) , and in the complex of jugular, nodose, and petrosal 
ganglia  (  14  ) . Physiological data, using selective agonists, points 
out also to the possible expression of the channel in other systems 
like striatum  (  15  ) , tractus solitarius nucleus     (  16  ) , presynaptic ter-
minals to the supraoptic nucleus  (  17  ) , and astrocytes in rat hip-
pocampal astrocyte–neuron cultures  (  18  ) . 

 Mice TRPA1 has a similar distribution to rat nervous system, 
almost no studies reported the presence of the channel in the cen-
tral nervous system, being the sensory part of the peripheral nervous 
system the main body of evidence of the expression of the channel. 
Northern blot experiments show the expression of the mRNA in 
nociceptive DRG neurons, where it appears after the  fi rst postnatal 
week  (  19  )  and not in whole brain  (  20,   21  ) ; northern and western 
blot plus immunohistochemistry corroborated the expression of 
the channel at the sensory terminals in dorsal root trigeminal and 
nodose ganglia  (  22  ) . RT-PCR showed mRNA expression in the 
lung vagal sensory neurons  (  23  ) . Western blot experiments dem-
onstrated also the appearance of TRPA1 channel in the sciatic 
nerve and spinal cord  (  24  ) . It has been detected in tongue nerve 
terminals, nerves innervating vestibular sensory cells, olfactory 
neurons, and nerve  fi bers in the lamina propria by immunohis-
tochemistry  (  25–  27  ) . RT-PCR and immunohistochemistry also 
reported expression of TRPA1 in enteric neurons and  fi bers  (  28  ) .  

  2.  TRPA1
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 Transient receptor potential canonical (TRPC) channels were the 
 fi rst discovered in mammals and they have the strongest homology 
with their Drosophila counterparts. It is formed by seven mem-
bers, named from TRPC1 to TRPC7. Each channel is formed by 
two dimers of each subunit being homotetramers or heterotetram-
ers, the possible combinations (besides the homomers) are (1 + 4/5, 
2 + 6, 4 + 5, 3 + 6, 3 + 7, 6 + 7; 1 + 3 only in embryo). TRPC1 pres-
ence and levels have been studied by mRNA detection methods, by 
electrophysiological methods (patch clamp), and immunological 
based methods (immunostaining and western blot) showing a 
changing pattern with age and species. 

  It was the  fi rst mammalian homolog discovered and the homomer 
constitutes a Ca 2+  permeant cationic channel  (  29  ) . It is present in 
human, mouse, and rat. In humans TRPC1 mRNA levels are very 
high during the embryonic period in telencephalon, diencephalon, 
and hindbrain; in adults it is present in amygdala   , corpus callosum, 
caudate nucleus, hippocampus, cingulate gyrus, globus pallidus, 
hypothalamus, locus coeruleus, middle frontal gyrus, medulla 
oblongata, nucleus accumbens, parahippocampus, putamen, stria-
tum, superior frontal gyrus, thalamus, substantia nigra, subtha-
lamic nucleus, cerebellum, and spinal cord. The mRNA levels in 
the cerebellum are about twice the levels in other tissues, where it 
is very similar among them  (  3,   30  ) . Nevertheless, TRPC1 expres-
sion has been characterized more deeply in rat and mice. 

 Rat TRPC1 mRNA is also expressed in many areas of the ner-
vous system, and the presence of the channel has been reported by 
several authors  (  31–  33  ) ; the mRNA is present in all the areas exam-
ined: cortex, olfactory bulb, hippocampus, forebrain, midbrain, 
brainstem, cerebellum, dorsal raphe, tuberomamillary nucleus, and 
ventral tegmental area  (  31,   33–  35  ) . The protein has been detected 
in CA1 and CA3 pyramidal neurons, granule cells in the dentate 
gyrus, cells in the amygdala, and cerebellar Purkinje cells  (  36  ) . In 
the hippocampus the subcellular location comprises dendrites, 
soma, and axon; nevertheless the presence of the protein in the 
synapses is negative  (  36  ) , in cerebellar Purkinje cells and dopamin-
ergic neurons of the substantia nigra association of TRPC1 pro-
teins with the mGluR1 receptor has been reported in the spines of 
the molecular layer in the cerebellum and in the dendritic arboriza-
tion of the dopaminergic neurons  (  37,   38  ) . 

 Mouse TRPC1 is also ubiquitous in the nervous system with a 
maximum expression of the mRNA during the embryonic period 
 (  39  ) . weak expression of mRNA has been reported in cortex (layer 
II to IV), putamen, diencephalon, brain stem, and cerebellum 
(Purkinje cells and granule cells); medium expression appears in 

  3.  TRPC Subfamily

  3.1.  TRPC1
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hippocampal pyramidal cells and dentate gyrus granule cells  (  40  ) . 
In the medial temporal lobe, strong protein expression has been 
shown mainly in the dendritic tree of central nucleus amygdala 
neurons, decreasing the levels in the basolateral, lateral, and central 
nuclei. This cellular distribution is also present in the pyramidal 
layers of CA1, CA2, and CA3; granule cells in the dentate gyrus, 
subicullum, and entorhinal cortex  (  41  ) . TRPC1 protein is also 
present in the DRG, spinal cord, and nodose ganglia, increasing 
mRNA levels from the embryonic stage to adulthood  (  42  ) . 

 In the last few years several works have related working mem-
ory and spatial navigation phenomena in rodents with the presence 
of a metabotropic sustained plateau depolarization; this plateau is 
generated with the contribution of TRPC channels expressed on 
this area, probably an heteromer of TRPC1 + TRPC4/5  (  43,   44  ) .  

  In humans, it is a pseudogene that contains several mutations codi-
fying stop codons  (  45  )  while in rodents it is expressed in the vome-
ronasal organ of rodents contributing to the detection of 
pheromones  (  46  ) ; it is also expressed in large sensory neurons of 
the dorsal root ganglia  (  42  )  and in the aminergic neurons of dorsal 
raphe and ventral tegmental area  (  35  ) . It is not present in the 
tuberomammillary nucleus and locus coeruleus  (  35  ) .  

  TRPC3 channel mRNA expression in humans has been character-
ized for the  fi rst time in 1996  (  47  ) . Riccio et al.  (  30  )  demonstrate 
a strong expression in cerebellum, caudate, putamen, and striatum. 
It is also expressed in the other brain regions studied but 2–4 times 
less: amygdala, cingulate gyrus, globus pallidus, hippocampus, 
hypothalamus, locus coeruleus, middle frontal gyrus, medulla 
oblongata, nucleus accumbens, parahippocampus, substantia nigra, 
superior frontal gyrus, thalamus, and spinal cord. 

 TRPC3 expression in the rat has been reported in the brain 
and cerebellum, where the mRNA levels are the highest compared 
to the other tissues  (  33  ) . A more detailed characterization of 
TRPC3 mRNA expression has shown it in cortex, olfactory bulb, 
midbrain, brainstem, cerebellum  (  31  ) , dorsal raphe, and ventral 
tegmental area  (  35  ) . In the rat hippocampus, tuberomamillary 
nucleus and locus coeruleus TRPC3 have been reported as non-
present by other authors  (  31,   35  )  but immunohistochemical char-
acterization shows TRPC3 protein expression in the soma of CA1 
and CA3 pyramidal cells and granule cells of the dentate gyrus  (  48  )  
also in cholinergic interneurons in the striatum  (  49  ) . At the cellular 
level, TRPC3 appears in rat synaptosomes, indicating the presence 
of the channel at the synaptic level  (  50  ) . Hippocampal expression 
of TRPC3 matches with the expression described for TRPC1/4/5 
more than TRPC6 raising the possibility of forming heteromers 
with TRPC1 instead of TRPC6  (  48  ) . Nevertheless, protein expres-
sion studies show that TRPC3 protein couples to TrkB receptor 

  3.2.  TRPC2

  3.3.  TRPC3
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and both reaches maximum levels during the fetal and short time 
after birth in rat (till P20) and human, in adults even if the mRNA 
is present the protein is not expressed  (  51  ) . This difference in 
results could be due to the heteromers formed during the develop-
ment period (complexes with TRPC1/4/5) different from the 
ones formed in adulthood (TRPC6/7) or to a modi fi cation of 
TRPC3 protein in adulthood due to post-translational    modi fi cation 
or alternative splicing. 

 Mice TRPC3 expression provides the majority of the data about 
the localization of this channel. “In situ” hybridization experiments 
agreed with the data from humans and rats showing the maximum 
expression levels in cerebellar Purkinje cells without labeling the 
molecular layers; it has also a high expression in the mitral olfactory 
cells and periglomerular cells. In the putamen positive labeling has 
been found in large size cells   . Weak expression is also reported in 
septal and thalamic nuclei and several brain stem nuclei: dorsal 
cochlear, inferior olive, and locus coeruleus  (  40,   52  ) . Western blot 
experiments show the presence of the channel in the mice medullary 
ventral respiratory group, where it contributes to the respiratory 
rhythm  (  53  ) . RT-PCR data complements the previous experiments 
showing the same pattern of expression and adding the presence of 
a weak expression at hippocampal level  (  34  ) . The autonomous ner-
vous system also shows expression of mRNA of this channel in dorsal 
root and nodose ganglia where the levels of TRPC3 mRNA increase 
during development matching TRPC1 time course  (  42  ) .  

  TRPC4 in humans is expressed in the nervous system being the 
higher amount of mRNA located in parahippocampus, nucleus 
accumbens, amygdala, hippocampus, and cingulate gyrus; a lower 
but not very different amount of mRNA is located in cerebellum, 
globus pallidus, hypothalamus, locus coeruleus, middle frontal 
gyrus, medulla oblongata, putamen, striatum, substantia nigra, 
superior frontal gyrus, and thalamus. TRPC4 mRNA appears also 
at the spinal cord but a much lower level  (  30  ) . 

 In rat TRPC4 decreases the expression from E18 to adult-
hood, northern blot plus “in situ” hybridization techniques 
reported that in young animals the mRNA appears mostly in sep-
tum, cortical plate, and hippocampus with a weaker staining in the 
dentate gyrus; towards the adulthood the expression remains only 
in neurons from the CA1 and CA2 of the hippocampal formation 
 (  54  ) . Nevertheless other authors show a more extensive expression 
of the mRNA throughout the rat and mice brain and increasing 
protein levels from E18 to adult animals in hippocampus, prefron-
tal cortex, subiculum, and entorhinal cortex  (  55  ) . “In situ” hybrid-
ization displays a strong labeling in CA1, CA2, lateral septum, 
subiculum, and tenia tecta; moderate labeling is found in amygdala, 
cerebellar Punkinje and granule cells layers, entorhinal cortex, 
habenula, CA3, dentate gyrus, ventral hypothalamus, motor, 
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 orbitofrontal, piriform, prefrontal and somatosensory cortices 
 (layers 2, 3, 5, and 6). Weak expression is shown in hippocampal 
hilus, paraventricular hypothalamus, medial septum, and substan-
tia nigra. This study also points out several locations where the 
mRNA is not expressed: caudate putamen, molecular layer of the 
cerebellum, corpus callosum, dorsal hypothalamus, islands of 
Calleja, thalamus, nucleus accumbens, and layer I of motor, pre-
frontal, and somatosensory cortices  (  55  ) . This difference in results 
could be caused by a splice variant  (  33,   54,   56,   57  ) . 

 More sensitive techniques such as RT-PCR reported a wide-
spread expression in adult olfactory bulb, hippocampus, dorso-
lateral geniculate nucleus, cortex and nodose ganglia  (  31,   33,   58  ) , 
nonserotoninergic neurons of the dorsal raphe, tuberomamillary 
nucleus, and ventral tegmental area  (  35  ) . Immunohistochemical 
studies reveal the presence of TRPC4 channel in the hippocampal 
area where CA1-3 pyramidal neurons and granule cells of the 
 dentate gyrus present the protein in their cell bodies and lateral 
septum  (  48,   55  ) . 

 The mice TRPC4 are also distributed in many areas of the 
nervous system. The  fi rst studies in the whole brain reported a 
strong expression in olfactory mitral and granule cells, septal nuclei, 
subiculum, and pyramidal and granule cell layers of the hippocam-
pus; weak expression appears in the granule cell later of the cere-
bellum  (  40  ) . Expression of mRNA was also found using the same 
technique in cortical neurons  (  52  ) ; internal granular layer of the 
olfactory bulb, but not in mitral cells  (  59  ) . These differences in 
expression are maybe re fl ecting again the different expression of 
TRPC4 isoforms. 

 Protein expression has been reported by using selective anti-
bodies in basal ganglia, cerebellum, cerebrum, forebrain, and hip-
pocampus  (  34  ) . A similar pattern of expression to rat TRPC4 was 
found in mice by using RT-PCR  (  55  ) . 

 Finally, TRPC4 is expressed also in rat and mice dorsal root 
ganglion neurons where its level increases from E12 to adulthood 
and after nerve injury  (  60  )  re fl ecting their involvement in axonal 
and dendrite growth.  

  It is the closest member to TRPC4; they are almost identical 
in structure and electrophysiological properties. Moreover, 
their distribution in mouse and rat CNS has been shown to be 
 similar  (  55  ) . 

 In humans TRPC5 mRNA is mainly expressed in the cerebel-
lum, followed by cerebral cortex, entorhinal cortex, occipital and 
frontal lobe by northern blot analysis  (  59,   61  ) . Real time RT-PCR 
reported the highest levels of expression in amygdala, cerebellum, 
cingulate gyrus, and superior frontal gyrus; intermediate levels 
were detected in locus coeruleus, nucleus accumbens, and parahip-
pocampal region; the lowest levels of TRPC5 mRNA were detected 
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in caudate nucleus, globus pallidus, medulla oblongata, thalamus, 
putamen, striatum, substantia nigra, and spinal cord  (  30  ) . 

 The mRNA TRPC5 distribution in rat and mice is similar in 
the nervous system of both species. “In situ” hybridization showed 
a strong expression in the hippocampal area and cerebral cortex 
layers 2–6, but almost all the areas studied show more or less pres-
ence; nevertheless mRNA was not detected in caudate putamen, 
corpus callosum, lateral and medial septum, cortical layer 1, sub-
stantia nigra  (  55  ) , locus coeruleus  (  62  )  (but see  (  35  ) ), dorsal raphe, 
tuberomamillary nucleus, and ventral tegmental area  (  35  ) . The 
DRG ganglia also present mRNA expression of TRPC5 with a 
peak at E18 during development, followed by a decrease in young 
animals and a gradual raise in adulthood  (  42  ) . The contribution of 
those TRPC5 to sustained depolarizations (plateau potentials) has 
been exposed by electrophysiological recordings in prefrontal cor-
tex  (  44  ) , entorhinal cortex  (  43  ) , hippocampal CA1 pyramidal neu-
rons  (  63  ) , and locus coeruleus  (  62  ) .  

  In humans the highest levels of TRPC6 mRNA quanti fi ed by 
RT-PCR have been shown in placenta and lung. Inside the nervous 
system there is relative medium expression in the caudate nucleus 
and cingulate gyrus; the rest of the areas studied show an homoge-
neous low expression, those areas are: amygdala, cerebellum, glo-
bus pallidus, hippocampus, hypothalamus, locus coeruleus, middle 
frontal gyrus, medulla oblongata, nucleus accumbens, parahip-
pocampus, putamen, striatum, subtantia nigra, superior frontal 
gyrus, thalamus, spinal cord, and pituitary  (  30, 64  ) . 

 The rat TRPC6 mRNA is expressed in the cerebellar interneu-
rons, Purkinje cells, and granule cells  (  65  ) . The mRNA is also 
expressed in the ventral tegmental area, tuberomamilary nucleus, 
and Raphe nucleus colocalizing with orexin, while it was not 
detected in the locus coeruleus  (  35  ) . The channel has been detected 
by immunohistochemistry in: Petrosal ganglion  (  66  ) , in the devel-
oping hippocampus the TRPC6 channel is found in all regions till 
P14  (  67  )  while in adulthood only the molecular layer is labeled 
 (  48  ) ; retinal ganglion cells  (  68,   69  ) , substantia nigra of the stria-
tum associated to mGluR1 but not in cholinergic interneurons 
 (  49  )  and a small number of hypocretin-orexin neurons in the hypo-
thalamus  (  70  ) . TRPC6 channel has been also detected in the brain 
resistance arteries where they play a central role in the regulation of 
the myogenic tone  (  71  ) . 

 Mice TRPC6 channel has also a wide distribution in the ner-
vous system. The protein has been shown in the microvilli of the 
apical portion of the olfactory epithelium  (  72  ) ; the mRNA was 
detected by RT-PCR in most of the nervous system, but the higher 
levels were found in the basal ganglia, cerebrum, forebrain, and 
hippocampus (C2 area) with some difference in the levels among 
mouse strains  (  34  )  and pituitary cells  (  64  ) .  

  3.6.  TRPC6
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  It was the last member of the TRPC subfamily to be cloned  (  73  ) . 
TRPC7 mRNA in human nervous tissue has a widespread distribu-
tion with higher levels in the cerebellum, medulla, occipital pole, 
frontal lobe, temporal lobe, amygdala, hippocampus, caudate 
nucleus, nucleus accumbens, hypothalamus, locus coeruleus, puta-
men, and striatum  (  30  ) . 

 The rat homologous TRPC7 mRNA is expressed in Dorsal 
raphe (except in the serotoninergic neurons), tuberomamillary 
nucleus, ventral tegmental area, and it is absent from the locus 
coeruleus  (  35  ) . The TRPC7 has been identi fi ed in the striatum 
cholinergic interneurons where it is activated by mGluR1 and 
mGluR5  (  49  )  and in the soma of nodose ganglion neurons (it is 
absent in the baroreceptor afferents)  (  74  )  and it has also been 
demonstrated its presence in the hypothalamic hypocretin/orexin 
neurons  (  70  ) . 

 Since the  fi rst cloning of TRPC7 in mouse  (  73  )  where they 
described a moderate expression in the brain compared to other 
tissues (heart, lung, and eye) not many studies explored the expres-
sion of the mRNA or the protein in the nervous system. The pres-
ence of the mRNA has been shown at very low levels in mice 
embryonic brain and cortex  (  39  )  and in DRG and NG neurons. In 
the NG, mRNA level increases from E18 to adulthood  (  42  ) . 
Western blot experiments show the presence of TRPC7 together 
with TRPC3 in the medullary ventral respiratory group  (  53  ) .   

 

 It is composed of eight members named from TRPM1 to TRPM8 
all of them with a high homology but they can be classi fi ed in sev-
eral groups according to their similarities in sequence: TRPM1/3, 
TRPM4/5, and TRPM6/7; TRPM2 and TRPM8 are not grouped 
due to their differences with the other members. They participate 
in multiple functions due to their sensitivity to physical and chemi-
cal stimuli (for a review on their function, see  (  75,   76  ) ). Their 
levels of expression varies depending on the tissue, so in the human 
brain TRPM2 and TRPM3 have the highest mRNA levels followed 
by TRPM6 and TRPM7; TRPM1, 4, and 5 have a reduced expres-
sion and TRPM8 is virtually undetectable  (  77  ) . 

  Besides the general distribution mentioned before, there is only 
another work, focused in different isoforms of TRPM1 expressed in 
human melanocytes, reporting again TRPM1 mRNA expression in 
the brain by  (  78  ) . To our best knowledge there is no study about 
 fi ne regional distribution in the nervous system of human or rat. 

 In the mouse, the study of TRPM1 expression has been inves-
tigated in the sensory system reporting the absence of this subunit 
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in the nodose ganglion and DRG (lumbar and thoracic)  (  79  ) . 
There are other reports about the presence of TRPM1 in several 
sensory cells of the inner ear  (  26  )  and the ON bipolar cells of the 
mouse retina  (  80–  82  ) .  

  TRPM2 is one of the most expressed TRPM subunits in human    
 (  77  ) . In the human brain has been shown two isoforms, a long 
version (6.5 kb) expressed ubiquitously and a short one (5.5 kb) 
present only in the caudate and putamen  (  83,   84  ) . The regions 
where the presence of the long isoform as it has been shown by 
northern blot are: cerebellum, cerebral cortex, medulla, spinal 
cord, occipital pole, frontal lobe, amygdala, corpus callosum, hip-
pocampus, putamen, caudate nucleus, subthalamic area, thala-
mus, and substantia nigra  (  83,   84  ) . RT-PCR experiments showed 
a very similar pattern with the highest expression in the caudate, 
putamen, and striatum and the lowest in the spinal cord; interme-
diate expression is found in amygdala, cerebellum, cingulate 
gyrus, globus pallidus, hippocampus, hypothalamus, locus coer-
uleus, medial frontal gyrus, medulla oblongata, nucleus accum-
bens, parahippocampal gyrus, substantia nigra, superior frontal 
gyrus, and thalamus  (  85  ) . 

 In the rat nervous system, TRPM2 expression has been 
explored studying mRNA and protein presence in: cortex  (  86,   87  )  
and CA1—CA3 hippocampal pyramidal neurons but not in 
interneurons  (  88,   89  ) . TRPM2 mRNA is present also in striatum 
 (  91,   92  )  and substantia nigra pars compacta but not in the pars 
reticulata  (  93,   94  ) . Besides the expression in neurons, TRPM2 is 
also present in the rat microglial cells but not in astrocytes nor 
cerebellar granule cells  (  95  ) . Recently the functional presence of 
the channel has been also demonstrated in the peripheral nervous 
system DRG neurons  (  96  ) . 

 Mice TRPM2 channels can be found distributed through the 
whole brain as in human and rat. Northern blot experiments 
reported localized expression in olfactory bulb, cerebrum, hip-
pocampus, midbrain, and cerebellum  (  97  )  and in cortex, striatum, 
and cerebellum  (  84  ) . It was also detected in hippocampal pyrami-
dal cells by “in situ” hybridization and immunocytochemical tech-
niques  (  88  )  where they contribute to synaptic transmission  (  98  ) . 
RT-PCR data reported a medium level expression in cerebrum, 
cerebellum, forebrain, basal ganglia, and hippocampus  (  34  ) .  

  Together with TRPM2, TRPM3 is one of the most expressed 
TRPM subunits in the brain, it is also the last member described 
for the TRPM subfamily (for a review, see  (  99  ) ). This subunit has 
been detected in the human brain by northern blot and western 
blot  (  100  ) . Some authors  (  77  )  reported the highest mRNA levels 
in the brain but other authors claim that highest expression is 
detected in kidney  (  101  ) . These differences could be explained by 
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the multiple isoforms detected for this channel due to the existence 
of several alternative splicing sites  (  102  ) . RT-PCR experiments 
showed also expression in the human spinal cord  (  101  ) . 

 Due to their recent cloning  (  100  )  data on localized rat TRPM3 
expression in the nervous system is very scarce. It has been shown 
that the channel is expressed in the four layers of the cerebellar 
cortex  (  103  ) . 

 At the whole brain level TRPM3 expression has been reported 
by northern blot in mice  (  102  )  while “in situ” hybridization 
showed expression in eye, dentate gyrus, the intermediate lateral 
septal nuclei, the indusium griseum, and the tenia tecta; an inter-
esting difference with rat and mouse is that no TRPM3 expression 
has been found in the kidney  (  34,   102,   104  ) . RT-PCR experiment 
shows differences among the expression level of three mouse strains 
in the cerebrum [34]; it has been also reported strong mRNA 
expression of TRPM3 on basal ganglia, forebrain, cerebellum, hip-
pocampus  (  34  ) , and in dorsal root and trigeminal ganglia which 
participates in the detection of noxious thermal stimuli  (  105  ) . In 
the eye strong mRNA expression is detected in the retinal pig-
mented epithelium  (  80  ) .  

  Two isoforms have been reported to be present in human brain 
using northern blot technique (though bands are very weak): 
TRPM4a  (  106  )  and TRPM4b  (  107,   108  )  which differs from each 
other mainly in their permeability to divalent cations (TRPM4b 
only allows monovalent cations to pass through the channel 
pore). RT-PCR experiments show also a weak TRPM4 mRNA 
expression in the whole brain  (  77  ) . The main isoform is TRPM4b, 
while TRPM4a and TRPM4c are alternative splicing isoforms 
 (  108,   109  ) . 

 The main role described for TRPM4 in rat nervous system is 
its participation in the vascular tone in the cerebral arteries and 
vascular smooth muscle cells  (  110  ) . Rat brain express TRPM4a 
(mainly) and TRPM4b mRNA but the TRPM4a protein is rarely 
found in the membrane in transfected cells, where TRPM4b is the 
main subunit  (  111  ) . A recent work reports TRPM4 protein 
expression in several hypothalamic nuclei: cell bodies of the mag-
nocelular cells in the supraoptic nucleus, paraventricular nucleus, 
nucleus circularis, and neurons within the medial forebrain bundle 
 (  112,   113  ) . 

 Mouse TRPM4 mRNA was reported for the  fi rst time in mouse 
brain by northern blot experiments (a very faint band)  (  108  )  and 
RT-PCR  (  114,   115  ) . Functional and RT-PCR analysis reported 
also the expression of the channel in pre-Bötzinger neurons 
together with TRPM5  (  116,   117  )  and microglial cells  (  118  ) .  

  Human TRPM5 distribution was studied for the  fi rst time by 
Prawitt     (  119  )  using northern and southern blot and RT-PCR 
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 techniques; they reported a very weak expression of the mRNA in 
the nervous system compared to other tissues. Some authors  (  77  )  
reported only a residual expression by RT-PCR of TRPM5 mRNA 
in human brain. 

 The expression in rodent brain is also scarce. This channel has 
been associated mainly to taste and odor transduction since the 
protein is expressed in taste buds  (  120,   121  )  and olfactory epithe-
lium  (  122,   123  ) , recently their involvement in sensing the chemi-
cal composition of the luminal environment in the auditory tube 
has also been described  (  124  ) . Nevertheless, localized expression 
inside the nervous system has been reported by RT-PCR in cere-
bral arteries but not in vascular smooth cells  (  110  )  and preBötz-
inger neurons  (  116  ) . RT-PCR experiments in mice also shown 
that TRPM5 and TRPM4 are expressed in dorsal root and nodose 
ganglion neurons during the embryonic period but the levels are 
drastically reduced in the  fi rst 2 weeks postnatal  (  125  ) . It is also 
present in the supraoptic nucleus, together with TRPM4, but at 
lower levels  (  113  ) .  

  It is, together with TRPM7, the only known ion channel—kinase 
protein  (  126  ) . The main function of those channels is the mainte-
nance of the Mg 2+ /Ca 2+  homeostasis  (  127,   128  ) . Some authors 
 (  77  )  reported a weak expression of TRPM6 mRNA by RT-PCR in 
human brain. Using the same technique TRPM6 mRNA expres-
sion is reported to be present in the vascular tissue inside the human 
brain  (  129  ) . 

 Rodent expression data of TRPM6 in the nervous system is 
scarce and only RT-PCR in dorsal root and nodose ganglia have 
shown a gradual increase of the levels from embryo to adulthood 
 (  79  ) . To the best of our knowledge no expression studies in the 
brain have been reported.  

  TRPM7 mRNA expression has been described in human brain for 
the  fi rst time by northern blot and RT-PCR  (  130  ) ; nevertheless 
the number of mRNA copies is small  (  77  ) . 

 In rodents, the mouse TRPM7 mRNA has been shown in 
the whole brain by northern blot  (  131  )  and the protein is 
expressed in rat brain microglia  (  132  ) . RT-PCR shows mRNA 
expression in cortex and cerebellum  (  86  )  and increasing levels in 
nodose ganglia as the mouse develops while dorsal root remains 
low in adult after a peak in the second postnatal week  (  79  ) . 
Western blot and immunocytochemical techniques show the 
protein at the presynaptic level in cultured rat sympathetic neu-
rons  (  133  )  where they seem to facilitate vesicle fusion with the 
plasma membrane  (  134  ) . 

 Functional experiments demonstrate TRPM7 currents in CA3 
 (  135  )  and CA1 neurons  (  136  ) .  

  4.6.  TRPM6
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  According to the RT-PCR data obtained by Fonfria et al  (  77  ) , no 
copies of TRPM8 are present in the human brain. Nevertheless 
immunohistochemical methods showed some positive neurons in 
DRG  (  137  ) . 

 Rat TRPM8 is expressed in several areas of the peripheric ner-
vous system: northern-blot and “in situ” hybridization showed the 
presence of the channel in DRG and trigeminal ganglion small neu-
rons, while no mRNA was detected in spinal cord nor brain  (  8,   138  ) . 
RT-PCR and immunohistochemical experiments further demon-
strated the presence in DRG neurons  (  139  ) . Also some vagal 
afferents show a positive response to antibodies against TRPM8 
 (  140  ) . In the central nervous system hippocampal cultured cells’ 
negative response to menthol was used as a result to prove the 
nonexpression of this channel  (  141  ) . Also immunohistochemistry 
discarded the presence of TRPM8 in ventromedial medulla  (  142  ) . 

 The pro fi le of TRPM8 expression in the mouse is very similar 
to the rat. RT-PCR display a gradual increase in DRG and nodose 
ganglion TRPM8 mRNA levels during development  (  79  ) , a similar 
increase has been reported by using DRG from TRPM8 GFP  trans-
genic mice  (  143  ) . Northern blot experiments also show TRPM8 in 
DRG but failed to do so in spinal cord, superior cervical ganglion, 
and brain, and “in situ” hybridization labeled small neurons of the 
trigeminal neurons  (  20,   144  ) . Overall, TRPM8 positive neurons 
contribute to cold sensation together with TRPA1 and TRPV1 in 
DRG, trigeminal ganglion, geniculate ganglion  (  7,   9,   12,   145–
  147  )  but recent work on trigeminal ganglion neurons show that 
TRPM8 together with Kv1 potassium channels plays a critical role 
in thermal sensation even in TRPA −/−  mice  (  148  ) . In the complex 
formed by jugular, nodose, and petrosal ganglia, TRPM8 is 
expressed together with TRPA1 and TRPV1 but it does not local-
ize in the same cell with TRPA1  (  14  )  re fl ecting the different role 
that each channel could be playing in cold transduction  (  149  ) .   

 

 This group is composed of six channels named from TRPV1 to 6. 
They can be activated by different mechanism but at least the 
TRPV1 to 4 have in common their sensitivity to different ranges of 
temperature. They are commonly associated with sensory systems 
but accumulating evidence show that they can also play an impor-
tant role in several processes in the central nervous system. 

  The  fi rst studies about TRPV1 localization in human nervous sys-
tem were made using labeled resiniferatoxin ([ 3 H]RTX), those 
pioneering studies showed positive labeling in preoptic area, locus 
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coeruleus, medial hypothalamus, reticular formation, and ventral 
thalamus  (  150  ) . [ 3 H]RTX binding studies also characterized the 
presence of TRPV1 channels in Cynomolgus monkeys  fi nding the 
highest value in the dorsal horn of the spinal cord, the other areas 
stained were: locus coeruleus, preoptic area, hypothalamus, soma-
tosensory cortex, somatomotor cortex, pontine reticular forma-
tion, and midbrain gray matter  (  151  ) . The  fi rst work cloning 
human TRPV1 reported by RT-PCR experiments expression of 
mRNA in spinal cord, whole brain, cerebellum, hippocampus, 
frontal cortex, layers 3 and 5 of the parietal cortex, and the highest 
expression in DRG  (  152–  154  ) . Immunohistochemical experiments 
corroborated the presence of the protein in human DRG  (  155  ) . 

 Rat expression of TRPV1 is also very similar to the reported 
for human with DRG levels being the highest compared to spinal 
cord, whole brain, cerebellum, hippocampus, and frontal cortex 
 (  153  ) . Immunohistochemical data also show the presence of the 
channel in trigeminal ganglia, nodose ganglia, DRG, periaque-
ductal gray, and rostral ventromedial medulla and throughout the 
cortex  (  155–  158  ) ; the DRG unmyelinated projections to the spi-
nal cord are also labeled by antibodies against TRPV1 as well as 
lamina I and II  (  156,   159  ) . Besides the presence in the hippocam-
pus, RT-PCR and immunohistochemistry techniques have shown 
the presence of the channel in cortex (layers 3 and 5), medial 
amygdala, medial and lateral habenula, striatum, hypothalamus, 
centromedian and paraventricular thalamic nuclei, substantia 
nigra, locus coeruleus, reticular formation, cerebellum, and infe-
rior olive  (  8,   152,   160  ) . In the substantia nigra, TRPV1 is located 
also presynaptically in glutamatergic synapses  (  160  ) . A detailed 
study using immunohistochemistry techniques and western blot 
in the rat central nervous system demonstrates TRPV1 channel 
presence in hippocampus, spinal cord, hindbrain, cerebellum, 
mesencephalon, cortex, olfactory bulb and DRG staining neu-
rons, astrocytes, and pericytes  (  161  ) . Functional experiments 
reported also the presence in the rat hippocampus  (  162  ) . 

 The mice TRPV1 distribution is also very similar to human 
and rat. Two studies provide a very detailed description of the 
distribution of TRPV1 in the nervous system, and the results were 
compared to the TRPV1 −/−  mice as a control. The  fi rst study uses 
[ 3 H]RTX  fi nding labeling in olfactory nuclei, frontal, piriform, 
parietal and retrosplenial cortices (distributed throughout all lay-
ers), hippocampus (pyramidal layer,  stria oriens,  and  radiata ), 
dentate gyrus, amygdala, lateral and medial septal nuclei, caudate 
putamen, thalamus (mainly in paracentral and medial habenular 
nuclei), hypothalamus (arcuate, dorsal medial, periventricular, and 
ventromedial hypothalamic nuclei), interpeduncular nuclei, peri-
aqueductal gray, raphe nuclei and superior colliculus, locus coer-
uleus, cerebellar cortex (mainly in cellular layers), dorsal horn of 
the spinal cord (mainly in the lumbar area), dorsal root, and 
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trigeminal ganglia  (  163  ) . The second study consists in a  fi ne 
 immunohistochemical study looking at several areas of the central 
nervous system which showed positive expression in hippocampus 
(pyramidal neurons in CA1–CA3 and molecular layer of the den-
tate gyrus), basal ganglia (caudate putamen, globus pallidus, and 
substantia nigra) thalamus, hypothalamus, cerebral peduncle, 
pontine nuclei, periaqueductal gray matter, cerebellar cortex 
(exterior of the Purkinje cell, basket cells), dentate cerebellar 
nucleus, and periaqueductal gray  (  164  ) . RT-PCR experiments 
detected also mRNA in dorsal root, nodose, and superior cervical 
ganglia  (  165  ) .  

  A close homolog to TRPV1, they can form heteromers. The data 
about human expression of this channel in the nervous system 
show a reduced and localized expression. Immunohistochemistry 
techniques show a restricted expression to cerebellar Purkinje cells 
in the whole CNS  (  166  ) . Using a cynomolgus macaque as an 
experimental model some authors show also a restricted expression 
for TRPV2 by immunohistochemistry staining in the hypotha-
lamic-neurohypophisial system, only hypothalamic paraventricular, 
suprachiasmatic, and supraoptic nuclei were stained and mainly 
oxytocin and vasopressin releasing neurons  (  167  ) . 

 On the other hand, TRPV2 seems widely expressed in rat cen-
tral nervous system and DRG where it also heteromerizes with 
TRPV1. Greffrath, Binzen, Schwarz, Saaler-Reinhardt, and Treede 
(2003) and Liapi and Wood (2005) achieved a positive labeling 
using immunohistochemistry and observed colocalization with 
TRPV1  (  157,   168  ) . In the same work  (  157  )  described the expres-
sion of the channel throughout the rat central nervous system 
mainly in layers IV, V, and VI; also cingulate and insular cortex; no 
TRPV2 was detected in the piriform cortex. Frederick et al.  (  8  )  by 
a ribonuclease protection assay detected mRNA of TRPV2 in 
DRG, trigeminal ganglion, spinal cord, cerebellum, hippocampus, 
and cortex. During the embryonic period mouse TRPV2 is 
expressed in DRG and motoneurons in the spinal cord where they 
promote axon outgrowth  (  169  ) . In the adult rat TRPV2 is 
expressed throughout the spinal cord mainly in nociceptive areas 
(laminae I and Iii)  (  170  )  and dorsal lateral nucleus, nucleus ambig-
uus, and motor trigeminal nucleus  (  171  ) . Immuno fl uorescence 
showed that TRPV2 is also expressed in the trigeminal and nodose 
ganglia  (  172,   173  ) . RT-PCR detected mRNA of TRPV2 also 
appears in enteric neurons  (  174  ) . 

 Besides in the embryonic spinal cord, mouse mRNA TRPV2 
is also expressed in the nodose ganglion  (  165  ) . RT-PCR detects 
mRNA mainly in basal ganglia, cerebellum, forebrain, hippocam-
pus, DRG, nodose ganglion, and superior cervical ganglion  (  34, 
  165  ) . Immunohistochemistry labels nerves with TRPV2 chan-
nels in the olfactory epithelium and the myenteric plexus, mainly 
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 inhibitory motor neurons and primary afferent neurons 
 (  27,   175  ) . The same technique also labels neurons in the dorsal 
root ganglion  (  176  ) .  

  Human expression of TRPV3 was described by two groups inde-
pendently. The  fi rst group reported the expression of the TRPV3 
mRNA by RT-PCR: the maximum expression is found in the cen-
tral nervous system  (  177  ) , immunohistochemistry experiments 
showed also the protein at the DRG level. The second group 
reported the expression of the TRPV3 mRNA by RT-PCR in the 
brain, spinal cord, and DRG of humans; they also carried out “in 
situ” hybridization experiments in cynomolgus monkey showing 
mRNA expression in the central nervous system in cortex, thala-
mus, and striatum; in the spinal cord they got labeling in the ven-
tral horn and interneurons in the intermediate zone and deep 
laminae of the dorsal horn; in the peripheral nervous system they 
found expression in the superior cervical ganglion, dorsal root 
ganglion, and trigeminal ganglion. No staining was detected in 
glial cells  (  178  ) . Immunohistochemistry also show expression of 
TRPV3 in several human tissues: DRG, peripheral nerves, and 
ventral spinal cord  (  137  ) . 

 Using a ribonuclease protection assay the TRPV3 mRNA in 
DRG, trigeminal ganglion, spinal cord, cerebellum, and cortex was 
detected  (  8  ) . Rat TRPV3 was also found by RT-PCR in the sub-
stantia nigra pars compacta  (  179  ) . 

 Expression of TRPV3 has also been studied using mouse as a 
model but surprisingly northern blot data showed a strong expres-
sion in keratinocytes but it did not found mRNA in brain, DRG, 
nor spinal cord  (  180  ) , which it makes sense with functional data 
pointing out that only heat sensation through keratinocytes is 
affected in TRPV3 −/−  mice  (  181,   182  ) . Nevertheless, expression of 
the channel has been found in the nerve terminals of the olfactory 
epithelium by immunohistochemistry  (  27  ) . Also recent behavioral 
experiments showed that an incense compound that activates puta-
tive TRPV3 channels induces a behavior change in WT mice vs. 
TRPV3 −/−   (  183  ) . RT-PCR shows also a very low expression of 
TRPV3 mRNA in basal ganglia, cerebellum, cerebrum, forebrain, 
and hippocampus  (  34  ) .  

  The  fi rst work where they cloned the human TRPV4 channel 
reported no mRNA (“in situ” hybridization) expression in the 
brain, DRG, or sensory nerve  fi bers, but they got a positive result 
in peripheral  fi bers (sympathetic and parasympathetic). Nevertheless, 
immunohistochemistry in human tissue showed TRPV4 in DRG 
and peripheral nerves  (  137  ) . 

 Some authors reported also no expression in rat TRPV4 DRG 
 (  184  ) ; in this case northern blot techniques also reported no 
expression in brain, hypothalamus, nor sensory ganglia (or faint in 

  5.3.  TRPV3

  5.4.  TRPV4
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trigeminal ganglion  (  185  ) . Nevertheless, other groups using 
northern blot and single cell RT-PCR  (  186  )  and by immunohis-
tochemical techniques  (  187  )  showed mRNA and protein expres-
sion in DRG, brain, and dorsal horn of the spinal cord. 
Immunohistochemical experiments showed also a positive in 
hypothalamus neuropil  (  188,   189  )  and using western blot and 
immunohistochemistry  (  190  )  showed TRPV4 expression in the 
suproptic and paraventricular nuclei. The TRPV4 mRNA was 
detected in DRG and trigeminal ganglion but only obtained a 
very faint signal in spinal cord, cerebellum, and cortex  (  8  ) . DRG 
TRPV4 was also detected by northern blot  (  191  ) . This channel 
has also been detected in astrocytes of cortex and hippocampus 
and surrounding cortices but not in neurons using RT-PCR, west-
ern blot, and immunocytochemistry  (  89,   192  ) . 

 In mice, TRPV4 have been found by “in situ” hybridization 
in: vascular organ of the lamina terminalis, subfornical organ, 
median preoptic area, ependymal cells of the lateral ventricles and 
scattered neurons in cortex, thalamus, hippocampus, and cerebel-
lum  (  185  ) . Also “in situ” hybridization and immunoblotting dem-
onstrated TRPV4 expression in hippocampal neurons and astrocytes 
“in situ” and immunocytochemistry in vitro  (  193  ) . The expression 
in nerve  fi bers in the olfactory epithelium has also been shown 
 (  27  ) . Finally, RT-PCR data displayed a strong mRNA expression in 
basal ganglia and cerebellum and a lower expression in cerebrum, 
forebrain, and hippocampus  (  34  ) .  

  Both channels are structurally close and they are related to Ca 2+  
homeostasis and they are not expressed in the nervous system, for 
a recent review see  (  194  )    .   

 

 The TRPML subfamily is composed by three members (TRPML1, 
TRPML2, and TRPML3). The data available about expression and 
function of this family is scarce; they are part of the lysosomal and 
endosomal mechanisms except TRPML3 which can be present in 
the membrane and they can form homomers and heteromers 
among them  (  195  ) . For a review on each of these channels, see 
 (  196–  198  ) . 

  This member of the TRPML subfamily is expressed ubiquitously in 
humans  (  199  )  and mice  (  200  )  and it is involved in the late endo-
cytic pathway  (  201  ) .  

  5.5.  TRPV5 and TRPV6

  6.  TRPML 
Subfamily

  6.1.  TRPML1
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  A detailed study about RT-PCR expression has been published 
where the expression of the channel is reported in all the tissues 
studied in mice  (  202  ) .  

  Like TRPML2, TRPML3 mRNA presence was also studied by 
RT-PCR with a positive result in expression in all the tissues stud-
ied  (  202  ) .   

 

 In the present review we tried to brie fl y summarize the widespread 
distribution of the novel TRP cation channel family in the nervous 
system; their location, together with their ability to be modulated 
by very different physical, chemical, and intracellular stimuli, is a 
re fl ection of the different roles they can play. Functionally, TRP 
channels seem involved from high cognitive processes such as spa-
tial navigation and working memory, where they are modulated by 
neurotransmitters, to the simplest signal transduction such as ther-
moreception or mechanoreception, where the temperature or a 
mechanical change is enough to generate a response. Besides the 
functions directly related to the nervous system they also play a 
central role in Ca 2+ /Mg 2+  homeostasis and intracellular 
mechanisms. 

 We are still beginning to understand the importance of the 
TRP in those processes and we hope this review will help to those 
interested on their characterization.      
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    Chapter 8   

 Investigation of the Possible Role of TRP 
Channels in Schizophrenia       

     Loris   A.   Chahl         

  Abstract 

 Schizophrenia is a debilitating psychiatric disorder. The limitations of current treatments for schizophrenia 
have led to an ongoing search for new drug targets. The observations that subjects with schizophrenia have 
impaired thermoregulation, are less sensitive to pain than normal subjects, and exhibit reduced niacin  fl are 
responses suggested that TRPV1 channels, and possibly also other temperature-sensitive TRPs that are 
co-expressed with TRPV1 on sensory neurons, might be linked with schizophrenia. In order to model 
de fi cit in function of TRP channels in animals, capsaicin treatment of neonatal rats was used to induce 
lifelong loss of a high proportion of primary afferent neurons that co-express TRPV1 and related TRP 
channels. The methods used to test the proposal that TRPV1 de fi cit induces brain and behavioral changes 
expected in an animal model of schizophrenia are described.  

  Key words:   TRP channels ,  Schizophrenia ,  TRPV1 ,  Animal models    

 

 Schizophrenia is a debilitating psychiatric disorder characterized by 
positive symptoms including hallucinations and delusions, negative 
symptoms such as anhedonia and social withdrawal, and cognitive 
de fi cits in attention and executive function. The etiology of the 
disorder is not clear, but it is widely accepted that it is a neurode-
velopmental disorder involving both genetic and environmental 
factors  (  1,   2  ) . The symptoms of the disorder commonly manifest 
in early adulthood with a higher incidence in males. Several suscep-
tibility genes for schizophrenia have been identi fi ed, including 
neuregulin 1 (NRG1), catechol-O-methyltransferase (COMT), 
dysbindin, disrupted in schizophrenia 1 (DISC1), and regulator of 

  1.  Introduction



142 L.A. Chahl

G-protein signaling (RGS) protein-4 (RGS-4), with the strongest 
evidence being for NRG1  (  3–  13  ) . 

 Studies on postmortem human brain from subjects with 
schizophrenia have shown that the brains are reduced in volume 
 (  14–  16  ) , have larger ventricles and thinner cortices compared 
with those of healthy individuals  (  17,   18  ) . Selemon et al.  (  19,   20  )  
also observed that neuronal density was increased in the prefron-
tal cortex of subjects with schizophrenia and proposed that the 
symptoms of schizophrenia resulted from reduced cortical con-
nectivity, a proposal that is now known as the “reduced neuropil 
hypothesis”  (  21  ) . 

 Drugs used for the treatment of the symptoms of schizophre-
nia have a range of pharmacological actions but share the property 
of dopamine D 2  receptor antagonism. Although the classical dop-
amine D 2  receptor antagonists are effective in treating the positive 
symptoms of schizophrenia, they produce serious motor side 
effects. The newer atypical antipsychotic drugs produce fewer 
motor side effects than the older drugs but none of the current 
antipsychotic agents is effective in treating all of the symptoms of 
schizophrenia, the cognitive de fi cits being notably resistant to 
treatment. 

 The limitations of current treatments for schizophrenia have 
led to an ongoing search for new drug targets. In recent years tran-
sient receptor potential (TRP) channels have emerged as targets 
worthy of investigation in psychiatric disorders  (  22,   23  ) . Of 
 particular interest is the TRPV1 channel (previously known as the 
capsaicin or vanilloid receptor 1 (VR1)),  fi rst identi fi ed in sensory 
neurons  (  24,   25  )  but now known to be widely distributed in both 
the central and peripheral nervous systems. The TRPV1 channel is 
activated by plant substances such as capsaicin, endogenous sub-
stances including the endocannabinoid, anandamide, inorganic 
ions (Ca 2+  and Mg 2+ ), as well as pH change and physical stimuli 
such as heat and mechanical stimuli  (  25–  27  ) . 

 An investigation of the possible role of TRPV1 channels in 
schizophrenia was prompted by the observations that subjects with 
schizophrenia have impaired thermoregulation  (  28–  30  ) , are less 
sensitive to pain than normal subjects  (  31–  35  )  and exhibit reduced 
 fl are responses to niacin (nicotinic acid) and methylnicotinate 
 (  36,   37  ) . Injection of capsaicin into the preoptic area of rats pro-
duced hypothermia, whereas desensitization of TRPV1 channels 
by repeated capsaicin administration induced impaired ability to 
thermoregulate against heat  (  38  )  similar to that observed in schizo-
phrenia. The central effects of capsaicin on thermoregulation are 
mediated by action on TRPV1 channels since they were absent in 
TRPV1-KO mice  (  24  ) . Indeed, it has been proposed that TRPV1 
channels play a role in body temperature maintenance in non-
pathological states  (  39  ) . 
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 Activation of peripheral TRPV1 channels on sensory neurons 
by agonists such as capsaicin results in nociception by activation of 
spinal neurons, and neurogenic  fl are and in fl ammation by release 
from their peripheral terminals of neuropeptides, including sub-
stance P and calcitonin gene related peptide (CGRP)  (  40,   41  ) . 
These observations raised the possibility that schizophrenia could 
result from a lifelong de fi cit in function of TRPV1-expressing, cap-
saicin-sensitive primary afferent neurons, leading to reduced con-
nectivity in the higher central nervous system such as has been 
demonstrated in the mouse barrel cortex following reduced soma-
tosensory input following whisker trimming  (  42  ) . The association 
between cannabis use and  fi rst episode psychosis  (  43–  46  ) , and the 
complex interactions between TRPV1, cannabinoid and dopamin-
ergic mechanisms in the central nervous system (CNS) (see  23  )  
added further support to the proposal that TRPV1 channels might 
be linked with schizophrenia. 

 Schizophrenia in all its complexity may be a uniquely human 
disorder and thus development and validation of animal models 
for testing new drug targets presents dif fi culties. Indeed, it is likely 
that no single animal model will fully manifests all of the signs 
considered to be characteristics of schizophrenia. Nevertheless, 
many animal models have been developed in an attempt to model 
aspects of schizophrenia. These include neurochemical, neurode-
velopmental, and genetic models. Earlier models were neuro-
chemical models that involved manipulations of the dopaminergic 
system. More recent neurochemical models have focused on other 
neurotransmitter systems such as the glutamatergic system. Other 
models include the neonatal ventral hippocampal lesion model, an 
important neurodevelopmental model  (  47  ) , several genetic mod-
els  (  7,   8  ) , and animal models of gene–environment interactions 
 (  48  ) . In a study of animal models of schizophrenia, it is pertinent 
to consider those aspects that may be measured in animals. 
Changes in behavior such as increased locomotor activity, disrup-
tion of prepulse inhibition to acoustic startle, and impaired learn-
ing may be measured in animals. Brain structural changes such as 
reduced brain weight, reduced cortical thickness, increased ven-
tricle size, and increased cortical cell density may also be mea-
sured. Reversibility of behavioral changes with antipsychotic 
drugs, despite their limitations in the treatment of schizophrenia, 
is also commonly considered an important criterion for assessing 
the validity of an animal model of schizophrenia. Whilst it might 
not be possible to model in animals aspects of the disorder such as 
thought disorder, delusions, and cognitive de fi cits, it has been 
suggested that research directed at greater understanding of ani-
mal cognition might result in discovery of improved drugs for 
treatment of schizophrenia  (  49  ) . 

 In order to model de fi cit in function of TRPV1 channels, the 
well-known property of capsaicin of induction of lifelong loss of a 
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high proportion of TRPV1-expressing primary afferent neurons by 
treatment of neonatal rats was used  (  50  ) . Newson et al.  (  51  )  used 
this property of capsaicin to test the proposal that TRPV1 de fi cit 
induces brain changes, including increased neuronal density, simi-
lar to those found in schizophrenia. The behavior of the rats was 
also observed since behavior is very commonly measured in puta-
tive animal models of schizophrenia. 

 The results from the investigation of the possible role of 
TRPV1 channels in schizophrenia described below showed that at 
5–7 weeks rats treated as neonates with capsaicin had increased 
locomotor activity in a novel environment and the male rats had 
reduced brain weight. The capsaicin-treated rats also had reduced 
hippocampal and coronal cross-sectional area, reduced cortical 
thickness, and increased neuronal density in several cortical areas 
 (  51  ) . Thus treatment of neonatal rats with the TRPV1 ligand, cap-
saicin, was found to produce brain structural changes similar to 
those found in postmortem brain of humans with schizophrenia. 
More recently it has been found that neonatal capsaicin treatment 
induced changes in central cholinergic, monoaminergic, and can-
nabinoid systems in the adult animal  (  52  ) . It should be noted that 
capsaicin injection in neonates produces a brief period of hypoxia 
which may cause long-lasting changes in rat brain. Therefore, it 
remains to be determined whether the changes observed by 
Newson et al.  (  51  )  and Zavitsanou et al.  (  52  )  in rat brain following 
neonatal capsaicin treatment resulted from loss of TRPV1 channel 
function in the peripheral or central nervous system or from some 
other toxic effect.  

 

  Litters from six time-mated pregnant female Wistar rats were used. 
The rats were housed in plastic cages (73 × 54 × 24 cm) with shred-
ded paper bedding, and a wire mesh top cover. The animals were 
kept at a constant temperature of 21°C ± 1°C on a 12–12 h light–
dark cycle with lights on at 7:00  A.M . Food and water were freely 
available.  

      1.    Capsaicin (Sigma-Aldrich Pty Ltd., Australia) stock solution 
10 −2  M made in a vehicle of 10% Tween 80 and 10% ethanol in 
saline  

    2.    Sodium pentobarbitone (Lethabarb, Virbac (Australia) Pty 
Ltd., Australia)  

    3.    Salbutamol sulfate aerosol (Ventolin, Allen & Hanburys, 
Australia)      

  2.  Materials

  2.1.  Animals

  2.2.  Drugs
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  The speci fi c equipment used in the experiment is detailed below. 
Alternative equipment for behavioral observations and microscopy 
may be substituted.

    1.    Syringes and 30 g needles.  
    2.    Perspex observation chamber (height 32 cm × depth 44 cm × 

length 72 cm) located in the home room and containing two 
foam objects placed identically for each animal.  

    3.    Guillotine  
    4.    10% formalin solution  
    5.    Cryostat  
    6.    Gelatin chrom alum-coated slides  
    7.    Coverslips  
    8.    Cresyl violet 5% solution OR 0.003% thionin, 1.7% ethanol, 

and 0.13% formalin, adjusted to pH 3.5 with glacial acetic acid  
    9.    Ethanol solutions (70%, 95%, 100%)  
    10.    Histolene (Fronine, Riverstone, NSW, Australia)  
    11.    Ultramount (Fronine)  
    12.    Zeiss Axioskop light microscope with a motorized stage and 

a miniature monitor (Lucivid—Microbright fi eld Inc., USA) 
attached to a camera lucida  

    13.    Neurolucida software (Microbright fi eld)  
    14.    Paxinos and Watson (1998) rat brain atlas  (  53  )        

 

      1.    Within 24–36 h of birth, remove dam from the home cage and 
remove neonatal rats one at a time for treatment.  

    2.    Place neonates in the supine position on a bed of crushed ice. 
Immediately upon disappearance of the righting re fl ex (less 
than 1 min), remove neonates from the ice and inject subcuta-
neously (s.c.) with either capsaicin, 50 mg/kg (Note 1), or an 
equivalent volume of vehicle, consisting of 10% alcohol and 
10% Tween 80, into the dorsal region of the neck, using a ster-
ile 30-gauge needle and syringe.  

    3.    Following injection, place neonates in a small clear perspex 
observation chamber with other injected littermates: each ani-
mal being placed between the  fi ngers of a latex glove  fi lled with 
37°C water and warmed with a heating lamp (Note 2).  

    4.    Spray a measured dose (two ‘puffs’) of salbutamol aerosol 
(Ventolin) into the chamber to alleviate respiratory dif fi culty 
induced by capsaicin (Note 3).  

  2.3.  Equipment 
and Solutions

  3.  Methods

  3.1.  Neonatal 
Capsaicin Treatment
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    5.    Keep neonates in the observation chamber until all signs of 
respiratory distress have disappeared and they have regained 
their righting re fl ex.  

    6.    Place capsaicin-treated neonates in a small, warm-holding cage 
until all littermates had been injected and had recovered. 
Transfer neonates to a clean cage with the dam. Observe the 
dam’s behavior to ensure she accepts the neonates (Note 4).  

    7.    Check and weigh rat pups twice weekly. Wean rats at 21–23 days 
after birth by placement into new cages, with one or two other 
animals of the same sex.      

      1.    On observation days, typically twice weekly, remove rats from 
the home cage and place them in a perspex observation cham-
ber located in the home room.  

    2.    Commence measurement of behaviors immediately without 
giving the animals time to become familiar with the observa-
tion cage. Observe each animal for 10 min using the same 
trained observer and strict criteria to manually quantify behav-
iors including number of circuits of the cage (locomotor activ-
ity), number of climbs of an object or sides (climbing), number 
of rears (rearing), face washing, scratching, and chewing (ste-
reotypy). Validate behavioral observations with a second inde-
pendent observer who is blind to the treatment of the rats 
(Note 5). Weigh animals after each session.      

      1.    At 5–7 weeks of age, euthanase rats with a lethal dose of sodium 
pentobarbitone, 100 mg/kg, intraperitoneally, and remove 
head using a guillotine.  

    2.    Remove brains from the skulls. Weigh and place brains in 10% 
formalin solution for 2 weeks.  

    3.    Cut serial coronal sections, 50  m m, on a cryostat. Mount every 
third section on gelatin chrom alum-coated slides, air dry, and 
Nissl stain with cresyl violet solution for 1 min and wash in 
running water until the water becomes clear, or with thionin 
solution for 18 h at room temperature  (  54  ) . This latter method 
yielded superior staining for neuronal counting since the cells 
were stained blue and the white matter pink (Fig.  1 ).   

    4.    Following staining, dehydrate sections in ascending concentra-
tions of ethanol (70%, 95%, 2 × 100%).  

    5.    Clear sections with histolene and coverslip with Ultramount.      

  Select closely matched sections from each brain at several levels with 
the aid of the rat brain atlas  (  53  ) . Observe sections under bright-
 fi eld microscopy using a light microscope with a motorized stage 
and a miniature monitor attached to a camera lucida. Use neurolu-
cida software to trace outlines of the sections and count neurons. 

  3.2.  Behavioral 
Observations

  3.3.  Histology

  3.4.  Microscopy
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      1.    Measure total area of sections at Bregma 2.70 mm, 1.20 mm, 
−1.60 mm, −2.56 mm, −3.60 mm, and −5.80 mm, hippocam-
pal area at Bregma −2.56 mm and −3.60 mm, lateral ventricle 
area at Bregma 1.20 mm, −1.60 mm, and −2.56 mm, and 
aqueduct area at Bregma −5.80 mm (Fig.  2 ).   

    2.    Measure cortical thickness at several levels. Measure corpus 
callosum thickness, and width between the dorsal tips of the 
left and right cingulum at Bregma 1.20 mm, −1.60 mm and 
−2.56 mm (Fig.  2 ).      

      1.    Count neurons using a two-dimensional counting method, in 
the following regions: anterior cingulate (AC), the primary 
somatosensory cortex jaw (SIJ), the secondary motor cortex 
(M2), and caudate putamen (CPu) at Bregma 1.20 mm, the 
primary auditory cortex (Au1) at Bregma −3.60 mm, and the 
primary visual cortex monocular (VIM) at Bregma −5.80 mm. 
For each region use a counting box of appropriate size and 
count all neurons in the box in which the nucleolus is visible 
(Note 6).  

    2.    Calculate neuronal density from the total neuronal count 
divided by the area of the counting box measured by the 
Neurolucida software. Calculate the neuronal density for each 
region for each animal as the average results for left and right 
sides of the brain and express as cells per  m m 2 .       

  3.4.1.  Measurement of 
Section Areas and Cortical 
Thickness

  3.4.2.  Neuronal Cell 
Counting

  Fig. 1.    Photomicrographs of the secondary motor cortex from a capsaicin-treated rat ( a ) and a vehicle control ( b ). Note 
greater neuronal density and beaded-like columns of cells in the capsaicin-treated rat.       
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  Analyze data that do not involve repeated measures of the same 
parameter on the same animals by two-way analysis of variance 
using a statistical package such as GraphPad Prism 4.0 (GraphPad 
Software Inc.). Where analysis shows a signi fi cant gender effect, 
analyze data for males and females separately using Bonferroni 
post-tests. For data where measures on the same animals were 
repeated (behavioral data), use two-way analysis of variance with 
repeated measures (Note 7). Express results as means and standard 
errors of the means (SEM). For all data analyses use   a   = 0.05.   

  3.5.  Statistical 
Analyses

  Fig. 2.    Diagrams of coronal brain sections at Bregma 1.20 mm, −1.60 mm, −2.56 mm, −3.60 mm, and −5.80 mm showing 
the location of structures measured in this study. Cross-sectional area was calculated from the area of the entire section. 
Location of measurements of cortical thickness (CT), and corpus callosum height and width (see insert) are shown as  thick 
lines , areas of the lateral ventricles (LV) and aqueduct (AQ) are shown in  black , and the hippocampus (H) is shown  cross-
hatched . (Bregma 2.70 mm not shown). (Reproduced from Reference  51  ).        
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     1.    The dose of capsaicin, 50 mg/kg, is used since it had been 
shown in previous studies to produce marked loss of capsaicin-
sensitive primary afferent neurons  (  50  ) .  

    2.    It is important to keep the pups warm since they lose heat rap-
idly following ice anesthesia and capsaicin treatment.  

    3.    Respiratory dif fi culty in capsaicin-treated pups is not com-
pletely prevented by salbutamol  (  51  )  and therefore it is possi-
ble that the brief period of hypoxia following capsaicin injection 
might induce long-lasting changes in rat brain. A study of the 
effects of hypoxia alone would be a useful extension to the 
present study.  

    4.    Neonatal rats appear to suffer no ill effects from hypothermia. 
Also, no local tissue damage occurred at the injection site in 
any of the animals. Using the method described the survival 
rate of the animals following capsaicin treatment is high, 
approximately 90%.  

    5.    Use of strict criteria results in a high level of inter-rater 
reliability.  

    6.    Stereological counting is not considered necessary. The risk of 
double counting is avoided by using sections 50  m m thick and 
counting only cells with the nucleolus visible.  

    7.    For behavioral data with occasional missing data points, two-
way analysis of variance with repeated measures should be per-
formed with a statistical package such as SPSS 12.0 for 
Windows, as missing data points cannot be handled by 
GraphPad Prism 4.0.          
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    Chapter 9   

 Investigating Diseases of Dopaminergic Neurons 
and Melanocytes Using Zebra fi sh       

     Amanda   Decker    and    Robert   Cornell         

  Abstract 

 Zebra fi sh offer experimental advantages that have been exploited by developmental biologists and, 
 increasingly, by those interested in disease mechanisms. Parkinson’s disease is characterized by the loss of 
dopaminergic neurons of the substantia nigra and motor symptoms such as slow movement, rigidity, and 
tremor. Traditionally investigators have used rodents and non-human primates as model animals to study 
the genetic and environmental causes of Parkinson’s diseases. However zebra fi sh offer an attractive alterna-
tive for behavioral studies because the larvae are small enough to  fi t into multi-well plates and thus are 
amenable to automated behavioral analysis. While there are signi fi cant anatomical differences between the 
zebra fi sh and human brains, in the zebra fi sh diencephalon there is a group of dopaminergic neurons whose 
projections are analogous to those of neurons in the human substantia nigra. Studies taking advantage of 
these features have measured the swimming behavior of zebra fi sh larvae in which expression of genes 
linked to familial Parkinson’s disease have been reduced, or that have been treated with pharmaceutical 
agents that target dopaminergic neurons. These studies have also included histological analyses of dop-
aminergic neurons. Zebra fi sh have also been used to dissect the genetic pathways that govern differentia-
tion and survival of melanocytes. The assumption is that disruption of these pathways underlies diseases of 
melanocytes, which include vitiligo, a disease of melanocyte degeneration, and metastatic melanoma. It is 
believed that melanocytes and dopaminergic neurons must share vulnerability to particular mutations or 
environmental insults because risk for Parkinson’s disease and metastatic melanoma are associated with one 
another. Interestingly a mutagenesis screen in zebra fi sh may have identi fi ed one such shared requirement. 
In a forward screen, a mutant exhibiting melanocyte cell death was isolated and later shown to harbor a 
loss-of-function  mutation in the gene encoding ion channel Transient Receptor Potential Melastatin-like 
7 (TRPM7). TRPM7 was previously identi fi ed as possibly conferring risk for a Parkinsonian condition. 
This example reveals the potential for studies in zebra fi sh to reveal the genetic requirements of dopamin-
ergic neurons, of melanocytes, and those shared by both cell types. This chapter provides the protocols 
used by our research group to examine the behavior of zebra fi sh larvae, and to monitor dopaminergic 
neurons and melanocytes by histology.  

  Key words:   Zebra fi sh ,  Parkinson’s disease ,  Melanocyte ,  Vitiligo ,  Dopamine    
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  Parkinson’s disease (PD) is a common neurodegenerative disorder 
with a poorly understood etiology. It is characterized by the loss of 
dopaminergic neurons of the substantia nigra, and consequently 
motor symptoms such as slow movement, rigidity, and tremor. 
Although recessive and dominant forms of familial PD exist, most 
cases are idiopathic, indicating that both genetic and environmen-
tal factors contribute to the disease state  (  1  ) . Research on the 
genetic underpinnings of PD has been carried out using the mouse 
as a model system. However, the fact that deleting mouse orthologs 
of familial PD genes only rarely alters the number of dopaminergic 
neurons demonstrates the dif fi culty of modeling PD in the mouse 
(reviewed in  2  ) . It is thus important to explore new model systems 
for use in establishing the genetic underpinnings of PD. 

 The zebra fi sh ( Danio rerio ) is a versatile model organism that 
can be used to study the neural basis of behavior and of movement 
disorders (reviewed in  3  ) . Larval zebra fi sh exhibit a repertoire of 
measureable behaviors, and these increase in complexity as the ani-
mal ages  (  4  ) . Advantages of using zebra fi sh as a model organism to 
study movement defects include the fact that a large number of 
animals can be tested in a single experiment, behaviors can be mea-
sured in automated fashion, water-soluble pharmacological agents 
can be administered easily, and the animals are amenable to genetic 
manipulation. Investigators in this  fi eld have quanti fi ed locomotor 
activity of larval zebra fi sh using custom-built materials  (  5  )  or auto-
mated behavior recording apparatuses built by Noldus (Wageningen, 
The Netherlands)  (  6  )  and Viewpoint (Montreal, Canada)  (  7  ) . 

 The above-described features of zebra fi sh and the presence in the 
zebra fi sh ventral diencephalon of a proposed anatomical correlate of 
the mammalian substantia nigra  (  8  )  have led to the use of zebra fi sh in 
investigating the genetic and environmental factors that contribute to 
the death of dopaminergic neurons in PD and other neurodegenera-
tive diseases. Speci fi cally, many studies have tested the consequences 
of down-regulating zebra fi sh orthologs of familial Parkinson’s disease 
genes, including  dj-1   (  9,   10  ) ,  pink1   (  11–  13  ) ,  lrrk2   (  14,   15  ) , and 
 parkin   (  16,   17  ) . Each of these studies included both motility assays 
and histology-based analysis of dopaminergic neurons. Notably, 
zebra fi sh appear to be sensitive to the toxins that destroy DA neurons 
in humans; both embryos and adult  fi sh treated with pharmacologi-
cal agents that induce parkinsonism (such as 1-methyl-4-phenyl-
1,2,3,6-tetrahydropyridine (MPTP) and 6-hydroxydopamine 
(6OHDA)) are less motile and have fewer DA neurons than untreated 
embryos  (  18–  22  ) . The investigations carried out to date suggest that 
the zebra fi sh model, with its unique set of experimental advantages, 
will be extremely useful in investigating the pathogenic mechanisms 
underlying motor disorders such as PD.  

  1.  Introduction

  1.1.  Zebra fi sh as a 
Model to Investigate 
Pathways Controlling 
the Viability of 
Dopaminergic Neurons
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  Melanocytes produce melanin through a metabolic pathway that 
generates toxic intermediates like dihydroxyindole; these metabo-
lites are thought to predispose melanocytes to disease  (  23,   24  ) . 
The melanocyte disease vitiligo co-occurs with auto-immune dis-
orders and is associated with polymorphisms in genes that contrib-
ute to immune responses  (  25  ) . However, the pathogenesis of 
vitiligo may be in fl uenced by the presence of reactive oxygen spe-
cies (ROS), including those produced during melanin synthesis, as 
suggested by the elevation of ROS in skin when vitiligo is active 
 (  26  ) . Interestingly melanocytes and dopaminergic neurons share 
risk factors—either genetic or environmental—because people with 
PD are at increased risk for metastatic melanoma, a deadly skin 
cancer that originates in either melanocytes or melanocyte stem 
cells  (  27  ) . Given the similarity of melanin and dopamine metabolic 
pathways, mutations in genes encoding enzymes shared by these 
pathways would seem obvious candidates to confer risk for diseases 
of both cell types. However, the pathways have no known com-
mon enzymes. Of note, single nucleotide polymorphisms near 
 PLA2G6  are associated with elevated risk both for Parkinsonism 
 (  28–  31  )  and for cutaneous melanoma  (  32  ) . These  fi ndings indi-
cate that  PLA2G6,  encoding a phospholipase, is one of the elusive 
genes that is important for the normal physiology of both cell 
types. Identifying the shared vulnerabilities of melanocytes and 
dopaminergic neurons is expected to yield insight into the serious 
diseases that affect these cell types. 

 Zebra fi sh are well established as a model for the study of 
genetic pathways regulating melanocyte development and survival, 
and mutagenesis screens have identi fi ed over 200 pigmentation 
mutants  (  33,   34  ) . Melanophores in  fi sh and amphibians, in con-
trast to melanoctyes, their mammalian counterparts, do not trans-
fer melanosomes to neighboring keratinocytes. Nevertheless, the 
genetic pathways involved in the lineage speci fi cation and differen-
tiation of mammalian melanocytes appear to be highly conserved 
in the melanophores of  fi sh. These events are controlled by the 
presence of growth factors and the expression of a particular com-
bination of transcription factors over time  (  35,   36  ) . The expression 
of  mitfa  (microphthalmia-associated transcription factor a) and  dct  
(dopachrome tautomerase) de fi nes the melanoblast stage of mel-
anophore development  (  37,   38  ) , although it should be noted that 
 mitfa  expression is not limited to melanoblasts  (  39  ) . Future inves-
tigations delineating the mechanisms that govern melanophore 
differentiation and survival in zebra fi sh will shed light on the basic 
aspects of melanophore biology, including the genetic and envi-
ronmental vulnerabilities they share with dopaminergic neurons. 

 In our efforts to answer these questions, we conducted a muta-
genesis screen in zebra fi sh for mutants de fi cient in melanophores 
 (  40  ) . We discovered that the ion channel transient receptor poten-
tial melastatin-like 7 (TRPM7) is necessary for melanophore 

  1.2.  Zebra fi sh as a 
Model to Investigate 
Pathways Controlling 
the Viability of 
Melanocytes
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 survival in zebra fi sh  (  41  ) . Trpm7 is a ubiquitously expressed 
 channel that conducts divalent cations  (  42,   43  ) . In  trpm7  mutants, 
melanophore death is dependent on melanin synthesis, implying 
that Trpm7 is involved in containing the toxic intermediates of 
melanin synthesis within the melanosome  (  44  ) . Interestingly, a 
TRPM7 variant is associated with a parkinsonian disorder called 
amyotrophic lateral sclerosis-parkinsonism/dementia complex of 
Guam  (  45  ) . This implies that TRPM7 may be another of the elu-
sive shared genetic requirements of melanocytes and dopaminergic 
neurons, although a requirement for TRPM7 in dopaminergic 
neurons has not yet been demonstrated directly. 

 Here we provide protocols that we deploy in our investigations 
of pathways regulating the development and survival of dopamin-
ergic neurons and melanophores.   

 

       1.    Zebrabox (Viewpoint Zebrabox, Viewpoint LifeSciences)  
    2.    Incubator at 28.5°C,  fi tted with lights on a 14 h on/10 h off 

cycle  
    3.    96-well plates (Note 1)      

  Water bath set to 70°C.  

  Microscope equipped for epi fl uorescence illumination and with a 
GFP  fi lter set.   

       1.    Drugs (1-methyl-4-phenylpyridinium, MPP + -iodide available 
from Sigma) (Note 2)  

    2.    Embryo medium: 5 mM NaCl, 0.017 mM KCl, 0.33 mM 
CaCl 2 , 0.033 MgSO 4 , 0.1% methylene blue in deionized water 
(dH 2 0)  

    3.    Ringer’s Solution: 116 mM NaCl, 2.9 KCl, 1.8 mM MgCl 2 , 
5 mM HEPES in dH 2 0      

      1.    Four percent PFA ( fi xing solution): 4% paraformaldehyde in 
PBS pH 7–7.5 (store at −20°C)  

    2.    Anti-Dig FAB Frag-AP (Roche)  
    3.    Blocking solution: PBST with 2 mg/ml BSA, 5% sheep serum  

  2.  Materials

  2.1.  Equipment

  2.1.1.  Equipment 
for Behavior Analysis

  2.1.2.  Equipment for 
Expression Analysis

  2.1.3.  Equipment 
for Acridine Orange 
and TUNEL Assays

  2.2.  Reagents 
and Solutions

  2.2.1.  Reagents 
and Solutions for Behavior 
Analysis

  2.2.2.  Reagents 
and Solutions for Histology
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    4.    Color buffer: Tris 0.1 M pH 9.5, MgCl 2  50 mM, NaCl 
100 mM, 0.1% TWEEN-20, in dH 2 0 (make on day of use)  

    5.    Hyb1 hybridization mix: 50% formamide, SSC 5×, 0.1% 
TWEEN-20, 1 M citric acid (plus enough to adjust pH of mix-
ture to 6.0) in dH 2 0  

    6.    Hyb2: Hyb1 with 50 ug/ml heparin, 0.5 mg/ml yeast tRNA  
    7.    NBT/BCIP (nitro-blue tetrazolium/bromo-4-chloro-3-indo-

lyl phosphate) (Roche)  
    8.    PBS: 0.8% NaCl, 0.02% KCl, and 0.02 M PO 4  buffer in dH 2 0  
    9.    PBST: PBS, 0.1% Tween-20  
    10.    PBDT: 0.5% DMSO, 1% BSA, 0.5% Triton-X-100, 1% goat 

serum in PBS  
    11.    PO 4  buffer (0.1 M): 68 mM Na 2 HPO 4 , 31.6 M NaH 2 PO 4  in 

dH 2 0  
    12.    Prot K: Proteinase K diluted in PBS from storage solution in 

50% glycerol, 10 mM Tris pH 7.5, 20 mM CaCl 2  in dH 2 0  
    13.    Probe: synthesis creates antisense RNA probes  (  46  )   
    14.    SSC (sodium chloride sodium citrate) 20× stock: 3 M NaCl, 

300 mM Na citrate, pH to 7.0 with citric acid  
    15.    Tricaine (3-aminobenzoic acid ethyl ester methanesulfonate) 

(Sigma): working solution is 10 ppm or 25–300 mg/l      

      1.    Antibodies: Anti-tyrosine hydroxylase (Millipore) (1:400–
1:1,000), Goat anti-mouse IgG (1:200), Mouse perodixase 
anti-peroxidase (1:200)  

    2.    Bleach solution: 0.1% KOH, 3% H 2 O 2  in PBSTX  
    3.    DAB solution: 0.05 M PO 4  buffer, 1% DMSO, 0.05% DAB  
    4.    DAB (3,3 ¢ -diaminobenzidine): 1 g DAB in 25 ml dH 2 0 (can 

be prepared ahead and frozen in 1 mg/25  m l aliquots)  
    5.    PBSTX: PBS with 0.1% Triton-X-100      

      1.    Acridine Orange (Sigma)  
    2.    Fluorescein dUTP (Roche)  
    3.    TdT (terminal deoxynucleotidyl transferase) (Roche)  
    4.    TTase (thioltransferase) buffer: 2 mM CoCl 2  added the day of 

the experiment to dH 2 O  
    5.    TTBST: 25 mM Tris buffer, 0.2 M Na cacodylate, 0.25 mg/

ml BSA, 0.2% TWEEN-20, pH to 6.6        

  2.2.3.  Reagents 
and Solutions 
for Immunohistochemistry

  2.2.4.  Reagents and 
Solutions for Acridine 
Orange and TUNEL Assays
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  This visual assay of motor behavior (adapted from  (  47  ) ) shows the 
distance that individual  fi sh swim in a given time period with alter-
nating light and dark conditions. Although we chart movement 
using a commercial automated system, at least one group has 
assembled an automated system from the basic components (cam-
era, lens, light box, computer) and written open-source software to 
run it  (  5  ) . Manual methods have also been reported, but we have 
found that these fail to capture subtle differences between groups 
revealed by large-scale analysis. 

      1.    Harvest embryos and raise them in embryo medium, in an 
incubator at 28°C and with regulated light conditions. Methods 
for zebra fi sh care and husbandry have been published else-
where  (  48  ) .  

    2.    Manually dechorionate embryos at 2 dpf (days postfertilization).  
    3.    Transfer larvae to wells at 4 dpf. Exclude larvae that do not 

respond to a light touch and those with gross morphological 
malformations from movement analysis  (  49  ) .

  In the absence of drug treatment 
  (a)    Transfer one larva into each well of a 96 well plate.  
   (b)     Fill each well with Ringer’s solution (just enough to avoid 

forming a convex surface; total volume should be 370  m l).    

  With drug treatment 

  (a)     Transfer larvae into a small Petri dish.  
   (b)     Fill the Petri dish to 3 ml with Ringer’s solution, and apply 

drug or vehicle (controls).  
   (c)    Incubate, applying gentle rocking or agitation.  
   (d)     Use a 1 ml pipette tip to transfer one larva in a total volume 

of 370  m l of Ringer’s solution including drugs into one well 
of a 98-well dish.      

    4.    Return plate to incubator O/N (over night).  
    5.    Move the plate loaded with larvae into the measurement appara-

tus at 5 dpf and allow it to equilibrate for at least 1 h (Note 3).      

      1.    Calibrate the machine according to the manufacturer’s sugges-
tions, and empirically determine the optimal conditions for each 
experiment by checking to make sure that movement is traced 
without false positives. We routinely use the following settings:
   Format: “Tracking” format  
  Integration period: 60 s  

  3.  Methods

  3.1.  Methods for 
Locomotion Analysis

  3.1.1.  Preparation

  3.1.2.  Motility Test
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  Detection threshold: black 19  
   Movement threshold: small/large, 10.0 cm/s; ‘inact’/small, 
0.1 cm/s  
  Light driving: A repeated cycle of light for 30 min fol-
lowed by darkness for 30 min (Note 4)     

    2.    Perform analysis in a quiet, dark, and secluded room without 
variation in ambient temperatures or olfactory stimuli.  

    3.    Monitor behavior for 7 h in alternating light/dark conditions 
using the tracking feature.  

    4.    At end of the assay, examine  fi sh individually for touch response 
and exclude dead or unresponsive individuals from further 
analyses.      

      1.    Viewpoint provides tracking data for distance moved, duration 
of movement, and the number of movements for the de fi ned 
categories of large, small and “inact” along with movement 
tracings.  

    2.    Compute the variable total distance for each  fi sh = smldist + lard-
ist (note that with these settings there will be very little lardist-
categorized movement).  

    3.    Assign each  fi sh to a category and  fi nd descriptive statistics 
over desired time period (Fig.  1 ).        

   This whole-mount immunohistochemistry protocol was adapted 
from one published elsewhere  (  48  ) .

    1.    Place  fi sh anesthetized with tricaine into 4% PFA and incubate 
with gentle rocking for 7 h at room temperature (21–22°C, 
RT), or O/N to 24 h at 4°C.  

    2.    Wash in dH 2 O one time and then incubate in dH 2 O O/N or 
for up to 24 h at RT, to permeabilize the tissue through osmotic 
shock.  

    3.    Pre-incubate  fi sh for 0.5–1 h in PBDT + 2.5% GS.  
    4.    Incubate  fi sh in primary antibody diluted in PBDT + 2.5% GS, 

for 4–5 h at RT or O/N at 4°C.  
    5.    Wash on rotator with PBSTX, four times for 15 min (4 × 15).  
    6.    Incubate in secondary antibody in PBDT + 2.5% GS 4–5 h at 

RT, or O/N at 4°C.  
    7.    Wash in PBSTX 4 × 15 min.  
    8.    Incubate in tertiary antibody in PBDT + 2.5% GS for 4–5 h at 

RT, or O/N at 4°C.  
    9.    Wash in PBSTX 2 × 15 min, and then in 0.1 M PO 4  buffer (pH 

7.3) 2 × 15 min (Note 5).  

  3.1.3.  Data Analysis

  3.2.  Methods 
for Histology

  3.2.1.  Whole-Mount 
Immunohistochemistry for 
Anti-tyrosine Hydroxylase 
in 5-Day Postfertilization 
Larvae
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    10.    Pre-incubate  fi sh in 0.75–1 ml of DAB solution for 20 min 
while mixing.  

    11.    Add 10  m l of 0.1% H 2 O 2 . Monitor the reaction until the desired 
signal intensity is achieved (4–10 min).  

    12.    Stop the reaction by removing the DAB mixture and rinsing in 
PBS 3×.  

    13.    To visualize internal staining in pigmented larvae, rinse once in 
PBS and add bleach solution for up to 1 h.  

    14.    Place  fi sh in 50% PBS/50% Glycerol for documentation. 
Embryos are stable for several months stored at 4°C.      
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  Fig. 1.    Average distance moved by 48 zebra fi sh larvae at 5 dpf, over a total of 7 h during which the larvae are subjected 
to a cycle of 30 min of darkness followed by 30 min light (indicated by  line  above the  bars ). Error bars are equal to one 
standard error. Note that behavior in the  fi rst cycle usually does not match that in subsequent cycles. The reason for this 
difference is unclear but may re fl ect stress invoked by the transition from the acclimation period.       
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  This protocol for in situ hybridization is abbreviated and adapted 
from a previously published one  (  46  ) . 

   Day 1  

 Performed at RT in approximately 500  m l volumes, for up to 30 
larvae per microcentrifuge tube.

    1.    Place  fi sh anesthetized with tricaine into 500  m l of 4% PFA in a 
1.5 ml microcentrifuge tube, and incubate for 6 h at RT, or 
O/N at 4°C.  

    2.    Rinse in PBST 3 × 5 min.  
    3.    For long-term storage, place in 100% methanol (MeOH) and 

store at –20°C. Before use, re-hydrate at RT in sequential 
10-min washes: 66% MeOH/33% PBST, 33% MeOH/66% 
PBST, 100% PBST.  

    4.    Incubate 24-hpf embryos for 10 min in 10  m g/ml Prot K in 
PBST at RT, with gentle rocking.  

    5.    Stop the Prot K reaction by  fi xing in 4% PFA for 30 min at RT.  
    6.    Wash 4 × 5 min in PBST.  
    7.    Wash in Hyb1 for 1–2 h at 70°C.  
    8.    Add warm Hyb2 with probe (1×) and incubate O/N at 70°C.     

  Day 2 

    1.    Pre-warm wash solutions to 70°C.  
    2.    Remove probe Hyb mix and save (it can be re-used many 

times).  
    3.    Perform three 10-min washes at 70°C in the following 

sequence: 66% Hyb2 and 33% 2× SSC, 33% Hyb2 and 66% 2× 
SSC, 100% 2× SSC.  

    4.    Follow with 3 × 20 min washes at 70°C, with 0.2× SSC.  
    5.    Wash 5 min at RT in PBST.  
    6.    Incubate in blocking solution for 1 h at RT.  
    7.    Incubate in 1:5,000 dilution of sheep-anti-DIG-Alkaline 

Phosphatase (AP Fab fragments) in blocking solution, or 
1:20,000 of sheep-anti-FITC-AP at 4°C O/N (Note 6).     

  Day 3 

    1.    Wash 6 × 20 min at RT in PBST.  
    2.    Wash 3 × 5 min in color buffer.  
    3.    Develop in a dark container with 20  m l/ml NBT/BCIP solu-

tion, for about 1 h at RT (Note 7).  

  3.2.2.  In Situ Hybridization 
(for mitfa or dct in the 
Presence of Melanoblasts)

   Whole-Animal In Situ 
Hybridization
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    4.    Wash 3 × 10 min in PBST (Note 8 for double in situ).  
    5.    Visualize under bright  fi eld and store in PBST at 4°C for sev-

eral weeks.      

  Acridine orange (AO) is a  fl uorescent vital dye that stains apoptotic 
cells  (  50  ) .

    1.    Place live embryos or larvae in 1× AO at RT for 30 min.  
    2.    Wash 3 × 10 min in Ringer’s solution.  
    3.    Anesthetize in tricaine.  
    4.    Mount live embryos in 3% methylcellulose for several minutes.  
    5.    Visualize with GFP  fi lter (signal will appear green rather than 

orange).      

  Terminal dUTP nick end labeling (TUNEL) labels the fragmented 
DNA observed in apoptotic cells  (  51  ) . This protocol is based on  (  52  ) . 

  Day 1 

    1.    Re-hydrate dechorionated embryos stored in 100% methanol 
at RT in sequential 10-min washes: 66% MeOH/33% TTBST, 
33% MeOH/66% TTBST, 100% TTBST.  

    2.    Digest in Prot K for 30 min with 1  m g/ml at 37°C.  
    3.    Wash in 2 mg/ml glycine 2 × 5 min.  
    4.    Wash 3.5 min in TTBST 1×.  
    5.    Wash 2 × 5 min in 1× TTase buffer.  
    6.    Add 0.5  m l TdT enzyme (100 U) and Fluorescein dUTP to 

400  m l TTase buffer for a  fi nal concentration of 0.05  m M 
Fluorescein dUTP.  

    7.    Pre-incubate 45 min at 4°C in the dark.  
    8.    Incubate for 1 h at 37°C in the dark.  
    9.    Rinse twice in TTBST in the dark.  
    10.    Wash with TTBST 4°C O/N in the dark.     

  Day 2 

    1.    Incubate at 70°C for 30 min.  
    2.    Incubate in blocking solution for 2 h at RT.  
    3.    Add sheep-anti-FITC-AP at 1:20,000 dilution.  
    4.    Incubate 4°C O/N.     

  Day 3 

    1.    Wash in TTBST 6 × 20 min RT.  
    2.    Rinse in color buffer 2 × 5 min.  
    3.    Develop in dark at RT, in 20  m g/ml NBT/BCIP solution with 

5% polyvinyl alcohol diluted in color buffer.  

   Acridine Orange Staining

   TUNEL Assay
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    4.    Rinse in TTBST 3 × 10 min.  
    5.    Visualize with GFP  fi lter.         

 

     1.    Plates with 96 or 48 wells produce similar results, whereas we 
detect greater amounts of movement in plates with 24 wells 
 (  49  ) . For 96-well plates, the following styles have worked well: 
ELISA,  fl at-bottom, and round bottom.  

    2.    As MPP + degrades quickly in solution, for longer assays it 
should be replaced daily.  

    3.    Even after O/N acclimation within the zebrabox, movement is 
erratic for up to an hour. Differences can be obscured by this 
noise, a point that is especially relevant for motor assays, as 
most studies have not used a positive control.  

    4.    We use 0 power light for 180,000 ms, followed by a transition 
from 0 to 100-power over the course of 1 s, and 100 power 
light for 18,0000 ms. Over long periods, light produces more 
spontaneous swimming behavior, but a light to dark transition 
triggers a strong, short-term bout of swimming  (  53  ) .  

    5.    If background signal is excessive, carry out additional washes 
(2 × 5 min in PBS).  

    6.    If background signal is excessive, add 0.3 M levamisole along 
with either anti-DIG or anti-FITC in blocking solution.  

    7.    If signaling is weak, development can be continued on the next 
day. In this case, remove the NBT/BCIP, place embryos into 
PBST and store at 4°C O/N. Continue the reaction in the 
morning. If signal is too strong, place embryos in 100% MeOH 
at −20°C O/N, and then continue with wash steps.  

    8.    For a double in situ with both DIG and FITC, add one 
 secondary antibody at a time (usually FITC  fi rst). Develop, 
inactivate alkaline phosphatase by incubating in 100 mM 
 glycine-hydrochloride, pH 2.2, for 30 min., rinse in PBST, 
 re- fi x the specimen in 4% PFA, incubate in blocking solution, 
and then proceed with the other secondary antibody.          
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    Chapter 10   

 A Practical Guide to Evaluating Anxiety-Related 
Behavior in Rodents       

     Caitlin   J.   Riebe    and    Carsten   T.   Wotjak         

  Abstract 

 Tests of innate fear and anxiety take advantage of the natural anxieties and interests of mice and rats. They 
often rely on the animals’ motivation to explore their environment as well as their apprehension towards 
novelty or exposure. Here we describe the technical and experimental details of  fi ve classical tests of anxi-
ety-like behavior which are frequently applied for experiments in rats and mice. The open  fi eld test is a 
simple open arena, which can be used to assess anxiety as well as general locomotor activity. The light–dark 
box and elevated-plus maze (EMP) offer the animals a choice between nonaversive and aversive areas of an 
apparatus and the novelty-induced hypophagia (NIH) and social interaction tests rely on novelty-induced 
suppression of natural behaviors in mice and rats. Our practical guide ends with a discussion of advantages 
and limitations of each test. We hope that our recommendations enable an easy establishment of the behav-
ioral paradigms and allow for a better comparability of the results between different labs.  

  Key words:   Mice ,  Rats ,  Anxiety ,  Fear ,  Behavior ,  Innate ,  Rodent    

 

 Behavioral tests have been used to assess anxiety for decades and 
stem back to 1934 when Calvin Hall  (  1  )  pioneered the use of the 
open  fi eld to analyze emotional behavior in rats. Since then many 
complex behavioral paradigms for gauging animal emotionality 
have been developed; however, the key to assessing  innate  anxiety 
is engineering the paradigms in such a way as to be able to observe 
and quantify the natural behavior of the animals. These tests do 
not rely on any learning or conditioning processes and instead seek 
to mimic certain aspects of the animals’ natural environment which 
may induce fear or anxiety. 

 Rodents, such as mice and rats, are naturally exploratory crea-
tures and spend much of their lives foraging for food and shelter. 

  1.   Introduction
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However, being so vulnerable to predation, they are also wary of 
novel, unprotected or brightly lit environments. Tests of innate 
anxiety in rats and mice take advantage of their natural curiosity as 
well as their fears of novel, exposed environments. Parameters are 
de fi ned and calibrated to create a con fl ict between the motivation 
to explore and their innate anxiety;  fi nding the appropriate balance 
allows for detection of both increases as well as decreases in anxi-
ety-like behavior in comparison to control groups or baseline 
measures. 

 This chapter will provide practical guidelines for  fi ve of the 
major behavioral tests used to assess innate anxiety in mice and 
rats. The open  fi eld test is one of the most widely used behavioral 
tests in rodents and is based on exploratory behavior in a brightly 
lit open area. The elevated-plus maze (EPM) and the light–dark 
box are based on exploration in an environment with relatively 
protected vs. relatively bright, exposed areas. These tests create 
distinct situations where the animals’ fears and drive to explore are 
in direct con fl ict. Novelty-induced hypophagia (NIH; aka novelty-
induced suppression of feeding; NSF) evaluates feeding behavior 
in an anxiety-producing novel environment and takes advantage of 
the fact that anxious animals tend to be less motivated to eat. Lastly, 
the social interaction test assesses mutual investigation between 
two conspeci fi cs and relies on anxiety-induced changes in social 
behavior.  

 

      1.    The strain, sex, and housing conditions of the animals must be 
carefully considered and reported for each experiment. 
Regarding the strain, it should be noted that rodent (and espe-
cially mouse) strains are very speci fi c and that even closely 
related strains may display very different behavioral character-
istics  (  2  ) . Therefore, it is mandatory to strictly adhere to the 
exact mouse strain nomenclature.  

    2.    When considering sex, not only can anxiety-related character-
istics differ between the sexes, but such behavior can vary 
across the estrus cycle of the female. Estrus stage must be con-
trolled with ovariectomization and hormone replacement or 
determined by vaginal swabs.  

    3.    It is recommended that animals are singly housed to avoid 
being disturbed by the testing of cage mates, and kept on a 
reverse light–dark cycle so that animals are tested during their 
active phase. Housing conditions must be constant and clearly 
de fi ned for each experiment. In general, each experimental 
group should include 10–12 mice or 6–8 rats.  

  2.   Materials

  2.1.   Subjects
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    4.    Mice can be picked up by the  fi rst 1/3 of their tail, whereas rats 
can either be picked up at the very base of the tail or, prefera-
bly, grasped under the shoulders. Handling of the animals can 
affect anxiety-related behavior and should be minimized and 
kept constant for all animals. Usually when placed in a testing 
apparatus, animals should be facing a wall or closed arm of the 
apparatus. This is done to ensure that the animal does not 
automatically run into the open or out of the closed arm when 
released from the experimenter.      

  The testing areas should always be isolated from the area where the 
animals are housed. If a completely separate room is not available 
then the testing area may be segregated from the rest of the room 
with an opaque curtain. It is important that all sides of the area are 
similar in color and appearance to avoid creating any preference or 
aversion to one section or another. 

      1.    The open  fi eld is a large square arena surrounded by walls 
where a variety of anxiety related and exploratory behaviors 
can be measured (Notes 1 and 2). The arena should be at least 
60 cm × 60 cm for mice and about 120 cm × 120 cm for rats 
(Note 3). The walls should be about 50–60 cm high, i.e., high 
enough that the animals cannot escape (Fig.  1 ).   

    2.    A video camera connected to a recording device is mounted 
above the open  fi eld at a suf fi cient distance to be able to detect 
the animal at all locations within the apparatus (Note 4).      

      1.    The light–dark box is an enclosed square divided into a brightly 
lit and a dimly lit compartment connected by a short tunnel 
(Note 5). The entire box is 52 cm × 20 cm with 25 cm high 
walls all around. There is a 7 cm thick double wall dividing the 

  2.2.   Testing Apparatus

  2.2.1.   Open Field Test

  2.2.2.   Light–Dark Box

  Fig. 1.    The open  fi eld test is a simple square open arena. The dimensions for mice are 
shown in  black  and the dimensions for rats are shown in  gray . The apparatus should be 
at least 60 cm × 60 cm for mice and 120 cm × 120 cm for rats. The walls should be about 
60 cm high or high enough that animals cannot escape. The entire box is illuminated 
between 150 and 700 lux.       
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length of the box into a 30 cm and a 15 cm compartment. 
Both sides of the double wall have a 7 cm × 7 cm door cutout 
in the bottom center. The doors of either side of the double 
wall are connected by a tunnel, which spans the distance 
between the walls and is the same height and width as the 
doors (Fig.  2 ). The same apparatus dimensions can be used for 
both mice and rats (Note 6).   

    2.    The entire  fl oor and inner walls of the dark compartment are 
painted black with waterproof paint and the light compart-
ment is left light gray. A white light is mounted above the light 
compartment at a suf fi cient height to create illumination on 
the  fl oor of the compartment between 150 and 700 lux. A red 
light is mounted above the dark compartment to illuminate it 
at 15–20 lux. A camera should be mounted above the appara-
tus, so that the entire apparatus including both sides of the 
tunnel is fully visible.      

      1.    The elevated-plus maze consists of an elevated “+” shaped 
platform with walls surrounding two adjacent arms (the  closed  
arms). The other two arms have no walls and are considered 
the  open  arms. For mice, the dimensions are as follows: 30 cm 
arm length, 5 cm arm width, 15 cm wall height and raised 
40–75 cm from the  fl oor. For rats, the platform dimensions are 
slightly larger: 50 cm arm length, 10 cm arm width, 40 cm wall 
and raised 70–120 cm from the  fl oor (Fig.  3 ). The open arms 
may have a small (~3–5 mm) rim running along the edge of 
the  fl oor to prevent animals from sliding off.   

  2.2.3.   Elevated Maze

  Fig. 2.    The light–dark box is a 52 cm × 25 cm square arena with 25 cm high walls, which 
can be utilized for both mice and rats. The box is divided into a 30 cm and 15 cm compart-
ment linked by a 7 cm wide double wall. A 7 cm × 7 cm tunnel is cut out of the wall to 
create a tunnel between the two compartments. The smaller compartment is lit at 15–20 lux 
with a  red light  and the large compartment is lit at 150–700 lux with a  white light .       
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    2.    Four separate light  fi xtures are used for the EPM—one 
mounted above each arm. White light of approximately 
300 lux is used over the open arms and red light (15–20 lux) 
over the closed arms (Note 7). A camera should be mounted 
above the apparatus in a position that allows visibility of the 
animal everywhere within the maze. The camera can also be 
tilted at a slight angle to the maze to allow for better dif-
ferentiation among behaviors such as freezing, snif fi ng, head 
dipping, and grooming, especially in the middle area of the 
maze and on the open arms.      

  Testing for the novelty-induced hypophagia (aka novelty-induced 
suppression of feeding; NSF) test is done in a clean standard hous-
ing chamber without bedding (Fig.  4 ) or in an open  fi eld appara-
tus. The chamber is illuminated with up to 700 lux with overhead 
lighting. A camera is mounted either beside or behind the chamber 
so that the entire inner chamber is visible. In preparation, oat  fl akes 
are soaked with a 30% sucrose solution either by spraying the  fl akes 
with the solution or pipetting a couple drops of solution onto the 
 fl akes and then allowing them to dry. Several of the sucrose-soaked 
oat  fl akes (2–3 for mice, 5–10 for rats) are weighed and placed in 
the center of the testing cage or arena.   

  2.2.4.  Novelty-Induced 
Hypophagia/Suppression 
of Feeding

  Fig. 3.    The elevated-plus maze is a “+” shaped apparatus with walls surrounding two 
adjacent arms. The dimensions for mice are shown in  black  and the dimensions for rats 
are shown in  gray . For mice the arms is 30 cm × 5 cm with 15 cm walls for the closed 
arms and for rats the arms are 50 cm × 10 cm with 40 cm walls around the closed ones. 
The entire apparatus is raised off the  fl oor by 40–75 cm for mice and 70–120 cm for rats. 
The closed arms are illuminated at 15–20 lux and the open arms are illuminated at about 
300 lux.       
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  The social interaction test is performed in a clean standard hous-
ing chamber with fresh bedding in the bottom. A second empty 
housing chamber is used as a lid by cutting off the bottom and 
placing it upside down on top of the test chamber (Fig.  5 ). The 
cage is illuminated with up to 700 lux from overhead white light. 
A video camera is positioned beside the cage so that the entire 
inner area is visible.     

  2.2.5.  Social Interaction 
Test

  Fig. 4.    The novelty-induced hypophagia test is done either in an empty housing cage or in 
an open  fi eld apparatus illuminated up to 700 lux from an overhead white light source. 
Sucrose-soaked oat  fl akes are placed in the center of the apparatus.       

  Fig. 5.    The social interaction test takes place in a clean housing chamber with fresh bed-
ding on the  fl oor and illuminated up to 700 lux with overhead white lights. A second hous-
ing cage with the bottom cutoff is placed upside down on top of the  fi rst cage to serve as 
a wall extension preventing the animals from escaping.       
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       1.    Remove an animal from their home cage and place it gently in 
the open  fi eld facing a corner. The animal is allowed to freely 
explore for 5 min, during which behavior is recorded (Note 8).  

    2.    Remove the animal from the apparatus and return it to their 
home cage.  

    3.    Clean the apparatus before testing the next animal (Note 9).      

      1.    A characteristic anxiety-like behavior of rodents is  thigmotaxis , 
which, in the open  fi eld, is maintaining contact with the walls 
when walking around the apparatus (Note 10).  

    2.    Thigmotaxis can be measured as time spent in contact with the 
walls or the distance covered while in contact with the walls. 
Many video tracking programs can score thigmotaxis, where it 
can be de fi ned as the animal being within 2–4 cm of the walls—
the exact distance will depend on how the program de fi nes and 
tracks the animal as well as the size of the animal (Note 11). 
Additionally, the “center” of the open  fi eld can be de fi ned as 
distinct from the periphery. Ideally, this is a square shape in the 
middle of the apparatus that covers the same area as the perim-
eter. However, some tracking programs will automatically 
de fi ne the center. The following measures are scored for the 
open  fi eld: total distance traveled, immobility time (or total 
time minus time spent moving), thigmotaxis time, thigmotaxis 
distance, time in the center, distance traveled in the center. 
Measures of thigmotaxis distance and center distance are nor-
malized to the total distance traveled. This is done by dividing 
each measure by the total distance measure (e.g., center dis-
tance % = center distance/total distance traveled).  

    3.    Total distance traveled and immobility time give a sense of the 
general activity level of the animal. Observer-based analysis will 
not include distance measures; instead a score of how often an 
animal rears (i.e., raises up onto its hindpaws) can be used to 
indicate general activity level. Anxiety level is inferred from 
time spent or distance traveled while engaging in thigmotaxis 
vs. time spent or distance traveled in the center (observer-based 
analysis will only include a time score for either behavior). 
More anxious animals will spend more time engaging in thig-
motaxis and less time venturing out to the center, whereas less 
anxious ones will spend more time exploring the center and 
less time on the walls.       

   The light–dark box can be performed one of two ways, which dif-
fer in the starting position of the animal. In option 1, the animals 
begin in the light box and in option 2 they begin in the dark box. 
Both options will be outlined here. 

  3.   Methods

  3.1.   Open Field Test

  3.1.1.   Procedure

  3.1.2.   Data Analysis

  3.2.   Light–Dark Box

  3.2.1.   Procedure
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 Option 1: An animal is taken from their home cage and placed in 
the center of the light compartment facing the doorway. As soon 
as the animal enters the dark compartment the 5-min testing ses-
sion begins. The animal is allowed to freely explore during this 
time and returned to their home cage afterwards. 

 Option 2: An animal is taken from their home cage and placed 
in the center of the dark compartment facing the doorway. A 5-min 
testing session begins immediately, where the animal is allowed to 
freely explore before being returned to their home cage (Note 12).  

  Option 1: A timer is started as soon as an animal is placed in the 
apparatus and the latency to enter the dark compartment is observed 
and recorded. Once the animal  fi rst enters the dark compartment a 
new timer is set for the 5-min test session, within which time in 
each compartment, latency to re-enter the light compartment and 
number of entries into each compartment are scored. 

 Option 2: The 5-min testing session begins as soon as the ani-
mal is placed in the dark compartment. Time in each compart-
ment, latency to enter the light compartment, and number of 
entries into each compartment are scored. 

 The time in the light and dark compartments are used to cal-
culate a proportional score for each measure (see below). Time in 
the tunnel area is not scored and not included in analysis and 
calculations: 

  Light time  = time in light/(time in light + time in dark) 
  Dark time  = time in dark/(time in light + time in dark) 
 Transition scores (i.e., the total number of entries into either 

compartment) are used to control for general locomotor activity. 
The latency to enter the dark box (option 1) is a measure of anxiety 
with a lower latency associated with high anxiety. Conversely, 
higher latency to (re-)enter the light box is associated with high 
anxiety. Higher scores for  dark time  as well as lower scores for  light 
time  both indicate higher anxiety.   

       1.    The animal is taken from their home cage and gently placed 
into the neutral center area facing a closed arm.  

    2.    The animal is allowed to freely explore the maze for 5 min and 
then removed from the maze and returned to their home cage.      

      1.    For analysis, the EPM is divided into three distinct areas: the 
closed arm areas, the open arm areas, and the neutral or center 
area between the four arms of the maze. Entries into and time 
spent in central area are not included in the analyses. Behavior 
is scored for the following measurements: number of open arm 
entries, number of close arm entries, time in open arms, and 
time in closed arms. An entry into a closed or open arm occurs 
when the animal has left the center area onto the arm and not 
when the animal has entered the center region (Note 13).  

  3.2.2.   Analysis

  3.3.  Elevated-Plus 
Maze

  3.3.1.   Procedure

  3.3.2.   Analysis
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    2.    The total number of closed arm entries is a measure of general 
activity. Entries into the open arms and time spent in the open 
arms give a measure of anxiety, with decreased time and entries 
related to increased anxiety.     

 Open arm entries =  number of open arm entries/(open arm + closed 
arm entries) 

 Open arm time =  time on open arm/(total time in open + closed 
arms)   

       1.    Several days prior to testing animals must be familiarized with 
the food to be used during testing (Notes 14 and 15). This is 
to eliminate the effect of taste novelty and put emphasis on 
environmental neophobia. In order to familiarize them, each 
animal is given 1–2 sucrose-soaked oat  fl akes on 3 separate 
days before the test day. The latency to eat the oat  fl akes (scor-
ing details provided below) is recorded each day and can be 
used as a baseline score as well as to assess the overall motiva-
tional state of the animals.  

    2.    For testing, an animal is removed from their home cage and 
placed facing a corner in the novel test area. The animal is 
allowed to freely explore the environment and food for 10 min 
and then returned to their home cage. The leftover food is 
removed and weighed before the used test cage is set aside and 
a new cage is prepared for the next animal.      

  The measures taken include the latency to begin eating the pro-
vided food as well as the amount of food consumed. The latency to 
eat does not include mere physical contact with the food or the 
carrying of food around the cage, but only the time at which the 
animal  fi rst puts the food in their mouth to eat.   

   Two animals from the same experimental group are both placed 
into the test cage at the same time. They are allowed to freely 
explore for 5 min after which they are both returned to their 
respective home cages (Note 16). The used test cage is set aside 
and a new cage is prepared for the next animals; however, the same 
lid cage may be used repeatedly.  

  The duration of investigative behavior between the two animals is 
scored and one score is recorded for each pair of animals. 
Investigative behaviors include snif fi ng of the anogential region, 
ears, trunk, tail, and mouth as well as grooming or closely follow-
ing one another. The duration of aggressive behaviors, such as bit-
ing, boxing, or mounting as well as sexual behaviors are also 
recorded (if present). Lower time spent on social investigation as 
well as more time spent on aggressive behaviors is indicative of 
higher anxiety (Note 17).    

  3.4.  Novelty-Induced 
Hypophagia

  3.4.1.   Procedure

  3.4.2.   Analysis

  3.5.   Social Interaction

  3.5.1.   Procedure

  3.5.2.   Analysis
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     1.    Testing apparatuses can be constructed out of opaque or 
painted plexiglass, acrylic or polyethylene plastic. If wood is 
used, all the inner edges and corners must be sealed and the 
inner walls painted with waterproof paint to allow for thorough 
cleaning of the apparatus. In cases where video analysis is to be 
used it is advisable to use a light gray material or paint for the 
apparatus. Thus, both black and white strains of mice and rats 
can be detected by the video analysis software allowing the 
same setup to be used with all strains tested. The testing area 
should always be isolated from the area where the animals are 
housed. If a completely separate room is not available, the test-
ing area may be segregated from the rest of the room with an 
opaque curtain. It is important that all sides of the area are 
similar in color and appearance to avoid creating any preference 
or aversion to one section or another.  

    2.    The open  fi eld can also be constructed in a circular shape, using 
all the same procedures and analyses as with the square box. 
However, as with any circular apparatus, animals can be prone 
to stereotypies in that they may begin to continuously run in 
circles because there is no edge or barrier to stop them.  

    3.    The actual size of the open  fi eld box makes a signi fi cant differ-
ence in the ability to assess anxiety-related behavior with the 
test. The test can, and often is, used as a general control measure 
for locomotion within a test battery. 1  In this case smaller dimen-
sions (e.g., 30 cm × 30 cm for mice and 60 cm × 60 cm for rats) 
are suf fi cient. However, in order to be able to measure anxiety-
related behavior larger areas are needed. The bigger the box, the 
more open and exposed the center area is, which creates a sharper 
contrast to the relatively protected wall areas and allows for a 
better distinction between anxious and nonanxious animals.  

    4.    Whether behavior is scored online or of fl ine, all behavioral 
testing should be recorded with a camera. Before an animal is 
placed in an apparatus the video recorder is turned on and the 
animal number is indicated orally or visually to the camera. As 
soon as an animal is placed in a testing situation the experi-
menter moves away from the setup as quickly and quietly as 
possible and remains as quiet as possible throughout duration 
of the test. In cases where online scoring is done, the observer 
does not watch the animal directly, but rather remotely, from a 
monitor hooked up to the recording camera, where the experi-
menter can be out of view of the animal.  

  4.   Notes

   1   When used as a test for locomotion, the open  fi eld should be illuminated 
with only 0–20 lux.  
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    5.    Lighting is especially important because it allows the experi-
menter to control the aversiveness of the testing environment. 
The testing room should be evenly illuminated with an overhead 
white light source. Lighting should be adjustable between 20 
and 600 lux. It must be ensured that the lighting is stable and 
does not  fl icker as this can be quite aversive for the animals.  

    6.    An alternate construction of the light–dark box excludes the 
tunnel area between the light and dark compartments. In this 
case there is just a door between the two sides of the box. 
However, this apparatus may provide a less sensitive measure 
of anxiety behavior.  

    7.    Not only the total illumination, but also the difference in illu-
mination between the open and closed arms must be consid-
ered in the EPM. This difference in illumination creates a kind 
of light–dark box effect within the EPM and can be adjusted to 
obtain appropriate baseline scores. For example, if animals tend 
to be too anxious, the lighting above the open arms can be 
lowered. It is recommended that untreated animals spend 
15–20% of the time on the open arms to allow for a bidirec-
tional modulation of anxiety-like behavior.  

    8.    Testing in the open  fi eld may take place for up to 30 min in 
order to evaluate locomotor activity or cognitive abilities such 
as learning and memory. However, only the  fi rst 5 min of test-
ing is used to analyze anxiety behavior. Confounding factors, 
such as immobility (i.e., freezing or resting) are not likely to 
take place within this time. After the initial 5 min signi fi cant 
habituation takes place and anxiety measures would reach  fl oor 
values. Therefore, analysis of anxiety behavior becomes con-
founded by the fact that decreases in anxiety are undetectable.  

    9.    Any testing apparatus must be thoroughly cleaned or replaced 
after each animal. The entire  fl oor and inner walls of the appa-
ratus are wiped down with a mixture of soap and water, fol-
lowed by clean water and then completely dried with a towel. 
However, excessively rigorous cleaning and drying procedures 
should be avoided as they can create static (particularly if the 
setup is made of plexiglass or plastic), which can be particularly 
disturbing for the animals.  

    10.    Observers must be trained to score behavior for any test and 
demonstrate satisfactory inter- and intra-rater consistency in 
their scoring before analyzing test results. Each observer scores 
behavior slightly differently, but it is most important to have 
consistency within one scorer. Ideally, a training DVD of about 
20 trails should be established. Trainees repeatedly score this 
DVD and compare their scores among themselves as well as 
with those of previous observers. The inter-rater correlation 
must be at least 90% and the intra-rater correlation must be at 
least 85%. 
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 For scoring purposes it should be noted that an  entry  into any 
area or compartment is de fi ned as the animal having  all four  paws 
within that area or compartment. Unless otherwise noted, a 
 latency  score is the amount of time it takes for an animal to  fi rst 
engage in a given behavior starting from the test onset. Although 
behavioral de fi nitions may vary, consistency in the analysis must be 
maintained. When scoring test results observers must always be 
blind to the experimental condition of the animal.  

    11.    Analysis of video recordings can be done with various com-
puter tracking programs. Such software is set to automatically 
detect the rat or mouse as a distinct object, separate from the 
background and track its progress within a de fi ned area or 
areas. In this way total distance traveled, as well as entries into, 
latency to enter, and time in de fi ned areas can be analyzed. The 
sampling rate of any tracking program should be set to 4 Hz 
(higher rates do not provide additional information). 

 Alternatively, automatic analysis can be done via infrared 
beams. The beams are part of the apparatus setup and linked to 
a recording program that automatically detects and records 
each time the animals breaks a beam. Infrared beams are most 
useful in tests where immobility and entries are scored, such as 
the open  fi eld, light–dark box, and EPM. Infrared beams can 
also be used to automatically evaluate vertical exploration, such 
as rearing (i.e. upward exploration). 2   

    12.    Although both procedural options for the light-dark box have 
been included, there are some notable advantages to option 2. 
First of all, placing animals directly in an exposed and bright 
environment (as is done in option 1) could lead to freezing 
behavior before the animal enters the dark box—this is an indi-
cation of fear, however the resulting high latency would be 
analyzed as low anxiety. With option 2, only the latency to 
enter the light compartment is scored where high latency indi-
cates fearfulness. This measurement is unconfounded by freez-
ing, since freezing in the dark box and the resulting increased 
latency would both be indicative of increased anxiety. 

 Secondly, placing animals  fi rst into the light compartment 
may serve to reduce the animals’ curiosity about the light com-
partment. With their curiosity satiated and their fear of expo-
sure still effective they may be unmotivated to re-enter the 
light compartment once they leave it. The results then re fl ect 
a reduced exploratory drive, rather than increased anxiety. 

   2   One disadvantage of using infrared beams is that the dimensions of the setup 
are often limited by commercially available supplies. Another disadvantage is 
the lack of video protocols that can be used in conjunction with infrared beams 
and as a consequence, the procedure operates in a so-called black-box.  
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It may even be for these reasons that these two methods are 
not directly comparable and can produce different results with 
the same treatments  (  3  ) .  

    13.    The elevated-zero maze is a variation of the EPM also consisting 
of open and closed areas; however, the platform is a continuous 
ring rather than a cross shape. Two adjacent quarters of the ring 
are surrounded by walls on either side and the other two quar-
ters are left open. This setup serves to eliminate the neutral zone 
of the EPM and animals are forced to be in either an open or 
closed area. However, time spent in this neutral zone seems to 
be an important indicator of exploratory motivation and should 
therefore not be eliminated from the apparatus or analyses  (  4  ) . 
Additionally, animals prone to stereotypic behavior may con-
tinuously run in circular areas and fail to properly explore the 
apparatus.  

    14.    One caveat to remember when employing food-related tests, 
such as the NIH test, is that the appetitive value of food may 
not always be constant across groups. Pharmacological and 
genetic manipulations can both increase or decrease appetite 
or the rewarding properties of food independently of anxiety. 
Therefore, differences in behavior in the NIH test may not 
necessarily re fl ect changes in anxiety, but rather changes in the 
motivation for food. For example, knockout of a speci fi c gene 
may dampen the value of food rewards leading to a longer 
latency to start feeding. Although the gene may have no effect 
on anxiety per se this would be interpreted as increased anxiety. 
Additionally, sedation or hyperactivity caused by some drug 
treatments may affect feeding behavior ( for review see   5  ) .  

    15.    It has been recommended here to use a highly palatable food 
in the NIH test. However, another alternative is to food deprive 
animals and offer normal chow food during the test. In this 
case, animals are food deprived for 24 h before testing; they are 
still allowed normal access to water. Testing continues in the 
same manner as previously described except several grams of 
normal chow are offered instead of sucrose-soaked oat  fl akes. 
However, caution must be exercised when employing food 
deprivation because it is a signi fi cant stressor for the animals, 
which can have long-lasting effects on behavior  (  6  ) .  

    16.    There are actually two options for interaction partners in the 
social interaction test—either a second animal from the same 
experimental group, as described above, or a separate stimulus 
animal. The disadvantage of using an animal from the same 
group is that the N of each group is cut in half and statistical 
power is reduced. This can, of course, be overcome by increas-
ing the number of animals in the experiment; however, due to 
limitations with certain treatments or animal strains, this is not 
always possible. The disadvantage of using a separate stimulus 
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animal is that its behavior can confound the results. For example, 
if its behavior changes over time as a result of being repeatedly 
exposed to different test animals.  

    17.    The results of the social interaction test alone are not necessarily 
enough to draw conclusions on the anxiety state of animals. This 
is due to the fact that reduced social investigation is also a hall-
mark of other psychiatric disorders, such as schizophrenia and 
autism, and may not be a pure measure of anxiety  (  7  ) . Especially 
when characterizing different strains of animals (from breeding or 
genetic modi fi cation), it would be advisable to use other behav-
ioral measures of anxiety along with the social interaction test.      

 

 Although all of the behavioral tests outlined here can be used to 
evaluate innate anxiety, some would be recommended above oth-
ers. For instance, the social interaction test is confounded by the 
fact that reduced social investigation can be a symptom of schizo-
phrenia- or autism-related behavior rather than just anxiety. 
Additionally, the NIH test can be confounded by changes in the 
appetitive value of the food reward independently of changes in 
anxiety. Therefore, these tests should not be employed without 
validation with other, more “pure” tests for assessing anxiety. 

 For mice, the light–dark box would be the  fi rst choice for evalu-
ating innate anxiety; it has relatively few practical problems and con-
founding factors and has been well tested and consistently validated 
in mice. The EPM comes in second place as a test for innate anxiety 
in mice. Although it is a relatively pure measure of anxiety and a well 
validated test the EPM can have highly variable results. This is due 
to animals that fail to enter the open arms at all or, conversely, get 
“stuck” on the open arms if they freeze up in extreme fear or even 
hang on the edges or fall off altogether. The NIH test is a good 
choice for mice when looking at stress-induced changes in anxiety 
because it combines stress-induced anhedonia as well as novelty 
fear. In these circumstances, the differences between groups are 
ampli fi ed making the test more sensitive than normal. However, 
one must remain aware of the effects of stress and the fact that this 
is no longer a pure measure of anxiety. To date, the use of the open 
 fi eld as a test for innate anxiety in mice may be questioned, as it lacks 
signi fi cant pharmacological validation. This may be because the test 
is confounded by the high overall locomotor activity of mice. 

 In rats the EPM would be a  fi rst choice for measuring innate 
anxiety; it is not prone to the same variability as with the mouse 
EPM and is a well-validated behavioral test in rats. The open  fi eld 
tends to also be a reliable measure of anxiety in rats, which are 
relatively calm in nature compared to mice. 

  5.  Concluding 
Remarks
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 When using the open  fi eld to control for locomotor activity 
behavior should be analyzed using either a video tracking program 
or infrared beams. Video tracking has the advantage of allowing 
for reanalysis of the recording in case of mistakes or in order to 
assess additional behaviors, such as rearing or immobility. Infrared 
beams have the advantage of being able to be used in complete 
darkness; however, this will not allow for any video recording, and 
therefore no re-analysis. Rearing and immobility can be dif fi cult to 
de fi ne and score by an observer, but are often automatically 
assessed using infrared beam tracking. When establishing video or 
infrared tracking protocols they should always  fi rst be validated 
with observational data. 

 Light is one of the parameters used to induce fear and anxiety 
in rodents and must therefore be carefully considered in all 
behavioral tests. Additionally, lighting in the housing room(s) 
must be taken into account in conjunction with behavioral test-
ing. If strong overhead lights are used in the housing room, ani-
mals situated at the top of a rack may encounter much brighter 
conditions than those housed lower down. Upon testing these 
animals may show less avoidance of brightly lit areas, which would 
confound or complicate the results. Therefore, lighting condi-
tions in the housing areas should be kept as uniform as possible or 
all animals to be used in an experiment should be kept in areas of 
fairly uniform lighting conditions. For example, animals may not 
be kept on the top level of housing racks, but rather just empty 
cages with bedding. 

 Lighting is the simplest way to increase or decrease the aver-
siveness of testing situations and can be used to easily adjust the 
baseline anxiety pro fi le of any behavioral test. Illumination levels 
have been suggested for many of the tests; however, no standard 
procedure can be given as lighting must be adjusted to reach an 
intermediate baseline behavioral readout of 15–20% for open arm/
light compartment/center time. It is noteworthy that too high 
light intensities may render the entire setup aversive (i.e., no areas 
of relative safety) as well as the fact that there is an interaction 
between the state of the animal (e.g., modi fi ed by prior stress expo-
sure) and light condition  (  8  ) . 

 Although a regular procedure, cage changing is a signi fi cant 
stressor to both rats and mice. Therefore, it should be avoided for 
1– 2 days before testing. For tests that use novel cages, such as 
NIH and social interaction, the home cages should not be changed 
for at least 4 days prior to testing. This is to ensure that there is a 
signi fi cant difference in odor between the home cage environment 
and the novel cage environment. 

 Interpretation of the results of the behavioral tests described 
must always be made with caution. Since they rely on both anxiety- as 
well as exploratory-based behaviors, these tests generally fail to dis-
tinguish between decreased anxiety and increased novelty seeking or 
between increased anxiety and decreased curiosity. To help resolve 
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such issues, many behavioral tests of innate fear and anxiety can 
include an analysis of risk-assessment behaviors, such as a stretched 
attend posture (Fig.  6 ), scanning, or snif fi ng. The stretch attend pos-
ture is when an animal, in a more protected area of an apparatus, 
stretches its body towards a less protected area while remaining close 
to the  fl oor and snif fi ng the air or ground in front of it. Risk-assessment 
behaviors give an indication of the animal’s motivation to explore 
and can be more sensitive measures for detecting changes in anxiety 
in relation to exploratory motivation.  

 Although video tracking systems can give very precise analysis 
of time, location, and distance, a lot of potentially valuable data 
cannot be detected with such programs. For example, vertical 
motions such as rearing or jumping are dif fi cult, if not impossible, 
to de fi ne in most video tracking programs. Immobility and freez-
ing, which can be important indices of anxiety, are also often not 
differentiated from stationary grooming. Most importantly, risk 
assessment behaviors can often not be analyzed using tracking sys-
tems and in some tests, such as the EPM, it has been found that the 
risk assessment behaviors and not open arm time or entries corre-
late with corticosterone levels  (  9  ) . Therefore, whenever possible 
of fl ine video analysis should be done by an experimenter to score 
ethological behaviors in addition to automatic tracking analysis. 

 All behavioral tests should include some measure of activity, 
such as with the open  fi eld under nonaversive light conditions 
(0–20 lux), and it is important to compare activity levels across 
groups in addition to measures of anxiety. For example, many 
pharmacological compounds can cause hyperactivity or lethargy. In 
these cases latency scores between groups cannot be compared, as 
they depend just as much on activity level as on anxiety level. In 
general, there should be similar changes in entry counts and time 
for any given area and divergent changes (i.e., one measure increases 
while the other decreases) indicate changes in activity. 

 Despite the widespread use of the behavioral tests outlined in 
this chapter, each one must be pharmacologically validated when 
newly established in a research group. This is done in order to 

  Fig. 6.    The stretch-attend posture is a typical risk assessment behavior seen in rodents. 
It occurs when an animal, in a more protected area of an apparatus, stretches its body 
towards a less protected area while remaining close to the  fl oor and snif fi ng the air or 
ground in front of it. Such behaviors can give insight into the animals’ exploratory drive 
and can be sensitive measures for evaluating changes in anxiety.       
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ensure that the test has been setup in a way that enables analysis of 
anxiety. This validation is done with an anxiolytic compound, such 
as diazepam (at a dosage of 0.5–2 mg/kg IP). Several dosages may 
need to be tested and should all be compared against a vehicle 
treated and a nontreated control group. Often injection stress can 
lead to increased anxiety-related behavior, which is then only buff-
ered by diazepam treatment. In order to properly evaluate the 
anxiety dependence of the setup, diazepam treatment must be able 
to decrease anxiety-related behaviors beyond that of the non-
treated control group (see Fig.  7 ). Additionally, when testing 
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  Fig. 7.    All behavioral tests must be pharmacologically validated when they are established 
to ensure the setup is suited for invoking anxiety and evaluating changes in anxiety-like 
behavior. This validation is done with IP injections of anxiolytic compounds such as benzo-
diazepines (e.g., diazepam, 0.5−2 mg/kg). Ideally, more than one dosage is tested and 
compared against a vehicle treated and a nontreated control group. ( a ) As shown exem-
plarily for a prototype plus-maze experiment, injection stress can lead to increased anxi-
ety-related behavior and lower doses of the anxiolytic compound may only buffer the effect 
of the stress bringing behavioral measures back to untreated levels. In order to properly 
evaluate the setup, the treatment must be able to decrease anxiety-related behaviors 
(which may be seen as an increase or decrease in a speci fi c measure, depending on the 
test and behavior being evaluated) beyond that of the nontreated control group. ( b ) At the 
same time, one must control for effects on locomotor activity, since an unspeci fi c increase 
in arousal/exploratory behavior might be mistaken for a speci fi c anxiolytic effect.       
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novel potentially anxiolytic drugs a positive control (i.e., diazepam 
treatment) group should always be included.  

 When  fi rst characterizing the anxiety pro fi le of a group of 
animals it is common to do a battery of several different anxiety 
tests. Utilizing more than one test reduces the impact of con-
founding variables from any one test and increases the likelihood 
of  fi nding a signi fi cant effect. On one hand, there may be interac-
tions between the various tests, whereby a prior test affects anxi-
ety behavior per se (e.g., due to repeated handling of the animals), 
which is then recorded in subsequent tests. On the other hand, 
this method is an ef fi cient use of animals where genetic manipula-
tions or treatment may be time consuming or costly. Regardless, 
it must be taken into consideration that the overall chance of a 
Type I error increases as an increasing number of measurements 
are utilized. Therefore, it is highly recommended that the key 
signi fi cant  fi ndings from a test battery be repeated with an inde-
pendent sample of animals. This will also control for any anxiety-
related effects of the test battery itself. 

 One of the major disadvantages of most behavioral tests is that 
they cannot be used for repeated testing within animals. The reason 
for this can often be explained by a decreased motivation to explore. 
Although rodents are very curious about new places, they do not 
want to unnecessarily expose themselves to anxiogenic environ-
ments. Therefore, once animals have been exposed to unprotected 
or bright environments they will have a reduced need to explore it 
upon being re-exposed to the test setup. This phenomenon is also 
known as  one trial sensitization , where avoidance of aversive compo-
nents of a test is induced upon repeated testing, and is characterized 
by a loss of anxiolytic response to benzodiazepine treatment  (  10  ) . 
This is especially true for the EPM and light–dark box. However, it 
can also apply to novel objects and social interaction, where curiosity 
may also become satiated leading to a decrease in exploration.      
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    Chapter 11   

 Rodent Models of Conditioned Fear: Behavioral 
Measures of Fear and Memory       

     Jennifer   L.   McGuire   ,    Jennifer   L.   Coyner   , and    Luke   R.   Johnson         

  Abstract 

 Pavlovian fear conditioning is a robust technique for examining behavioral and cellular components of fear 
learning and memory. In fear conditioning, the subject learns to associate a previously neutral stimulus 
with an inherently noxious co-stimulus. The learned association is re fl ected in the subjects’ behavior upon 
subsequent re-exposure to the previously neutral stimulus or the training environment. Using fear condi-
tioning, investigators can obtain a large amount of data that describe multiple aspects of learning and 
memory. In a single test, researchers can evaluate functional integrity in fear circuitry, which is both well 
characterized and highly conserved across species. Additionally, the availability of sensitive and reliable 
automated scoring software makes fear conditioning amenable to high-throughput experimentation in the 
rodent model; thus, this model of learning and memory is particularly useful for pharmacological and toxi-
cological screening. Due to the conserved nature of fear circuitry across species, data from Pavlovian fear 
conditioning are highly translatable to human models. We describe equipment and techniques needed to 
perform and analyze conditioned fear data. We provide two examples of fear conditioning experiments, 
one in rats and one in mice, and the types of data that can be collected in a single experiment.  

  Key words:   Amygdala ,  Associative learning ,  Memory ,  Stress ,  Fear ,  Pavlov ,  Autoscoring ,  Freezing , 
 Conditioned stimulus ,  Unconditioned stimulus ,  Conditioned response      

 

 Classical fear conditioning, also known as Pavlovian fear condi-
tioning, is a robust procedure for evaluating associative learning 
and memory. As such it is a key behavioral model for testing phar-
macologic agents regulating learning and memory. During fear 
conditioning, the subject learns to associate a previously non-
threatening stimulus (designated the conditioned stimulus or CS), 
with an innately noxious stimulus (designated the unconditioned 

  1.   Introduction
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stimulus or US). If this association is successfully learned and 
remembered, the previously neutral CS will by itself elicit a fear 
response (designated the conditioned response or CR) appropri-
ate to the original noxious US. Normally, the CS–US association 
is readily acquired and the memory and subsequent CR can persist 
for years without further reinforcement. Disruption of learning 
and memory by pharmacological agents can occur at the acquisi-
tion, consolidation, reconsolidation, and extinction phases of 
classical fear conditioning. 

 Associative learning is a critical survival tool and as such the 
underlying mechanism for classical fear conditioning is highly 
conserved across species. Animals as diverse as fruit  fl ies and humans 
can be conditioned using similar procedures  (  1  ) . In experimental 
classical fear conditioning, the CS can be almost any discrete non-
threatening cue such as a tone, light, or scent; the US is noxious or 
mildly painful. Generally, in vertebrates, the US can be as simple as 
a puff of air into the face or a brief electric shock. Auditory condi-
tioning, where the CS–US is a tone–shock pairing is most fre-
quently used in rodents (mice and rats) and is described in this 
chapter. 

 The neural circuitry underlying auditory fear conditioning is 
the most studied and best understood of the fear conditioning 
paradigms. In auditory fear conditioning, a commonly used CS is 
a neutral non-noxious sound using a single frequency tone  (  1–  3  ) . 
Auditory signals reach the lateral amygdala via two routes: a direct 
thalamoamygdala route and indirectly via the auditory cortex  (  2  ) . 
Evidence indicates that synaptic plasticity at these synapses under-
lies the formation of an auditory conditioned fear memory  (  2,   4,   5  ) . 
Behavioral expression of conditioned fear memory requires an 
intact central nucleus of the amygdala  (  6–  9  ) . Learned associations 
of the CS with the training context require synaptic input from the 
hippocampus  (  1,   3  ) . Thus, intact hippocampal function is essential 
for contextual components of fear conditioning  (  10–  12  ) . Synaptic 
input from the prefrontal cortex is required both for the extinction 
of conditioned fear memories  (  13–  15  )  and for the behavioral 
expression of conditioned fear  (  15–  17  ) . Behavioral changes in the 
components of fear conditioning can therefore be indicative of 
function in the areas of the brain from which they originate. 

 Following classical fear conditioning, physiological and 
behavioral indicators of fear are expressed upon presentation of 
the CS. Physiologic changes include activation of the hypotha-
lamic pituitary adrenal (HPA) axis and the autonomic nervous 
system (ANS)  (  18–  20  ) . A key behavioral response to the CS is 
freezing behavior. Freezing is an innate defensive behavior lead-
ing to the cessation of all movement except as required for breath-
ing  (  21,   22  ) . This is a well-validated indicator of fear in rodents 
 (  23,   24  ) . Freezing behavior is an ideal behavior to measure 
because it is quanti fi able, easy to obtain through direct observation, 
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and measurement can be automated. Below we describe common 
rodent subjects, apparatus, and methods to perform and analyze 
fear conditioning experiments.  

 

      1.    All strains of rats and mice can be used for classical fear condi-
tioning. An important consideration for fear conditioning and 
behavioral testing in general, is the age of the rodent at the 
time of experimentation. Most experiments and pharmacologi-
cal manipulations are carried out in adult animals. Fear condi-
tioning can be performed on animals of any age and learning 
can occur. However, in very young and adolescent animals the 
learning and memory phenotype is quite different from adult 
animals  (  21,   25  ) . For general phenotyping of learning and 
memory de fi cits or enhancement, adult animals (generally 
between 8 and 16 weeks of age) are used.  

    2.    Rodent subjects should be housed under uniform conditions 
with respect to lighting, temperature, and potential stressors, 
such as cage changes, housing room traf fi c, or other distur-
bances  (  26  ) .  

    3.    Animals ordered into the facility from a laboratory animal sup-
plier should be allowed to habituate to their new housing con-
ditions for a week or more.  

    4.    Unless circumstances dictate single housing (such as postsurgi-
cal animals or highly aggressive animals) rodents should not be 
singly housed as this may have adverse effects on behavioral 
results  (  27,   28  ) . Rats are generally housed two or three per 
cage while mice may be housed up to  fi ve per cage. With 
aggressive strains of mice, such as C57BL/6 housing male ani-
mals fewer than  fi ve to a cage may be optimal.  

    5.    Enrichment items such as pressed cotton nesting material or 
rodent chew toys may also be provided and should meet insti-
tutional guidelines. It should be pointed out however, that 
enrichment facilitates coping and resilience to stress  (  29,   30  )  
and may be problematic in studies attempting to evaluate con-
sequences of stress on behavior and brain function or in studies 
along similar lines.  

    6.    All experiments conducted on animals must be reviewed and 
approved by an Institutional Animal Care and Use 
Committee.  

    7.    The numbers of animals required per experimental group 
should be determined by power analysis. Generally 7–10 rats 
per condition and 10–15 mice per condition provide suf fi cient 

  2.   Materials

  2.1.  Rodents as 
Subjects
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statistical power. The example experiments described here were 
conducted on adult male (8–10 weeks old) Sprague–Dawley 
rats and adult (8–12 weeks old) C57Bl/6xDBA/2J hybrid 
male and female mice.      

  The primary and essential components for fear conditioning are:

    1.    A conditioning chamber with an electrical conduction rod 
 fl oor.  

    2.    An electrical shock generator.  
    3.    A tone generator.  
    4.    Cameras and recording equipment.  
    5.    A sound attenuation box to isolate sounds, especially an audi-

tory CS, within the conditioning chamber.  
    6.    Additional components include alternate  fl ooring and wall 

panels to change the appearance of the testing environment 
(Fig.  1 ) and software for automated scoring of freezing behav-
ior if desired. Fear conditioning chambers are available from 
many companies who manufacture behavioral testing appara-
tus. In the example experiments, fear conditioning apparatus 
for rats were manufactured by Coulbourn Instruments 
(Whitehall, PA).       

      1.    Pavlovian fear conditioning allows the investigator to obtain 
quantitative measures of conditioned fear memory. A well-
characterized response to conditioned fear in rodents is “freez-
ing.” Freezing is an innate defensive behavior leading to the 
cessation of all movement, excluding respiration. Freezing 
behavior is an ideal behavior to measure because it is quanti fi able, 
easy to obtain, and measurement can be automated.  

    2.    Measures of freezing are obtained for each subject by visual 
observation and/or automated scoring of freezing. Scoring of 
freezing by a human observer should be consistent and repro-
ducible. Variability between human scorers can occur, thus ide-
ally only one person should score each data set. If this is not 
possible, or the data set is large, internal controls for consis-
tency should be used.  

    3.    For high-throughput analysis, freezing behavior can be scored 
using automated scoring programs. Commercially available 
automatic freeze scoring software include FreezeFrame® avail-
able through Coulbourn Instruments (Whitehall, PA) and 
AnyMaze® software available through Stoelting (Wood Dale, 
IL). Mousemove (described in  (  31  ) ) is a free program for scor-
ing freezing behavior available for download from the Malinow 
group at Cold Spring Harbor Laboratories (  http://malinow-
lab.cshl.edu/downloads/    ). Computerized systems combine 

  2.2.  Equipment Needed 
for Laboratory-Based 
Pavlovian Fear 
Conditioning

  2.3.  Equipment Needed 
for Measurement of 
Freezing Behavior

http://malinowlab.cshl.edu/downloads/
http://malinowlab.cshl.edu/downloads/
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the sensitivity and objectivity desired for unbiased data. 
FreezeFrame®, and most automated scoring software for 
freezing, is not a tracking system, but rather, a motion detec-
tion system that is capable of detecting movements as small as 
1 mm. This is accomplished by calculating motion in a given 
digital image detected over a period of time and given a score 
based on pixels. Then, two successive images are subtracted 
and if the pixel score equals zero (0), no motion occurred. In 
contrast, if a nonzero score is calculated between two succes-
sive images, it is due to motion. The animal is monitored sev-
eral times each second and so the ability to reliably detect  fi ne 
movements of the head and limbs is possible and consistent 
between animals. Additionally, FreezeFrame® is capable of 
scoring freezing in low-light levels and will  fi lter shadows or 
artifact from electronic equipment.  

    4.    Measures of freezing calculated by any automated system 
should be compared to values determined by the human 

  Fig. 1.    Examples of training and testing environments in classical fear conditioning.  Panel A  depicts the fear conditioning 
chamber used for habituation, training, and context testing. The chamber is enclosed by a sound-attenuating outer box (not 
visible in this  fi gure) aimed at reducing extraneous noise. The chamber is equipped with a camera, speaker (attached to 
the sound generator), and a small house light.  Panel B  depicts the chamber used for cue testing. Investigators must ensure 
that this chamber looks, feels, and smells differently from the original chamber so as to isolate the fear response exclu-
sively to the CS. The chamber dimensions and appearance of the walls have been altered, and the  fl ooring is a mesh grid 
rather than the conducting rods. Light conditions have been changed (a yellow  fi lm has been placed over the  fi xture) and 
the cleaning solution used between animals is changed from 70% alcohol (used in the learning and context association 
phases) to either 1% acetic acid or a commercially available disinfectant.       
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investigator in pilot trials. Whatever method of scoring is 
chosen, it is critical that the investigator ensures consistency 
across groups of subjects. It is highly advisable to video 
record each aspect of the experiment so that the investigator 
has the ability to verify freezing scores and analyze multiple 
aspects of behavior (Note 1).  

    5.    In the experiments described below, using rats as subjects, 
freezing behavior was manually scored from recorded video, 
by an observer blind to the training conditions. Data from 
experiments using mouse subjects were scored using 
Freezeframe automated scoring software available from 
Coulbourn Instruments (Whitehall, PA). Freezeframe allows 
the user to de fi ne freezing. This is done by setting the thresh-
old of maximum movement (number of pixels changing) and 
the minimum duration for which the number of pixels chang-
ing must remain below threshold, a temporal parameter termed 
“bout.” The freezing threshold was determined by a trained 
researcher from digital playback of recorded training sessions 
in the Freezeframe program and the minimum bout duration 
was set at 0.25 s.       

 

 A “classical” fear conditioning protocol involves four components: 
 habituation, training, context memory test, and cue  ( CS )  memory 
test  (see Fig.  1  and data in Figs.  2  and  3 ). An additional component 
of extinction of the conditioned response can be included as well 
(Note 2). Extinction is a new learning process in which upon 
repeated presentation of the CS in the absence of the US the sub-
ject learns that the CS no longer predicts the US. Subsequent to 
this new learning, the CS no longer generates the conditioned 
response. For each phase of fear conditioning, pertinent data 
should be collected. Baseline measurements of movement and anx-
iety can be obtained prior to training, either over a number of days 
during habituation or on the training day prior to the  fi rst CS–US 
presentation (Note 3). Some automated scoring programs include 
a tracking component, which will measure actual distance traveled 
during the test or segments of the test, but determining baseline 
freezing is suf fi cient to indicate potential confounding differences 
in pretraining activity. This is particularly important under circum-
stances where experimental manipulations may be sedating, cause 
hyperactivity, impair locomotor function and balance (which may 
make movement on the grid  fl oor more dif fi cult), and for obtain-
ing a complete phenotype of genetically modi fi ed animals.   

  3.   Methods
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      1.    Move animals out of the housing room to a holding room near 
to the rooms housing the fear conditioning chambers. Allow 
the animals a minimum of 20–30 min to calm down after trans-
port. Habituating animals to the conditioning chambers as 
well as to human handling, transport, and other aspects of the 
experimental procedures is important for minimizing uncondi-
tioned freezing (Note 4). In the example experiments, rats 
were handled daily for a total of 5 days in an effort to reduce 
the stress of human contact.  

    2.    Put the animals into the training/testing chamber and allow 
the animal to explore the environment. To reduce baseline 
freezing  (  32  ) , rats were habituated to the conditioning cham-
ber each day for 20 min for three consecutive days (Fig.  2a ).  

  3.1.   Habituation

  Fig. 2.    Classical fear conditioning example data from rats. Data from memory test to both 
cued stimulus (tone) and to the contextual environment. Data shows effect of increased 
number of CS + US pairings during training on the subsequent memory test. ( a ) Schematic 
of experimental design—male Sprague–Dawley rats were habituated to the training con-
text for 20 min for 3 days prior to fear conditioning. On the training day, individual cohorts 
received 0, 1, 3, 5, or 10, 30 s 5 kHz pure tone auditory cues co-terminating with a 0.6 mA. 
5 s foot shock. 24 h after training, animals were tested for fearful contextual association 
and 24 h after the context test the same animals were tested for fear to the training cue 
in a novel context. ( b ) Increasing the number of CS–US pairings from 0 (control animals 
receiving no tones or shocks) to 10 increased the strength of memory consolidation creat-
ing a stepwise increase in the amount of both context-driven and cue-driven fear behav-
ior. Animals receiving 5 and 10 CS–US pairings froze signi fi cantly more to the training 
context 24 h later than animals receiving 0 or 1 CS–US pair. P10 animals that received 10 
CS–US pairings froze more to the auditory cue than either P0 or P1 animals while P3 and 
P5 froze signi fi cantly more than the P0 controls. Data expressed as mean +/− SEM, * and 
** indicate  p  < 0.05.       

 



194 J.L. McGuire et al.

  Fig. 3.    Classical fear conditioning example data from mice. Data from memory acquisition and test to cued stimulus (tone). 
Data shows effect of increased number of CS + US pairings and increase in US intensity (amperage) during training on the 
subsequent memory test. ( a ) Schematic of experimental design. After a 3-min habituation period, C57BL/6 x DBA/2J mice 
underwent fear conditioning in one of three training conditions as indicated. For all three training protocols, the conditioned 
stimulus was a 30 s 5 kHz pure tone that co-terminated with either a 0.5 mA or 1.0 mA 2 s foot shock. ( b ) All three training 
groups showed equivalent freezing to tone. Notice that freezing increases signi fi cantly to the second tone as no learning 
occurs prior to the completion of the  fi rst CS–US pair. Notice also that the group receiving ten CS–US presentations reaches 
a ceiling for freezing behavior around CS–US 5. ( c ) The 3-min habituation period in both the training and cue tests is infor-
mative as to baseline anxiety state in the animals. Prior to any training mice showed very little freezing. 24 h later in a novel 
environment, all three training groups showed signi fi cantly higher baseline freezing than their pretraining baselines, 
although none of the groups differed from each other. Data is expressed as mean +/− SEM, * =  p  < 0.05.       

 



19511 Rodent Models of Conditioned Fear: Behavioral Measures of Fear and Memory 

    3.    Return the animals to housing room.  
    4.    Rats readily adjust to being handled whereas mice do not. 

Therefore, mice were not handled prior to the habituation-
training day (Fig.  3a ). With repeated handling, mice may begin 
to show signs of chronic stress  (  33  ) .  

    5.    Habituation of mice consisted of 3 min in the chamber on the 
training day before the onset of the  fi rst tone.      

      1.    All the training and testing protocol should be programmed in 
advance. It is generally a good idea to run a pilot experiment 
to determine a protocol which gives an appropriate level of 
freezing in the memory tests for the control condition. When 
there is no a priori hypothesis as to whether the experimental 
treatment will facilitate or impair memory formation, freezing 
in the control condition should fall into a median range of 
50–60%. If the treatment is expected to facilitate memory 
formation, a less rigorous training protocol will allow more 
sensitive detection of increases in freezing behavior. In the 
reverse condition when treatment impairs fear memory, a more 
rigorous training protocol may be desirable.  

    2.    Move the animals out of the housing room to the holding 
room.  

    3.    While the animals are recovering from transport, check the 
chambers. Make sure the volume of the conditioned stimulus 
is set as desired, check the voltage of the grid  fl oor, and make 
sure the cameras are working. Make sure there are available 
supplies for cleaning the chambers between animals.  

    4.    In delay conditioning, the conditioned stimulus is contingent 
in time with the unconditioned stimulus. In the example 
experiments, a 30 s 5 kHz, 75 dB pure tone conditioned stim-
ulus co-terminates with a brief foot-shock delivered through 
the conducting rod  fl oor. Schematics of the timeline for each 
experiment are provided in Figs.  2  and  3  (Note 5).  

    5.    In both experiments, subjects were allowed 3 min in the cham-
ber prior to the  fi rst CS–US presentation (Figs.  2a  and  3a ).  

    6.    In experiments with three or more CS–US presentations, the 
interval between CS–US presentations was variable to prevent 
the subject from anticipating CS onset. In the experiments 
described in Fig.  2 , the interval varied between 90 and 180 s 
with a mean of 120 s. In the 10 × 0.5 mA condition described 
in Fig.  3 , the inter-trial interval varied between 15 and 50 s 
with a mean of 30 s.  

    7.    Within an experiment, each subject received the same pattern 
of CS–US presentations. In the rat experiments (Figs.  2  and  4 ) 
the US was delivered for 0.5 s at 0.6 mA current. In the mouse 

  3.2.   Training
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experiments (Fig.  3 ) the US was delivered for 2 s at either 
0.5 mA or 1.0 mA current as described.   

    8.    Place the animal into the chamber and run the training 
protocol.  

    9.    Return the animal to the holding room and thoroughly clean 
the chamber (Note 4).  

    10.    Training can be compared between experimental and control 
conditions for rate of acquisition and maximal freezing 

  Fig. 4.    Examples of within-trial extinction of context and cued fear. ( a ) Context extinction: 
24 h after fear conditioning male Sprague–Dawley rats were returned to the training 
chamber for 15 min. 20 s of each minute was scored for freezing behavior. Percent of time 
freezing in each 20 s bin was graphed across the 15 min. ( b ) Cue extinction: 24 h after 
context testing, the same animals introduced to a second, novel chamber. After a 3-min 
habituation period, the same 30 s 5 kHz tone used in the training procedure was pre-
sented in the new chamber. The tone was presented ten times over 15 min with a variable 
inter-tone interval. Pretone freezing and percent freezing to each cue was plotted over the 
course of the test.       
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(Fig.  3b ). When using mild shock as the unconditioned stimulus, 
differences in pain threshold, which will affect the rate of acqui-
sition, extent of freezing, and subsequent memory test should 
be accounted for. Again this is particularly important when 
experimental manipulations may have analgesic (or hyperalgesic) 
effects and in transgenic animals.  

    11.    The strength of learning and the resultant memory can be eas-
ily manipulated by varying the training intensity either through 
the number of CS–US presentations or the intensity of the US 
(Fig.  2b ).      

      1.    Testing context memory involves simply returning the subject 
to the training environment and measuring fear behavior. In 
this test, rats were returned to the training chamber for 15 min 
1 day after fear conditioning training (Fig.  2 ). Freezing can be 
scored over the duration of the test or in smaller bins of time 
across the test. In this example, freezing was scored for the  fi rst 
20 s of each minute (Fig.  2b ).  

    2.    In longer tests, particularly those that are being manually 
scored, scoring shorter bins of time may be more time ef fi cient. 
In our experience, scoring 20 s of each minute is representative 
of freezing across the entire test. Furthermore, by breaking up 
longer context tests into bins of time, the reduction of fear 
(context extinction) over time, when no CS or US is presented, 
can be determined (Fig.  4a ).      

      1.    Move the animals from the housing area to the holding 
room.  

    2.    To test learning and memory to the CS component of condi-
tioned fear (tone in the example experiments), testing must be 
conducted in an environment free (to the greatest practical 
extent) of contextual reminders of the training  (  34  ) . The goal 
is to have a pure measure of the strength of the tone–shock 
association. Ideally, testing could occur in completely novel 
chambers; however, this is not usually practical and the training 
chambers are used for the cue test. In this case, as many features 
of the testing environment are changed as possible. Changes 
include the chamber dimensions or geometry,  fl ooring, lighting, 
cleaning solution, and other olfactory cues, adding patterns to 
the chamber walls and if possible changing the lighting condi-
tions and visual cues in the testing room itself (Fig.  1 ).  

    3.    While the animals are recovering, check the testing chambers 
and make sure the sound generator is set to produce an identi-
cal conditioned stimulus to the training stimulus in frequency 
(KHz) and volume (dB). Alter the contextual cues in the 
chamber if the training chamber is also the testing chamber.  

  3.3.   Context Memory

  3.4.   Cue Memory
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    4.    In the mouse experiments, the testing chambers were altered 
to provide the new environment for the cue test (Fig.  1 ). The 
conducting rod  fl oors were replaced with a mesh grid  fl oor and 
white paper used to line the catch pan underneath. Graphic 
black and white patterns were applied to the walls of the con-
ditioning chambers. Strips of acetate were slotted into the inte-
rior of the chamber to further change the visual appearance. 
Yellow acetate  fi lters were placed over the house lights to 
change the lighting effect. A 1% acetic acid solution was used 
to mask the previous cleaning solution and provide new olfac-
tory cues. Lights in the testing room were dimmed from the 
training day to change the appearance of the testing room.  

    5.    In the rat experiments, testing for cued fear memory was con-
ducted in a second chamber novel to the rat subjects. Lighting 
conditions, box geometry,  fl ooring surface (smooth surface 
with sawdust bedding as opposed to the conducting rod  fl oor), 
wall color, and olfactory cues differed from the training 
chamber.  

    6.    Place subjects into the chamber and start the protocol.  
    7.    Subjects were allowed a 3-min exploration period in the novel 

environment prior to the  fi rst CS presentation. Freezing behav-
ior was scored for the initial 3-min exploration period and for 
each CS presentation.  

    8.    After 3 min, a CS identical 30 s 5 kHz tone used in the fear 
conditioning training was presented to the animals. Over the 
course of the test (20 min), the CS was presented ten times 
with a variable inter-trial interval. The inter-trial interval was 
between 90 s and 180 s with a 120 s mean but was a different 
pattern from that used in fear conditioning training.  

    9.    Once the test is completed, return the animal to the holding 
room and thoroughly clean the chamber.  

    10.    Freezing to the  fi rst CS presentation is the purest indicator of 
the conditioned response to the auditory stimulus, without the 
in fl uence of preceding stimuli. Frequently however, multiple 
tones are presented during the course of the test and total cue-
associated freezing is reported. Data presented in Fig.  2b  is the 
mean freezing across all tone presentations for each training 
condition. Additionally, in tests where the CS is presented 
many times, within-trial extinction to the un-reinforced condi-
tioned stimulus can be evaluated (Fig.  4b .)  

    11.    Comparisons of pretraining freezing with posttraining freezing 
in a novel environment (Fig.  3c ) may indicate fear generalization 
or stress-induced neophobia. However, in situations where the 
training environment is masked to produce the alternate context 
for cue testing, context bleed-through due to inadequate mask-
ing of the training environment should be considered.       
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     1.    Videos of the testing were digitally recorded for manual scoring. 
Mouse experiments were conducted in Coulbourn Habitest 
chambers and scored using Coulbourn’s FreezeFrame® soft-
ware. The mouse chambers are 7 in. wide by 7 in. deep by 
12 in. high with ¼ in. conducting rods spaced ½ in. apart. Rat 
chamber dimensions are 12 in. wide by 10 in. deep by 12 in. 
high with ¼ in. conducting rods spaced ¾ in. apart. Speci fi c 
chamber dimensions can vary; however, they must be appro-
priate for the animal (e.g., grid  fl oor spacing is wider for rats) 
and allow for the ability to move and explore.  

    2.    Careful and thorough planning and preparation are the key to 
successful execution of behavioral experiments. Determine in 
advance the duration of each stage of the fear conditioning 
experiment and timing for other experimental manipulations 
such as drug administration. Also, verify availability of the 
chambers, holding areas, and manpower to complete the 
experiment well in advance.  

    3.    Within a given experiment, make every effort to test subjects at 
the same time of the day. While fear conditioning is an excep-
tionally robust behavioral paradigm, circadian rhythms in hor-
monal and molecular systems in fl uencing learning and memory 
may introduce subtle phenotypic changes and variability 
 (  35–  37  ) . The majority of researchers train and test animals 
housed on a standard 12:12 light cycle (lights on during the 
day) with good results.  

    4.    Researchers conducting behavioral experiments must make an 
effort to control as many variables as possible and no amount 
of attention to detail is too much. Subtle factors such as odors 
(e.g., perfumes, fear pheromones, the smell of other animals) 
or extraneous noise (mechanical equipment, construction, 
nearby vocalization) in the housing, holding, or testing rooms 
potentially impact the results. To that end, it is important to 
thoroughly clean the chambers (particularly the grid  fl ooring) 
between subjects with an appropriate cleaning solution (e.g., 
70% ethanol, 1% acetic acid) and testing rooms should be clean 
and away from high-traf fi c locations.  

    5.    The experiments described above are tests of long-term mem-
ory (LTM), that is, the animals are tested after the period of 
time required for new protein synthesis and stabilization of 
learning and short-term memory (STM) into enduring mem-
ory  (  38  ) . Pavlovian fear conditioning of the rodent has revealed 
a discrete time course for such changes believed to be 4–6 h for 
the consolidation of training into long-term memory  (  39,   40  ) . 

  4.   Notes
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The mechanisms of STM and LTM are distinct. Short-term 
memory involves activation of cAMP second messenger sys-
tems and short-term synaptic remodeling independent of new 
protein synthesis  (  41  ) . Long-term memory formation is depen-
dent on new protein synthesis in the amygdala  (  39,   42,   43  ) . It 
should be noted that experimental treatments frequently have 
differential effects on short- and long-term memory  (  39,   41  ) . 
Pavlovian fear conditioning can be used to test either STM or 
LTM based upon whether conditioning training and subse-
quent context and cue testing occur within the 4–6 h consoli-
dation window or beyond it. Caution should be used when 
testing both short- and long-term memory in the same cohort 
of animals. Behavior is in fl uenced by previous experience and 
as a result, tests for STM may in fl uence behaviors on any sub-
sequent behavioral tests such as those for LTM.  

    6.    Having low volume (around 60 dB) background noise in the 
training/testing chamber may help obscure unavoidable noise 
outside and is frequently either a ventilation fan in the sound 
attenuation box or a scrambled frequency white noise pro-
duced from the sound generator. The holding room should be 
in close proximity to the testing room, but situated where the 
animals cannot hear the auditory cue prior to training or to 
testing. Preexposure to the CS will adversely affect the learning 
of the CS–US association through a process called latent inhi-
bition  (  44  ) .  

    7.    Ideally, stressors such as cage changes should not coincide with 
a testing day. Likewise, if animals were without water during a 
prolonged period of time (e.g., overnight due to water bottle 
leakage) and/or were subjected to wet bedding, the resulting 
stress to the animal may adversely affect behavioral results.  

    8.    Maintaining a detailed lab notebook with anticipated and 
unanticipated aspects or occurrences of an experiment will aid 
the investigator in data analysis and alert the research group to 
factors that potentially played a role in their results.          
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    Chapter 12   

 Chick Anxiety–Depression Screening Model       

     Stephen   W.   White    and    Kenneth   J.   Sufka           

  Abstract 

 The chick anxiety–depression model is a hybrid, dual pharmacological screening assay in which both 
anxiety and depression present sequentially over a 2 h isolation period. This separation stress paradigm 
utilizes socially raised domestic fowl chicks, aged 4–6 days posthatch, that are isolated from conspeci fi cs 
during which distress vocalizations (DVocs) are recorded. DVoc rates during the  fi rst 5 min are high and 
represent the anxiety-like phase; DVoc rates decline over the next 20–30 min to about 50% the initial rate 
and then stabilize for the remainder of the test session. This last 90 min represents the depression-like 
phase. These two phases are pharmacologically dissociable in that anxiolytics reduce the rate of DVocs 
during the anxiety-like phase and antidepressants delay the onset of the depression-like phase by attenuating 
the decline of DVoc rates.  

  Key words:   Chick ,  Anxiety–depression ,  Social separation ,  Domestic fowl ,  Anxiolytic screen , 
 Antidepressant screen ,  Separation stress ,  Hybrid-model    

 

 Rodent-based models remain the mainstay for pharmacological 
screening of anxiolytics and antidepressants. The open- fi eld test 
and the elevated plus maze are common models used to screen 
anxiolytics. Exposure to open spaces acts as an anxiogenic stimulus 
inducing decreased exploratory behavior that serves as a measure 
of anxiety. Anxiolytic drugs have been shown to increase the 
amount of exploratory behavior in these models. The tail suspension 
and forced-swim tests are common models used to screen antide-
pressants. Exposure to an inescapable stressor leads to immobility 
(i.e., behavioral despair). Antidepressants have been shown to delay 
the onset of immobility in these models. While these models are 
widely utilized in drug discovery research, they are not without 
limitations. 

  1.  Introduction

Arpad Szallasi and Tamás Bíró (eds.), TRP Channels in Drug Discovery: Volume II, Methods in Pharmacology and Toxicology, 
DOI 10.1007/978-1-62703-095-3_12, © Springer Science+Business Media, LLC 2012
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 A major validity issue in ef fi cacy screening models is the degree 
of their pharmacological sensitivity; in some instances, a model 
may be vulnerable to false positives where a drug shows ef fi cacy in 
the animal model yet fails in clinical trials and/or it may be vulner-
able to false negatives where a drug screens ineffective in the model 
yet would have bene fi ted individuals with syndrome (for review see  (  1  ) ). 
This lowers the predictive validity of the screening model and 
leads to two problems. First, models prone to false positives push 
ineffective drugs into Phase I and II of clinical trials exposing 
human subjects to possible harmful compounds and costing millions 
of dollars thus using valuable investment resources. Second, 
models prone to false negatives keep effective compounds from 
clinical use and, as such, fail to provide adequate treatment for 
those who suffer. This latter problem also affects corporate/share-
holder pro fi tability. 

 An additional concern is whether rodent screening models 
meet the National Institute of Health’s (NIH) and United Kingdom’s 
“3R” policy of Replacement, Reduction, and Re fi nement. 
Replacement refers to replacement of animal models with non-
animal models or models that use less sentient species; Reduction 
refers to reducing the number of purpose-bred animals for use in 
research; Re fi nement refers to developing procedures which minimize 
the pain and suffering and/or improve overall animal welfare. 

 As an alternative that addresses many of the concerns detailed 
above, we have developed an anxiety–depression simulation/
screening paradigm using an avian model. This chick paradigm 
seems to provide a more clinically relevant non-rodent-based 
model of a neuropsychiatric syndrome and appears useful as a high-
utility, dual-drug screen for anxiolytic and antidepressant com-
pounds. Below we provide an overview of the procedure and detail 
studies demonstrating the chick anxiety–depression model pos-
sesses face, construct, and predictive validity  (  2–  4  ) . 

 The chick anxiety–depression model utilizes socially raised 
chicks isolated at 4–6 days posthatch. Chicks tested with 
conspeci fi cs show low rates of vocalization throughout a 2 h test 
session whereas chicks tested in isolation show high rates of dis-
tress vocalizations (DVocs) during the  fi rst 5 min (i.e., the anxi-
ety-like phase) which decline over the next 20 min by 40–50% of 
the initial rate and remain steady throughout the remaining iso-
lation period (i.e., depression-like phase). The reduced DVoc 
rates during this latter phase mirror the pattern seen in tradi-
tional behavioral despair depression models. Evidence for an 
anxiety-like phase is provided by the ability of the benzodiaz-
epine agonist chlordiazepoxide to lower DVoc rates during the 
 fi rst 5 min of isolation. Evidence that the 30–120 min interval of 
isolation represents a depression-like phase comes from the abil-
ity of the tricyclic antidepressant imipramine to attenuate the 
decline in DVocs during this period  (  2  ) . 
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 Further research by this lab has demonstrated that all current 
FDA approved drugs for the treatment of anxiety, speci fi cally panic 
disorder, which this portion of the model simulates, and depres-
sion have proven ef fi cacious in the paradigm  (  4,   5  ) . Anxiolytic 
drugs that have screened positive include meprobamate, pentobar-
bital, clonidine, chlordiazepoxide, phenelzine, and alprazolam 
 (  3,   5,   6  ) . Antidepressant drugs that have screened positive include 
phenelzine, imipramine, citalopram, and maprotiline  (  3,   7  ) . 
Another interesting parallel with clinical  fi ndings is that certain 
classes of antidepressant drugs possess anxiolytic effects and this 
model has accurately screened them as well. For example, the 
antidepressants phenelzine, imipramine, and maprotiline, attenuate 
DVoc rates in the anxiety-like phase  (  3,   7  ) . 

 A more recent pharmacological validation study  (  4  )  of putative 
antidepressant compounds acting at novel targets has provided 
interesting results that also parallel human clinical data. Separate 
dose response studies were conducted with seven compounds that 
screened positive for antidepressant effects in rodent depression 
models and included the androgen precursor prasterone, the 
 N -Methyl- d -aspartate receptor antagonists memantine and ketamine, 
the progesterone receptor antagonist mifepristone, the balanced 
monoamine triple reuptake inhibitor DOV216,303, the  γ -Amin-
obutyric acid receptor antagonist CGP36742, and the corticotropin 
receptor 1 antagonist antalarmin. Prasterone, memantine, ketamine, 
and DOV216,303 attenuated and CPG36742 enhanced the 
pattern of vocalizations in the anxiety-like phase. Prasterone, 
ketamine, mifepristone, DOV216,303, and CPG36742 attenuated 
behavioral despair, whereas memantine and antalarmin did not. 
This pattern of drug effects parallels what clinical data exists and 
highlights two important characteristics of this dual screening 
assay. First, the model better predicts Phase II and III clinical 
failures (e.g., antalarmin and memantine). Second, the model has 
the potential to reveal contraindications of compounds where 
anxiety and depression are comorbid. For example, the chick 
anxiety–depression model demonstrated CPG36742 attenuated 
the depression-like phase but exacerbated the anxiety-like phase. 
Given that a signi fi cant number of individuals are comorbid  (  8,   9  )  
with anxiety and depression, this GABA-B antagonist would 
unlikely pass clinical trials  (  4  ) . 

 When compared to the rodent models, the chick anxiety–
depression model more closely meets the NIH and UK’s “3R” 
policy of Reduction, Re fi nement, and Replacement. The model 
reduces the number of purpose-bred research animals as male 
chicks are a by-product of the commercial egg-laying industry and 
are typically discarded at hatch. Their use in drug screening adds 
no purpose bred research animals and decreases use of rodents. 
The model also possesses a re fi ned methodology as it minimizes 
the stress-provoking stimuli to a single test session in which two 
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clinical syndromes are presented. Typical rodent models either 
simulate anxiety or depression, thus subjecting more animals to 
stressors. Finally, the chick model replaces the standard rodent-
based models of anxiety and depression with a phylogenetically 
lower and, perhaps, less sentient species. 

 One  fi nal issue in drug screening models is the matter of utility. 
Utility refers to how simple and cost effective a paradigm is to 
employ. While rodent models are simple to use, requiring little in 
special equipment and measure spontaneous behaviors, they are 
expensive in purchase costs and per diem provisions. Typically, 
the purchase price of an individual mouse costs in the $5.00–
$6.00 range and an individual rat costs in the $20.00–$25.00 
range. Comparatively, our vendor charges $0.60 per chick. On an 
animal cost basis alone, a chick model runs about 10% of a mouse 
model and 2.5% of a rat model. In addition to the lower purchase 
price of animals, the per diem costs are less for the chick model 
than for the rodent models. Rodent per diem cages charges are 
over $1 per day in which rats are typically housed 1/cage and 
mice 3–5/cage. Rodents are typically quarantined for 3–7 days 
prior to being used in any screening trial. Our chick model is 
conducted within a week from hatch and has a total vivarium 
charge of under $40. As a comparison the chick per diem costs 
run about 3% of a rodent model.  

 

  Cockerels are received into the laboratory at 1–2 days posthatch 
and housed in 34 × 57 × 40 cm cages with 9–15 chicks per cage 
( n  = 12 is typical). Food and water are available ad libitium via 
gravity feeders (Fig.  1 ). Daily maintenance that entails the replace-
ment of tray liners and  fi lling food and water gravity feeders is 
conducted during the hour that precedes the animal’s dark cycle. 
Lights are operated on a 12:12 light dark cycle. Supplemental 
heating sources are provided to maintain appropriate housing 
temperatures in the range of 32 ± 1°C.   

      1.    A six unit testing apparatus containing Plexiglas chambers 
(25 × 25 × 22 cm) surrounded by sound-attenuating media is 
used to record separation-induced vocalizations aimed at 
modeling anxiety-like (0–5 min of social separation) and 
depression-like (30–120 min of social separation) patterns 
of responses (Figs.  1  and  2 ). Each unit is lined with acoustical 
 fi ber media, illuminated by a 25-W light bulb, and ventilated 
by an 8-cm-diameter rotary fan (Model FP-108AX S1, 
Commonwealth Industrial Corp., Taipei, Taiwan).   

  2.  Materials

  2.1.  Animals

  2.2.  Testing Equipment
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    2.    Miniature video cameras (Model PC60XP, SuperCircuits, Inc., 
Liberty Hill, TX) mounted in the sound-attenuating enclo-
sures at  fl oor level and routed through a multiplexor (Model 
PC47MC, SuperCircuits, Inc.) provided televised display of 
the chicks for behavioral observation.  

    3.    To record DVocs, microphones (Radio Shack Omnidirectional 
Model 33-3013 (modi fi ed for AC current)) are mounted at 

  Fig. 1.    Animal housing unit.       

  Fig. 2.    Six-unit isolation test apparatus and data acquisition hardware.       
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the top of the Plexiglas chamber. These vocalizations are routed 
to a computer equipped with custom designed software for 
data collection.       

 

     1.    Squads of six chicks are taken from their home cage and placed 
within a lidded plastic transport container.  

    2.    To track subject assignment to various treatment conditions, 
chicks are marked using colored felt pens (i.e., six colors at two 
different body locations).  

    3.    Body weight is determined for each chick to determine dosing 
and identify outliers (i.e., low body weight).  

    4.    Drugs can be administered through various routes. Routes of 
administration include intracerebroventricular (ICV), intra-
muscular (IM), intraperitoneal (IP), and oral (gavage is not 
necessary as chicks re fl exively swallow when  fl uid is placed into 
beak). 

     Injection to test interval varies from 0 min to 24 h depend-
ing upon route of administration and pharmacokinetic proper-
ties of test articles. Our typical procedure uses IM injection 
and a 15 min interval.  

    5.    Chicks are group transported inside the lidded container to an 
adjacent testing room.  

    6.    Each chick is placed into an individual testing unit.  
    7.    Doors for the testing chamber are then closed and secured.  
    8.    The program for recording vocalizations is started and allowed 

to run for time intervals ranging from 3 min (for anxiety mod-
eling only) up to 120 min (for anxiety–depression modeling).  

    9.    Following the completion of the test session chicks are removed 
from the testing apparatus and returned to the home cage.  

    10.    Records of the electronic  fi les from the data collection pro-
gram recording vocalizations are stored on the hard drive and 
backed up on a  fl ash drive for data analysis.  

    11.    The dependent measure of DVocs can be expressed in a number 
of different ways. In our initial examination, we present the data 
as means (±SEM) in 1–5 min blocks across the entire test period. 
This gives us a  fi ne-grained evaluation to ensure (a) replication 
of anxiety–depression patterns of responses and (b) what 
blocks to submit to statistical analyses. For such analyses 
prefer to use rate/minute as the dependent measure for describ-
ing the anxiety-like (0–5 min test period) and depression-like 
(30–120 min test period) phases. The depression-like phase 

  3.  Methods
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may also be sequentially presented in smaller time units if 
highlighting differences in onset of action of test articles.  

    12.    Our experimental designs (isolated vs. non-isolated X vehicle 
and several drug doses across the test session) require 3-, 2- and 
1-way Analysis of Variance (ANOVAs). Factors include: stress 
treatment condition (between), drug dose (between), and time 
(within). Given that drug effects are typically not seen under 
non-isolated test conditions, separate 1-way ANOVAs across 
drug dose for each of the anxiety-like and depression-like phases 
are used to test for signi fi cant drug effects. We typically use 
Fisher’s LSD tests for post-hoc analyses.      

 

     1.    Our custom designed data collection software was developed 
in-house. Mechanical counters have been used in previous 
experiments. Both work suf fi ciently; and any means to reliably 
record vocalizations can be utilized. It is worth mentioning 
that chicks produce two distinct types of vocalizations. One is 
an attempt to re-establish contact with conspeci fi cs, or DVocs. 
These chirps are the target behavior to be recorded and occur 
when placed in isolation. The other type of vocalization is 
referred to as a pleasure call and occurs when foraging for food 
and/or with conspeci fi cs; these calls have a lower spectro-
graphic frequency signal and lower decibel level. Adjustments 
to the volume levels on the microphones or software applica-
tion is necessary in order to obtain all of the DVocs as they do 
tend to vary in intensity (loudness).  

    2.    Consideration of the welfare of the animals during shipment 
should be made. Shipment mortality rates of chicks can be 
affected by the seasonal changes in temperature and general 
climate without special shipping cartons. Our supplier provides 
insulated shipping containers in order to protect animals deliv-
ered in the colder winter months.  

    3.    The isolation apparatus we use is custom manufactured. Any 
apparatus that isolates chicks while providing proper sound 
attenuation, ventilation, and light would suf fi ce. Our appara-
tus is designed with six isolation chambers to maximize data 
collection. While we  fi nd this number to be convenient, we see 
no reason why a larger or smaller apparatus would not work.  

    4.    We have previously used battery-operated microphones and 
found them unreliable in that it was dif fi cult to know when a 
battery was running low. We modi fi ed our microphones to 

  4.  Notes
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operate on an AC circuit and we suggest that battery-operated 
microphones should not be used.  

    5.    Some pharmacological agents cause sedation. Monitoring the 
animals with mini-cameras allows us to detect drug induced 
sedation that may confound DVoc rates.  

    6.    During our research, we have found subtle experimenter dif-
ferences in behavioral data collected. Such data variability can 
be minimized by assigning single roles to each component in 
the experiment from weighing/coding to injection protocol to 
data collection procedures.  

    7.    It is paramount to keep chicks in a social environment during 
all procedures up to the isolation manipulation. When a proce-
dure must be conducted on an individual chick (e.g., weigh-
ing), this should be done as quickly and ef fi ciently as possible 
to ensure that they are returned to the group to minimize 
social separation stress.  

    8.    During housing we monitor chicks for low growth rates under 
the assumption this may re fl ect poor health and delayed matu-
ration. These animals are routinely removed and replaced with 
animals that were to serve as conspeci fi cs during testing. Where 
our standard housing for experimental test animals is 12 per 
cage, we recommend conspeci fi c housing at 15–18 per cage.  

    9.    Given chicks engage in robust feeding/drinking behavior at 
the onset of the 12-h light cycle, we control for this potential 
confound by initiating testing 1–2 h into the light cycle.          

   References 
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    Chapter 13   

 A Clinically Relevant Thromboembolic Stroke 
Model in the Aged Rat       

     Ryan   C.   Turner   ,    Alisa   S.   Elliott   ,    Jason   D.   Huber   , and    Charles   L.   Rosen          

  Abstract 

 Animal models have been an integral component of scienti fi c discovery concerning ischemic stroke 
pathophysiology and the accompanying therapeutic targets. Unfortunately, the knowledge gleaned from 
these studies has failed to translate to enhanced therapeutics in the clinical environment [   O’Collins VE, 
Macleod MR, Donnan Ga, Horky LL, van der Worp BH, Howells DW, Ann Neurol 59: 467–477, 
2006]. We argue that this failed translation is a direct result of inadequate animal models that fail to 
address the greatest risk factor for stroke, age [Rosen CL, Dinapoli VA, Nagamine T, Crocco T, 
J Neurosurg 103:687–694, 2005]. Herein we provide comprehensive step-by-step instructions for a 
clinically relevant thromboembolic stroke model in aged rats [Dinapoli VA, Rosen CL, Nagamine T, 
Crocco T, J Neurosci Methods 154: 233–238, 2006]. This technique, utilizing the only FDA-
approved therapeutic agent for the treatment of stroke, tissue plasminogen activator (tPA), allows for 
pathophysiologic studies in addition to testing potential therapeutic agents in combination with the cur-
rently approved treatment regimen.  

  Key words:   Stroke ,  Middle cerebral artery occlusion ,  Rat model of ischemia ,  Selective 
embolization ,  TPA    

 

 The desire to model stroke in the preclinical environment remains 
relevant due to the immense societal impact of stroke. Stroke 
remains the world’s second leading cause of mortality, resulting in 
~6,000,000 deaths annually  (  1  ) . Worse yet, survivors often experi-
ence signi fi cant morbidity. These factors necessitate the development 
of improved therapeutic agents that can be applied to a greater 
percentage of those af fl icted with stroke. 

  1.  Introduction

Arpad Szallasi and Tamás Bíró (eds.), TRP Channels in Drug Discovery: Volume II, Methods in Pharmacology and Toxicology, 
DOI 10.1007/978-1-62703-095-3_13, © Springer Science+Business Media, LLC 2012
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 In spite of more than 100 agents that have progressed from 
what appeared to be successful preclinical studies to clinical trials, 
tissue plasminogen activator remains the only FDA-approved treat-
ment and can be used in a relatively small number of patients 
due to contraindications and a limited window of opportunity  (  2  ) . 
The question of why so many agents have failed to translate 
successfully remains largely unanswered. Assessing this failed trans-
lation, it is clear that one key difference exists between the animal 
models and the clinical realm—the consideration of age. 

 The average stroke patient is elderly—approximately 72% of 
patients are over the age of 65 yet the vast majority of preclinical 
studies are completed in 3-month-old rats which equates to essentially 
a young adult  (  3  ) . Additionally, 52% of stroke victims are female 
but most preclinical studies utilize male animals. Furthermore, 87% 
of strokes are ischemic and caused by a thrombus or embolus 
occluding a vessel, most often being the middle cerebral artery. 
Despite this fact, many preclinical studies utilize other methods of 
occlusion ranging from a suture to endothelin-1 to photothrombosis. 

 The stroke model described in this work seeks to model the 
clinical scenario as closely as possible by utilizing aged, female rats 
and a thrombus to occlude the middle cerebral artery  (  4  ) . While 
this is but one model of ischemia in terms of technique and animal 
type used, we believe it is the most clinically relevant for studying 
the pathophysiology of stroke and assessing various proposed phar-
macologic agents.  

 

  Equipment described below is used in our laboratory. Alternatives 
are available and may be substituted where appropriate.

    1.    VetEquip RC 2  (Rodent Circuit Controller) anesthesia machine  
    2.    Harvard Apparatus Homeothermic Blanket Control Unit 

with Probe  
    3.    Harvard Apparatus Homeothermic Blanket  
    4.    Oster GOLDEN A5 with #10 clip for hair removal  
    5.    Leica M400-E Operative Microscope  
    6.    Moor Instruments DRT4 Laser Doppler Perfusion Monitor  
    7.    Aitecs SEP-215 Plus syringe pump for administering saline  
    8.    Harvard Apparatus Pump 11 for administering tissue plasmi-

nogen activator  
    9.    Integra 2.7 mm twist drill bit with adjustable safety stop  
    10.    Integra Camino Bolt (cranial bolt for insertion of Doppler probe)  

  2.  Materials

  2.1.  Equipment
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    11.    ISMATEC Reglo Peristaltic Pump for cardiac perfusion of 
the animal  

    12.    −80°C freezer  
    13.    Autoclave (for sterilizing surgical equipment)  
    14.    Incubator (for thrombus preparation)      

      1.    Intramedic Clay Adams brand Nonradiopaque polyethylene 
tubing
   (a)    PE 50—I.D. 0.58 mm and O.D. 0.965 mm  
   (b)    PE 10—I.D. 0.28 mm and O.D. 0.61 mm      

    2.    Petri dish  
    3.    1 ml syringe  
    4.    Bunsen Burner  
    5.    0.9% Physiologic Saline      

      1.    Kendall Curity Gauze Sponges (for making gauze pillow)  
    2.    VWR Laboratory Labeling Tape (for making gauze pillow)  
    3.    Puritan Cotton Tipped Applicators  
    4.    Kendall MonoJect 20 ml syringe  
    5.    Ethicon 3-0 Coated Vicryl Suture  
    6.    Syneture 5-0 Sofsilk Suture  
    7.    Forceps (sharp and dull; different sizes)  
    8.    Surgical scissors (large and small sizes)  
    9.    Surgical scalpel  
    10.    Bard-Parker Stainless Steel Surgical Blade #15  
    11.    Microscissors  
    12.    Microvascular clips (x 2)  
    13.    Microvascular clip holder  
    14.    Hemostat  
    15.    Needle Driver  
    16.    Bone Rongeur for craniotomy  
    17.    2 mm brain block  
    18.    Razor blades  
    19.    Sterile surgical gowns  
    20.    Sterile surgical gloves  
    21.    Sterile surgical drapes  
    22.    Instrument pouch for autoclave  
    23.    Microsyringe for thrombus injection      

  2.2.  Supplies for 
Thrombus Preparation

  2.3.  Surgical Instruments 
and Supplies
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      1.    Baxter 0.9% Sodium Chloride Injection USP 1,000 ml  
    2.    2,3,5-Triphenyl tetrazolium chloride, Sigma-Aldrich  
    3.    Activase (tissue plasminogen activator), Genentech  
    4.    Phosphate-buffered Saline (PBS)  
    5.    Scrub Care ®  Providone Iodine Cleansing Solution, Scrub  
    6.    Dechra VETROPOLYCIN veterinary ophthalmic ointment  
    7.    Iso fl urane       

 

 The following sections describe all steps of the thromboembolic 
stroke model beginning with chemical and surgical preparation 
through achieving reperfusion. 

       1.    Add 100 ml of physiologic saline to 100 mg bottle of Activase, 
creating a concentration of 1 mg/ml.  

    2.    Dissolve the mixture by gentle shaking.  
    3.    Aliquot 1.5 ml in 2 ml Eppendorf tubes and store at −80°C until 

needed. To achieve the  fi nal dose of 5 mg/kg, 5 ml/kg is given. 
For example, a 300 g rat receives 1.5 ml of the 1 mg/ml mixture.      

      1.    Weigh 2 g of 2,3,5-Triphenyl tetrazolium chloride.  
    2.    Place in a 100 ml Pyrex round media storage bottle with screw cap.  
    3.    Fill to 100 ml with phosphate-buffered saline.       

       1.    Place clean instruments in autoclave pouch. Instruments 
should be in the open position when applicable to ensure 
proper sterilization.  

    2.    Place autoclave pouch containing instruments in the autoclave.  
    3.    Ensure autoclave is  fi lled with deionized water.  
    4.    Run autoclave (most cycles are at least 20 min).  
    5.    After cycle is complete and pressure reduced, crack the auto-

clave door slightly.  
    6.    Run drying cycle (per manufacturer instructions).  
    7.    Allow temperature to normalize with room temperature.  
    8.    Remove pack.      

      1.    Place rat in the anesthesia induction chamber.  
    2.    Induce anesthesia for 10 min with the gas valve set at 4.0%.  

  2.4.  Drugs/Chemicals

  3.  Methods

  3.1.  Chemical 
Preparation

  3.1.1.  Activase (Tissue 
Plasminogen Activator)

  3.1.2.  2% Triphenyl 
Tetrazolium Chloride

  3.2.  Surgical 
Preparation

  3.2.1.  Preparation 
of Sterile Surgical 
Instruments

  3.2.2.  Anesthesia 
Induction
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    3.    Remove rat from induction chamber and place the nose of the 
rat in the nose cone.  

    4.    Maintain anesthesia via nose cone with the gas valve set at 2.0% 
for remainder of procedure.      

      1.    Shave the hair of the rat in the proper position (see below).  
    2.    Apply sterile surgical drapes around the surgical site.  
    3.    Ready these areas for surgery using a surgical preparation solu-

tion such as betadine.  
    4.    Place a drop of eye ointment in each eye to prevent postsurgi-

cal ophthalmic infections.      

      1.    Roll gauze pads together creating a 2.5 cm diameter by 5 cm 
long cylinder.  

    2.    Secure with laboratory labeling tape.       

      1.    Position the young-adult donor rat on the homeothermic 
heating pad in a supine position while placing the lower limbs 
in the down position, exposing the groin region.  

    2.    Prepare the right groin area for aseptic surgery (see above).  
    3.    Using a surgical scalpel, make a 4 cm incision parallel to the 

midline in the groin.  
    4.    Using blunt dissection techniques, dissect down to the femoral 

artery and vein. Passing through the layers of fat and connec-
tive tissue, the inferior epigastric artery will become visible, 
arising from the femoral artery and coursing towards the 
super fi cial layers of the lower abdomen.  

    5.    Using a 3-0 suture, retract the external oblique muscle overly-
ing the femoral artery using a hemostat in order to widen the 
 fi eld of view.  

    6.    Isolate the femoral artery from the surrounding femoral vein 
and nerve.  

    7.    Using a 5-0 suture, ligate distal portion of femoral artery.  
    8.    Place microvascular clip (aneurysm clip) proximally to ligated 

portion of the femoral artery. Leave suf fi cient space (approxi-
mately 2 cm) between suture and clip. This process is visual-
ized in Fig.  1 .   

    9.    Once microvascular clip and suture are in place, effectively 
ceasing blood  fl ow through this portion of the femoral artery, 
use microscissors to make a small cut in the top portion of the 
femoral artery. Use caution to not sever the entire vessel so 
that the base of the artery remains intact despite an opening in 
the top portion.  

    10.    Cut a 15 cm long segment of PE50 tubing. Bevel one end of 
the cut segment at approximately 45°.  

  3.2.3.  Aseptic Surgical 
Preparation

  3.2.4.  Preparation 
of Gauze Pillow

  3.3.  Creation 
of Thrombus



216 R.C. Turner et al.

    11.    Insert beveled end of PE50 tubing into opening of the femoral 
artery. With application of light pressure, artery circumference 
will stretch to accommodate the tubing.  

    12.    Once beveled end of PE50 tubing is entirely inside the artery 
lumen (0.5 cm inside), release the microvascular clip brie fl y.  

    13.    PE50 tubing should rapidly  fi ll with blood. Upon  fi lling, the 
microvascular clip is replaced.  

    14.    Remove blood- fi lled PE50 tubing and bipolar coagulate the 
femoral artery proximal to incision, in order to prevent 
bleeding.  

    15.    Remove microvascular clip and remove traction on overlying 
muscles.  

    16.    Suture wound with 3-0 suture.  
    17.    Place blood- fi lled PE50 tubing in an incubator at 37°C for 

120 min.  
    18.    Store thrombus in refrigerator overnight.      

      1.    Remove thrombus from refrigerator.  
    2.    Add saline to petri dish to wash thrombus.  
    3.    Af fi x a 20 cm segment of PE10 tubing to a 1 ml syringe via a 

sharp 27 gauge needle.  

  3.4.  Preparation 
of Thrombus for MCAO

  Fig. 1.    Femoral artery dissection in preparation for blood draw to create thrombus. Note 
space between suture and microvascular clip—this is where femoral artery lumen will be 
exposed to insert PE50 tubing.       
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    4.    Insert free end of PE10 tubing into lumen of thrombus- fi lled 
PE50 tubing.  

    5.    With slow but constant pressure, eject thrombus into saline-
 fi lled petri dish.  

    6.    Visually assess thrombus diameter and appearance for unifor-
mity using the microscope. A well-formed thrombus should 
appear consistent throughout (a smooth exterior with no miss-
ing pieces).  

    7.    Wash clot by drawing into PE10 tubing attached to a syringe 
and expelling repeatedly back into saline. Upon initial expul-
sion, red cells will become detached from thrombus resulting 
in a cloudy appearance within saline. When clot is washed thor-
oughly it should appear ~25% narrower and no additional 
cloudiness produced.  

    8.    Prepare modi fi ed PE50 tubing for injection of the thrombus. 
This is done by heating the PE50 tubing over a bunsen burner, 
removing from the heat, and then stretching the heated por-
tion quickly, reducing the diameter.  

    9.    You should now have a piece of PE50 tubing that is regular in 
diameter on the left and right end and much thinner in the 
middle. Cut tubing in the middle of the thin portion creating 
two pieces of the modi fi ed PE50 tubing.  

    10.    Set a micrometer to 0.3 mm. Pull the modi fi ed PE tube 
between the jaw blades, starting at the thinnest portion and 
progressing to the thicker segment. Where blades “catch” the 
tubing is where the tubing is then cut. This creates a modi fi ed 
PE50 segment of tubing with an outer diameter of 0.3 mm.  

    11.    When ready to inject thrombus, draw clot into modi fi ed PE50 
tubing either directly or indirectly (via PE10 tubing).      

  When performing middle cerebral artery occlusion, con fi rmation of 
proper thrombus (or suture in other models) placement is essential 
for verifying the induction of ischemia as well as for monitoring 
tissue plasminogen activator-induced reperfusion. Brie fl y, a cranial 
bolt with accompanying laser Doppler cerebral blood  fl ow (CBF) 
probe is inserted into the cranium above the area corresponding to 
the vascular region supplied by the middle cerebral artery (MCA). 
This provides continual readings to document CBF at baseline as well 
as during and after insertion of thrombus and during reperfusion.

    1.    Position rat on homeothermic heating pad such that it is on its 
left side, with the right side exposed.  

    2.    Prepare region between ear and eye for aseptic surgery (see 
above).  

    3.    Using a surgical scalpel, make an incision that is 2 cm medial and 
cephalic to right ear to 2 cm lateral and cephalic to right ear.  

  3.5.  Measurement 
of Cerebral Blood Flow
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    4.    Temporalis muscle should now be exposed. Using scalpel, make 
a 1 cm incision along right edge at the point where temporalis 
muscle inserts into skull. Make another 1 cm incision parallel to 
the  fi rst incision in cephalic direction. Now to complete tempora-
lis  fl ap, cut along medial insertion. Use the bipolar at low 
setting (i.e., 15–20 Malis units) to control bleeding.  

    5.    Re fl ect temporalis  fl ap using 3-0 suture and a hemostat to 
expose Bregma.  

    6.    After removing excess tissue to clearly expose sutures, use tip of 
scalpel blade to start a small burr hole approximately 3 mm cau-
dal to Bregma and 3 mm medial to the linea temporalis (twirl the 
scalpel with attached blade in your  fi ngers, similar to a drill bit).  

    7.    Once a starting groove has been made in skull with scalpel blade, 
switch to drill bit (approximately 7/64 of an inch) and continue 
making burr hole. Do this part slowly and remove bone frag-
ments frequently, particularly once dural surface is exposed.  

    8.    When the burr hole is  fi nished, it should be a perfect circle and 
dura mater should be exposed such that you can see vascula-
ture (Fig.  2 ).   

  Fig. 2.    Burr hole ready for insertion of cranial bolt and laser Doppler probe for cerebral 
blood  fl ow measurement.       
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    9.    Af fi x cranial bolt over middle cerebral artery by carefully 
screwing it into parietal bone surrounding burr hole.  

    10.    Insert laser Doppler probe into cranial bolt opening for 
monitoring cerebral blood  fl ow.  

    11.    Remove hemostat providing traction and withdraw suture 
from temporalis muscle.  

    12.    Rat is now ready to be positioned for middle cerebral artery 
occlusion procedure.      

  The thromboembolic model described herein is advantageous in 
that it most closely mimics the clinical scenario. This is accom-
plished by administering a thrombus created from a young-adult 
donor rat into the middle cerebral artery, the vessel most frequently 
occluded in the human population. Additionally, proper place-
ment can be veri fi ed through the use of the laser Doppler cerebral 
blood  fl ow recording discussed previously.

    1.    Place rat in supine position on homeothermic heating pad 
being careful not to disrupt laser Doppler probe that has been 
inserted previously for monitoring purposes.  

    2.    Place a small pillow (see above) under head of rat such that 
anterior portion of head and neck are parallel to operating 
table. This is important as it brings anatomical structures of 
interest (carotid artery and its branches) more super fi cial. This 
allows increased access to the bifurcation of the carotid artery 
and visualization of the internal carotid artery.  

    3.    Place forelimbs of rat in traction such that chest is fully exposed, 
enhancing visualization during dissection.  

    4.    Using surgical scalpel, make a midline cervical incision running 
from near the mandible to the sternum.  

    5.    Dissect through super fi cial connective tissue to visualize 
mandibular glands and muscles overlying the trachea.  

    6.    Focusing to right (the rat’s right side) of the midline, a 
triangle formed by three different muscles should be appar-
ent (Fig.  3 ). The medial border of this triangle is created by 
the sternohyoid, the inferior lateral border by the sternomas-
toid, and the superior lateral by the inferior portion of the 
digastric.   

    7.    Separate these muscles by dissecting through connective tis-
sue between the muscles. Use care to avoid damaging mus-
cles as this can result in unnecessary trauma and excessive 
bleeding.  

    8.    Retract superior lateral border of triangle (inferior portion of 
digastric) by encircling muscle with 3-0 suture and providing 
traction using a hemostat. Common carotid artery should now 
be visible in center of the triangle.  

  3.6.  Middle Cerebral 
Artery Occlusion
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    9.    Carefully isolate common carotid artery from surrounding 
connective tissue.  

    10.    Follow common carotid artery superiorly to its bifurcation 
into external and internal carotid arteries.  

    11.    Carefully isolate external carotid artery, the more super fi cial of 
the branches from the common carotid artery. The other 
branch from bifurcation is the internal carotid artery.  

    12.    Follow external carotid artery cephalically until the superior 
thyroid artery ( fi rst anterior-oriented branch off of external 
carotid) comes into view (Fig.  4 ). The superior thyroid artery 
may be attached underneath the superior angle of the triangle, 
between the digastric muscle and sternohyoid muscle.   

    13.    Bipolar coagulate superior thyroid artery and cut in the center 
of bipolared portion, separating superior thyroid artery from 
external carotid artery.  

    14.    Ligate external carotid artery near origin from common carotid 
artery. Use a single tie that can be untied easily as this is a tem-
porary ligation.  

    15.    Bipolar coagulate external carotid artery in the most distal 
region possible, above where the superior thyroid artery 
branched off.  

    16.    Cut external carotid artery in middle of the bipolared segment, 
creating the external carotid artery stump at the bifurcation of 

  Fig. 3.    Vessels prepared for insertion of thrombus. The external carotid artery stump, seen 
ligated by the suture, is the site of insertion. This stump can be manipulated such that it 
is in line with the internal carotid artery, allowing for a straight shot from the ECA stump 
into the ICA and subsequently the MCA.       
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the common carotid artery. This stump should move freely 
while attached to the common carotid artery at this point—if 
not, dissect more thoroughly such that the stump can be 
moved such that it is inline with the internal carotid artery.  

    17.    Isolate internal carotid artery. While isolating, a branch origi-
nating near the ECA–ICA bifurcation becomes apparent called 
the occipital artery.  

    18.    Isolate the portion of the occipital artery nearest the internal 
carotid artery and bipolar this vessel. Once the vessel is bipo-
lared suf fi ciently, cut this vessel in the bipolared segment. The 
external carotid artery stump can be seen in Fig.  3 . Also visible 
in this  fi gure is the common carotid artery and the internal 
carotid artery.  

    19.    Finish isolating the internal carotid artery down to the next 
branch (pterygopalatine artery). Ensure that both the ICA 
and the pterygopalatine artery can be seen at this bifurcation 
(Fig.  4 ) as it is essential that the tubing can be visualized in 
the proper vessel when inserted in subsequent steps.  

    20.    Apply two microvascular clips—one on the common carotid 
artery and one on the internal carotid artery. These are to occlude 

  Fig. 4.    Diagrammatic representation of vasculature in the neck and brain relevant for middle cerebral artery occlusion 
(MCAO). It is important to note the location of the superior thyroid artery and the occipital artery as these must be dissected 
and bipolared prior to thrombus insertion. When inserting the thrombus, ensure the modi fi ed tubing is placed from the 
external carotid artery stump into the internal carotid and then the middle cerebral, avoiding the pterygopalatine artery.       

 



222 R.C. Turner et al.

blood  fl ow temporarily while inserting the thrombus. A drop in 
CBF in the MCA territory, as measured with the laser Doppler 
monitoring system, should be observed at this point (Fig.  5 ).   

    21.    Mark the modi fi ed PE50 tubing prepared previously with a 
permanent marker at 18 mm from the modi fi ed end. This mark 
will allow for visualization through the artery as the clot is 
inserted in subsequent steps.  

    22.    Draw the clot into the modi fi ed PE50 tubing using the 
microsyringe. If the clot cannot be drawn into the modi fi ed 
tubing, wash the clot more in the saline until small enough to 
be drawn into the modi fi ed tubing.  

    23.    Position the microsyringe with attached modi fi ed PE50 tubing 
 fi lled with the clot such that the modi fi ed tubing is in line with 
the external carotid artery stump. To do this, use modeling clay 
positioned in the groin of the rat as the mounting point for the 
microsyringe and adjust this superiorly or inferiorly such that 
the modi fi ed tubing and clot are in the proper location.  

    24.    Cut the bipolared segment off of the external carotid artery 
stump so that the lumen can be visualized.  

    25.    Loosen the suture placed around the external carotid artery 
and begin to insert the modi fi ed tubing containing the clot 
while bending the external carotid artery stump towards the 
syringe, inline with the internal carotid artery. Once the tubing 

  Fig. 5.    Laser Doppler recording of CBF during MCAO procedure. (1) Baseline CBF recording, (2) occlusion with modi fi ed 
tubing prior to clot injection, (3) veri fi cation by withdrawing catheter approximately 1 mm, (4) injection of clot and CBF 
reduction to 20% or less of baseline, (5) reperfusion from tPA administration.       
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is inserted beyond the suture, tighten the suture once again 
around the tubing.  

    26.    Remove the microvascular clip from the internal carotid artery 
but leave the other microvascular clip on the common carotid 
artery at this time.  

    27.    Continue inserting the modi fi ed tubing containing the clot 
into the internal carotid artery. Ensure that the tubing remains 
in the internal carotid artery and does not enter the pterygo-
palatine artery by observing the tubing inside the vessel.  

    28.    When the 18 mm mark approaches the bifurcation, slow the 
insertion process and watch the laser Doppler monitor for 
changes in cerebral blood  fl ow.  

    29.    When the laser Doppler number drops, indicating blood  fl ow 
to the MCA is disrupted, the tubing is in the correct place 
(Fig.  5 ). Pull back approximately 1 mm on the modi fi ed tub-
ing and watch the cerebral blood  fl ow be restored, as indicated 
by the laser Doppler recording (Fig.  5 ). This is a con fi rmatory 
step for ensuring no hemorrhage was caused.  

    30.    When the cerebral blood  fl ow is restored, inject 5  μ l of saline 
to eject the blood clot from the modi fi ed tubing.  

    31.    Once the clot is injected, the cerebral blood  fl ow should drop 
again to a value similar to that seen previously when occluding 
with the tubing only (Fig.  5 ).  

    32.    After injecting the clot, wait 5 min to ensure clot stability prior 
to slowly removing the modi fi ed tubing.  

    33.    When removing the modi fi ed tubing, a microvascular clip will 
need to be placed on the internal carotid artery prior to with-
drawing the modi fi ed tubing entirely.  

    34.    Once the clip is placed, remove the modi fi ed tubing the rest of 
the way and use the remaining suture around the external 
carotid artery stump to ligate the stump permanently. The 
stump can also be bipolar coagulated to ensure proper closure 
and prevent bleeding.  

    35.    Remove both microvascular clips at this time. The CBF in the 
MCA territory should remain decreased at 20% or less of base-
line (Fig.  5 ).  

    36.    Cover the exposed tissues with a saline-soaked gauze pad while 
the animal remains under anesthesia prior to closing the wound 
using a 3-0 suture.      

  In this thromboembolic model, reperfusion is obtained via administra-
tion of tissue plasminogen activator, the same compound that is utilized 
clinically. This allows for the study of new therapeutics in conjunction 
with the presently approved agent—a combination therapy approach. 
Brie fl y, tissue plasminogen activator can be given intravenously via 
the same catheter used to administer saline in the femoral vein.

  3.7.  Achieving 
Reperfusion
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    1.    Follow the procedure for “Creation of Thrombus,” found 
above.  

    2.    Isolate the femoral vein from the artery and nerve.  
    3.    Using a 5-0 suture, ligate the distal end of the exposed femoral 

vein.  
    4.    Using a 5-0 suture, prepare a loose ligation more proximally. 

This will be to hold the intravenous catheter in place but can-
not be tightened until the catheter is inserted.  

    5.    Insert the 22-gauge catheter proximal to the total ligation of 
the femoral vein but distal to the loose suture.  

    6.    Secure the intravenous catheter with the previously prepared 
5-0 suture.  

    7.    Connect the intravenous catheter to a syringe pump loaded 
with saline.  

    8.    Administer saline at a rate of 1 ml/h to maintain proper  fl uid 
balance.  

    9.    At 2 h after induction of ischemia by injecting the clot, admin-
ister tissue plasminogen activator via a syringe pump at a dose 
of 5 mg/kg. A 30% bolus should be given and the remaining 
administered over a period of 30 min. This is done via the same 
intravenous catheter used for saline administration and is done 
simultaneously.  

    10.    While administering tissue plasminogen activator, closely observe 
the rat for bleeding from open wounds and stop via bipolar.  

    11.    Observe the cerebral blood  fl ow measurement, as blood  fl ow 
should be restored following tissue plasminogen activator 
administration (Fig.  5 ).  

    12.    Once complete, carefully remove the intravenous catheter and 
either suture or bipolar this open segment of the femoral vein.  

    13.    Remove the laser Doppler probe and cranial bolt.  
    14.    Suture all wounds using a 3-0 suture.      

  Assessment of animals poststroke in the past has largely focused on 
volumetric measurements and the ability of the compound being 
tested to alter infarct volume. In recent years the focus has begun 
to shift towards behavioral outcomes to increase clinical relevancy 
 (  5  ) . This shift has been largely predicated on the failure of com-
pounds to translate from preclinical models to clinical trials. Despite 
the hundreds of clinical trials initiated for pharmacologic agents to 
treat ischemic stroke, tissue plasminogen activator remains the only 
FDA-approved compound. 

 As such, we will discuss brie fl y both aspects of assessment post-
stroke: functional and volumetric. 

  3.8.  Poststroke 
Assessment
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   The Modi fi ed Neurological Severity Score (MNSS) has long been 
utilized as a functional assessment for stroke as it is proposed to 
assess both motor and sensory de fi cits after ischemia  (  6  ) . This scale, 
while simple when applied to the young animal, is fraught with 
challenges when applied to the aged animal. The aged animal is 
fundamentally unique in that motor activity, even prior to injury, is 
greatly reduced as well as balance and sensory perception. 
Therefore, the utility of this scale in the aged population may 
simply be more of a quali fi er for whether or not stroke occurred 
rather than an accurate assessment of stroke severity.  

 Raising rat by tail (normal = 0; maximum = 3)  (3) 

 Flexion of forelimb  1 

 Flexion of hindlmb  1 

 Head movement >10° to vertical axis within 30 s  1 

 Placing rat on  fl oor (normal = 0; maximum = 3)  (3) 

 Normal walk  0 

 Inability to walk straight  1 

 Circling toward the paretic side  2 

 Falls down to paretic side  3 

 Sensory tests (normal = 0; maximum = 2)  (2) 

 Placing test (visual and tactile test)  1 

 Proprioceptive test (deep sensation, pushing paw against table 
edge to stimulate limb muscles) 

 1 

 Beam balance tests (normal = 0; maximum = 6)  (6) 

 Balances with steady posture  0 

 Grasps side of beam  1 

 Hugs beam and one limb falls down from beam  2 

 Hugs beam and two limbs fall down from beam, or spins on beam 
(>60 s) 

 3 

 Attempts to balance on beam but falls off (>40 s)  4 

 Attempts to balance on beam but falls off (>20 s)  5 

 Falls off; no attempt to balance or hang on the beam (<20 s)  6 

 Re fl ex absence and abnormal movements (normal = 0; maximum = 4)  (4) 

 Pinna re fl ex (head shake when auditory meatus is stimulated)  1 

 Corneal re fl ex (eye blink when cornea is lightly touched with cotton)  1 

 Startle re fl ex (motor response to a brief auditory stimulus)  1 

  Seizures, monoclonus, and myodystony  1 

 Maximum points  (18) 

  3.8.1.  Functional 
Assessment

   Modi fi ed Neurological 
Severity Score



226 R.C. Turner et al.

    Points are assessed for inability to perform speci fi ed task or for 
absence of re fl ex, resulting in more severely impaired animals 
receiving a higher score. The following ranges have been used to 
categorize injury severity: 1–6 mild injury, 7–12 moderate injury, 
and 13–18 severe injury.  

  Assessment of sensorimotor activity can be done as part of scoring 
systems such as the aforementioned MNSS but can also be done 
using other techniques such as open- fi eld/locomotor activity, 
rotarod, staircase test, the cylinder test, grip-strength, adhesive label 
test, and others  (  7  ) . While the intent of this work is not to review 
all functional tests, it is important to consider the variety of factors 
that impact the assessment of motor ability. Perhaps most impor-
tant are the inherent differences seen from animal to animal at base-
line. Therefore, it is important to either normalize to baseline or 
provide adequate training to meet a preset criterion. Additionally, 
age must be considered. Young adult animals behave differently 
than aged animals and have signi fi cantly more mobility before and 
after ischemia. Furthermore, alterations in the methodology used 
to induce MCAO produces highly variable results depending on 
occlusion type, location, duration, and strain of animals used.  

  Cognitive assessment of rodents poststroke remains a widely 
debated topic, similar to other behavioral assessments. There is 
little agreement as to the most appropriate measures or expected 
results as past work has been highly variable. Some commonly uti-
lized techniques include the Morris Water Maze, radial maze, pas-
sive avoidance, and active avoidance  (  8  ) . Each of these tests has 
been designed to assess some aspect of learning or memory but 
requires signi fi cant motor ability and baseline ability may vary from 
strain to strain and with age.   

      1.    At time of sacri fi ce, anesthetize the rat as described previously.  
    2.    Once anesthetized, place the rat in a supine position.  
    3.    Make a horizontal incision, approximately 2 in. wide, in the 

upper abdomen of the rat.  
    4.    Cut vertically at each end of this incision, cutting through the 

diaphragm and rib cage.  
    5.    A  fl ap has now been created consisting of the sternum and the 

anterior portion of the rib cage that can be retracted using a 
large hemostat.  

    6.    Quickly remove any fascia remaining around the heart and 
aorta so that both structures can be visualized clearly.  

    7.    Insert the peristaltic pump needle into the left ventricle and 
into the aorta. Visualize the needle in the aorta to con fi rm 
proper placement.  

   Sensorimotor Assessment

   Cognitive Assessment

  3.8.2.  Volumetric 
Assessment
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    8.    Start the pump and set to a rate of approximately 10 ml/min 
for 10 min using physiologic saline to perfuse the animal.  

    9.    Cut the right atrium to allow for the blood to drain out of the 
animal. Over time the  fl uid should become clear and the tis-
sues/organs should become pale (particularly liver and eyes), 
indicating a successful perfusion.  

    10.    After 10 min (and 100 ml of saline), turn off the pump and 
remove the needle from the aorta.  

    11.    Decapitate the animal.  
    12.    Extract the brain, being careful not to damage the cortex.  
    13.    Place the brain in the 2 mm brain block.  
    14.    Place in −80°C freezer for approximately 5 min.  
    15.    Remove from freezer and slice using razor blades.  
    16.    Place each slice in a separate well in a 12 well plate.  
    17.    Add 2 ml of 2% TTC in PBS to each slice.  
    18.    Place in incubator for 20 min.  
    19.    Remove plate from incubator and scan into an image  fi le (jpg, 

tif, etc.).  
    20.    Calculate lesion volume using previously described techniques 

(Photoshop, ImageJ, etc.)  (  9  ) .        

 

     1.    If the instrument pouch is wet upon removal from the auto-
clave, it is likely that the door was not opened/cracked appro-
priately and/or the drying cycle did not run properly. Do NOT 
open the door to the maximum extent immediately as this 
allows colder room air to rush in and create condensation on 
the instruments.  

    2.    We strongly recommend relying on CBF measurements 
throughout the procedure. CBF changes can be seen with each 
step, ranging from the initial brief reduction seen when placing 
microvascular clip on the CCA to those corresponding to dura-
tion of ischemic episode.  

    3.    Creating a high quality burr hole without damaging the brain 
is vital for con fi rming ischemia and reperfusion but is often 
challenging, even for the experienced surgeon. After initiating 
the hole with the scalpel and switching to the drill bit, be sure 
to frequently remove bone fragments to prevent forcing them 
into the brain. Also, try applying enough downward force to 
engage the drill bit in the cranium but then apply slight upward 

  4.  Notes



228 R.C. Turner et al.

force to prevent the bit from entering the dura and brain. 
This upward force also assists in directing bone fragments out 
of the cranium rather than inside.  

    4.    Our group, as well as others in the  fi eld, has experimented with 
different methods of recording cerebral blood  fl ow such as 
extracranial measurements from the cranium surface. While it 
is possible to obtain readings from this position, we have not 
found consistent success at ensuring proper occlusion and rep-
erfusion. One of the primary obstacles encountered is the abil-
ity to achieve preset criteria for assessing ischemia/reperfusion. 
We de fi ne ischemia as a drop of 80% or more from baseline 
laser Doppler recording and de fi ne reperfusion as a return to 
80% or greater of the baseline value or visual absence of throm-
bus upon craniotomy.  

    5.    Prior to inserting the cranial bolt, verify the position of the 
Doppler probe within the bolt. Depending on the supplies/
equipment used, the probe may be longer than the bolt. In this 
case, it may be helpful to apply a moldable but somewhat rigid 
material (such as bone wax) to the probe to prevent the probe 
from extending beyond the bolt.  

    6.    Washing the clot properly is one of the most critical steps of 
the process. Wash too little and reperfusion becomes unreli-
able, wash too much and spontaneous reperfusion occurs. The 
proper amount of washing requires practice and a trained eye—
this can be acquired with attention to detail and some basic 
experience.  

    7.    We have found signi fi cant variance in the PE 50 tubing used to 
form the clot when purchased from various manufacturers. In 
addition to slight variances in size, lumen texture is also vari-
able with some appearing smoother while others are slightly 
ribbed. For this reason, we utilize the INTRAMEDIC listed in 
the materials section. We have found the most success with this 
tubing as it conforms to rigid tolerances and as such is consis-
tent from reel to reel.  

    8.    We have also found that the method of anesthesia used 
in fl uences volume of the clot. Iso fl urane may result in smaller 
diameter clots than using Ketaject. For this reason, it may be 
advantageous to utilize Ketaject for blood draws from the 
donor animal.  

    9.    When perfusing the animal, it may be desirable to use a dulled 
needle. Often a sharp needle may penetrate the aorta leading 
to poor quality perfusions. If you experience this problem,  fi le 
the tip of the needle to create a dulled tip.          
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    Chapter 14   

 Use of Cell-Stretch System to Examine the Characteristics 
of Mechanosensor Channels: Axonal Growth/
Neuroregeneration Studies       

     Koji   Shibasaki          

  Abstract 

 Temperature-sensitive TRP (so-called “thermoTRP”) channels are well recognized for their contributions 
to sensory transduction, responding to a wide variety of stimuli including temperature, nociceptive stimuli, 
touch, and osmolarity. However, the precise roles for the thermoTRP channels during development have 
not been determined. To explore the functional importance of thermoTRP channels during neural devel-
opment, the temporal expression was determined in embryonic mice. Interestingly, TRPV2 expression was 
detected in spinal motor neurons in addition to the DRG from E10.5, and was localized in axon shafts and 
growth cones, suggesting that the channel is important for axon outgrowth regulation. We revealed that 
endogenous TRPV2 was activated in a membrane-stretch-dependent manner in developing neurons by 
knocking down the TRPV2 function with dominant negative TRPV2 and TRPV2-speci fi c shRNA, and 
signi fi cantly promoted axon outgrowth. In this section, the author introduces experimental methods to 
investigate the mehcanosensor functions of TRPV2 in axonal outgrowth or regeneration.  

  Key words:   Mechanosensor ,  TRPV2 ,  Electroporation ,  In ovo ,  DRG ,  Motor neuron ,  Culture    

 

 Mechanisms of axonal outgrowth still have many mysteries, 
although many chemoattractive and chemorepulsive molecules 
related to axonal outgrowth were identi fi ed, and their intracellular 
signaling was examined. It is a speci fi c characteristic that neurons 
can grow to the length of more than 1 m in humans  (  1,   2  ) . This 
mechanism of elongation has been called “passive stretching”  (  2  ) . 
From embryonic stages, the passive stretching-dependent axonal 
outgrowth begins. As our body grows, the distances between 

  1.  Introduction

Arpad Szallasi and Tamás Bíró (eds.), TRP Channels in Drug Discovery: Volume II, Methods in Pharmacology and Toxicology, 
DOI 10.1007/978-1-62703-095-3_14, © Springer Science+Business Media, LLC 2012



232 K. Shibasaki

neuronal cell bodies and growth cones gradually increase, thereby 
exerting tensile forces on the axons. 

 In some of in vitro studies, the growth cones of cultured sen-
sory axons were attached to glass needles to examine their response 
to forces  (  3,   4  ) . Axons could be stretched up to approximately 
100  μ m over a few hours  (  2  ) . Moreover, arti fi cial external forces 
induce axonal outgrowth. A group developed a unique chamber 
system in which neurons are cultured on two initially contiguous 
platforms that are pulled apart by a stepped motor  (  5,   6  )  in order 
to improve axonal regeneration following injury. The axons plated 
onto the platforms can be elongated by this system. This system 
provides ten times faster speed than typical growth-cone-mediated 
axonal outgrowth rates  (  7  ) . In addition to the above observations, 
using orthopedic leg-lengthening procedures in adult rats, it was 
found that applied forces  in vivo  could double inter-nodal dis-
tances. Notably, acute stretching resulting in high tension, as it 
occurs clinically when large nerve gaps are directly joined, impairs 
axonal regeneration  (  8,   9  ) . 

 Recently, we reported that TRPV2 was a mechanosensor chan-
nel which contributed to axonal outgrowth in a membrane stretch-
dependent manner  (  10  ) , consistent with previous report described 
the sensor function of TRPV2 against hypotonic stimulus  (  11  ) . 
Taken together, these results indicate that forces are powerful 
stimulators of axonal outgrowth through TRPV2 activation. In 
addition to those reports, we also recently reported that activation 
of TRPV2 through mechanical stimulus by intestinal movement 
regulated intestinal motility  (  12  ) . In this section, the author intro-
duces good systems to investigate the mehcanosensor functions in 
axonal outgrowth or regeneration.  

 

      1.    ICR strain mice were utilized. Embryos were considered as E0.5 
at noon on the day at which vaginal plugs were observed.  

    2.    Fertilized chicken eggs were purchased from Gen Corporation 
(Gifu, Japan), and the eggs were cultured for 3 days at 38.5°C 
until they become embryos at the Hamburger and Hamilton 
stage (HH) 10–14.  

    3.    All animal care and procedures were performed according to 
NIH, NIPS (National Institute for Physiological Sciences) and 
Gunma University guidelines.      

      1.    Membrane stretch was applied by a computer-controlled step-
ping motor machine (STB-150, STREX, Japan) as previously 
described  (  13  ) .  In vitro  and  in ovo  electroporations were per-
formed by a pulse generator, ECM830 (BTX).      

  2.  Materials

  2.1.  Animals

  2.2.  Equipment
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      1.    A standard bath solution containing 140 mM NaCl, 5 mM KCl, 
2 mM MgCl 2 , 2 mM CaCl 2 , 10 mM HEPES, and 10 mM glu-
cose, pH 7.4, was used for whole cell patch-clamp recordings. 
The standard bath solution for the patch-clamp experiments was 
the same as that used in  fl uorescence measurements.  

    2.    Pipette solution for whole-cell recordings contained 140 mM 
CsCl, 0.5 mM EGTA, 2 mM Mg-ATP, 2 mM K 2 -GTP, and 
10 mM HEPES, pH 7.4.       

 

  Embryonic mouse DRG or motor neurons were prepared using a 
modi fi ed protocol originally designed for cultivation of the mouse 
hippocampus  (  14  ) .

    1.    DRGs or the ventral half of spinal cords was dissected from 
E12.5 embryos and dissociated using mechanical trituration.  

    2.    Cells were plated on poly- d -lysine-coated coverslips (15 mm 
round, Assistant, Germany) at a  fi nal density of 3–5 × 10 5  
cells/coverslip in Neurobasal Medium (Invitrogen, Carlsbad, 
CA) with B27 supplement (Invitrogen), NGF (10 ng/mL, 
Sigma, St. Louis, MO), NT-3 (10 ng/mL, Calbiochem, La 
Jolla, CA), and penicillin/streptomycin (1:250, Invitrogen, 
Carlsbad, CA).  

    3.    After 12 h, coverslips were immersed in fresh Neurobasal 
Medium with B27 supplement, NGF and NT-3. To prevent 
overgrowth of glia and  fi broblasts, cultures were treated with 
cytosine arabinoside (5  μ M; Calbiochem). Embryonic DRG 
explant cultures were also performed from E12.5 embryos. 
Dissected DRGs were put on poly- d -lysine-coated coverslips 
in Neurobasal Medium with B27 supplement, NGF and 
NT-3. After 12 h, coverslips were immersed in fresh 
Neurobasal Medium with B27 supplement, NGF and NT-3 
(with cytosine arabinoside (5  μ M)). To examine the effect of 
low calcium on TRPV2-dependent axon outgrowth, we uti-
lized low Ca 2+  DMEM (0.15 mM low Ca 2+ ) or regular 
DMEM (2 mM normal Ca 2+ ) with 10% fetal bovine serum, 
NGF, NT-3, and penicillin/streptomycin instead of above 
culture medium.      

      1.    Membrane stretch was applied by a machine (STB-150) as 
described above.  

    2.    Dissociated DRG or ventral spinal cord cells were transferred 
onto a 4-cm 2  silicon chamber (Fig.  1a , b) coated with 50  μ g/
mL  fi bronectin at a density of 3 × 10 4  cells/cm 2 .   

  2.3.  Solutions

  3.  Methods

  3.1.  Cultivation of 
Dissociated Embryonic 
DRG/Motor Neuron 
Cells and Embryonic 
DRG Explants

  3.2.  Application 
of Cyclic Stretch
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    3.    After 2 days, the silicon chamber was attached to a stretching 
apparatus that was driven by a computer-controlled stepping 
motor (Fig.  2a ). Using this system, quantitative and uniform 
stretch (+2.8% length for 15 s) was applied to the cells upon 
Ca 2+ -imaging experiments by Fura-2 (Fig.  2b, c ).       

    In vitro  electroporation was performed by a modi fi ed protocol as 
previously described  (  15,   16  ) .

    1.    Embryonic DRGs or the ventral half of spinal cords (at E12.5) 
were dissociated using mechanical trituration from anesthe-
tized embryos by chilling on ice. DRGs and spinal cords were 
transferred into DNA solutions (5  μ g/ μ L) in PBS containing 
0.1% fast green as a tracer were transferred to the electropora-
tion chamber with dissociated DRG cells.  

    2.    Five square pulses (33 mV) of 50-ms duration with 950-ms 
intervals were applied by a pulse generator, ECM830 (BTX).      

  3.3.  In Vitro and In Ovo 
Electroporation

  3.3.1.  In Vitro 
Electroporation

  Fig. 1.     In vitro  cell-stretch system. ( a ,  b ) Elastic silicone chambers and their dimensions. Two pieces of cover glass ( rect-
angle ) are attached to the bottom of the silicone chamber with an adhesive agent and a 1 mm width slit (from glass edge 
to edge) is made in the center of the chamber so that only the slit area can be elongated upon extension. ( c ) DRG neurons 
were cultured on the silicone chamber (the gray 18 mm × 18 mm square place in ( b )) after EGFP cDNA was electroporated. 
Many soma and axons were visualized by EGFP expression.       
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   In ovo  electroporation was performed as described previously  (  17  ) .

    1.    Chicken eggs were windowed, small amounts of EGFP-reporter 
plasmids were injected in the neural tube lumen in chick 
embryos at the HH 10–14 with 0.05% fast green (Fig.  3a ), and 
the injected DNA was unilaterally pulse-electroporated (35 mV, 
5 times, 50 ms duration with 950 ms intervals).   

    2.    The window was sealed with adhesive tape and the eggs were 
returned to the incubator (38.5°C) for further incubation. The 
bodies of embryos were dissected after 1 day, and the EGFP-
leveled axon length was measured and quanti fi ed (Fig.  3b ).       

  Fura2  fl uorescence was measured by Fura2-AM (Molecular Probes, 
Carlsbad, CA) in a standard bath solution as described above. The 
340:380 nm ratio was recorded. Whole-cell recording data were 
sampled at 10 kHz and  fi ltered at 5 kHz for analysis (Axon 200B 
ampli fi er with pCLAMP software, Axon Instruments, Foster 
City, CA).   

  3.3.2.  In Ovo 
Electroporation

  3.4.  Fluorescent 
Measurements and 
Electrophysiology

  Fig. 2.     In vitro  cell-stretch system. ( a ) After 48 h of cell culture, the silicone chamber is set in two arms of the extension 
device on the Ca 2+ -imaging microscope. An  arrow  in ( c ) indicates the direction of extension. ( b)  HEK293 cells expressing 
TRPV2 were exposed to membrane stretch (102.8% extension) for 15 s by the STREX machine during Ca 2+ -imaging. The 
red signals in the most left picture represent the TRPV2 transfected cells revealed by Ds-Red co-expression. Fura-2 ratio 
traces by symbols are from the cells indicated by the same symbols in the pseudocolor image. Ca 2+  in fl ux was observed 
only in the trasfected cells ( red cells ) by 102.8% stretch. ( c ) The representative traces are shown in the graph (both trans-
fected and non-transfetced cells). These  fi gures are cited and modi fi ed by a previous report  (  10  ).        
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     1.    The silicon chambers, which were used for membrane stretch 
experiments, must be coated by  fi bronectin.  

    2.    The silicon chambers can be used repeatedly after wash and 
pasteurized.  

    3.    Power of uniform stretch was determined by distance of each 
slide glass (see Fig.  2a ) in bottom of the silicon chamber.  

    4.    For  in ovo  electroporation, you must make  fi ne glass pipettes. 
The pipette resistance should be over 15 Mohm (if you can 
check by patch-clamp).  

  4.  Notes

  Fig. 3.     In ovo  electroporation revealed that TRPV2 was involved in axonal outgrowth through its activation by membrane 
stretch. ( a ) Schematic drawing of in ovo electroporation method. Egg shells were broken by scissors, and the chick 
embryos were visualized. DNA solution (5 mg/mL) was injected into the neural tube by glass pipette (the author used mouth 
glass pipet-like ES cell injection for KO mice generation). After DNA injection (you can check by the color of Fastgreen), 
platinum electrodes were placed both sides of the embryo. Then,  fi ve square pulses (33 mV) of 50-ms duration with 950-
ms intervals were applied by a pulse generator, ECM830 (BTX). The egg shells were sealed by tapes, and the eggs were 
incubated for 24 h at 38.5°C. ( b ) Representative images of motor neurons, which were identi fi ed by neuro fi lament expres-
sion ( red ) in chick embryos; a control spinal cord tissue expressing EGFP, a tissue expressing wild type TRPV2  ( WT-V2) and 
a tissue expressing dominant negative TRPV2 (DN-V2).  Arrowheads  indicate commissure axons. All plasmid DNAs were 
incorporated by electroporation in ovo at HH 10–14 stages. After 1 day, chick embryos were  fi xed and tissue sections were 
prepared. WT-V2 expression signi fi cantly enhanced axon outgrowth compared with EGFP ( dashed square ), but DN-TRPV2 
expression signi fi cantly reduced axon outgrowth compared with EGFP ( dashed square ). Scale bar, 1 mm. These  fi gures are 
cited and modi fi ed by a previous report  (  10  ).        
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    5.    After you purchased the fertilized chicken eggs, you have to 
keep those at 38.5°C for 3 days. The embryos located to top 
of the eggs. So you must carefully consider where you would 
like to make windows for the manupuration.  

    6.    If you need long culture for in ovo electroporation, you have 
to transfer the embryos to the other egg shells.  

    7.    If the response is too small in Ca 2+ -imaging experiments, you 
should add 0.02% (v/v) pluronic F-127 (in 140 mM NaCl, 
5 mM KCl, 2 mM CaCl 2 , 2 mM MgCl2, 10 mM HEPES, and 
10 mM glucose, pH 7.4, adjusted with NaOH). This manupu-
ration greatly enhances the response.          
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    Chapter 15   

 Methods in Neuronal Growth Cone Biology       

     Robert   J.   Gasperini       and    Lisa   Foa         

  Abstract 

 Axon guidance is a crucial component of normal nervous system development. Errors in axon guidance 
can result in disorders such as autism and schizophrenia. In order to understand the pathogenesis of these 
disorders, we need to understand the fundamental mechanisms of growth cone motility, which ultimately 
direct axon guidance. In this chapter, we describe protocols and methods that our laboratory uses to study 
normal growth cone physiology and biochemistry. We describe the “pipette” turning assay [   Lohof AM, 
Quillan M, Dan Y, Poo MM, J Neurosci 12(4): 1253–1261, 1992] that we have adapted for primary 
cultures of rodent dorsal root ganglia. We also describe methods for calcium imaging of growth cones 
and provide data to demonstrate the absolute requirement of TRP channels for growth cone navigation. 
These techniques provide researchers with considerable scope and  fl exibility in experimental design and 
can be adapted to provide high-throughput biochemical data for the elucidation of mechanisms governing 
the action of guidance molecules.  

  Key words:   Growth cones ,  Axon guidance ,  Turning assay ,  Neuronal development ,  TRPC    

 

 During embryonic development, the process of connecting the 
millions of neurons that comprise the precise network of our ner-
vous system begins. Axon guidance is crucial to this process. Each 
developing neuron extends an axon that is tipped with a highly 
specialized navigational organ, the growth cone. This membranous 
structure responds to repulsive and attractive chemotactic guid-
ance cues that may be substrate bound or gradients of soluble, 
diffusible molecules. Growth cones are physiologically relevant cell 
structures that allow researchers a high level of microscopic access 
to many important membrane-associated channels and signaling 
domains. Understanding the cellular signaling mechanisms that 
regulate growth cone responses to these cues is vital if we are to 
understand the mechanisms of development that underpin 

  1.  Introduction

Arpad Szallasi and Tamás Bíró (eds.), TRP Channels in Drug Discovery: Volume II, Methods in Pharmacology and Toxicology, 
DOI 10.1007/978-1-62703-095-3_15, © Springer Science+Business Media, LLC 2012
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neurodevelopmental diseases such as autism, mental retardation, 
and schizophrenia. 

 Most guidance cues alter growth cone motility by eliciting an 
asymmetric rise in calcium and subsequent second messenger 
signals across the growth cone  (  1  ) , with growth cone motility 
biased towards the side of high intracellular calcium  (  2–  4  ) . 
Determining the source and molecular basis of spatial and tempo-
ral regulation of calcium signals is key to understanding growth 
cone navigation and axon guidance. It is now clear that activation 
of transient receptor potential (TRP) channels is important in the 
early signaling events that transduce the guidance cue signal to 
changes in growth cone motility. 

 Calcium entry through TRP channels in growth cone naviga-
tion has been clearly demonstrated in a variety of neurons, includ-
ing Xenopus spinal neurons, rat cerebellar neurons, and sensory 
neurons from dorsal root ganglia  (  5–  7  ) . Exactly which TRP chan-
nels are required for growth cone navigation is likely to depend on 
neuronal subtype and temporal gradients during development. In 
cerebellar granule cells, TRPC3 and TRPC6 are necessary for 
growth cone turning towards brain-derived neurotrophic factor 
(BDNF)  (  5  ) . In dorsal root ganglion neurons, TRPM8 channels 
mediate calcium responses induced by transthyretin protein in 
growth cones  (  8  ) . However, most studies on TRP function in 
growth cones have used relatively nonspeci fi c inhibitors, such as 
SKF96365  (  9  ) , and hence the full extent of TRP requirement for 
growth cone motility remains to be determined. Although TRPs 
have been shown to be necessary for growth cone navigation, the 
exact molecular transduction of guidance cue receptor to TRPC 
gating is still unclear  (  1,   5,   6  ) . Recent evidence suggests that BDNF 
activation of the tyrosine kinase type B (TrkB) receptors and cal-
cium in fl ux via TRPCs requires phospho-inositide 3-kinase (Pi3K) 
activation of phosphatidylinositol-(3,4,5)-trisphosphate (PIP 3 ) 
and Akt  (  10  ) . 

 TRP channel activation is thought to be important in the regu-
lation of basal, or resting calcium, which is buffered at extremely 
low concentrations in growth cones. This buffering ensures a 
dynamic signal-to-noise ratio of growth cone calcium, so that small 
changes in calcium are instructive  (  1,   11  ) . The postsynaptic calci-
um-regulatory protein, Homer1b/c, contributes to basal cytosolic 
calcium by gating the activity of TRPC channels  (  7  ) . In HEK293 
cells, Homer couples TRPC channels with the inositol triphos-
phate receptor (IP 3 R) on the endoplasmic reticulum membrane 
 (  12  ) . When bound in this conformation, spontaneous activity of 
TRPC channels is reduced, contributing to the low basal cytosolic 
calcium levels in resting cells. Upon receptor activation or internal 
calcium store depletion, the Homer-TRPC-IP 3 R complex dissociates, 
promoting calcium in fl ux via TRPC channels and IP 3 R activation 
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 (  12  ) . Similarly in neurons, reducing Homer expression results in 
growth cones being repelled from a gradient source of BDNF, a 
molecule which is normally chemoattractive  (  7  ) . Calcium imag-
ing of growth cones has demonstrated that reduced expression of 
Homer1b/c results in the spontaneous activity of SKF96365-
sensitive channels, likely TRPC channels  (  7  ) . This evidence 
con fi rms that TRP channels are important in the maintenance of 
basal cytosolic calcium in growth cones and hence vital to growth 
cone navigation. 

 The study of growth cone motiltiy is not only important for an 
understanding of axon guidance, but growth cones are also an 
excellent model for understanding the dynamics of protein interac-
tions in neuronal membranes. Growth cone guidance in vitro has 
been studied extensively since the 1970s. Many studies focused on 
growth cone contact with bound substrates or other cell types 
 (  13–  18  ) . However as noted above, growth cones in vivo respond 
not only to contact with the extracellular matrix and other cells, 
but they also respond to gradients of soluble guidance cues. Early 
chemotactic assays demonstrated that growth cones would turn 
towards a source of soluble nerve growth factor  (  19  ) . While early 
assays were relatively crude, they clearly demonstrated that growth 
cones would re-orient towards soluble sources of guidance cues 
such as NGF. The “pipette” turning assay was re fi ned by the Poo 
laboratory in 1992  (  20  )  and that paper has formed the basis of 
“pipette” assays that we use today. The gradients produced by the 
“pipette” assay are likely to be substantially steeper than the gradi-
ents found in vivo  (  21  ) . Consequently, there have been several 
attempts to develop assays that better represent the 3-dimensional, 
shallow gradients that growth cones are more likely exposed to 
in vivo  (  21,   22  ) . Steepness of molecular gradients notwithstand-
ing, the original assay described by Lohoff et al.  (  20  )  has proven 
invaluable in deciphering many of the cell signaling mechanisms 
that are necessary for growth cone guidance,  fi ndings which have 
subsequently been extended in vivo to spinal cord regeneration 
 (  23,   24  ) .  

 

      1.    Micropipettes are pulled using microprocessor-controlled 
puller, P-87 (Sutter Instrument Co., USA) from borosili-
cate glass capillaries with an internal  fi lament, an outer diam-
eter of 1.0 mm and internal diameter of 0.58 mm (Harvard 
Instruments, USA).  

    2.    Micropipettes are polished to nominal tip openings of 1.5–2.5  μ m 
using a microforge, MF-830 (Narashige, Japan).  

  2.  Materials

  2.1.  Equipment
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    3.    Imaging dishes: Using a bench-top lathe, A 10 mm hole is 
bored through the base of 35 mm plastic petri dishes (Iwaki, 
Asahi, Japan). 13 mm, acid washed #1 coverslips are glued to 
the underside of dishes using an acid-cure silicone glue (3 M). 
Alternatively, dishes can be purchased in a variety of formats 
from MatTek Corporation, USA.  

    4.    Micropipettes are positioned in dishes using a micromanipula-
tor (M3, Narashige, Japan).  

    5.    Pressure pulses to micropipettes are controlled by a pressure 
delivery system (Picospritzer, Parker-Hannif fi n Corp., USA).  

    6.    Tissue culture incubator conditions should be controlled to 
37°C and 5% CO 2 .  

    7.    Growth cone turning experiments are performed using phase 
contrast optics on an inverted microscope (Optiphot, 
Nikon). Images are acquired using a monochrome video 
camera (PCO, Switzerland) and custom software (MatLab, 
MathWorks, USA).  

    8.    Calcium imaging experiments are performed using an 
attenuated (33% transmission) 340 and 380 nm wavelength 
illumination source (Lambda DG-4, Sutter). Images are 
acquired sequentially at 510 nm using an EMCCD camera 
(Evolve, Photometrics) and inverted microscope (Eclipse TiE; 
Nikon Instruments) using a 40× Fluor-S oil-immersion 
objective (Nikon).      

      1.    Coverslips are coated with poly-ornithine (1 mg/ml, Sigma) 
and laminin (100  μ g/ml, Gibco).  

    2.    Dissociated neurons from dorsal root ganglia are cultured in 
sensory neuron medium (SNM) which consists of Dulbecco’s 
Modi fi ed Eagle Medium / Ham’s F-12 medium 1:1 (SAFC 
Biosciences), fetal calf serum (5%v/v), penicillin G (100 U/
ml), streptomycin (100  μ g/ml), nerve growth factor 
(NGF, 50 ng/ml, Sigma-Aldrich), and N2 neural medium 
supplement (Gibco).  

    3.    A variety of guidance cues can be used to establish chemotactic 
gradients. Here, we use BDNF (10  μ g/ml, Alomone 
Laboratories), netrin-1 (5  μ g/ml, R + D Systems), phorbol 
12-myristate 13-acetate (PMA, 100 nM, Sigma Aldrich), sema-3a 
(20 ng/ml, R + D Systems), glutamate (1 mM, Sigma Aldrich).  

    4.    Calcium indicator: Fura-2 AM (Molecular Probes, Invitrogen).  
    5.    Calcium imaging buffer is prepared from Hanks Balanced Salt 

Solution (HBSS, Gibco) supplemented with calcium chloride 
(2 mM), magnesium chloride (1.2 mM), HEPES (10 mM), 
glucose (5 mM), nerve growth factor (NGF, 50 ng/ml), and 
N2 supplement (Invitrogen).       

  2.2.  Reagents and 
Solutions



24315 Methods in Neuronal Growth Cone Biology

 

  Growth cones are thin membranous structures, and hence it is 
necessary to maximize imaging resolution in order to view growth 
cone  fi lopodia and lamellipodia. To do this we use custom-made 
imaging dishes.

    1.    Wash dishes in ethanol and rinse in sterile water and UV ster-
ilize. Coat the coverslip glass at the base of the well in 
poly-ornithine overnight, rinse and allow to dry.  

    2.    The dishes at this point can be stored for several days prior to use.  
    3.    On the day of imaging, coat the coverslip wells with laminin 

and incubate at 37°C and 5% CO 2  for 1–2 h. Wash laminin 
immediately prior to cell plating.      

  Primary cultures of dissociated sensory neurons from thoracic 
dorsal root ganglia are derived from embryonic day 16–18 
(E16–18) Hooded Wistar or Sprague–Dawley rat embryos.

    1.    Dissect ganglia from decapitated embryos (Note 1). Pin into 
dissection dishes, bathed in DMEM-F12 tissue culture medium 
or HBSS.  

    2.    Remove the skin and meninges overlying the spinal column 
and remove the spinal cord, exposing the ganglia.  

    3.    Extract the ganglia, picking them from the nerve roots.  
    4.    Place whole ganglia into 200  μ l of SNM, in a microcentrifuge 

tube. Mechanically dissociate ganglia by trituration through 
200  μ l pipette tip.  

    5.    Plate cells at low density onto poly-ornithine and laminin-coated 
glass coverslips within imaging dishes (100  μ l per dish).  

    6.    Incubate cells for 1 h in a 5% CO 2 /95% room air incubator at 
37°C then supplement with an additional 2 ml of media and 
incubate for a further 2–3 h.  

    7.    Transfer cultures to microscope for imaging. Maintain cultures 
at 37°C throughout the imaging session.  

    8.    Image only isolated growth cones from actively protruding 
axons.      

  Micropipettes are used to develop microgradients of guidance cues 
and are made from borosilicate glass capillaries with an internal 
 fi lament. Capillary glass of various dimensions can be used; however, 
consistent pipettes are pulled from 1.0 mm OD × 0.58 mm ID glass.

    1.    Pull micropipettes using the microprocessor-controlled puller.  
    2.    Fire-polish the pipette ori fi ce to an opening of 1.0–2.0  μ m 

with a microforge (Fig.  1 ).       

  3.  Methods

  3.1.  Preparation of 
Imaging Dishes

  3.2.  Cell Culture

  3.3.  Micropipettes
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  Growth cone turning assays are performed as previously described 
 (  20  ) , modi fi ed slightly for neurons derived from dorsal root gan-
glia. The assay can be set up using any known or novel guidance 
cue. Experimental parameters that should be controlled to ensure 
consistency of microgradients include air pressure supplied to the 
micropipette, pulse duration, and pulse frequency. Concentrations 
of guidance cue molecules at the growth cone are estimated to be 
10 −3  of micropipette concentrations  (  20  ) . To illustrate the gradient 
of guidance cue, we have used the dye, trypan blue, in an aque-
ous phosphate-buffer. Using previously published ejection param-
eters of 10 ms pulses and 5 psi pressure  (  20  ) , a circular bolus of dye 
was ejected and was observed to rapidly disperse into the surround-
ing medium (Fig.  2a ). In order to determine the precision of the 
ejections, 8-bit grayscale images were captured at 140 ms intervals 
and a circular area, 25  μ m in radius approximating the visible dye 
bolus, was quantitated. Analysis of the average pixel intensities 
showed slight variability in the maximal dye concentration of 
each repetitively ejected bolus. However, the area of each response 
over time appeared consistent, suggesting the total mass of dye 
ejected was similar (Fig.  2b ).  

 To more fully explore the characteristics of microgradients, 
especially at the outer margins where growth cones would be pre-
dicted to encounter guidance cue molecules, the gradient pro fi le of 
the plume was assessed as a line scan, originating radially from the 
pipette tip to the visible plume margins, rather than the integrated 
pixel intensity of the visible dye bolus area. The line scan approach 
would be predicted to more closely approximate the concentration 
pro fi le or gradient of dye concentration. Analysis of the dye con-
centration close to the tip (<10  μ m) shows a linear decay pro fi le 
over time but a more nonlinear decay pro fi le at greater (>25  μ m) 

  3.4.  Growth Cone 
Turning Assay

  Fig. 1.    Manufacture of pipettes used in microgradient preparation. The dimensions and tip opening pro fi les of typical 
micropipettes manufactured for the growth cone turning assay. ( a ) Bright  fi eld image representing a typical micropipette 
pulled with the microprocessor controlled puller. ( b ) shows the same pipette after the tip had been  fi re-polished and 
shaped in a microforge. Scale bar is 10  μ m.       

 



24515 Methods in Neuronal Growth Cone Biology

distances from the tip (Fig.  2c ). These observations are in good 
agreement with work previously done using  fl uorescent dextrans, 
con fi rming the microgradient pro fi le of the proposed assay  (  20  ) . 
The method for setting up the turning assay is:

    1.    As described in Sect.  3.2 , place culture dish, containing cells 
on the microscope, using a heated stage to maintain 37°C.  

    2.    Load the micropipette with 2–5  μ l of the desired chemotactic 
agent or known guidance cue and attach the micropipette to 
the micromanipulator and picospritzer.  

  Fig. 2.    Pulsatile ejection of dye with a micropipette in vitro. ( a ) A sequence of images taken at 100 ms intervals and 
demonstrating the decay of a dye plume concentration after pulsatile ejection from a micropipette. Pulse occurred at 0 ms. 
Decay of dye plume concentration is visually apparent by 400 ms after ejection.  Dotted line  represents circular area used 
to quantify dye concentration. Scale bar is 10  μ m. ( b ) Figure demonstrating the variation in dye concentration in multiple, 
repetitive dye injection. The  circular area  de fi ned in Fig.  1a  was used as a measure of the visible dye bolus and its mean 
pixel value was calculated following ten successive pulsatile ejections. Time interval is 140 ms. ( c ) Figure shows an esti-
mation of dye concentration as a function of distance from micropipette tip. Decay of concentration close to the pipette 
proceeds in a linear manner, although the linearity of decay decreased with increasing distance from pipette tip.       
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    3.    Lower the micropipette so that is clearly within the visible  fi eld 
of view, but outside the focal plane, while a suitable growth 
cone is identi fi ed (Note 2).  

    4.    Position the selected growth cone in the center of the screen 
and lower the micropipette into position. Position micropipette 
tips 80–100  μ m from growth cones and within 5–10  μ m of 
the culture substrate, at a 45 o  angle to initial axon trajectory.  

    5.    Set the stimulator to deliver 10 ms pulses and the picospritzer 
pressure at 5 psi. This will produce the microgradient of 
guidance cues.  

    6.    Acquire images every 7 s for 30 min using image acquisition 
software. Maintain focus on the growth cone throughout the 
imaging period. Light intensity should be adjusted using 
neutral density  fi lters to achieve low levels of illumination 
thereby avoiding nonspeci fi c phototoxic damage and aberrant 
turning of growth cones.  

    7.    Analyze data using ImageJ (NIH), measuring turning angles, 
axon extensions. Only analyze growth cones that extend at 
least 10  μ m within the 30 min imaging period. Turning angles 
are de fi ned as the change in axon trajectory of the distal 10  μ m 
of axon compared to the initial starting trajectory. Attraction 
and repulsion are designated positive and negative angles, 
respectively.  

    8.    Use an appropriate test of statistical signi fi cance, such the 
Mann–Whitney U-test (Prism 4, GraphPad Software) to ana-
lyze turning angles, comparing each treatment to the control.     

 Here, we show an example in which DRG growth cones turn 
in response to microgradients of BDNF, netrin-1, PMA, sema-3a, 
and glutamate, compared to a control exposure of SNM (Fig.  3 ). 
Embryonic rat sensory neurons from wild-type thoracic DRG were 
prepared as described. After plating, cells extended lengthy axons 
with effusive growth cones exhibiting highly motile  fi llopodial and 
lamellapodial behaviors within the 30 min assay period. DRG 
growth cones showed robust chemoattraction towards BDNF, 
netrin-1, and glutamate, when compared to a control gradient of 
SNM, and robust chemo-repulsion in gradients of sema-3a and 
PMA (Fig.  1a ). Graphical representations of growth cone responses 
in this turning assay were represented as histograms showing mean 
turning angles (Fig.  1b ) and axon extension (Fig.  1c ). Turning 
angles were calculated 30 min after initiation of a microgradient. 
Axon extension rates were not signi fi cantly different between treat-
ments, indicating that the general cellular health of DRGs was not 
compromised during the assay. Both average turning angles and 
axon extension rates were similar to responses seen in other cells 
such as rat cerebellar granule cells and  Xenopus  spinal neurons  (  5, 
  6,   25  ) , con fi rming that DRG are an excellent model for studying 
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the mechanisms that govern axon path  fi nding. Furthermore, the 
speed at which DRG neurons extend processes suggests that 
30 min is a suitable imaging period, rather than the usual 1 h origi-
nally described for Xenopus spinal neurons  (  20  ) .   

  The turning assay can be modi fi ed by bath application of pharma-
cological agents, or by introducing genetic constructs, such as tar-
geted morpholinos (Gene Tools) or siRNA into the cells during 
the trituration process. We typically use morpholinos to manipu-
late protein expression (Note 3). Morpholino oligonucleotides 
were originally developed to achieve stable protein knockdown in 
zebra fi sh and have now been used extensively in many vertebrate 
systems to effectively reduce protein expression without the 

  3.5.  Pharmacological 
or Molecular 
Modi fi cation of the 
Turning Assay

  Fig. 3.    Motile responses of DRG sensory neurons in the turning assay. Motile turning responses of wild-type DRG neurons to 
netrin-1, BDNF, glutamate, sema-3a, PMA, and vehicle microgradients in the growth cone turning assay. BDNF, netrin, and 
glutamate caused attraction while sema-3A and PMA induced repulsion of DRG growth cones. Vehicle control gradient induced 
random turning responses. Positive angles represent attraction and negative angles represent repulsion. ( a ) Phase contrast 
images at the initiation of microgradient (0 min) and at the termination of the assay (30 min). ( b – c ) Histograms depicting DRG 
neuron turning ( b ) and extension responses ( c ) (mean, SEM and number of observations,  n ). Axon extension rates did not differ 
signi fi cantly between any of the guidance molecules tested after 30 min. Signi fi cant differences from control values are 
marked as: * p  < 0.05; ** p  < 0.005; Mann–Whitney U-test.  Error bars  indicate SEM. Scale bar for ( a ) is 10  μ m.       
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reported off-target effects observed with RNA interference  (  26  ) . 
We  fi nd that 4–6 h of growth in the presence of a targeted morpholino 
reliably results in 50% reduction of protein expression  (  7  ) .

    1.    For pharmacological manipulation of proteins, for example 
membrane ion channels, add agonists or antagonists to the bath 
prior to the start of the turning assay. Addition of large volumes 
during the assay will disrupt the guidance cue gradient.  

    2.    For reduction in protein expression using morpholinos, add 
morpholinos (5–10  μ M) to whole ganglia prior to trituration. 
Proceed with ganglia dissociation and plating as described above. 
Allow cells to grow for at least 4–6 h prior to the turning assay.     

 We show here an example of bath application of SKF96365 in 
a turning assay. This experiment demonstrates the necessity of TRP-
like channels in growth cone turning. SKF96365 is a nonselective 
antagonist of TRPC channels and other store-operated channels 
 (  27  ) . The addition of SKF96365 to the bath abolished attractive 
turning of DRG growth cones towards a microgradient of BDNF 
(Fig.  4 ). This data suggests that DRG growth cones rely on calcium 
in fl ux through store-operated calcium channels. These results are 
consistent with known function of TRPC in motile growth cones. 
Calcium dependent turning of  Xenopus  spinal neurons requires 

  Fig. 4.    SKF96365-sensitive calcium channels are necessary for BDNF-mediated growth 
cone motility. ( a ) Growth cone turning towards BDNF is abolished when SKF96365-sensitive 
channels are inactivated. ( b ) SKF treatment is speci fi c to turning since axon extension rates 
do not differ signi fi cantly from BDNF only or control experiments. Signi fi cant differences 
are marked as: * p  < 0.005; Mann–Whitney U-test.  Error bars  indicate SEM.       
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xTRPC1 signaling  (  6,   25  ) . In cerebellar granule cells, the calcium-
dependent guidance cue BDNF signals through TRPC3 and 
TRPC6 channels  (  5  ) . These studies concluded that BDNF and 
netrin-1, via respective TrkB and DCC receptors, either directly or 
indirectly activate TRPC, which in turn activate calcium signaling 
in the growth cone  (  5,   6,   25  ) . More recent work suggests the 
activation of TRPCs by BDNF is likely indirect, via PI3K and Akt 
 (  10  ) . It is likely that the cellular context will determine which TRP 
channels are required for growth cone motility.   

  Most guidance cues alter growth cone motility by eliciting an 
asymmetric rise in calcium and subsequent second messenger 
signals across the growth cone (reviewed in  (  1  ) ). Growth cone 
direction is biased towards the high calcium side of the growth 
cone  (  2–  4  ) . Determining the source of calcium and molecular basis 
of the spatial and temporal regulation of calcium signals is key to 
understanding growth cone navigation and axon guidance. The 
example shown in Fig.  5  was prepared as described below. It dem-
onstrates a global rise in intracellular calcium in response to a 
microgradient of BDNF. 

    1.    Transfer plated DRG neurons to a room temperature solution 
of Fura-2 AM (5  μ M, Invitrogen) in serum-free SNM and 
incubate for 20 min at 37°C.  

    2.    Wash cells once with fresh SNM and incubate for a further 
30 min at 37°C to allow complete de-esteri fi cation.  

    3.    Mount onto an imaging chamber and exchange SNM for 
Imaging buffer, which is used for all calcium imaging experi-
ments. All experiments are carried out at 37°C.  

    4.    Move culture in imaging chamber to the inverted microscope 
(Eclipse TiE; Nikon Instruments) equipped with heated stage 
or an environment-controlled chamber (Clear State Solutions, 
Australia).  

    5.    Image growth cones with alternate excitation using an attenu-
ated (33% transmission) 340 and 380 nm wavelength illumina-
tion source (Lambda DG-4, Sutter).  

    6.    Acquire images (5–25 ms) at 510 nm using an EMCCD digital 
camera (Evolve, Photometrics) using a 40xFluor-S oil-immer-
sion objective (Nikon) equipped with DIC optics. To acquire 
images, use a frame rate of 1 Hz and de fi ne regions of interest 
(ROIs) using NIS Elements 6D software (Nikon).  

    7.    Using appropriate software, perform background subtraction. 
Calculate  fl uorescence ratio (R) for each ROI as the intensity 
of emission during 340 nm excitation divided by intensity of 
emission during 380 nm, on a pixel-by-pixel basis.  

    8.    Estimate calcium concentrations using the formula: 

  3.6.  Calcium Imaging
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  Fig. 5.    BDNF induces a global rise in intracellular calcium in growth cones. ( a – b ) DIC images of a growth cone before and 
after initiation of a BDNF microgradient. ( c – d ) Pseudo-colored images depicting global increase in growth cone calcium 
concentration following BDNF gradient initiation. ( e ) Estimation of intracellular calcium concentration over time after initia-
tion of BDNF gradient.       
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   where  K  (eff)  describes an effective binding constant Kd (224 nM 
at 37°C) × (F380 at saturable calcium/F380 at low calcium), R 
is the ratio at 340/380 nm at the current time point,  R  min  and 
 R  max  are the calculated ratios at 340/380 nm of cells at satu-
rable and minimal cytosolic calcium concentrations.  

    9.    Use statistical software such as Prism 5 (Graph-Pad Software) 
for graphical and statistical analysis of data.       

 

     1.    When dissecting ganglia, remove all possible traces of menin-
ges and nerve roots.  

    2.    When selecting growth cones for imaging, ensure that they are 
in the center of the camera  fi eld of view. Ensure that the growth 
cone is not caught up on any cellular debris on the substrate.  

    3.    When using morpholinos to reduce protein expression within 
cells, a targeted morpholino should be used in the treatment 
group and a mispaired morpholino for the control group. 
Protein knockdown should always be veri fi ed with immunocy-
tochemistry and western analysis. Similarly if using siRNA, a 
control siRNA should always be included and knockdown 
should be veri fi ed and demonstrated.  

    4.    Perform calcium-free experiments in calcium-free imaging 
buffer supplemented with 300  μ m EGTA.     
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grant from the Ian Potter Foundation to LF. RJG was supported 
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    Chapter 16   

 Transient Receptor Potential Channels and Pruritus       

     Heike   Benecke   ,    Janine   Wäring   ,    Tobias   Lotts   , and    Sonja   Ständer          

  Abstract 

 Itch induction and allergy development are regulated by highly complex pathways that involve dynamic 
cross-talk events between cells within the skin. These include the transient receptor potential (TRP) ion 
channels. For example, the intensity, quality, and the clinical characteristics of itch, pain, and in fl ammatory 
sensations can be in fl uenced by thermal stimuli within the activation range of thermo-sensitive TRP cannels. 
The thermo-TRP channel TRPV1 contributes to the regulation of the skin surface temperature which has 
a major impact on the epidermal permeability barrier. TRPV1 has an important role in the induction of 
histamine-mediated pruritus in sensory neurons while TRPV4 has a role to play in histamine-independent 
itch induction. The stimulation of TRPV2 on mast cells provokes pro-in fl ammatory degranulation events 
and subsequent release of histamine, thus directly promoting the induction of itch. TRPV3 is likely to have 
a crucial function in epidermal barrier formation and hair morphogenesis. TRPM8 and TRPA1 interfere 
with the induction of sensory sensations. Cutaneously expressed temperature sensors of the TRP channel 
family thus became an attractive target for pharmacological treatment of pruritic, in fl ammatory, and 
nociceptive processes.  

  Key words:   Itch ,  Pruritus ,  Pain ,  Histamine ,  Capsaicin ,  Therapy    

 

 Itch induction and allergy development are regulated by highly 
complex pathways that involve dynamic cross-talk events between 
cells within the skin. These include immunological and non-immu-
nological cells such as keratinocytes which express and release 
pruritogenic mediators of allergy-evoked itch in humans and mice 
(reviewed in  (  1–  5  ) ). The transient receptor potential (TRP) ion 
channels have an important role in induction as well as relief of 
pain and itch. In humans, it was shown that the intensity, quality, 
and the clinical characteristics of itch, pain, and in fl ammatory sen-
sations can be in fl uenced by thermal stimuli within the activation 

  1.  Introduction
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range of thermo-sensitive TRP cannels. Moreover, thermo-TRP 
channels contribute to the regulation of the skin surface temperature 
which has a major impact on the epidermal permeability barrier 
 (  6  ) . Impaired formation and dysregulation of the epidermal barrier 
is an important trigger of pruritic skin. In addition, an important 
role of TRPV1 in the induction of histamine-mediated pruritus has 
been discovered  (  7  ) . Cutaneously expressed temperature sensors 
of the TRP channel family thus became an attractive target for 
pharmacological treatment of pruritic, in fl ammatory, and nociceptive 
processes  (  8–  10  ) . For example, the TRPV1 agonist capsaicin has 
been used to treat chronic pruritus of different origins since a long 
time. However, the underlying molecular mechanisms responsible 
for the bene fi cial effects of TRP channel modulation in diseased 
skin have not been suf fi ciently elucidated yet. 

 Mammalian thermo-TRP channel physiology was largely studied 
in mice and rats which represent an appropriate model system of 
man. Most TRP channels expressed in rodents are conserved in 
humans (reviewed in  (  11–  13  ) ). Studies on their functional charac-
terization in the recombinant system revealed comparable activa-
tion patterns and modulation or sensitization by similar physical 
and chemical stimuli. For example, topical application of the 
TRPV1 agonist capsaicin leads to nocifensive behavior when 
applied to human, mouse, or rat skin (reviewed in  (  13  ) ). Thus, 
many recent studies focused on the creation of knockout and trans-
genic animals to study the physiological relevance of TRP channels 
for itch and allergy development and the contribution of speci fi c 
pruriceptor-expressing cell populations. Several mouse models 
have already been described that appropriately  fi t the physiological 
data. However, a recent review provides a comprehensive summary 
of the model systems used so far in itch research that additionally 
refers to species-dependent similarities and differences in itch path-
ways between various systems  (  14  ) . 

 Although some TRPs were already shown to exhibit distinct 
characteristics with regard to ligands or activating stimuli such as 
temperature, the overall mechanisms underlying their physiologi-
cal role seem to be the same. 

 In the next section, we focus on functional thermo-TRP chan-
nel expression in the mouse and rat skin and discuss their potential 
implications in pruritus and allergy development.  

 

 The role of thermal TRP channel sensors with moderate (TRPV4: 
>25°C, TRPV3: >33) and high heat thresholds (TRPV1: >43°C; 
TRPV2: >50°C) has been the focus of many studies in the past. 
Their overall potential not only in mediating the perception of 

  2.  Heat Receptors
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high temperatures but also in nociceptive signaling became 
more and more important for therapeutic treatment of certain skin 
diseases. There is compelling evidence for the role of TRPV1 as a 
key player in itch and allergy development (reviewed in  (  1,   8,   15  )  
and references therein), while TRPV3 and TRPV4 have come 
more recently into focus as potential mediators and modulators of 
itch  (  1,   16  ) . 

  TRPV1 is by far the most important player in the development as 
well as therapy of pruritus. Like most TRP proteins, it forms a non-
selective channel that comprises diverse stimulation mechanisms: 
the  fi rst identi fi ed ligand was capsaicin, but it can also be activated 
by natural substances like piperine, camphor, eugenol, synthetic 
capsaicin, and the plant-derived resiniferatoxin  (  17  ) . Endogenously, 
it is activated by cannabinoid anandamide  (  18–  20  )  and endovan-
niloid N-arachidonoyl dopamine (NADA)  (  21,   22  ) . Other physi-
ologically relevant activators are temperatures above 42°C and 
protons (pH < 5.9)  (  23,   24  ) . It was initially described to be 
expressed on C- and A δ -type nociceptive sensory neurons  (  23, 
  25  ) ; later it was also found in non-neuronal cells including den-
dritic cells, dermal mast cells, epidermal and hair follicle keratino-
cytes, and other epithelial cells  (  26–  31  ) . 

 Besides the long-known role of TRPV1 in pain pathways 
 (  23–  25  ) , there is broad agreement on the involvement of TRPV1 
in itch and allergy via multiple mechanisms. Clinically, many reports 
support an important role of TRPV1 in the induction of itch and 
allergy as in allergic rhinitis  (  32  ) . Very early it was shown that the 
activation of TRPV1 resulted in the release of certain neuropep-
tides, e.g., substance P (SP) and calcitonin gene-related peptide 
(CGRP), and other itch mediators like interleukins, prostaglan-
dins, and also growth factors  (  33,   34  ) , and each of them was found 
to be participating in pruritic pathways ( (  35  ) , reviewed in  (  36  ) ) 
after they were initially detected in pain pathways. Some of them 
can lead to the release of additional pruritogens and many can in 
turn affect TRPV1 activity  (  27,   35,   37,   38  ) . Most of these effects 
were observed in capsaicin-sensitive nerve  fi bers, even before it was 
known that TRPV1 was the molecular candidate  (  39  ) . 

 The  fi rst itch-mediator identi fi ed in relation to TRPV1 was 
histamine, until today the best analyzed pruritogen in this context. 
Kim et al. showed that calcium in fl ux into rat DRG neurons upon 
histamine stimulation could be inhibited by TRPV1 antagonists  (  40  ) . 
With the help of further suitable blockers, they could identify 
phospholipase A2 and lipoxygenase as the pathways responsible for 
TRPV1 activation; this was con fi rmed later in mice  (  7,   40  ) . Later, 
PLC β 3 was identi fi ed as the mediator of histamine-induced itch via 
TRPV1  (  41,   42  ) . To date it is assumed that in sensory neurons, hista-
mine binds to the histamine H1 receptor, which subsequently induces 
the synthesis of the TRPV1 activator 12-hydroperoxyeicosatetraenoic 

  2.1.  TRPV1
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acid (12-HPETE) by lipoxygenases  (  43  ) . This substance can also 
induce scratching when injected intradermally, but interestingly 
this cannot be blocked by the application of the TRPV1 blocker 
capsazepine, but by the TRPV1 agonist capsaicin  (  44,   45  ) . At the 
same time, histamine-induced scratching is signi fi cantly reduced 
in TRPV1 gene-de fi cient mice or when TRPV1, histamine receptor 
H1R, PLA2, or 12-lipoxygenase blockers are applied  (  42  ) . 
The mechanisms behind these paradoxical  fi ndings are yet to be 
elucidated. 

 A similar paradoxical observation is that rats lacking the 
TRPV1-positive neurons by chemical ablation develop severe skin 
lesions due to intense scratching  (  46  ) . On the other hand, mice in 
which TRPV1-expressing sensory neurons were ablated did not 
show any symptoms of itch, either spontaneously or after subcuta-
neous injection of major pruritogens such as histamine, serotonin, 
and agonists of the proteinase-activated receptor PAR-2  (  47  ) . It 
seems there are more pathways involved in these phenomena than 
currently known. 

 As mentioned above, SP, commonly known in pain pathways, 
is an important itch mediator, although it does not seem to medi-
ate all scratching behaviors, as the deletion of the gene-encoding 
SP does not prevent serotonin-evoked scratching  (  48  ) . In a rather 
unusual animal model, the naked mole rat, a recent study revealed 
a link between SP and histamine-induced itch  (  49  ) . In this species, 
there is expression of SP in the small diameter DRG neurons  (  50  ) . 
These animals did not display any pruritic symptoms like scratch-
ing when histamine was applied, but exhibited marked scratching 
behavior after SP was injected intrathecally. At the same time, 
nocifensive behavior was absent after capsaicin application, but 
could also be “rescued” by intrathecal SP administration. As an 
explanation, the authors point out that in the naked mole-rat, cap-
saicin-sensitive  fi bers terminate in the deeper laminae of the dorsal 
horn in addition to the super fi cial layers. This might enable SP to 
act via super fi cially expressed neurokinin1 receptors and overcome 
possible inhibitory action by the deep dorsal horn projections. This 
study supports the idea that TRPV1-positive  fi bers mediate hista-
mine-induced itch. In addition to histamine, there are other sub-
stances known to activate and sensitize TRPV1, e.g., bradykinin, 
eicosanoids, neurotrophins, and prostaglandins, leading to a sensi-
tization of the peripheral nerve  fi bers that thus become more sus-
ceptible to pruritic stimuli (reviewed in  (  15  ) ). 

 In 2007, it was shown that TRPV1, like its relative TRPV3, is 
involved in skin barrier homeostasis in the sense that capsaicin 
delayed dermal barrier recovery after tape-stripping-induced bar-
rier disruption in both mice and humans. The additional applica-
tion of capsazepine stopped this delay  (  6  ) . More recent publications 
underline these  fi ndings: a potent TRPV1 antagonist, PAC-14028, 
could signi fi cantly suppress scratching behavior and was capable of 
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alleviating other symptoms of atopic dermatitis by accelerating skin 
barrier recovery  (  51  ) . Later, the same group was able to con fi rm this 
in a mouse model, the blocker stopped allergen- and resiniferatoxin-
induced scratching and the degranulation of mast cells  (  51  ) , making 
PAC-14028 a promising antipruritic therapeutic candidate. 

 Capsaicin is widely applied as a topical therapeutic against itch 
 (  52,   53  )  because prolonged application leads to the desensitization 
of TRPV1 and subsequent non-responsiveness of the respective 
 fi bers. Nevertheless, a recent review doubts that there is scienti fi c 
proof for this effect after analyzing six studies on this issue  (  54  ) . 
There are other substances with antipruritic effects, namely 
tacrolimus and pimecrolimus; while their targets are not known to 
date, TRPV1 might be one of them  (  55–  57  ) . Besides, there are 
other studies than those reviewed in Gooding and coworkers that 
could show the relieving effect of TRPV1 agonists on itch on a 
cellular level  (  44,   45  ) . The same is true for noxious heat, another 
TRPV1 activator. Yosipovitch et al. have shown that this stimulus 
was capable of reducing scratching behavior, while a TRPV1 
antagonist was not able to do so  (  58  ) . These additional  fi ndings 
would favor a general role for TRPV1 agonists and other stimuli 
in antipruritic therapy. 

 Two recently identi fi ed players in pruritus are vesicular gluta-
mate transporter 2 (VGLUT2) and Pirt. It has been suggested 
that VGLUT2 might contribute to itch sensations  (  59,   60  )  via 
interaction with TRPV1. Both worked with conditional knock-
out mice with deleted VGLUT2 expression in various subpopula-
tions of DRG neurons, namely, Nav1.8-, TRPV1-, and tyrosine 
hydroxylase- (Th) expressing cells. These conditional knock-out 
mice showed drastically increased scratching behavior to the point 
when there was formation of overt skin lesions. This affected the 
conditional knockout in TRPV1-expressing cells as well as 
VGLUT2 deletion in combination with the other proteins. At the 
same time, in both groups there was a huge overlap of TRPV1 and 
VGLUT2 expression, giving rise to the assumption that gluta-
matergic transmission might interact with TRPV1 on some level. 
Interestingly, the deletion of VGLUT2 in the Nav1.8 conditional 
knock-out mice led to distinct results in the two studies: While 
Liu et al. found those mice to exhibit spontaneous itch, Lagerström 
and coworkers could not observe such effects in their correspond-
ing Nav1.8-Cre mice. The discrepancies found in the two studies 
might be explained by differences in the speci fi city of the condi-
tional knock-out mice, but still there is more effort needed to 
clarify the underlying processes. 

 Another newly identi fi ed member of the group of itch-related 
proteins is the membrane protein Pirt, a regulatory subunit of TRPV1 
expressed in DRG neurons that was, as many of the players in itch, 
initially identi fi ed as the one involved in pain pathways  (  61  ) . Very 
recently it was shown to play a role also in histamine-dependent as 
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well as -independent itch using Pirt gene-de fi cient mice  (  62  ) . 
Patel et al. showed that the knock-out mice showed signi fi cantly 
reduced scratching behavior upon histamine application as well as 
chloroquine and 5-HT. Additionally, in measurements of DRG 
neurons prepared from Pirt knock-out mice, a signi fi cantly smaller 
proportion responded to the aforementioned substances in com-
parison to wild-type DRG neurons. In an allergy model it was 
shown that, like injection of the mast cell degranulator 48/80, Pirt 
also seems to contribute to mast cell-dependent itch. 

 Most likely there will be more TRPV1-related players discov-
ered in the future, and new pathways concerning the known 
players will be unraveled.  

  Given the increasing evidence that cold and heat receptors are 
involved in the modulation of itch, they represent an interesting 
treatment target. However, there are hardly any studies to date in 
the  fi eld of the antipruritic potency of potential ligands. 

 The best known substance in the treatment of chronic pruritus 
is the TRPV1 agonist capsaicin, which is used for decades in itchy 
patients. Some double blind studies have been performed that have 
convincingly demonstrated its antipruritic effects (Table  1 ). 
A large number of papers describe cases and case series with effec-
tive capsaicin therapy in various diseases (Table  2 ). A recent sys-
tematic review focused on the ef fi cacy of capsaicin in chronic 
pruritus. Among the 500 publications, they selected six studies 
only, which ful fi lled the current criteria of valid study designs  (  54  ) . 
The studies covered hemodialysis-related pruritus  (  63,   64  ) , pruri-
tus ani  (  65  ) , notalgia paresthetica  (  53  ) , and brachioradial pruritus 
 (  66  ) . Though a statistically signi fi cant difference in responder rates 
was observed in all except hemodialysis-related pruritus, the 
authors conclude that there is no convincing evidence for the use 
of capsaicin to treat pruritus in any medical condition  (  54  ) . This 
discrepancy arises from the fact that the validity of the included 
scores and second outcome measure has not been demonstrated. 
In sum, though there is clinical evidence for an antipruritic effect 
of capsaicin for decades, new studies which include valid instru-
ments have to be performed.    

  Like its human counterpart, the capsaicin-receptor homolog 
TRPV2 is activated by noxious heat (>52°C)  (  23,   67  )  and expressed 
in the rodent skin (reviewed in  (  1,   13  ) ). TRPV2 expression was 
detected in afferent cell bodies of rat trigeminal sensory neurons 
and DRG  (  67–  69  ) . 

 In peripheral in fl ammation, TRPV2 was found to be up-regu-
lated in rat DRG neurons  (  70  ) . The suggestion that impaired 
TRPV2 expression may therefore contribute to the progression of 
certain skin diseases makes this receptor important as a potential 
therapeutic target. In humans, for example, histamine-induced itch 

  2.2.  Thermo Channel 
TRPV1 as Target for 
Antipruritic Therapy

  2.3.  TRPV2
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is inhibited by the activation of TRPV2 on sensory neurons via 
noxious temperature stimuli above 50°C  (  58  ) . However, the phys-
iological role of the channel as a nociceptor remains unclear. The 
predominant expression in a neurotrophin-3-dependent subpopu-
lation in developing and adult mouse DRG substantiates its contri-
bution to the development of noxious heat-sensitive DRG neurons 
in rodents  (  71  ) . 

 In addition, non-neuronal cells in the rodent skin have been 
reported to express the TRPV2 channel. While mouse keratino-
cytes show rare immunoreactivity to TRPV2- speci fi c antibodies 
 (  72  ) , murine mast cells, which exhibit a key impact on the initia-
tion of itch, signi fi cantly express TRPV2 channels  (  26,   27,   73  ) . 
The stimulation of TRPV2 on mast cells including thermal, 
mechanical, and osmotic cues provokes pro-in fl ammatory degran-
ulation events and subsequent release of histamine, thus directly 
promoting the induction of itch  (  73  ) . This further supports the 
potential regulatory impact of TRPV2 on itch development.  

  TRPV3 expression has been extensively documented in the literature 
in both human and rodent skin, with a predominant appearance in 
epidermal keratinocytes  (  74–  78  ) . Although, also detectable in the 
human and primate DRG, its presence in the rat and mouse DRG 
system could not be con fi rmed at  fi rst, and was therefore contro-
versial  (  74,   75,   77–  79  ) . TRPV3 expression is sensitive to environ-
mental conditions and seems to be down-regulated in cultured 
keratinocytes and epidermal cell lines  (  74,   75  ) . However, changes 
in the expression pro fi le in vivo can occur in human disease states. 

  2.4.  TRPV3

   Table 1 
  Randomized, placebo-controlled, double blind trials: capsaicin in chronic pruritus.   

 Diagnosis  Capsaicin treatment  References 

 Brachioradial pruritus  0.025%, 3–5x/d, 4 wks  Wallengren 1998  (  66  )  

 Hemodialysis-related 
pruritus 

 0.025–0.03%, 4 x/d, 4–6 wks  Breneman et al. 1992,  (  63  ) ; Tarng 
et al. 1996,  (  64  )  

 Cho et al. 1996  (  154  )  
 Makhlough et al. 2010,  (  182  )  

 Lichen simplex  0.075%, 4 x/d, 6 wks  Kantor et al. 1996  (  183  )  

 Notalgia paresthetica  0.025%, 3–5 x/d,   4 wks  Wallengren et al. 1995  (  53  )  

 Prurigo nodularis  0.025% or 0.075%, 3 x/d, 2 wks  Munn et al. 1997  (  184  )  

 Pruritus ani  0.006%, 3x/d, 4 wks  Lysy et al. 2003  (  65  )  

 Psoriasis vulgaris  0.025%, 4-6 x/d, 6 wks  Bernstein et al. 1986  (  185  ) , Ellis et al. 
1993  (  186  )  

  x/d, times per day; wks, weeks; mo, months  
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 The TRPV3 channel is a sensor of temperatures in the range 
above 33°C  (  74,   75,   79,   80  ) . Withdrawal responses of TRPV3-
de fi cient mice are signi fi cantly decelerated under acute noxious 
heating, indicating that, in addition to heat perception, the 

   Table 2 
  Case reports and case series: capsaicin in chronic pruritus.   

 Diagnosis  Capsaicin treatment  Authors 

 Aquagenic pruritus, 
aquagenic urticaria 

 0.025–1.0%, 3 x/d, 3–4 wks  Lotti et al. 1994,  (  187  )  
 Hautmann et al. 1994,  (  188  ) ; 

Reimann et al. 2000,  (  189  ) ; 
Cappugi et al. 1989,  (  190  )  

 Atopic dermatitis  0.025%, 3 x/d, 10 days  Reimann et al. 2000,  (  189  ) ; Cappugi 
et al. 1989,  (  190  ) ; Tupker et al. 
1992,  (  191  )  

 Brachioradial pruritus  0.025%, 0.075%, 4–5 x/d, 
2–6 wks 

 Goodless et al. 1993,  (  192  ) ; Knight 
et al. 1994,  (  193  ) ; 

 Contact dermatitis  0.025%, 3 x/d, 10 days  Cappugi et al. 1989,  (  190  )  

 Hydroxyethyl starch-
induced pruritus 

 0.025–0.05%, 2x/d, 5 wks–6 mo  Reimann et al. 2000,  (  189  ) ; Szeimies 
et al. 1994,  (  194  )  

 Lichen planus  0.025%, 3 x/d, 10 days  Cappugi et al. 1989,  (  190  )  

 Lichen simplex  0.025–0.075%, 4–5 x/d, 
  2 wks–2 mo 

 Kantor et al. 1996,  (  183  ) ; Reimann 
et al. 2000,  (  189  ) ; Reimann et al. 
1995,  (  195  )  

 Notalgia paresthetica  0.025–0.5%, 2 mo 
 8% capsaicin patch once 

 Reimann et al. 2000,  (  189  ) ; Metz 
et al. 2011,  (  200  )  

 Prurigo nodularis  0.025%, 5 x/d, 
  2 wks–2 mo 

 Ständer et al. 2001,  (  52  ) ; Reimann 
et al. 2000,  (  189  ) ; Tupker et al. 
1992,  (  191  ) ; Reimann et al. 1995, 
 (  195  )  

 Pruritus in Hodgkin´s 
lymphoma 

 0.05%, 2 mo  Reimann et al. 2000,  (  189  )  

 Pruritus in T-cell 
lymphoma 

 0.3%, 4 wks  Reimann et al. 2000,  (  189  )  

 Pruritus of unknown 
origin 

 0.025%, 3 x/d,   10 days  Cappugi et al. 1989,  (  190  )  

 Psoriasis vulgaris  0.025–0.1%, 4 wks, 10 mo  Reimann et al. 2000,  (  189  ) ; Cappugi 
et al. 1989,  (  190  ) ; Neess et al. 2000, 
 (  196  )  

 PUVA-induced itch/pain  0.025–0.075%, 4 x/d,   1 wk  Kirby et al. 1997,  (  197  )  
 Burrows et al. 1994,  (  198  )  

 Hemodialysis-related 
pruritus 

 0.05%, 3x/d, 5 d  Weisshaar et al. 2003,  (  199  )  

  x/d, times per day; wks, weeks; mo, months  
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channel also functions in pain pathways  (  79  ) . In agreement with this, 
TRPV3 overexpression in mouse keratinocytes essentially modu-
lates pain sensitivity by participation in thermal hyperalgesia  (  81  ) . 

 Recent studies indicate an important role of TRPV3 in thermal 
information processing in the skin. Mandadi and coworkers 
described the heat-induced ATP secretion from mouse keratino-
cytes which further acts as a transmitter on adjacent sensory neu-
rons  (  82  ) . ATP-induced signal transmission in mammalian epithelial 
cells is well known  (  83  ) . Mouse keratinocytes show the ability to 
secrete additional transmitters such as nerve growth factor (NGF), 
prostaglandin E2 (PGE2), and interleukin-1 α  (IL-1 α )  (  81,   82, 
  84–  88  )  in response to certain types of stimulation. Application of 
the clove-oil component eugenol induces secretion of the 
in fl ammatory cytokine IL-1 α  from TRPV3-expressing mouse 
keratinocytes, leading to the sensitization of the skin  (  85,   89  ) . 
Studies with murine mast cell/ fi broblast co-culture systems 
revealed that IL-1 α  triggers mast cell proliferation and may thus 
contribute to mast cell hyperplasia in skin diseases  (  90  ) . IL-1 α  and 
other transmitting molecules have a pro-in fl ammatory character 
and act as pruritogens by the subsequent activation of sensory 
nerve  fi bers  (  1,   8,   27,   91,   92  ) . TRP activity-dependent transmit-
ter release from skin cells may therefore have an essential impact 
on pain and pruritus development in sensory neurons  (  81,   82  ) . 
In the case of neuropeptide-dependent signal transmission, stimu-
lation of one keratinocyte is suf fi cient to activate neighboring cells 
and  fi nally to depolarize nerve endings in the skin  (  93  ) . Keratinocytes 
thus act as an interfacial sensor connecting the sensory system to 
the external environment. 

 As the outermost barrier of the body, the skin is exposed to 
various skin sensitizers and potential allergens. The TRPV3 
channel is speculated to be a receptor for such effectors  (  85,   94  )  
and is thought to be involved in in fl ammatory, nociceptive, and 
pruritic processes  (  1,   10,   16,   77,   95  ) . Supported by the existence 
of common regulatory molecules and activating substances, the 
channel is suggested to operate synergistically with other TRP 
channels to mediate these processes. In this context, Pirt, a modu-
lator of TRPV1 which is involved in histaminergic itch induction, 
is discussed to additionally modulate TRPV3 activity  (  14  ) . TRPV3 
shares similar expression patterns with TRPV1 and colocalizes with 
the vanilloid receptor homolog to form functional heterodimers in 
the skin  (  80  ) . Moreover, both channels are similarly modulated by 
agonists such as citral  (  96  ) . This also functionally links TRPV3 to 
TRPV1 as a key mediator of pain and itch. Furthermore, both 
TRPV1 and TRPV3 are involved in epidermal barrier formation 
and regulate the proliferation/differentiation balance  (  97  )  dysreg-
ulated in certain skin diseases with pruritic symptoms. 

 For treatment of in fl amed and pruritic skin, substances includ-
ing monoterpenoids like camphor and menthol are topically applied 
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 (  98–  101  )  that modulate the activity of TRPV3 and other thermo-
TRPs in a multifunctional way. Camphor, for example, activates 
TRPV3  (  79,   102,   103  ) , TRPV1  (  104  ) , and TRPA1  (  105  )  in 
a concentration-dependent manner and skin treatment induces a 
very complex spectrum of warm and painful burning sensations 
followed by algesia (reviewed in  (  1  ) ). The analgesic and antipru-
ritic effects  (  106  )  induced by the drug are therefore believed to 
result from cross-talk mechanisms between certain TRP-dependent 
activation pathways. Menthol, a nonselective agonist of thermo-
TRPs  (  105  ) , is suggested to cause burning and itching effects in 
humans  (  107  ) . 

 Several known TRPV3-activating, naturally occurring skin sen-
sitizers and allergens derive from the spices oregano, thyme, and 
clove  (  85,   94,   108,   109  ) . The oregano-ingredient carvacrol  (  103  )  
is described as a multimodal inducer of pain, itch, and burning 
sensations which induces mixed warm and painful burning sensa-
tions when applied to the skin (reviewed in  (  1,   85  ) ). Additionally, 
physiological substances in the body such as arachidonic acid and 
related unsaturated fatty acids have been identi fi ed that are thought 
to potentiate TRPV3 activity. In the plasma of patients with chronic 
renal failure, these substances have been shown to be signi fi cantly 
decreased  (  110  ) . The observation that these patients often develop 
pruritic symptoms characterized by severe itching and dry skin may 
support a potential link between TRPV3 activity and the progres-
sion of itch  (  95  ) . 

 The role of TRPV3 in certain skin diseases, in particular 
dermatitis, has been demonstrated by several studies using trans-
genic mice and rats that are de fi cient in TRPV3 or express mutant 
proteins with impaired functionality. These rodent strains often 
have defective hair growth, severe spontaneous dermatitis with 
in fl ammatory reactions comparable to human atopic dermatitis 
and/or allergic and pruritic phenotypes as indicated by their 
scratching behavior  (  16,   94,   111–  113  ) . These studies indicate a 
crucial function of the channel for epidermal barrier formation and 
hair morphogenesis  (  79,   114  ) . TRPV3 may therefore represent an 
appropriate novel target for therapy of alopecia and in fl ammatory 
signaling in distinct skin diseases.  

  The innocuous heat-activated TRPV4 ion channel is expressed in 
the mouse and rat DRG and on free nerve endings of small-diameter 
neurons  (  115–  118  ) . Additionally, TRPV4 is expressed by non-
neuronal and transiently by in fl ammatory cells of the mouse and 
rat skin including keratinocytes  (  72,   77,   116  )  and mast cells  (  73, 
  119  ) . The channel is activated by thermal cues close to the range 
of the physiological skin temperature (>25°C)  (  115,   120  ) . However, 
the role of TRPV4 in thermosensation is still controversial. Behavioral 
studies performed with TRPV4/V3 double knockout mice showed 
normal thermal preference and rather normal heat nociception and 

  2.5.  TRPV4
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hyperalgesia, indicating that heat sensation may not be the 
major role of either TRPV4 or TRPV3  (  121  ) . This is in contrast 
with a previous study using the same mouse strain which pro-
vides evidence for the involvement of the channel in thermal hype-
ralgesia  (  122  ) . 

 Due to its expression in epidermal keratinocytes and mecha-
nosensory nerve endings, TRPV4 is thought to contribute to 
mechanosensation of the skin  (  115,   116,   120  ) . Dry skin and 
osmotic pressure lead to the activation of the cutaneously expressed 
channel  (  123,   124  )  subsequently inducing release of ATP in murine 
keratinocytes  (  82  ) . Together with TRPV3, TRPV4 thus is involved 
in the processing of thermal information between keratinocytes 
and sensory neurons in the skin. In agreement with this, mice lack-
ing TRPV4 display decreased cutaneous pain and increased thresh-
olds for somatic mechanical nociception  (  116,   117,   125  ) . 

 Along with the other thermo-TRP channels, TRPV4 is also 
thought to be involved in the neurophysiology of itch  (  1,   16,   77  ) . 
This hypothesis, for instance, is favored by the  fi nding that 
recombinant TRPV4 is sensitive to eicosanoids which represent 
lipid peroxidation products of endocannabinoids and arachidonic 
acid  (  126  )  and exhibit known puritogenic potential  (  127  ) . 
Eicosanoids, including prostaglandins, leukotrienes, thrombox-
anes, and  hyrdoxyeicosatetraenoic acids, are generated in the skin 
and contribute as mediators or modulators to physiological and 
pathophysiological processes  (  128,   129  ) . In psoriatric skin, which 
is often accompanied by pruritic symptoms, signi fi cantly increased 
levels of aracidonic acid have been detected  (  130,   131  ) . 

 As already mentioned above, dysregulation of the epidermal 
barrier is a major stimulus of itch induction  (  15  ) . TRPV4 is an 
important player in the regulation of epidermal barrier integrity 
and homeostasis within the skin  (  6  ) . TRPV4-de fi cient mice show 
severe defects in cell–cell contacts and impaired strati fi cation and 
maturation of intercellular junctions  (  132,   133  ) . Thus, TRPV4 is 
thought to be a temperature-dependent regulatory component of 
the skin with a junction-dependent barrier function. Treatment 
with the TRPV4 agonist 4a-Phorbol 12,13-didecanone accelerates 
epidermal barrier recovery, and thermal stimulation of the skin 
within the activation range of TRPV4 had the same effect on mouse 
and human skin  (  6  ) . TRPV4 shares this essential role in the epider-
mal barrier with TRPV1, which is co-expressed in the bodies of 
DRG neurons and, furthermore, potentiates the activity of TRPV4 
 (  134  ) . The  fi nding that TRPV1 activation by capsaicin delays bar-
rier recovery  (  6  ) , therefore, hints at a potential cross-talk of path-
ways involving both channels and supports their importance in the 
regulation of epidermal barrier formation. The hypothesis of inter-
active channel-dependent pathways is further emphasized by the 
idea of shared regulatory molecules like Pirt  (  135  ) . Knockout 
studies performed with Pirt, the regulator of TRPV1  (  136  ) , 
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revealed an essential role for Pirt in both histaminergic and 
histamine-independent itch and in proper itch sensation, further 
supporting a functional cross-talk between TRPV1 and TRPV4 in 
epidermal barrier formation. 

 TRPV4 was reported to be co-expressed with PAR2 on afferent 
neurons of mouse DRG  (  137  ) . PAR2 stimulates the release of SP 
and CGRP from these neurons upon activation  (  125,   138  ) . 
Scratching behavior in mice provoked by stimulation of the skin 
with the PAR2-speci fi c ligand SLIGRL-NH2 emphasizes the 
involvement of PAR2 in the initiation of pruritic processes  (  139  ) . 
Through second messenger molecules, PAR2 sensitizes TRPV4 
further, leading to an enhanced release of SP and CGRP in the 
DRG  (  125  ) . There is evidence for the involvement of both SP and 
CGRP in itchy skin diseases in mice  (  140,   141  ) . The fact that 
TRPV4 and PAR2 are coexpressed in the skin on sensory neurons 
and keratinocytes ( (  142  )  and references therein) suggests that, 
apart from its impact in neuropathic pain and in mechanical 
hyperalgesia of the intestine, TRPV4 has a role to play in hista-
mine-independent itch induction  (  143  ) . However, in the intestine 
it was shown that TRPV4 and PAR2 pathways are not coupled on 
the level of sensory neurons. Here, PAR4 activation, which also 
induces scratching behavior in mice  (  144  ) , affects PAR2 and 
TRPV4-dependent signaling.   

 

 Moderate cooling is used as a therapeutic tool to reduce itch and 
alleviate painful sensations in skin diseases  (  8  ) . The cold receptors 
TRPM8 and TRPA1 have been shown to be functionally expressed 
in the human and rodent skin. Naturally occurring agonists of 
TRPM8 like menthol, icilin, and eucalyptol  (  145–  147  )  mimic 
cooling sensations and are therefore used as therapeutic agents to 
reduce the sensation of itch. 

  The cold receptor TRPM8 is activated by innocuous cold tempera-
tures and natural cooling compounds like menthol and eucalyptol, 
or synthetic substances like icilin or WS-12  (  74,   75,   148–  150  ) . 

 It was  fi rst identi fi ed in prostate-derived cDNA and is up-regu-
lated in prostate cancer and other carcinomas  (  151  ) . Later it was 
shown that it is expressed in a subpopulation of small diameter 
sensory neurons; remarkably, there is almost no overlap of 
TRPM8- with CGRP- and TRPV1-expressing cells  (  74,   75,   148  ) , 
perhaps accounting for their distinct roles in thermosensation 
and indicating that TRPM8 proteins might not be involved in pain 
pathways. 

  3.  Cold Receptors

  3.1.  TRPM8
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 For a long time, participation of TRPM8 proteins in itch was 
suspected because cooling and the effect of cooling agents reliably 
relieve pruritus  (  152  ) . In the last 2 years, there is growing evidence 
for a role of TRPM8 in pruritus or allergy as more and more 
publications reported a connection between TRPM8 and certain 
allergic or pruritic pathways. For example, there are indications 
that TRPM8, like some TRPVs, could be involved in epidermal 
barrier homeostasis  (  153  ) . 

 In 2010, it was also postulated that TRPM8 might play a role 
in cold-induced urticaria  (  154  ) . TRPM8 was shown to be expressed 
in a rat basophilic mast cell line (RBL-2H3) and the application of 
menthol as well as cooling induced a calcium in fl ux into the cells, 
leading to a subsequent histamine release. This was not the case 
when TRPM8 was blocked or down-regulated by blockers or siR-
NAs, respectively. Additionally, menthol injections led to intense 
scratching, which was signi fi cantly reduced by additional injection 
of a TRPM8 blocker. Another study 1 year later was not able to 
con fi rm these  fi ndings  (  155  ) . While the  fi rst attempt worked with 
a carcinoma cell line, the latter used mast cells, thereby most likely 
providing the more physiological approach. No response could be 
detected in either human or mouse mast cells derived from blood 
progenitor cells or bone marrow, respectively. In the latter, they 
were at least able to detect TRPM8 transcripts, which was not the 
case in the human mast cells. They also did not detect any up-
regulation of TRPM8 in cold urticaria patients or relevant SNPs in 
their genomic sequences. Finally, over-expression of TRPM8 did 
not lead to any alteration in mast cell activation or mast cell-driven 
allergic responses and TRPM8−/− mice did not show alterations 
in the antigen-induced anaphylactic responses. 

 According to a very recent case report, topical application of 
the potent TRPM8 agonist icilin over several days could relieve 
vulval itch caused by lichen sclerosus et atrophicus; these  fi ndings 
have not been extended, using for example, a mouse model or 
controlled double-blind studies  (  156  ) . Additionally the question 
has to be raised if TRPM8 is the only candidate protein in this case 
report. It is known that TRPA1 can be activated by icilin, too; 
therefore it needs to be clari fi ed whether TRPA1 could also be a 
molecular target involved in the antipruritic effect of icilin  (  157  ) . 

 Consistent with this  fi nding, a hairless rat model tested by Wei 
in 2005 revealed an antipruritic effect of icilin  (  158  ) . The basis for 
this approach was other case reports about topically applied icilin. 
Generalized pruritus and subsequent skin lesions by intense scratch-
ing were induced by a low magnesium diet. Topically applied icilin 
powder signi fi cantly reduced scratching and bite marks after 5 days; 
the  fi rst effects could already be observed after the  fi rst application. 
Here again, the observed effect might also be based upon TRPA1 
interaction. 
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 In future, there might be other proofs for a role of TRPM8 in 
itch and/or allergy. Additionally, other TRP channels might be 
involved via multiple mechanisms which are yet to be determined.  

  TRPA1 is the only protein of the ankyrin subfamily that is found 
in mammals to date. Known agonists are allyle isothiocyanate 
(AITC), allicin, carvacrol, gingerol, eugenol, and cinnamalde-
hyde  (  159–  162  ) , many of them eliciting an irritating sensation 
when applied to the skin, suggesting a possible role for them in 
pain and itch. It can also be activated by acrolein, bradykinin, and 
even cannabinoids, i.e.,  Δ (9)-tetrahydrocannabinol (THC) (160, 
161, 163), which gives rise to the assumption of its participation 
in itch and in fl ammation pathways  (  164  ) . Additionally, it could 
be con fi rmed that TRPA1 also responds to known TRPM8 ago-
nists like menthol and icilin, indicating its contribution to cold 
sensation  (  157,   165  ) . It is still under discussion whether TRPA1 
channels are activated by low temperatures below 18°C or not 
 (  124,   157,   165,   166  ) . 

 Besides neuronal tissues like DRG, trigeminal ganglia, and 
neurons of the small intestine  (  156,   167,   168  ) , it is also expressed 
in non-neuronal tissues such as skeletal muscles, colon, lung, and 
keratinocytes  (  157,   169–  171  ) . Interestingly, TRPA1 and TRPV1 
proteins are co-expressed in several tissues and it could already be 
shown that there is some interaction between the two  (  157,   172–
  174  ) , leading to the assumption that TRPA1 might be involved in 
itch via those interactions. 

 Although it is commonly accepted that TRPA1 is involved in 
the pain pathway, in the past there was no evidence for its role in 
itch or allergy. Nevertheless, in 2009 it was already assumed that 
TRPA1 might play a role in allergic asthma  (  175  ) . TRPA1 gene-
de fi cient mice displayed strongly reduced airway hyperreactivity 
and other asthma-related symptoms such as cytokine and mucus 
production. These effects could be reversed by the application of 
the TRPA1-blocker HC-030031, making TRPA1 a promising tar-
get for the treatment of asthma. 

 The group around Bautista reported that by interaction with 
Mas-related G protein-coupled receptors, TRPA1 is strongly 
involved in histamine-independent itch  (  176  ) . Mrgprs were 
already known to be involved in the development of pruritus 
 (  177,   178  ) , but the above-mentioned paper could additionally 
show in vivo and in vitro that TRPA1 acts downstream of 
MrgprC11 as well as MrgprA3. In their approach, they used primary 
cells and transfected cell lines as well as TRPV1- and TRPA1 
gene-de fi cient mice. Chloroquine and BAM-22 could activate a subset 
of sensory neurons that co-express TRPV1 and A1; subsequent 
experiments showed that TRPA1 is interacting with both recep-
tors, as all responses to chloroquine and BAM-22 were drastically 
impaired when TRPA1 was knocked down pharmacologically or 

  3.2.  TRPA1
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genetically. Activation of MrgprA3- and MrgprC11-transfected 
NG108 cells by chloroquine and BAM-22, respectively, could 
elicit exclusive or much stronger calcium signals when TRPA1 
was co-transfected. Finally, TRPA1 gene-de fi cient mice showed 
signi fi cantly attenuated scratching behavior after injection of 
Bam-22 or chloroquine. It could even be con fi rmed by pharma-
cological approaches that the activation of TRPA1 by MrgprA3 
happens via Gß γ -signaling, while the interaction with MrgprC11 
uses a PLC pathway. 

 Another recent study reported a contribution of TRPA1 in 
endothelin-1(ET-1)-induced pruritus  (  179  ) . ET-1-induced pruri-
tus does not rely on the presence of PLC β 3, but requires TRPV1-
expressing nociceptors. The non-selective TRP channel blocker 
ruthenium red (RR) and the TRPA1-speci fi c inhibitor AP18, but 
not the TRPV1-speci fi c blocker capsazepine, could increase the 
number of scratches after injection of the tested substances into 
the neck of BL6-mice. In contrast, only capsazepine and ruthe-
nium red were able to reduce histamine-induced scratching. 
Morphine could not evoke any changes in scratching after ET-1 
application, demonstrating that the reason for the scratching was 
itch, not pain. The fact that TRPA1-blockers resulted in an 
increased number of scratches leads to the assumption that 
TRPA1-activity is actually relieving pruritus. The authors assume 
that the channel might interact with the adenylyl cyclase/protein 
kinase C pathway or it might act via non-neuronal cells such as 
keratinocytes, thereby inhibiting ET-1 induced itch. TRPV1 
might also be involved, as it could be shown that TRPA1 desensi-
tization is regulated by TRPV1  (  174  ) , but the actual mechanisms 
behind this still have to be elucidated. 

 The recently reported relief of vulval pruritus after topical 
application of icilin  (  156  )  might also be an important  fi nding in 
terms of TRP-related itch. The authors suggest that the observed 
ef fi cacy of topical icilin, a TRPM8 agonist, is due to its ability to 
activate TRPM8. Since icilin is also an activator of TRPA1 chan-
nels  (  157  ) , it has to be considered that the observed effect is due 
to the activation of TRPA1. Also an earlier report of the antipru-
ritic effect of topical icilin on hairless rats  (  158  )  might be based 
upon the activation of the TRPA1. Finally, TRPA1 can be sensi-
tized by PAR2  (  144  ) , a member of the proteinase-activated 
receptor family. Different receptors of this family have been 
shown to be involved in pruritus (reviewed in  (  180  ) ). The fact 
that PAR2 is involved in non-histaminergic itch  (  181  )  together 
with the mentioned sensitization of TRPA1 suggests another 
possible pathway by whichTRPA1 might contribute to the 
modulation of pruritus. 

 Taken together, there is growing evidence that TRPA1 is an 
important player in itch and most likely there will be several studies 
following these initial  fi ndings.       
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    Chapter 17   

 Skin Sensitivity Studies       

     Laurent   Misery           

  Abstract 

 Sensitive skin is de fi ned as the occurrence of erythema and/or abnormal stinging, burning, and tingling 
sensations (and sometimes as pain or pruritus) in response to multiple factors that may be physical 
(UV, heat, cold, wind), chemical (cosmetics, soaps, water, pollutants), psychological (stress), or hormonal 
(menstrual cycle). Because sensitive skins are de fi ned as a response to multiple factors that may be physical 
and/or chemical, an abnormal activation of TRP channels appears probable. They can be studied using 
questionnaires or clinical tests with different stimuli. In vitro studies are also possible with co-cultures of 
neurons and skin cells mimicking neurogenic in fl ammation.  

  Key words:   Sensitive skin ,  Reactive skin ,  Capsaicin ,  Lactic acid ,  Neurogenic in fl ammation    

 

 Although the existence of sensitive skin has been challenged in the 
past and remains somewhat controversial, there is now a near-consensus 
that sensitive skin can be de fi ned clinically  (  1  )  as abnormal stinging, 
burning, and tingling sensations (and sometimes as pain or pruri-
tus) in response to multiple factors that may be physical (UV, heat, 
cold, wind), chemical (cosmetics, soaps, water, pollutants), psycho-
logical (stress), or hormonal (menstrual cycle). Erythema is often, 
but not always, a feature. Tests that may help to establish the diag-
nosis include the stinging test, heat sensitivity test, and capsaicin 
test. However, the diagnosis relies on history-taking, which is 
obviously the most reliable method given that, by de fi nition, skin 
sensitivity occurs in response to a variety of factors. 

 Sensitive skin is also known as reactive or overreactive skin, 
intolerant skin, and irritable skin. The term “reactive skin” seems 
preferable over “sensitive skin,” which may induce confusion with sen-
sitized skin due to an allergic disorder. Although the pathophysiology 
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of sensitive skin is unclear  (  2  ) , the underlying mechanism is not 
immunological or allergic. Histological examination only rarely 
shows vasodilation with an in fl ammatory in fi ltrate. In general, 
there are no histological abnormalities. The “skin tolerance thresh-
old” is abnormally low. Skin barrier function is altered in some 
patients, leading to transepidermal water loss that may promote 
contact with irritants. The abnormal sensations and vasodilation 
re fl ect the involvement of the cutaneous nervous system  (  2  ) . 
Neuromediators such as substance P, calcitonin gene-related pep-
tide, and vasoactive intestinal peptide may induce neurogenic 
in fl ammation with vasodilation and mast cell degranulation. In 
addition, nonspeci fi c in fl ammation may result from the release of 
interleukins 1 and 8, prostaglandins E2 and F2, and tumor necro-
sis factor alpha. 

 Although it has never been demonstrated, the role of TRP 
channels in skin reactivity is obvious. Because sensitive skins are 
de fi ned as a response to multiple factors that may be physical and/
or chemical, an abnormal activation of TRP channels appears prob-
able  (  2  ) . In the skin, TRP channels are known to be expressed on 
nerve endings, Merkel cells and keratinocytes  (  3  ) . TRPV1 is acti-
vated by capsaicin, phorbol esters, heat, and H +  ions. TRPV3 is 
activated by heat and camphor. TRPV4 activation is due to heat, 
mechanical stresses, hypo-osmotic stress, and phorbol ester deriva-
tives. Cold and menthol activate TRPM8. TRPA1 is activated by 
cold, wasabi, mustard, horseradish, or bradykinin. TRP channels 
are probably activated by other substances that are included in cos-
metic products. The activation of TRP channels is followed by Ca 2+  
in fl ux into cells then depolarization. 

 Reactive skin is extremely common. In France, about 50% of 
individuals (59% of women and 41% of men) report having reactive 
skin  (  4  ) . This patient-reported prevalence varies little across coun-
tries  (  5  )  and reactive skin is clearly an extremely common cosmetic 
problem. Racial factors have been suggested but none has been 
identi fi ed, and the prevalence of reactive skin seems chie fl y related 
to environmental factors. This prevalence increases in the summer 
 (  6  ) , suggesting a role for UV exposure, but there is no association 
with the skin phototype  (  7  ) . Although the appearance of the skin 
is normal in the vast majority of cases, reactive skin may occur in 
individuals who have another skin disorder (e.g., atopic dermatitis, 
seborrheic dermatitis, or rosacea)  (  4  ) . 

 Skin reactivity is not con fi ned to the face. Among patients report-
ing reactive skin, 70% have involvement of extrafacial sites such as the 
hands (58%), scalp (36%), feet (34%), neck (27%), torso (23%), or 
back (21%)  (  8  ) . On the scalp, the semiology is somewhat different, 
and we recently developed a new assessment scale  (  9,   10  ) . 

 The best methods for exploring sensitive skin are those which 
use questionnaires. However, some clinical tests are commonly 
used and in vitro studies are possible.  



28117 Skin Sensitivity Studies

 

   Because symptoms of skin sensitivity are mainly subjective and 
transient, their description by subjects with sensitive skin is the best 
method. However, standardized questionnaires are useful because 
they allow the obtention of scores. 

 We participate in the de fi nition of two scores: Sensitive Scale 
for skin sensitivity of the face and the 3S Questionnaire for skin 
sensitivity of the scalp  (  10  ) . We will focus on the 3S Questionnaire 
because the Sensitive Scale is not yet published.  

  Several tests are available to study sensitive skins: stinging tests with 
capsaicin or lactic acid, irritation test with sodium laurylsulfate, study 
of subclinical erythema with cross-polarized light, infrared thermo-
graphic scanner, quantitation of cutaneous thermal sensation, 
nicotinate test, laser Doppler velocimetry, colorimetry, etc.  (  1,   11  ) . 

 We will focus on stinging tests because they are the most 
commonly used and are more speci fi c of TRPV1 activation. They 
are performed by using lactic acid (5 or 10%)  (  12  )  or capsaicin.   

  Skin reactivity could be considered as a clinical model of neuro-
genic in fl ammation  (  2  ) . Following the activation of TRP channels 
by various factors, neuronal membrane is depolarized and there is 
a release of neuropeptides. These neuropeptides induce 
in fl ammation, with erythema and discomfortable sensations. By 
using a coculture of neurons and keratinocytes and measuring neu-
ronal activation in response to TRPV1 activation, we propose an 
in vitro model of neurogenic in fl ammation  (  13  ) . 

      1.    Kantor male piglets      

      1.    Dulbecco’s modi fi ed Eagle medium (DMEM) (Invitrogen, 
Paisley, UK)  

    2.    50× B-27 Supplement (Invitrogen)  
    3.    Dispase ®  (Invitrogen)  
    4.    Phosphate buffered saline (PBS) without calcium and magne-

sium (Invitrogen)  
    5.    Dimethyl sulfoxide (DMSO) (Sigma-Aldrich, St. Louis, MO)  
    6.    Collagenase IV (Sigma-Aldrich)  
    7.    Capsaicin (Sigma-Aldrich)  
    8.    Brain-derived neurotrophic factor (BDNF) (Sigma-Aldrich)  
    9.    Nerve growth factor (NGF) (Sigma-Aldrich)  
    10.    Keratinocyte growth media 2 (KGM2 Bullet Kit) (Lonza, 

Levallois, France)  
    11.    Trypsin (1/250 with EDTA) (Lonza)  

  2.  Materials

  2.1.  Clinical Studies

  2.1.1.  Questionnaires

  2.1.2.  Clinical Tests

  2.2.  In Vitro Studies

  2.2.1.  Animals

  2.2.2.  Reagents
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    12.    Normocin ®  (Invivogen, Toulouse, France)  
    13.    Substance P (SP) enzyme immunoassay (R&D Systems, Lille, 

France)        

 

   For the occurrence of tightness, burning, prickling, itching or pain 
sensations, each of these  fi ve symptoms are graded in terms of 
their impact on quality of life (Table  1 ). The grades are attributed 
as follows: 0—sensation absent, 1—sensation present but not trou-
blesome, 2—sensation somewhat troublesome, 3—sensation 
suf fi ciently troublesome to make me change my lifestyle, 4—sensa-
tion unbearable. A score that we named 3S (Sensitive Scalp Score) 
is obtained from the sum of the grades given to each type of sensa-
tion, the maximum possible score being 20 (Notes 1 and 2).  
 The 3S score is effective for discrimination between slightly sensi-
tive or sensitive scalp and very sensitive scalp and for distinction 
between sensitive or not sensitive scalp. However, no cut-off points 
have been de fi ned until now.  

  Capsaicin or lactic acid is applied on a nasogenien groove. Vehicle 
is applied on the other groove as a control. Stingings are evaluated 
(from 0 to 3) each minute for 5 min (Notes 1–4).   

       1.    To obtain sensory neurons, dorsal root ganglia (DRG) were 
removed from the pigs, and neuronal cells were isolated (Note 1).  

    2.    Ganglia were incubated at 37°C for 30 min in DMEM supple-
mented with 0.40 U/mL of collagenase IV and incubated for 
15 min with trypsin.  

    3.    Individual cells were mechanically dissociated by repeated 
pipetting.  

  3.  Methods

  3.1.  Clinical Studies

  3.1.1.  Questionnaires

  3.1.2.  Clinical Tests

  3.2.  In Vitro Studies

  3.2.1.  Cell Cultures

   Table 1 
  The 3S questionnaire   

 For each of the  fi ve following symptoms (Do you feel itching, prickling, tightness, pain or burning on 
your scalp?), which of the statements below does best describe how it affects you? 

 No, I do not feel it 

 Yes, but it is not troublesome 

 Yes, and it is slightly troublesome 

 Yes, and it is suf fi ciently troublesome to alter my lifestyle 

 Yes, and it is unbearable 
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    4.    They were resuspended in KGM2 supplemented with 10% 
B-27, 100 ng/mL mouse NGF, 10 ng/mL human BDNF and 
1× Normocin ®  (referred to hereafter as coculture media).  

    5.    To isolate keratinocytes, the abdominal skin was rapidly 
excised, and hypodermis and reticular dermis were removed 
using a scalpel.  

    6.    The thin layers of skin were incubated overnight at 4°C in 
Ham F12 supplemented with 20 U/mL Dispase ® .  

    7.    The following day, the epidermis was removed, incubated three 
times for 15 min each in trypsin solution, and the cell suspen-
sion was resuspended in coculture media. Cocultures were per-
formed for 7 days (Fig.  1 ).       

      1.    Neuronal cells were seeded in 96-well cell culture microplates 
with 50,000 cells per well.  

    2.    Keratinocytes were then added to the wells 12 h later at a den-
sity of 10,000 cells per well.  

    3.    Cells were cultured in coculture medium at 37°C in an atmo-
sphere of 5% CO 2 . The medium was removed and fresh 
medium was added every 2 days.  

    4.    After 1 week of coculture, we measured the basal levels of 
 substance P and these levels after a 10-min, 1-h or 72-h expo-
sure to 10  μ M capsaicin.        

  3.2.2.  Measurement of SP 
Secretion (Notes 2 and3)

  Fig. 1.    Immunostaining of sensory neurons with anti-PGP9.5 antibodies after 7 days of a 
coculture with keratinocytes.       
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       1.    This questionnaire is very useful for studies on scalp sensitivity 
because objective measurements are dif fi cult due to the fact 
that hairs hide erythema.  

    2.    It allows qualitative studies according to each symptom.      

      1.    This is not a diagnostic test. It only brings a new element in 
favor of skin sensitivity.  

    2.    It is useful to make comparisons.  
    3.    It has to be interpreted cautiously because it can vary from 

1 day to another.  
    4.    It is very easy.       

      1.    Dissection of DRG and cell isolations require experienced 
operator.  

    2.    Because results are very variable from one experiment to 
another and from one donor to another, results must be 
converted into a percentage of inhibition SP release.  

    3.    By the addition of different substances, it is possible to evalu-
ate the inhibitory or targeting effects of these substances on 
skin reactivity  (  14,   15  ) .           
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    Chapter 18   

 Hair Follicle Culture       

     Michael   P.   Philpott         

  Abstract 

 Hair follicle organ culture allows individual hair follicles from many species to be maintained in culture 
during which time hair  fi ber is produced. Cultured hair follicles can be used to investigate the role of hair 
growth regulatory factors especially with regards hair growth stimulation and anagen to catagen transition, 
metabolism and the process of hair  fi ber synthesis. They are also responsive to drugs and small molecules 
and as such can be used to dissect the role of signal transduction pathways in the regulation of hair biology. 
Although a number of papers have reported the use of cultured hair follicles to investigate regulation of 
the hair cycle with the exception of anagen to catagen transition, we have still to model the entire hair cycle 
in vitro and this is one major limitation of the model. We also have to accept that despite the best efforts 
it is still dif fi cult to keep follicles in culture much beyond 10 days. However, the model should prove an 
excellent system with which to use siRNA and this may open up an ever greater understanding of the 
factors that regulate hair biology.  

  Key words:   Hair ,  Follicle ,  Culture ,  Anagen ,  Catagen    

 

 In order to understand the mechanisms involved in the regulation 
of hair follicle development, growth, differentiation and cycling, it 
is important to have available as many model systems as possible 
including in vivo animal models, cell, and organ culture. Each of 
these model systems has its advantages and disadvantages. In vivo 
models allow follicles to be studied in situ and detailed observa-
tions can be made using morphological criteria, immunohis-
tochemistry, in situ hybridization, and RT-PCR. However, it is 
dif fi cult to quantify molecular or biochemical parameters of indi-
vidual follicles and in vivo models do not allow follicles to be 
studied in a fully de fi ned environment. Cell culture involves the 
isolation and culture of individual cell populations from which 

  1.  Introduction

Arpad Szallasi and Tamás Bíró (eds.), TRP Channels in Drug Discovery: Volume II, Methods in Pharmacology and Toxicology, 
DOI 10.1007/978-1-62703-095-3_18, © Springer Science+Business Media, LLC 2012



288 M.P. Philpott

many morphological, biochemical, and molecular parameters can 
be measured. However, cell culture results in the loss of the normal 
three-dimensional architecture of the organ and as such, it is 
sometimes dif fi cult to translate observations from cell culture to 
the whole organ. Histiotypic culture, in which different cell types 
may be co-cultured goes some way towards addressing some of 
the disadvantages of cell culture but still do not fully mimic the 
in vivo environment. 

 Organ culture involves the in vitro culture of either an intact 
organ in the case of embryonic tissue or, in the case of neonatal or 
adult tissue, usually small pieces of an organ  (  1  ) . The advantage of 
organ culture is that the component cells of the organ are main-
tained in their in vivo three-dimensional environment and that 
often the external environment in which the organ maintained is 
fully de fi ned. However, disadvantages include lack of blood supply, 
associated systemic factors and innervation. Perhaps the most obvi-
ous of these is blood supply. For an organ-maintained tissue to 
survive gases, nutrients, growth regulatory factors, and waste prod-
ucts must be freely diffusible through the tissue. Therefore, if the 
organ to be maintained is too large, then the cells in its center will 
not be suf fi ciently perfused, as a result they will become necrotic 
and die, resulting in loss of integrity of the cultured organ. Because 
of these size restrictions, organ culture is frequently used for 
embryonic tissues and less so for adult organs. However, the hair 
follicle is an ideal size for organ culture. 

  Prior to the development of culture systems for human hair follicles, 
methods had been described for the maintenance of human 
sebaceous glands as well as apocrine and eccrine sweat glands using 
supplemented Williams E medium  (  2  ) ; originally developed for the 
culture of hepatocytes  (  3  ) . In our hands Williams E medium 
supports optimum growth of follicles when compared to other 
types of tissue culture medium although a wide range of tissue 
culture medium and supplements have been used by researchers. 
Low calcium keratinocyte growth medium (KGM) does not sup-
port in vitro hair follicle growth although the ORS remains viable. 
Histology of hair follicles cultured in KGM suggests that low calci-
um-induced changes in cell adhesion are primarily responsible for 
the inhibition of hair growth. Likewise culture of hair follicles in 
Williams E medium lacking phenol red is also inhibitory, although 
whether this inhibition is a direct result of removing the estrogenic 
effects of phenol red is not known. Other media have been used by 
other workers including DMEM  (  4  ) , Hams F12  (  5  ) , RPMI 1640 
 (  6,   7  ) , and Eagles MEM  (  8  ) . However, in all instances lower rates 
of in vitro hair follicle growth were reported by these workers, 
when compared to those reported for Williams E. 

 As well as selecting a suitable tissue culture medium for hair 
follicle culture, it is also essential to add additional supplements. 

  1.1.  Culture Medium
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In our hands we have found that 2 mM  l -glutamine, insulin (10  μ g/
ml), and hydrocortisone (10–100 ng/ml) are important for 
successful hair follicle culture. In addition, we also add penicillin 
(100 U/ml) and streptomycin (100  μ g/ml). Insulin and glutamine 
are essential for successful in vitro follicle culture and without their 
inclusion in tissue culture medium very slow rates of follicle growth 
will be achieved; moreover, in the absence of insulin some follicles 
will enter catagen  (  9  ) . Penicillin and streptomycin are our choice 
of antibiotics although other workers have also used    gentamicin. 
Fungizone is inhibitory and should not be used. In our laborato-
ries  (  10,   11  ) , we have found that serum inhibits hair follicle growth 
at levels as low as 1% (v/v). However, other workers report stimu-
lation of follicle growth by serum  (  4  ) . This is dif fi cult to interpret 
however, it is worth noting that rates of in vitro growth achieved 
in these studies are lower than those achieved by us using serum-
free medium  (  11  ) . Therefore, in suboptimal conditions serum may 
indeed have a stimulatory action. 

 As well as a variety of different culture mediums and supple-
ments having been used for follicle culture, a number of different 
support systems have also been used. In our laboratory, we tradi-
tionally place hair follicles in individual wells of 24-well plates. Imai 
et al.  (  5,   6  )  have used traditional methods of organ maintenance in 
which follicles were maintained at the air–liquid interface on lens 
tissue paper placed on a stainless steel mesh, whilst Kondo et al.  (  4  )  
used siliconized glass tubes containing 1.5 ml of medium, gassed 
with 95% O 2 /5% CO 2 . Most tissue culture mediums are buffered 
by bicarbonate and therefore, require gassing    with between 5 and 
10% CO 2 . In our hands, HEPES is inhibitory and to be avoided if 
possible. Imai et al.  (  5  )  have investigated a number of other differ-
ent environments including 95% air/5% CO 2  and 95% O 2 /5% CO 2  
and at different temperatures 25°C, 31°C and 37°C of which they 
reported that 95% O 2 /5% CO 2  and a temperature of 31°C were 
optimum. However, these observations were based on hair follicle 
morphology and rates of tritiated thymidine uptake and hair follicle 
length measurements were not made. In our hands, gassing follicles 
with oxygen instead of air is toxic. Gelatin sponges have also been 
used to support human hair growth in vitro  (  8  ) . We routinely use 
such sponges for maintenance of isolated PSU  (  12  )  and murine 
vibrissae follicles  (  13  ) . However, we  fi nd that for isolated follicle 
bulbs they do not offer any signi fi cant growth advantage.  

  For the successful culture of hair follicles, it is essential to ensure 
that the hair follicles are not damaged on isolation. If follicles are 
even slightly damaged, then they will either fail to grow or more 
often grow at much reduced rates. Several methods have been used 
to isolate intact hair follicles. These include plucking, collagenase 
digestion, shearing, and micro-dissection. 

  1.2.  Hair Follicle 
Isolation
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  This is the oldest technique for isolating hair follicles and has been 
used as a source of ORS for primary and explant keratinocyte cul-
ture  (  14–  16  )  and for metabolic and cytotoxic experiments  (  17–  19  ) . 
However as a source of hair follicles for organ maintenance, pluck-
ing has a number of drawbacks namely: plucking usually results in 
considerable physical damage to the hair follicle and usually the 
dermal papilla and sebaceous gland are torn from the follicle and 
left in the skin  (  19–  22  ) . Because of this physical damage, plucked 
hair follicles are not viable for organ maintenance.  

  The use of enzymes such as collagenase to isolate skin glands and 
appendages has been used by a number of workers  (  23–  25  ) . The 
major problem with any enzymatic form of isolation is that they 
can either cause tissue disaggregation or promote primary explant, 
neither of which is desirable in organ culture. Collagenase diges-
tion has however been very useful for isolating large numbers of 
follicles for biochemical or cell culture  (  24,   25  ) .  

  Shearing was  fi rst reported for the successful isolation of human 
eccrine sweat glands  (  2  )  and later for the isolation of human apocrine 
and sebaceous glands  (  26,   27  ) . The success of this method is due to 
the periglandular capsule of collagen that surrounds skin glands and 
appendages in situ. Repeated chopping of skin with a sharp pair of 
scissors causes this collagen capsule to shear and the glands pop out. 
Shearing can be used to isolate intact human hair follicles  (  28  )  
although the yield is variable and because of the elongated nature of 
the hair follicle as opposed to the globular structure of the skin glands 
shearing tends to cut hair follicles into small segments one of which 
usually includes an intact hair follicle bulb. Shearing has however 
proved very useful for the isolation of large numbers of intact, murine, 
pelage follicles for biochemical analysis  (  29  ) .  

  Traditionally micro-dissection is the most reliable method of isolating 
intact hair follicles, although great care must be taken not to damage 
the follicle. At present, micro-dissection is the only accurate method 
for isolating intact pilosebaceous units consisting of the hair follicle 
and sebaceous gland. Sanders et al.  (  12  )  have described the isolation 
of human pilosebaceous units from female facelift skin. It is obvious 
that whilst micro-dissection is a useful method for isolating intact 
pilosebaceous units, the number of follicles that can be obtained 
severely restricts the number of experiments that can be carried out. 
In 1990, we reported on a modi fi ed method of micro-dissection 
that was able to yield much larger numbers of intact hair follicle 
bulbs  (  10  ) . Isolation of hair follicles using this method is achieved by 
cutting human skin into thin strips approximately 3–5 mm × 10 mm 
and then by using a scalpel blade to cut through the skin at the 
dermal–subcutaneous fat interface. Then by placing the fat layer 
under a stereo-dissecting microscope (cut side uppermost), it is 
possible to identify the cut ends of the hair follicle protruding 

  1.2.1.  Plucking

  1.2.2.  Collagenase Digestion

  1.2.3.  Shearing

  1.2.4.  Micro-dissection
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from the fat. Using watchmakers forceps the outer root sheath can 
be grasped and the intact follicle bulb removed from the fat. Care 
must be taken when removing the follicles not to grasp the hair  fi ber 
as this will damage the follicle and this will dramatically in fl uence the 
ability of these follicles to grow in culture. 

 Using this method, it is routinely possible to isolate in excess of 
100 human anagen hair follicles in 1–2 h from a piece of skin 
4 cm × 2 cm. Hair follicles in the catagen stage of their growth cycle 
are occasionally seen isolated by this method although their yield is 
small, usually 2–5 catagen follicles for every 100 anagen hair folli-
cles isolated. These catagen hair follicles can be cultured and appear 
to progress into a telogen-like state however, their small number 
preclude any serious functional experiments. The method described 
above works very well for scalp hair follicles. Other workers have 
also reported isolation and in vitro culture of follicles from different 
areas of the body including the beard, axilla and pubis, although no 
signi fi cant differences in growth rate were observed  (  30  ) . 

 The methods described above yield large numbers of hair fol-
licle bulbs. However, by isolating follicles by cutting at the dermal–
subcutaneous fat interface we leave behind in the discarded 
epidermis and dermis most of the permanent portion of the hair 
follicle including the sebaceous gland, infundibulum, and isthmus. 
To isolate intact pilosebaceous units (PSU), we use careful micro-
dissection  (  12  ) . These techniques are slow, as care must be taken 
not to damage the hair follicle. However, using such methods it is 
possible to isolate several dozen PSU in a couple of hours.    

 

  For the isolation of human hair follicles, it is essential to have a 
good dissecting microscope and sharp watchmakers forceps. 
Forceps and other instruments were sterilized by autoclaving. For 
culture, any CO 2  humidi fi ed incubator will do. For hair follicle 
measurement, we use an inverted microscope with either eye piece 
measuring graticule or a digital camera.

    1.    Binocular Dissecting microscope Nikon SMZ-1B (Nikon 
Instruments Europe BV,   http://www.nikoninstruments.com    ) 
with a Photonic PL3000 light source (Nikon Instruments 
Europe BV,   http://www.nikoninstruments.com    )  

    2.    Scalpel blades Swann Morton No 22 and No 24 (Swann-
Morton, Shef fi eld, UK)  

    3.    Watchmakers Forceps No 5 (Ideal-Tek, Switzerland)  
    4.    Thermo Scienti fi c; Shandon Dissecting Board 

(1.9 × 40.6 × 30.5 cm) (Thermo Fisher Scienti fi c Inc., 
  http://www.thermoscienti fi c.com    )  

  2.  Materials

  2.1.  Equipment

http://www.nikoninstruments.com
http://www.nikoninstruments.com
http://www.thermoscientific.com
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    5.    Plastic    petri dishes 60 mm diameter (Sterilin Ltd, Newport 
Wales now part of Thermo Fisher)   

   6.    Multiwell plates Falcon 24-well plates (Beckton Dickinson, 
Oxford, UK)  

    7.    Humidi fi ed CO 2  Incubator  
    8.    Nikon Eclipse Inverted Light microscope (TE2000-S with 

epi- fl uorescent attachment) (Nikon Instruments Europe BV, 
  http://www.nikoninstruments.com    )      

      1.    Williams E Medium bought as liquid media (1×) (Sigma-Aldrich, 
Poole, UK). In our experience, medium made up from powder 
sustains suboptimal growth of hair follicles.  

    2.    Penicillin and Streptomycin (Sigma-Aldrich, Poole, UK). 
Bought as a single solution with both antibiotics at 100× con-
centration. Keep frozen as 1 ml aliquots at −20°C. When 
required aliquots are defrosted and 1 ml added to 100 ml of 
Williams E medium.  

    3.     l -glutamine (Sigma-Aldrich, Poole, UK). Bought as liquid at 
200 mM (100×). Store at −20°C as 10 ml aliquots. 1 ml is 
added to 100 ml of Williams E medium immediately prior to 
use to make a  fi nal concentration of 2 mM.  

    4.    Hydrocortisone (Sigma-Aldrich, Poole, UK). Bought in vials 
containing 1 mg powder. Reconstitute with 1 ml 100% (v/v) 
Ethanol, followed by 19 ml tissue culture medium (Williams 
E). Store at −20°C as 1 ml aliquots. Add 100  μ l to 100 ml 
of tissue culture medium to make a  fi nal concentration of 
50 ng/ml.  

    5.    Insulin (Sigma-Aldrich, Poole, UK). Bought as vials of 100 mg 
powder to which 10 ml of sterile distilled water is added fol-
lowed by 100  μ l of glacial acetic acid. Store as 100  μ l aliquots 
at −20°C and add 100  μ l to 100 ml of tissue culture medium 
to give a  fi nal concentration of 10  μ g/ml.  

    6.    Earls Balanced Salts Solution (EBSS) and Phosphate Buffered 
Saline with 2 mM Ca 2+  and 2 mM Mg 2+  (PBS+) (Sigma-Aldrich, 
Poole, UK).  

    7.    Gelfoam ®  expandable gelatin sponge (P fi zer, USA).       

 

      1.    Skin from facelifts should be kept wrapped in sterile gauze 
moistened with PBS until required (Note 1).  

    2.    Using a sharp scalpel blade Swann Morten No 22 or No 24 
skin is cut into small pieces of approx. 10 mm × 5 mm.  

  2.2.  Reagents

  3.  Methods

  3.1.  Isolation 
of Human Hair Follicles

http://www.nikoninstruments.com
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    3.    Place these pieces in EBSS:PBS (1:1) in 60 mm plastic petri 
dishes during the dissection process and keep at room tem-
perature (RT). We use EBSS:PBS as the EBSS provides glucose 
for the biopsy and PBS acts as a buffer allowing the isolation 
medium to be carried out on an open bench if required.  

    4.    Take one 10 mm × 5 mm piece of skin and lay on its side and with 
a sharp scalpel blade cut at the interface between the subcutane-
ous fat and dermis using a dissecting board as this helps reduce 
blunting of scalpel blades. Cutting between the interface of 
the dermis and subcutaneous fat cuts the hair follicle just below 
the sebaceous gland resulting in the lower portion of the hair fol-
licle including the follicle bulb being left in the subcutaneous fat 
from which it can be easily isolated. Note we use micro-dissection 
(see below) if we require an intact pilosebaceous unit with seba-
ceous gland and isthmus and infundibulum.  

    5.    Place subcutaneous fat which contains the follicle bulb in 
EBSS:PBS (1:1) in a 60 mm plastic petri dish until required for 
follicle isolation. These can be kept at room temperature (RT) 
for several hours.  

    6.    Repeat for other skin pieces and keep in EBSS:PBS (1:1) at RT.  
    7.    Hair follicles are easily isolated by placing the subcutaneous fat 

on the upturned lid of a 60 mm plastic petri dish and under a 
dissecting microscope with the cut surface facing upward gently 
grasp the protruding cut portion (outer root sheath and hair 
 fi ber) of the follicle and gently pull the follicle bulb from the fat.  

    8.    Place isolated follicle in 60 mm petri dish containing EBSS. We 
would normally expect to isolate at least 100 hair follicles using 
this method over 2–3 h from a facelift of approximately 
1 cm × 4 cm in dimension. However, in recent years less inva-
sive facelifts are carried out and increasingly this results in much 
smaller pieces of skin and often containing fewer hair follicles.  

    9.    Once follicles have been isolated, we routinely place them into 
culture immediately (see below). However, follicles can be 
kept overnight in William E culture medium (below) at 37°C 
in a humidi fi ed CO 2  incubator.      

      1.    Hair follicles are cultured individually in 24-well multiwall 
plates (Falcon 3047) containing 500  μ l of Williams E medium 
supplemented with 2 mM  l -glutamine, 10 mg/ml insulin, 
10–50 ng/ml hydrocortisone, 100 U/ml penicillin, and 
100 mg/ml streptomycin (Notes 2–5).  

    2.    By placing hair follicles in individual wells of 24-well plates 
individual growth rates are measured using either an eye piece 
graticule in an inverted microscope or more routinely using a 
digital camera attached to the microscope.  

    3.    Medium is changed every 3–4 days by using a 5 ml syringe with 
a small needle attached to aspirate the medium (Notes 6–8).      

  3.2.  Hair Follicle Organ 
Culture



294 M.P. Philpott

      1.    The standard approach when culturing human hair follicles 
in vitro is to measure the initial length of the follicle on day 
zero of the experiment and then to make daily measurement of 
the entire length at 24 h intervals. Daily rates of hair growth 
can then be calculated  (  9  ) .  

    2.    Another very powerful application of the in vitro hair growth 
model is its use to investigate factors that initiate anagen–cata-
gen transition by either observing the hair follicles under an 
inverted microscope while in culture or following routine 
histology  (  9,   31–  38  ) .  

    3.    However, in addition to measuring hair follicle growth rates it 
is also important to analyze whether follicles are in their active 
growth phase or show signs of catagen as demonstrated by 
rounding of the dermal papilla. The reason for such observa-
tions is important since many actives under investigation may 
not work via stimulation of anagen; in fact it is highly likely 
that regulation of anagen–catagen transition is going to be a 
more productive area of hair biology research. Two excellent 
examples of this method of analysis being applied include the 
study by Andrew Messengers group  (  39  )  by investigating the 
effects of cyclosporine A on hair follicle growth. They showed 
that 18 of 42 cyclosporine-treated follicles (43%) were still grow-
ing after 15 days compared with one of 42 control follicles 
(2%). This suggests that the hypertrichotic action of cyclosporin 
A may be due to prolongation of the anagen phase of the hair 
growth cycle.      

  In addition to isolation and culture of intact hair follicle bulbs, 
methods have also been devised for the isolation of intact piloseba-
ceous units which include the follicle bulb, isthmus, sebaceous 
gland, and infundibulum  (  12  ) . Isolated pilosebaceous units are 
maintained in the same culture medium as isolated follicle bulbs 
however, rather than leave the follicles free  fl oating we use gelatin 
sponge (Gelfoam) supports  (  40  ) . To dissect human pilosebaceous 
units the following protocol is employed.

    1.    Skin should be kept wrapped in sterile gauze moistened with 
PBS until required.  

    2.    Using a sharp scalpel blade Swann Morten No 22 or No 24 
skin is cut into small pieces of approx. 10 mm × 5 mm.  

    3.    Place these pieces in EBSS:PBS (1:1) in 60 mm plastic petri 
dishes during the dissection process and keep at room tem-
perature (RT). We use EBSS:PBS as the EBSS provides glucose 
for the biopsy and PBS acts as a buffer allowing the isolation 
medium to be carried out on an open bench if required.  

    4.    Under a dissection microscope further cut the small pieces 
of skin into thin slithers approximately 1–2 mm wide.  

  3.3.  In Vitro Hair 
Growth Measurements

  3.4.  Isolation and 
Culture of the Human 
Pilosebaceous Unit



29518 Hair Follicle Culture

    5.    When viewed under a dissecting microscope, individual 
pilosebaceous units can be seen and can be carefully dissected 
(Note 9).  

    6.    Intact pilosebaceous units are cultured on Gelfoam supports in 
individual wells of 24-well plated in 500  μ l of Williams E 
medium as described above (Note 10).      

  In addition, hair follicles from human skin follicles can also be 
cultured from a wide range of other species including rats and mice 
 (  13,   41–  48  ) , sheep  (  49–  52  ) , goats  (  53  ) , and red deer  (  54  ) .

    1.    Generally because of the size of these follicles they have to be 
isolated using micro-dissection and the steps outlined above for 
isolation and culture of the human pilosebaceous unit are 
appropriate.  

    2.    In our hands rat pelage follicles can be maintained free  fl oating 
in Williams E medium  (  47  )  as described for human hair 
follicles  (  10  ) .  

    3.    Mouse and rat vibrissae follicles are best maintained on Gelfoam 
 (  13  ) . Although their small size can make dissection dif fi cult 
mouse and rat vibrissae follicles are larger than pelage follicles 
and easy to isolate by dissection. Vibrissae follicles also have an 
advantage in that their hair cycle is relatively short and predict-
able compared to human hair follicles and as such hair follicles 
from different stages of the cycle can be studies in vitro, some-
thing that cannot be done with human hair follicles  (  48  )  and 
can also be used to partially model the hair cycle in vitro  (  13  ) .  

    4.    The red deer model developed by Julie Thornton and Valerie 
Randall  (  54  )  is also very elegant as these follicles are androgen 
responsive and so provide a nice model to study the effects of 
androgens on hair follicle growth.       

 

     1.    Skin specimens are normally brought to our laboratory wrapped 
in sterile gauze moistened with saline and placed in plastic pots. 
Ideally follicles should be isolated on the same day as the skin is 
obtained. We would routinely isolate hair follicles within several 
hours of the skin being removed from the patient. In our hands 
this gives optimum follicle growth. However, ourselves, and oth-
ers have kept skin overnight both in a fridge but also in a 
humidi fi ed incubator at 37°C. In our experience if storing in an 
incubator it is preferable to cut the skin into small pieces (see step 
2 under Sect.  3.1 ) and place four or  fi ve of these pieces in a 5 cm 
plastic petri dish containing 5 ml of hair follicle culture medium.  

  3.5.  Isolation 
and Culture of Hair 
Follicles from Other 
Species

  4.  Notes
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    2.    When culturing hair follicles, it is important to select only good 
healthy follicles and to exclude any that show signs of damage 
being sustained during isolation. Key signs of damage include 
distorted follicle bulbs, signs that the hair  fi ber has been fully 
or partially separated from the hair matrix. More subtle signs 
are blebbing of pigment into the follicle bulb or dermal papilla. 
If follicles with any of these characteristics are used for culture, 
it is very likely they will have reduced rates of growth and or 
undergo premature entry into catagen. The reason for this 
premature catagen may well be linked to the well characterized 
“alarm response” of hair follicles in which they quickly cycle 
through catagen and into telogen in response to physical or 
chemical insult  (  55  ) . When handling hair follicles, they should 
be held using watchmakers forceps and gently grasped at 
the extreme end of the outer root sheath. They should not be 
picked up at the follicle bulb region as this will damage the 
matrix/dermal papilla and affect follicle growth.  

    3.    Traditionally we have used bovine insulin but recently deliveries 
from this source have been disrupted and so we now use human 
insulin without any adverse effects.  

    4.    Historically we have used hydrocortisone at 10 ng/ml; however, 
unpublished data from our group have suggested that higher 
doses of hydrocortisone may result in improved growth rates 
and better hair follicle morphology.  

    5.    Serum should be avoided.  
    6.    If the active being screened is labile this may requires its daily 

administration.  
    7.    We have found that hair follicles will grow for up to 10 days in 

Williams E medium without medium change and that daily 
medium changes have no effect on growth rate.  

    8.    If commercial aspirators used to aspirate medium from  fl asks is 
used, the suction is too great and follicles are frequently sucked 
up with the medium and lost.  

    9.    Care must be taken to ensure that the follicle bulb and in 
particular the sebaceous gland is not damaged. Normally, a 
compromise has to be reached between dissecting an intact 
pilosebaceous unit and the amount of collagen that can be 
removed and usually it is better not to attempt to clean the 
units too much otherwise they may be damaged.  

    10.    Because of the opaque nature of Gelfoam, it is dif fi cult to make 
detailed measurements of hair follicle growth although follicles 
can be measured at the start of the experiment and at the end 
enabling total hair growth over the course of the experiment to 
be analyzed. We have routinely used our standard Williams E 
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hair follicle medium to maintain pilosebaceous units, although 
this is at the expense of the sebaceous gland  (  12  )  which required 
a richer tissue culture medium. However, this sebaceous gland 
medium is inhibitory to hair follicle growth  (  12  ) .          
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    Chapter 19   

 Animal Models for Type 1 Diabetes       

     Anish   Suri       and    Matteo   Levisetti      

  Abstract 

 The incidence of autoimmune diabetes has been steadily increasing in the developed world. A complex 
interplay between genetic factors and dysregulated immune cells ultimately results in breakdown of 
self-tolerance against islet beta cell antigens and loss of beta cell mass, which leads to insulin de fi ciency and 
persistent hyperglycemia. Much progress in our understanding of immunological mechanisms that under-
lie autoimmune diabetes has been made in recent years. A signi fi cant portion of the experimental investiga-
tions have been performed in rodent models of autoimmune diabetes that are reviewed in this chapter. In 
addition, an understanding of the biochemical characteristics of class II MHC molecules that predispose 
to autoimmune diabetes and their relationship to selection of the autoimmune T-cell repertoire are dis-
cussed. Finally, data supporting insulin as a dominant autoantigen are reviewed along with various effector 
pathways and cell types that induce islet beta cell death.  

  Key words:   Autoimmune diabetes ,  T-cells ,  NOD ,  MHC ,  Islet beta cells    

 

 Type 1 diabetes mellitus (T1DM), formerly known as insulin-dependent 
diabetes mellitus (IDDM), is an autoimmune disease characterized 
by T-cell-mediated destruction of the insulin-secreting pancreatic 
islet beta cells  (  1  ) . Much progress in understanding the clinical 
disease has been accomplished in the past 20+ years due to exten-
sive experimental investigations in animal models that recapitulate 
many salient features of the human disease. In this report, we will 
review the different animal models that can be utilized to evaluate 
various facets of autoimmune diabetogenesis, including genetic 
susceptibility, T-cell autoreactivity, target autoantigens, and 
effector mechanisms of islet beta cell in fl ammation and death. 
An understanding of the available experimental tools may allow 
the investigator to select the optimal model system to answer 
focused scienti fi c questions. 

  1.  Introduction
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 The autoimmune destruction of the pancreatic beta cells in 
T1DM causes insulin de fi ciency and hyperglycemia. The peak 
onset occurs between ages 10 and 12 years; however, it can occur 
from a few months of age into late adulthood. Males and females 
are equally affected. The overall prevalence of T1DM in the United 
States is 0.25–0.5% of the population, or 1 of 400 children and 1 
of 200 adults. The incidence of T1DM is increasing in developing 
countries. T1DM accounts for 5–10% of all cases of diabetes and 
needs to be accurately diagnosed so that appropriate therapy with 
insulin is not delayed. Insulin de fi ciency can lead to diabetic ketoac-
idosis (DKA), a life-threatening acute metabolic condition. Chronic 
hyperglycemia is the primary contributor to the disabling micro-
vascular complications and contributes to macrovascular disease. 

 Antibodies to beta cell antigens can be found in the majority of 
patients before diagnosis, and persist for some time after the onset 
of clinical diabetes. These disease markers are antibodies to insulin 
(IAA), to beta cell-speci fi c tyrosine phosphatases IA-2 and IA-2 
beta, and to glutamic acid decarboxylase (GAD65). The presence 
of two or three antibodies has high sensitivity and speci fi city for 
rapid progression to insulin dependency and may help clarify the 
diagnosis in some patients. 

 The genetic susceptibility to T1DM is manifested by linkage 
with several gene loci and association with HLA-DR and DQ  (  2  ) . 
The IDDM1 gene located in the HLA region of chromosome 6, 
and the IDDM2 gene in the region 5-prime upstream of the insu-
lin gene on chromosome 11 contribute 42% and 10%, respectively, 
to the observed familial clustering of the disease. In the family of a 
patient with T1DM, the risk of an identical twin developing the 
disease is 30–50%, an offspring is 6%, and a sibling is 5%. The strik-
ing familial discordance supports the importance of environmental 
factors in disease pathogenesis. 

 A majority of experimental work in autoimmune diabetes has 
been focused on two preclinical rodent models: the Bio-Breeding/
Worcester diabetes-prone (BB/W-DP) rat and the nonobese dia-
betic (NOD) mouse model  (  3–  5  ) . A unique advantage of using the 
BB rat or NOD mouse is that the disease in these animals mimics 
many features of human T1DM, including spontaneous onset, 
expression of disease-associated major histocompatibility complex 
(MHC) molecules, and involvement of diabetogenic T-cells that 
ultimately destroy the pancreatic islet beta cells. Although the BB 
rat model was identi fi ed several years before the NOD mouse, a 
majority of the recent work has been conducted in NOD mice due 
to availability of transgenic and knock-out animals that have facili-
tated in depth immunological investigations into pathophysiologi-
cal mechanisms underlying autoimmunity. In both BB rats and 
NOD mice, autoreactive T-cells play an obligatory role in the 
induction of diabetes, and disease transfer into naive recipients is 
readily accomplished by adoptive transfer of CD4+ and CD8+ 
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T-cells  (  6–  9  ) . Furthermore, in both rodent models, an important 
role for regulatory T-cells in controlling the diabetogenic process 
has been identi fi ed  (  10–  12  ) . The presence of serum antibodies 
against islet beta cell proteins has also been demonstrated in BB 
rats and NOD mice prior to the onset of hyperglycemia  (  13  ) .  

 

 The class II MHC molecules are heterodimeric proteins present on 
professional antigen-presenting cells (APCs) such as dendritic cells 
(DCs), B cells and macrophages, and are composed of an alpha and 
beta chain that associate noncovalently to present antigenic pep-
tides to CD4+ T-cells. The peptide-binding groove of class II 
MHC molecules consists of four major distinct pockets (P1, P4, 
P6, and P9), which bind to speci fi c amino acids or “anchor” resi-
dues from the displayed antigenic peptide. Most of the polymor-
phism in MHC molecules is located in the peptide-binding groove, 
including the composition of amino acids that form the four bind-
ing pockets, which de fi ne allele-speci fi c binding motifs. The pep-
tide binding af fi nity for MHC molecules is signi fi cantly in fl uenced 
by the interactions of speci fi c anchor residues (derived from the 
antigenic peptide) with the binding pockets of the MHC molecules 
 (  14,   15  ) . 

 In the case of T1DM, the class II MHC locus is the single-
most important genetic factor that predisposes to disease. In both 
rodents and man, the diabetogenic class II MHC molecules share 
the unique feature of the presence of a non-Asp amino acid at posi-
tion 57 of the beta chain; this position in all other class II MHC 
molecules is a conserved Asp residue  (  16  ) . Speci fi cally, the NOD 
class II MHC, I-Ag7, expresses a Ser at beta57 while the human 
HLA-DQ2 or 8 express an Ala at the same position. The beta57 
residue forms an integral part of the P9 pocket of the peptide-
binding groove of class II MHC molecules  (  17  ) . The protein crys-
tal structures of I-Ag7 and HLA-DQ8 revealed that presence of a 
non-Asp beta57 residue generated a P9 pocket that was wider and 
more open towards the c-terminus of the bound peptide  (  18–  20  ) . 
In most other class II MHC alleles, the conserved beta57 Asp resi-
due forms an ion pair with an opposing alpha76 Arg amino acid 
that de fi nes the rim of the P9 pocket; the absence of this salt–
bridge interaction in diabetogenic class II MHC molecules 
in fl uences the unique structural features of the P9 pocket, as 
described above. 

 The unique biochemical and structural features of diabeto-
genic class II MHC molecules have a marked impact on the nature 
of peptides that are selected for display to CD4+ T-cells. Numerous 
earlier studies had suggested that diabetogenic class II MHC 

  2.  A Unique Role for 
T1DM-Associated 
Class II MHC 
Molecules
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molecules bound peptides with little or no speci fi city, which 
supported the idea that this may allow for inadequate negative 
selection of developing T-cells in the thymus resulting in escape of 
autoreactive T-cells  (  21,   22  ) . However, much of the data for 
these observations came from biochemical binding analysis of 
diabetogenic class II MHC molecules with synthetic peptides with 
little to no understanding of the naturally selected repertoire of 
peptides displayed by APCs. This issue was addressed in subse-
quent studies that utilized mass spectrometry to identify peptides 
directly isolated from diabetogenic class II MHC molecules pres-
ent on the surface of APCs. Several key  fi ndings emerged from 
these detailed analyses: (1) contrary to previous observations, both 
human and murine diabetogenic class II MHC molecules selected 
for peptides with a well-de fi ned binding motif that was character-
ized by a biased presence of multiple acidic amino acids (either Glu 
or Asp) towards the c-terminus; (2) the acidic amino acids inter-
acted with the P9 pocket and contributed signi fi cantly towards the 
peptide binding af fi nity for the class II MHC molecule; (3) the 
speci fi city of the P9 pocket, composed of non-Asp beta57 residue, 
was key in determining the  fi nal repertoire of peptides selected by 
APCs—this was best supported by the  fi nding that APCs express-
ing a modi fi ed I-Ag7 with beta57 Ser Asp change selected for an 
entirely different set of peptides that did not exhibit any bias for 
the c-termini acidic residues; and (4) APCs expressing either the 
murine (I-Ag7) or human (HLA-DQ8) diabetogenic class II MHC 
molecules selected for identical peptides  (  23–  26  ) . The importance 
of this last observation is key when evaluating antigenic epitopes 
that activate diabetogenic T-cells, as there is likely to be a direct 
corollary between NOD T-cell epitopes and those found in human 
T1DM patients. To this end, an excellent example is the 
identi fi cation of insulin peptide spanning residues 9–23 of the 
beta chain as being a dominant autoantigenic epitope in both 
NOD mice and human T1DM subjects  (  27  ) . This and other 
autoantigens are discussed in more detail in the following section. 

 The important role for class II MHC molecules in T1DM is 
highlighted by several key  fi ndings in NOD mice: (1) transgenic 
NOD mice expressing a modi fi ed I-Ag7 molecule wherein the 
beta57 Ser is mutated to an Asp are protected from diabetes  (  28, 
  29  ) ; (2) NOD mice heterozygous for the expression of a beta57 
Asp-expressing class II MHC molecule exhibit a markedly lower 
incidence of disease  (  30  ) ; (3) class II MHC k.o. mice are protected 
from diabetes  (  31  ) ; and (4) the expression of I-Ag7 correlates with 
the presence of higher numbers of autoreactive T-cells in the 
periphery of NOD mice or congenic B6 mice expressing I-Ag7 
 (  32,   33  ) . Experimentally, the frequencies of autoreactive T-cells 
can be determined using limiting dilution analysis  (  32  ) , or more 
speci fi cally by utilizing MHC-peptide tetramers to track antigen-
speci fi c T-cells by FACS analysis  (  33  ) . 
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 What are the various facets of the autoreactive T-cell response 
that are in fl uenced by diabetogenic class II MHC alleles? An obvi-
ous role for class II MHC molecules may relate to their ability to 
effectively select and display islet beta cell antigenic peptides that 
conform to the unique binding motif  (  34,   35  ) . Indeed, in NOD 
mice several reports have identi fi ed target epitopes of autoreactive 
T-cells that exhibit the preferred peptide-binding motif for I-Ag7 
(reviewed in  (  36  ) ). A related role for class II MHC molecules may 
also involve the effects on the thymic selection milieu, which has 
marked effect on the repertoire of T-cells in the periphery. In this 
instance, the skewed selection of peptides characterized by the 
presence of multiple c-termini acidic residues may narrow the 
breadth of the repertoire of peptides presented by the thymic epi-
thelia and APCs. This may subsequently allow for inef fi cient nega-
tive selection of autoreactive T-cells. Indeed, the expression of 
I-Ag7 alone has been correlated with the presence of higher num-
bers of self-reactive T-cells in the periphery  (  32  ) , and in the report 
by Schmidt et al., heterozygosity for class II MHC alleles resulted 
in the thymic deletion of an I-Ag7-restricted CD4+ diabetogenic 
T-cell  (  37  ) . Yet other reports have suggested that the Tregs in 
NOD mice are quantitatively and/or functionally reduced, which 
may be another aspect related to the expression of T1DM-associated 
class II MHC alleles  (  38–  41  ) . In support of this argument, expres-
sion of other class II MHC molecules in addition to I-Ag7 resulted 
in higher numbers of regulatory T-cells in the periphery and 
reduced incidence of disease  (  42–  44  ) .  

 

 Previous studies in both the NOD and BB/W-DP rat models have 
demonstrated that both CD4+ and CD8+ T-cells play an impor-
tant role in islet beta cell autoimmunity. Targeted gene knock-out 
NOD mice lacking either class I MHC (CD8+ T-cells) or class II 
MHC (CD4+ T-cells) molecules are protected from diabetes  (  31, 
  45–  48  ) . CD4+ and CD8+ T-cells have been shown to have direct 
effects on the function and survival of islet beta cells, albeit utiliz-
ing distinct effector mechanisms. In this section, we will summa-
rize various experimental approaches that can be employed to 
evaluate diabetogenic T-cells. 

  The earliest studies in rodent models demonstrated that diabetes 
could be readily transferred into neonatal or immuno-de fi cient 
recipients (on the SCID or RAG −/−  background) using unfraction-
ated whole lymphocytes (usually spleen cells) from diabetic 
animals. In such cases, the incidence of disease was highest when 
both CD4+ and CD8+ T-cells were present, which again pointed to 

  3.  T-cells 
and T1DM

  3.1.  Adoptive Transfer 
of Disease
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a cooperative role between the two subsets  (  9  ) . In other experiments, 
adoptive transfer of diabetes could be inhibited by co-transfer of 
CD4+ T-cells from disease-free mice; these data supported a regu-
latory role for CD4+ T-cells  (  10  ) . Subsequent studies have 
con fi rmed and extended the role of regulatory T-cells (Tregs) in 
controlling diabetogenic T-cells  (  41  ) . A defective role for T regs in 
NOD mice, and possibly human subjects, has been suggested as a 
possible mechanism underlying the breakdown of tolerance  (  49  ) . 
It remains to be determined the extent to which the unique pep-
tide-binding motif of diabetogenic class II MHC molecules 
in fl uences the development and function of Tregs in NOD mice 
and human subjects.  

  This approach has high value when evaluating the natural islet-reactive 
CD4+ and CD8+ T-cell repertoires in NOD mice developing 
diabetes. The elegant studies by Haskins et al. demonstrated that 
primary diabetogenic T-cells could be isolated from in fi ltrated islets 
of NOD mice, and these T-cells could be propagated under in vitro 
conditions using islet beta cells as the source of antigen in conjunc-
tion with NOD APCs  (  50,   51  ) . Although technically challenging, 
such efforts eventually identi fi ed a panel of diabetogenic T-cell 
clones that could readily transfer disease into neonatal or SCID 
recipients, which con fi rmed the obligatory role for T-cells in induc-
tion of T1DM. Cloning of spontaneously occurring islet-reactive 
T-cells has several important implications: one, the biological 
relevance is high since this represents the natural T-cell population 
that penetrates and destroys the islet beta cells; two, such analysis 
allows for the temporal evaluation of the autoreactive T-cell reper-
toire in relation to events leading to destruction of islet beta cells; 
three, primary islet-reactive T-cells could be used as probes to 
identify their cognate antigens derived from the islet beta cells; and 
four, based on the shared class II MHC homology between NOD 
mice and human T1DM patients, there is high probability that 
similar T-cell populations and target antigens are likely represented 
in human patients. A signi fi cant caveat with isolating and cloning 
islet cells pertains to success with adoptive transfer of disease. Often 
in vitro culture alters the phenotype of the T-cell such that it is 
unable to induce diabetes when transferred into recipient animals. 
This limitation may likely be due to altered expression of adhesion 
molecules and/or chemokine receptors that may affect T-cell 
traf fi cking, or could be due to the requirement that T-cells of addi-
tional speci fi cities are needed to initiate the assault against islet beta 
cells. Indeed, in some instances in vitro cloned T-cells may induce 
insulitis without any signs of overt hyperglycemia  (  52,   53  ) . Hence, 
in light of these challenges, a stringent requirement for induction of 
disease by islet-reactive T-cells should not be an absolute condition 
for classi fi cation of pathogenic T-cells in T1DM.  

  3.2.  Isolating 
and Cloning 
of Islet-Reactive T-cells
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  Several groups have now successfully cloned the T-cell receptor 
(TCR) alpha and beta chain genes from diabetogenic CD4+ and 
CD8+ T-cells to generate transgenic NOD mice to aid in various 
experimental studies  (  54,   55  ) . Generation of TCR transgenic mice 
has several advantages: (1) the onset of diabetes is synchronous in 
terms of kinetics and incidence, which is in contrast to wild-type 
NOD mice where the timing of maximal diabetes incidence varies 
between 12 and 24 weeks and longer; (2) the presence of a mono-
clonal diabetogenic T-cell population allows one to answer mecha-
nistic questions related to T-cell selection and peripheral activation, 
which are likely dif fi cult to track and address in a polyclonal reper-
toire of T-cells; (3) provides a rich source of pathogenic T-cells that 
can be used in adoptive transfer experiments; and (4) allows for 
identi fi cation of various effector mechanisms that could be utilized 
by CD4+ and CD8+ T-cells to kill the insulin-producing islet beta 
cells  (  56,   57  ) . Lessons learned from evaluation of TCR transgenic 
mice need to be eventually con fi rmed in wild-type NOD mice.  

  Another permutation to studying autoimmune diabetes is utilizing 
model antigens implanted in islet beta cell as neo-self antigens. The 
advantage to this approach pertains to the ready availability of 
reagents and tools that facilitate detailed analysis of disease biology. 
To this end, two notable model antigens, chicken ovalbumin (Ova) 
and hen egg-white lysozyme (HEL) have been expressed in the 
pancreatic islets under the insulin promoter in transgenic mice. 
The T-cell responses to both Ova and HEL have been well studied 
on different MHC background: H-2b for Ova and H-2k for HEL 
 (  58,   59  ) . Autoimmune diabetes can be induced in either antigen-
transgenic mice via crossing on to TCR transgenic mice that bear 
either CD4+ or CD8+ T-cells reactive against Ova or HEL (e.g., 
OT-I and OT-II TCR transgenic mice that express Ova-speci fi c 
CD8+ or CD4+ T-cells, respectively, or 3A9 TCR transgenic mice 
that bear HEL-speci fi c CD4+ T-cells); or via adoptive transfer of 
antigen-speci fi c T-cells  (  60–  63  ) . Another related model system has 
utilized viral proteins expressed selectively in islet beta cells along 
with CD8+ TCR transgenic T-cells directed to a viral epitope  (  64  ) . 
The expression of a viral protein as a “neo” diabetogenic antigen 
offers the advantage of evaluating the relationship between viral 
infection and onset of autoimmunity  (  64,   65  ) . Previous studies in 
mice and humans have pointed to a possible correlation between 
Coxsackie virus infections and the subsequent onset of autoim-
mune diabetes  (  66–  68  ) . The utility of these various transgenic 
mouse models has also enabled studies focused on understanding 
the relationship between levels of self-antigen and central selection 
in thymus; identi fi cation of professional APCs (DCs) that mediate 
priming and activation of autoreactive T-cells in the draining lymph 
nodes of the pancreas; control of autoreactive T-cells by Tregs; and 
effector mechanisms of islet beta cell in fl ammation. But despite 

  3.3.  T-Cell Receptor 
Transgenic Mice

  3.4.  T-cells Against 
Model Antigens
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these advantages there are several caveats to using transgenic 
models that should be considered based on the experimental ques-
tions: (1) most of the transgenic mice expressing neo-islet model 
antigens are not on the NOD background which limits evaluations 
related to T1DM-susceptibility genes including the class II MHC; 
(2) the temporal expression and levels of the model antigen may 
be very different from the natural islet beta cell antigens that are 
targeted in disease; and (3) the hierarchy and cascade of multiple 
autoantigens that are targeted during various stages of diabetogen-
esis are likely not represented in transgenic models.   

 

 Although T1DM is caused by the T-cell-mediated destruction of 
pancreatic beta cells, B cells also contribute signi fi cantly to dis-
ease development. Early studies demonstrated that T1DM could 
be completely inhibited or signi fi cantly suppressed in NOD mice 
rendered B-cell-de fi cient through genetic manipulation  (  69  ) . 
More recent studies have demonstrated that T1DM develop-
ment in NOD mice can be suppressed by targeting B cells with 
monoclonal antibodies or by blocking the survival factor BAFF 
(BLyS)  (  70–  72  ) . 

 T1DM development in NOD mice, as well as in humans, is 
preceded by the appearance of autoantibodies targeting beta cell 
antigens, like insulin  (  73  ) . Whether these beta cell autoantibodies 
contribute to the pathogenesis of T1DM in humans and NOD 
mice remains an open question. A more pathogenic role for NOD 
B cells is serving as an APC subset that ef fi ciently supports the 
expansion of pathogenic effector CD4 T-cells  (  74,   75  ) . This role as 
an important APC population was further supported by studies in 
which NOD mice with B cells de fi cient in MHC class II molecules 
had reduced disease development  (  76  ) .  

 

 Autoantibodies to beta cell antigens are detected before the onset 
of T1DM in both humans and the NOD mouse model of the 
disease. Spontaneously occurring antibodies have led to the 
identi fi cation of multiple beta cell autoantigens, including insu-
lin, glutamic acid decarboxylase, IA-2 and others, including the 
recently identi fi ed ZnT8 transporter. Various reviews have pro-
vided a comprehensive list of the autoantigenic targets of B and 
T-cells in both humans and the NOD mouse  (  36,   77,   78  ) . 

  4.  Role of the B Cell

  5.  NOD 
Autoantigens
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  There is extensive evidence that autoimmunity directed at insulin, 
and its precursors, is central to the pathogenesis of T1DM in the 
NOD mouse. The initial major advance in de fi ning a role for T-cells 
targeting insulin was the cloning of T-cells directly from islets of 
NOD mice by Daniel and colleagues  (  79  ) . They discovered that 
the majority of CD4+ T-cell clones isolated from the islet in fi ltrates 
reacted with insulin, and of those reactive with whole insulin pro-
tein, more than 90% were stimulated by the 9–23 peptide of the 
beta chain (B:9–23). These primary T-cell clones were shown to 
accelerate the onset of diabetes in young NOD mice and to cause 
diabetes in NOD.scid recipient mice  (  80  ) . Additional investiga-
tions con fi rmed the important role of insulin as an autoantigen in 
the pathogenesis of autoimmune diabetes. First, NOD mice ren-
dered tolerant to insulin by transgenic overexpression of the pre-
proinsulin molecule in APCs had a signi fi cantly reduced incidence 
of diabetes  (  81,   82  ) . Second, NOD mice in which the dominant 
epitope of insulin was mutated by genetic manipulation exhibited 
diminished disease  (  27  ) . Third, an anti-insulin anti-B:9–23 TCR-
transgenic mouse developed disease when crossed onto a RAG-
de fi cient background  (  83  ) . 

 Recent studies have extended our understanding of interac-
tions between insulin and MHC and the complexities of the T-cell 
response to insulin and its peptides. These studies not only con fi rm 
an important role for insulin in T1DM pathogenesis but offer 
additional perspectives to our understanding of the role played by 
the MHC proteins that confer the greatest risk for the disease. For 
example, why is the 9–23 segment of the insulin beta chain the 
central focus of the T-cell response? The B:9–23 peptide interacts 
weakly with the I-Ag7 molecule and binds in at least two different 
registers  (  84  ) . These features of the B:9–23 peptide–MHC interac-
tion may result in defective negative selection and escape of auto-
reactive T-cell clones. There is also recent evidence that B:9–23 
peptides are generated within islet beta cell secretory granules and 
that a subset of B:9–23-reactive T-cells recognize unique peptide–
MHC complexes formed with these peptides but do not recognize 
the peptide when insulin is processed by APCs  (  85  ) . The 
identi fi cation of C-peptide-reactive T-cells also demonstrates the 
lack of tolerance to insulin (and its precursors) present in the NOD 
mouse and highlights the role that secreted beta cell peptides may 
play in the formation of unique peptide–MHC complexes  (  86  ) . It 
may be that peptide–MHC complexes formed in the thymus do 
not recapitulate the complexes that are formed in the in fl ammatory 
interface between beta cells and APCs, indeed a recent report by 
Mohan et al. evaluating insulin-speci fi c T-cells lends support to 
these conclusions  (  87  ) . The deleting complexes are presumably 
formed by the traditional processing and presentation of proinsulin 
peptides in thymic medullary epithelial cells. Here, peptides are 
selected by the biological and physical forces that govern peptide 
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selection by I-Ag7 molecules in thymic cells and are not the same 
as events that might occur in the periphery. Although proinsulin is 
clearly expressed in the thymus  (  88,   89  ) , perhaps largely under the 
control of the autoimmune regulator transcription factor  (  90  ) , 
there is no evidence of the expression of the prohormone process-
ing machinery, such as the prohormone convertases 1 and 2, which 
would be required to generate the actual C-peptide fragment that 
is secreted by the beta cell.   

 

 NOD mice and BB rats provide models of spontaneous autoim-
mune diabetes. Additional models of T1DM are based on expo-
sures to toxins, such as streptozotocin (STZ). STZ is used as 
chemotherapy for insulinomas. STZ is a toxic glucose analog that 
accumulates in the pancreatic beta cell via the GLUT2 transporter. 
When mice receive multiple small sub-diabetogenic doses of STZ, 
pancreatic insulitis, selective beta cell destruction, and diabetes 
ensue after a delay of several days  (  91  ) . Islet autoantibodies appear 
after STZ treatment, but there is no evidence for an etiologic role 
for autoantibodies in this model. Low-dose STZ appears to induce 
autoimmunity in susceptible hosts by altering beta cells and induc-
ing auto-immunogenicity.  

 

 An active area of research has focused on understanding the molec-
ular mechanisms underlying the immune-mediated destruction of 
islet beta cells in T1DM. Due to the pleiotrophic nature of 
in fl ammatory cell types involved in T1DM, numerous molecular 
mechanisms have been shown to play a role in islet beta cell death. 
In experimental models, the Fas/FasL, perforin/granzyme and 
TNF-receptor pathway have all been implicated in the apoptotic 
death of islet beta cells. NOD  lpr/lpr  mice (Fas-de fi cient) are pro-
tected by spontaneous diabetes and are resistant to challenge by 
diabetogenic T-cells  (  92  ) . More speci fi cally, transgenic NOD mice 
bearing islet beta cells with a mutated Fas molecule lacking a func-
tional death domain exhibit delayed disease  (  93  ) . Similarly, perforin-
de fi cient NOD mice exhibit signi fi cantly reduced and delayed 
incidence of diabetes, even though insulitis was still evident in these 
animals  (  94,   95  ) . The de fi ciency of TNF-R1 (p55 subunit) on the 
NOD background also leads to protection from diabetes despite 
the presence of insulitis. However, disease could be induced in 
NOD-p55 −/−  mice upon adoptive transfer of CD8+ TCR transgenic 
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T-cells, which suggests that the TNF-R1 is likely not the dominant 
pathway for cytotoxic T-cell-mediated killing of islet beta cells  (  96  ) . 
Other studies by Pakala et al. also demonstrated a key role for 
TNF-R1 on islet beta cells and their susceptibility to diabetes 
induced by CD4+ TCR transgenic T-cells  (  56  ) . Besides T-cells, a 
role for macrophages in killing of islet beta cells has also been noted 
in autoimmune diabetes; in vivo depletion of macrophages leads to 
protection from disease, and under in vitro conditions activated 
macrophages can directly kill primary islet beta cells  (  57,   97,   98  ) . 
Lastly, an important role for soluble mediators, especially cytokines, 
has been recognized in driving islet in fl ammation. Some of the 
notable features of cytokine-driven in fl ammatory processes include: 
direct killing of islet beta cells (e.g., TNF-alpha); generation of 
nitric oxide and oxygen-free radicals (induced by IL-1, TNF-alpha, 
interferon-gamma) that are toxic to the function and survival of 
islet beta cells; increasing the sensitivity of islet beta cells to CD8+ 
T-cell-mediated killing via up-regulation of class I MHC or expres-
sion of co-stimulatory molecules (via interferon-gamma); and 
enhancing migration of leukocytes by changes to the expression of 
vasculature adhesion molecules and chemotactic gradients (reviewed 
in detail by Rabinovitch  (  99  ) ).  

 

 Our understanding of the immunological basis for T1DM has been 
facilitated by extensive investigations in animal models, particularly 
NOD mice. Several key shared features including the presence of 
disease-susceptible MHC molecules, obligatory role for islet-reactive 
T-cells and expression of various pro-in fl ammatory molecules 
underscore the importance of NOD mice as an excellent model for 
the human disease. Recent investigations have begun to dissect the 
complex interplay between effector and regulatory T-cells, an area 
that continues to grow with much vigor. Although numerous 
experimental manipulations have halted the autoimmune process 
and reversed the disease in NOD mice, the interventions tested to 
date in clinical trials have not produced sustained, clinically mean-
ingful results  (  100  ) . The relative failure of single-agent therapies in 
the clinic, chosen largely based on their ef fi cacy in animal models, 
may point to the need for rationally designed combination therapies 
with agents targeting immuno-suppression, immunomodulation 
and islet regeneration as the future for successful intervention and 
prevention trials. An in depth understanding into the identity and 
nature of islet antigens that initiate and sustain diabetogenic T-cells 
is important for future therapeutic manipulations. Parallel devel-
opment of robust biomarkers that can identify at-risk individuals 
early during the autoimmune process will be important for clinical 
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intervention. Lastly, a concerted effort in understanding the 
regenerative potential of pancreatic islet beta cells may be crucial 
to restore normoglycemia in individuals wherein the autoreactive 
T-cells are controlled by strategies targeting key immune pathways 
and/or cells.      

   References 

    1.    Bluestone JA, Herold K, Eisenbarth G (2010) 
Genetics, pathogenesis and clinical interven-
tions in type 1 diabetes. Nature 
464:1293–1300  

    2.    McDevitt H (2001) The role of MHC class II 
molecules in the pathogenesis and prevention of 
type I diabetes. Adv Exp Med Biol 490:59–66  

    3.    Lam-Tse WK, Lernmark A, Drexhage HA 
(2002) Animal models of endocrine/organ-
speci fi c autoimmune diseases: do they really 
help us to understand human autoimmunity? 
Springer Semin Immunopathol 24:297–321  

    4.    Rossini AA, Mordes JP, Greiner DL (1989) 
The pathogenesis of autoimmune diabetes 
mellitus. Curr Opin Immunol 2:598–603  

    5.    Anderson MS, Bluestone JA (2005) The 
NOD mouse: a model of immune dysregula-
tion. Annu Rev Immunol 23:447–485  

    6.    Like AA, Weringer EJ, Holdash A, McGill P, 
Atkinson D, Rossini AA (1985) Adoptive 
transfer of autoimmune diabetes mellitus in 
biobreeding/Worcester (BB/W) inbred and 
hybrid rats. J Immunol 134:1583–1587  

    7.    Whalen BJ, Greiner DL, Mordes JP, Rossini 
AA (1994) Adoptive transfer of autoimmune 
diabetes mellitus to athymic rats: synergy of 
CD4+ and CD8+ T cells and prevention by 
RT6+ T cells. J Autoimmun 7:819–831  

    8.    Wicker LS, Miller BJ, Mullen Y (1986) 
Transfer of autoimmune diabetes mellitus 
with splenocytes from nonobese diabetic 
(NOD) mice. Diabetes 35:855–860  

    9.    Bendelac A, Carnaud C, Boitard C, Bach JF 
(1987) Syngeneic transfer of autoimmune 
diabetes from diabetic NOD mice to healthy 
neonates. Requirement for both L3T4+ and 
Lyt-2+ T cells. J Exp Med 166:823–832  

    10.    Boitard C, Bendelac A, Richard MF, Carnaud 
C, Bach JF (1988) Prevention of diabetes in 
nonobese diabetic mice by anti-I-A monoclo-
nal antibodies: transfer of protection by 
splenic T cells. Proc Natl Acad Sci USA 
85:9719–9723  

    11.    Greiner DL, Handler ES, Nakano K, Mordes 
JP, Rossini AA (1986) Absence of the RT-6 T 
cell subset in diabetes-prone BB/W rats. J 
Immunol 136:148–151  

    12.    Zhou X, Bailey-Bucktrout S, Jeker LT, 
Bluestone JA (2009) Plasticity of CD4(+) 
FoxP3(+) T cells. Curr Opin Immunol 
21:281–285  

    13.    Liu E, Eisenbarth GS (2002) Type 1A diabe-
tes mellitus-associated autoimmunity. 
Endocrinol Metab Clin North Am 31:391–
410, vii-viii  

    14.    Latek RR, Unanue ER (1999) Mechanisms 
and consequences of peptide selection by the 
I-Ak class II molecule. Immunol Rev 
172:209–228  

    15.    Allen PM, Babbitt BP, Unanue ER (1987) 
T-cell recognition of lysozyme: the biochemi-
cal basis of presentation. Immunol Rev 
98:171–187  

    16.    Todd JA, Bell JI, McDevitt HO (1987) 
HLA-DQ beta gene contributes to suscepti-
bility and resistance to insulin-dependent dia-
betes mellitus. Nature 329:599–604  

    17.    Fremont DH, Monnaie D, Nelson CA, 
Hendrickson WA, Unanue ER (1998) Crystal 
structure of I-Ak in complex with a dominant 
epitope of lysozyme. Immunity 8:305–317  

    18.    Corper AL, Stratmann T, Apostolopoulos V, 
Scott CA, Garcia KC, Kang AS, Wilson IA, 
Teyton L (2000) A structural framework for 
deciphering the link between I-Ag7 and auto-
immune diabetes. Science 288:505–511  

    19.    Latek RR, Suri A, Petzold SJ, Nelson CA, 
Kanagawa O, Unanue ER, Fremont DH 
(2000) Structural basis of peptide binding 
and presentation by the type I diabetes-asso-
ciated MHC class II molecule of NOD mice. 
Immunity 12:699–710  

    20.    Lee KH, Wucherpfennig KW, Wiley DC 
(2001) Structure of a human insulin peptide-
HLA-DQ8 complex and susceptibility to type 
1 diabetes. Nat Immunol 2:501–507  

    21.    Stratmann T, Apostolopoulos V, Mallet-
Designe V, Corper AL, Scott CA, Wilson IA, 
Kang AS, Teyton L (2000) The I-Ag7 MHC 
class II molecule linked to murine diabetes is 
a promiscuous peptide binder. J Immunol 
165:3214–3225  

    22.    Carrasco-Marin E, Shimizu J, Kanagawa O, 
Unanue ER (1996) The class II MHC I-Ag7 



31519 Animal Models for Type 1 Diabetes

molecules from non-obese diabetic mice are 
poor peptide binders. J Immunol 156:450–458  

    23.    Suri A, Vidavsky I, van der Drift K, Kanagawa 
O, Gross ML, Unanue ER (2002) In APCs, 
the autologous peptides selected by the dia-
betogenic I-Ag7 molecule are unique and 
determined by the amino acid changes in the 
P9 pocket. J Immunol 168:1235–1243  

    24.    Suri A, Walters JJ, Gross ML, Unanue ER 
(2005) Natural peptides selected by diabeto-
genic DQ8 and murine I-A(g7) molecules 
show common sequence speci fi city. J Clin 
Invest 115:2268–2276  

    25.    Suri A, Walters JJ, Kanagawa O, Gross ML, 
Unanue ER (2003) Speci fi city of peptide 
selection by antigen-presenting cells homozy-
gous or heterozygous for expression of class 
II MHC molecules: the lack of competition. 
Proc Natl Acad Sci USA 100:5330–5335  

    26.    Muixi L, Gay M, Munoz-Torres PM, Guitart 
C, Cedano J, Abian J, Alvarez I, Jaraquemada 
D (2011) The peptide-binding motif of HLA-
DR8 shares important structural features with 
other type 1 diabetes-associated alleles. Genes 
Immun 12:504–512  

    27.    Nakayama M, Abiru N, Moriyama H, Babaya 
N, Liu E, Miao D, Yu L, Wegmann DR, 
Hutton JC, Elliott JF, Eisenbarth GS (2005) 
Prime role for an insulin epitope in the devel-
opment of type 1 diabetes in NOD mice. 
Nature 435:220–223  

    28.    Quartey-Papa fi o R, Lund T, Chandler P, 
Picard J, Ozegbe P, Day S, Hutchings PR, 
O’Reilly L, Kioussis D, Simpson E et al (1995) 
Aspartate at position 57 of nonobese diabetic 
I-Ag7 beta-chain diminishes the spontaneous 
incidence of insulin-dependent diabetes mel-
litus. J Immunol 154:5567–5575  

    29.    Singer SM, Tisch R, Yang XD, Sytwu HK, 
Liblau R, McDevitt HO (1998) Prevention 
of diabetes in NOD mice by a mutated I-Ab 
transgene. Diabetes 47:1570–1577  

    30.    Hattori M, Buse JB, Jackson RA, Glimcher L, 
Dorf ME, Minami M, Makino S, Moriwaki K, 
Kuzuya H, Imura H et al (1986) The NOD 
mouse: recessive diabetogenic gene in the 
major histocompatibility complex. Science 
231:733–735  

    31.    Mora C, Wong FS, Chang CH, Flavell RA (1999) 
Pancreatic in fi ltration but not diabetes occurs in 
the relative absence of MHC class II-restricted 
CD4 T cells: studies using NOD/CIITA-
de fi cient mice. J Immunol 162:4576–4588  

    32.    Kanagawa O, Martin SM, Vaupel BA, 
Carrasco-Marin E, Unanue ER (1998) 
Autoreactivity of T cells from nonobese dia-
betic mice: an I-Ag7-dependent reaction. 
Proc Natl Acad Sci USA 95:1721–1724  

    33.    Stratmann T, Martin-Orozco N, Mallet-
Designe V, Poirot L, McGavern D, Losyev G, 
Dobbs CM, Oldstone MB, Yoshida K, 
Kikutani H, Mathis D, Benoist C, Haskins K, 
Teyton L (2003) Susceptible MHC alleles, 
not background genes, select an autoimmune 
T cell reactivity. J Clin Invest 112:902–914  

    34.    Suri A, Walters JJ, Rohrs HW, Gross ML, 
Unanue ER (2008) First signature of islet 
beta-cell-derived naturally processed peptides 
selected by diabetogenic class II MHC mole-
cules. J Immunol 180:3849–3856  

    35.    Suri A, Levisetti MG, Unanue ER (2008) Do 
the peptide-binding properties of diabeto-
genic class II molecules explain autoreactiv-
ity? Curr Opin Immunol 20:105–110  

    36.    Lieberman SM, DiLorenzo TP (2003) 
A comprehensive guide to antibody and T-cell 
responses in type 1 diabetes. Tissue Antigens 
62:359–377  

    37.    Schmidt D, Amrani A, Verdaguer J, Bou S, 
Santamaria P (1999) Autoantigen-
independent deletion of diabetogenic CD4+ 
thymocytes by protective MHC class II mol-
ecules. J Immunol 162:4627–4636  

    38.    Serreze DV, Leiter EH (1988) Defective acti-
vation of T suppressor cell function in nonobese 
diabetic mice. Potential relation to cytokine 
de fi ciencies. J Immunol 140:3801–3807  

    39.    Kukreja A, Cost G, Marker J, Zhang C, Sun 
Z, Lin-Su K, Ten S, Sanz M, Exley M, Wilson 
B, Porcelli S, Maclaren N (2002) Multiple 
immuno-regulatory defects in type-1 diabe-
tes. J Clin Invest 109:131–140  

    40.    D’Alise AM, Ergun A, Hill JA, Mathis D, 
Benoist C (2011) A cluster of coregulated 
genes determines TGF-beta-induced regula-
tory T-cell (Treg) dysfunction in NOD mice. 
Proc Natl Acad Sci USA 108:8737–8742  

    41.    Bluestone JA, Tang Q, Sedwick CE (2008) T 
regulatory cells in autoimmune diabetes: past 
challenges, future prospects. J Clin Immunol 
28:677–684  

    42.    Luhder F, Katz J, Benoist C, Mathis D (1998) 
Major histocompatibility complex class II 
molecules can protect from diabetes by posi-
tively selecting T cells with additional 
speci fi cities. J Exp Med 187:379–387  

    43.    Ferreira C, Singh Y, Furmanski AL, Wong FS, 
Garden OA, Dyson J (2009) Non-obese dia-
betic mice select a low-diversity repertoire of 
natural regulatory T cells. Proc Natl Acad Sci 
USA 106:8320–8325  

    44.    Singer SM, Tisch R, Yang XD, McDevitt HO 
(1993) An Abd transgene prevents diabetes in 
nonobese diabetic mice by inducing regula-
tory T cells. Proc Natl Acad Sci USA 
90:9566–9570  



316 A. Suri and M. Levisetti

    45.    Sumida T, Furukawa M, Sakamoto A, 
Namekawa T, Maeda T, Zijlstra M, Iwamoto 
I, Koike T, Yoshida S, Tomioka H et al (1994) 
Prevention of insulitis and diabetes in beta 
2-microglobulin-de fi cient non-obese diabetic 
mice. Int Immunol 6:1445–1449  

    46.    Serreze DV, Leiter EH, Christianson GJ, 
Greiner D, Roopenian DC (1994) Major his-
tocompatibility complex class I-de fi cient 
NOD-B2mnull mice are diabetes and insulitis 
resistant. Diabetes 43:505–509  

    47.    Katz J, Benoist C, Mathis D (1993) Major 
histocompatibility complex class I molecules 
are required for the development of insulitis 
in non-obese diabetic mice. Eur J Immunol 
23:3358–3360  

    48.    Wicker LS, Leiter EH, Todd JA, Renjilian RJ, 
Peterson E, Fischer PA, Podolin PL, Zijlstra M, 
Jaenisch R, Peterson LB (1994) Beta 
2-microglobulin-de fi cient NOD mice do not 
develop insulitis or diabetes. Diabetes 
43:500–504  

    49.    Bluestone JA, Tang Q (2005) How do 
CD4+CD25+ regulatory T cells control auto-
immunity? Curr Opin Immunol 17:638–642  

    50.    Peterson JD, Pike B, McDuf fi e M, Haskins K 
(1994) Islet-speci fi c T cell clones transfer dia-
betes to nonobese diabetic (NOD) F1 mice. J 
Immunol 153:2800–2806  

    51.    Haskins K, McDuf fi e M (1990) Acceleration 
of diabetes in young NOD mice with a CD4+ 
islet-speci fi c T cell clone. Science 
249:1433–1436  

    52.    Peterson JD, Haskins K (1996) Transfer of 
diabetes in the NOD-scid mouse by CD4 
T-cell clones. Differential requirement for 
CD8 T-cells. Diabetes 45:328–336  

    53.    Haskins K, Wegmann D (1996) Diabetogenic 
T-cell clones. Diabetes 45:1299–1305  

    54.    Katz JD, Wang B, Haskins K, Benoist C, 
Mathis D (1993) Following a diabetogenic T 
cell from genesis through pathogenesis. Cell 
74:1089–1100  

    55.    Verdaguer J, Schmidt D, Amrani A, Anderson B, 
Averill N, Santamaria P (1997) Spontaneous 
autoimmune diabetes in monoclonal T cell non-
obese diabetic mice. J Exp Med 186:1663–1676  

    56.    Pakala SV, Chivetta M, Kelly CB, Katz JD 
(1999) In autoimmune diabetes the transi-
tion from benign to pernicious insulitis 
requires an islet cell response to tumor necro-
sis factor alpha. J Exp Med 189:1053–1062  

    57.    Jun HS, Santamaria P, Lim HW, Zhang ML, 
Yoon JW (1999) Absolute requirement of mac-
rophages for the development and activation of 
beta-cell cytotoxic CD8+ T-cells in T-cell recep-
tor transgenic NOD mice. Diabetes 48:34–42  

    58.    Lesage S, Hartley SB, Akkaraju S, Wilson J, 
Townsend M, Goodnow CC (2002) Failure 
to censor forbidden clones of CD4 T cells in 
autoimmune diabetes. J Exp Med 
196:1175–1188  

    59.    Kurts C, Carbone FR, Barnden M, Blanas E, 
Allison J, Heath WR, Miller JF (1997) CD4+ 
T cell help impairs CD8+ T cell deletion 
induced by cross-presentation of self-antigens 
and favors autoimmunity. J Exp Med 
186:2057–2062  

    60.    Martin-Orozco N, Wang YH, Yagita H, Dong 
C (2006) Cutting Edge: Programmed death 
(PD) ligand-1/PD-1 interaction is required 
for CD8+ T cell tolerance to tissue antigens. 
J Immunol 177:8291–8295  

    61.    Camacho SA, Heath WR, Carbone FR, 
Sarvetnick N, LeBon A, Karlsson L, Peterson 
PA, Webb SR (2001) A key role for ICAM-1 in 
generating effector cells mediating in fl ammatory 
responses. Nat Immunol 2:523–529  

    62.    Byersdorfer CA, Schweitzer GG, Unanue ER 
(2005) Diabetes is predicted by the beta cell 
level of autoantigen. J Immunol 
175:4347–4354  

    63.    DiPaolo RJ, Unanue ER (2001) The level of 
peptide-MHC complex determines the sus-
ceptibility to autoimmune diabetes: studies in 
HEL transgenic mice. Eur J Immunol 
31:3453–3459  

    64.    Ohashi PS, Oehen S, Aichele P, Pircher H, 
Odermatt B, Herrera P, Higuchi Y, Buerki K, 
Hengartner H, Zinkernagel RM (1993) 
Induction of diabetes is in fl uenced by the 
infectious virus and local expression of MHC 
class I and tumor necrosis factor-alpha. 
J Immunol 150:5185–5194  

    65.    Ohashi PS, Oehen S, Buerki K, Pircher H, 
Ohashi CT, Odermatt B, Malissen B, 
Zinkernagel RM, Hengartner H (1991) 
Ablation of “tolerance” and induction of dia-
betes by virus infection in viral antigen trans-
genic mice. Cell 65:305–317  

    66.    Horwitz MS, Ilic A, Fine C, Balasa B, 
Sarvetnick N (2004) Coxsackieviral-mediated 
diabetes: induction requires antigen-present-
ing cells and is accompanied by phagocytosis 
of beta cells. Clin Immunol 110:134–144  

    67.    Horwitz MS, Bradley LM, Harbertson J, 
Krahl T, Lee J, Sarvetnick N (1998) Diabetes 
induced by Coxsackie virus: initiation by 
bystander damage and not molecular mimicry. 
Nat Med 4:781–785  

    68.    Bach JF (2005) Infections and autoimmune 
diseases. J Autoimmun 25(Suppl):74–80  

    69.    Serreze DV, Chapman HD, Varnum DS, 
Hanson MS, Reifsnyder PC, Richard SD, 



31719 Animal Models for Type 1 Diabetes

Fleming SA, Leiter EH, Shultz LD (1996) B 
lymphocytes are essential for the initiation of 
T cell-mediated autoimmune diabetes: analysis 
of a new “speed congenic” stock of NOD.Ig 
mu null mice. J Exp Med 184:2049–2053  

    70.    Hu CY, Rodriguez-Pinto D, Du W, Ahuja A, 
Henegariu O, Wong FS, Shlomchik MJ, Wen 
L (2007) Treatment with CD20-speci fi c anti-
body prevents and reverses autoimmune dia-
betes in mice. J Clin Invest 117:3857–3867  

    71.    Fiorina P, Vergani A, Dada S, Jurewicz M, 
Wong M, Law K, Wu E, Tian Z, Abdi R, 
Guleria I, Rodig S, Dunussi-Joannopoulos K, 
Bluestone J, Sayegh MH (2008) Targeting 
CD22 reprograms B-cells and reverses auto-
immune diabetes. Diabetes 57:3013–3024  

    72.    Zekavat G, Rostami SY, Badkerhanian A, 
Parsons RF, Koeberlein B, Yu M, Ward CD, 
Migone TS, Yu L, Eisenbarth GS, Cancro 
MP, Naji A, Noorchashm H (2008) In vivo 
BLyS/BAFF neutralization ameliorates 
islet-directed autoimmunity in nonobese dia-
betic mice. J Immunol 181:8133–8144  

    73.    Melanitou E, Devendra D, Liu E, Miao D, 
Eisenbarth GS (2004) Early and quantal (by 
litter) expression of insulin autoantibodies 
in the nonobese diabetic mice predict early 
diabetes onset. J Immunol 173:6603–6610  

    74.    Serreze DV, Fleming SA, Chapman HD, 
Richard SD, Leiter EH, Tisch RM (1998) B 
lymphocytes are critical antigen-presenting 
cells for the initiation of T cell-mediated auto-
immune diabetes in nonobese diabetic mice. 
J Immunol 161:3912–3918  

    75.    Falcone M, Lee J, Patstone G, Yeung B, 
Sarvetnick N (1998) B lymphocytes are crucial 
antigen-presenting cells in the pathogenic 
autoimmune response to GAD65 antigen 
in nonobese diabetic mice. J Immunol 
161:1163–1168  

    76.    Noorchashm H, Lieu YK, Noorchashm N, 
Rostami SY, Greeley SA, Schlachterman A, 
Song HK, Noto LE, Jevnikar AM, Barker CF, 
Naji A (1999) I-Ag7-mediated antigen 
presentation by B lymphocytes is critical in 
overcoming a checkpoint in T cell tolerance 
to islet beta cells of nonobese diabetic mice. 
J Immunol 163:743–750  

    77.    Babad J, Geliebter A, DiLorenzo TP (2010) 
T-cell autoantigens in the non-obese diabetic 
mouse model of autoimmune diabetes. 
Immunology 131:459–465  

    78.    Moser A, Hsu HT, van Endert P (2010) Beta 
cell antigens in type 1 diabetes: triggers in 
pathogenesis and therapeutic targets. F1000 
Biol Rep 2:75  

    79.    Wegmann DR, Norbury-Glaser M, Daniel D 
(1994) Insulin-speci fi c T cells are a predominant 

component of islet in fi ltrates in pre-diabetic 
NOD mice. Eur J Immunol 24:1853–1857  

    80.    Daniel D, Gill RG, Schloot N, Wegmann D 
(1995) Epitope speci fi city, cytokine produc-
tion pro fi le and diabetogenic activity of 
insulin-speci fi c T cell clones isolated from 
NOD mice. Eur J Immunol 25:1056–1062  

    81.    French MB, Allison J, Cram DS, Thomas HE, 
Dempsey-Collier M, Silva A, Georgiou HM, 
Kay TW, Harrison LC, Lew AM (1997) 
Transgenic expression of mouse proinsulin II 
prevents diabetes in nonobese diabetic mice. 
Diabetes 46:34–39  

    82.    Jaeckel E, Lipes MA, von Boehmer H (2004) 
Recessive tolerance to preproinsulin 2 reduces 
but does not abolish type 1 diabetes. Nat 
Immunol 5:1028–1035  

    83.    Jasinski JM, Yu L, Nakayama M, Li MM, 
Lipes MA, Eisenbarth GS, Liu E (2006) 
Transgenic insulin (B:9-23) T-cell receptor 
mice develop autoimmune diabetes dependent 
upon RAG genotype, H-2g7 homozygosity, 
and insulin 2 gene knockout. Diabetes 
55:1978–1984  

    84.    Levisetti MG, Suri A, Petzold SJ, Unanue ER 
(2007) The insulin-speci fi c T cells of nonobese 
diabetic mice recognize a weak MHC-binding 
segment in more than one form. J Immunol 
178:6051–6057  

    85.    Mohan JF, Levisetti MG, Calderon B, Herzog 
JW, Petzold SJ, Unanue ER (2010) Unique 
autoreactive T cells recognize insulin peptides 
generated within the islets of Langerhans in 
autoimmune diabetes. Nat Immunol 
11:350–354  

    86.    Levisetti MG, Lewis DM, Suri A, Unanue ER 
(2008) Weak proinsulin peptide-major histo-
compatibility complexes are targeted in autoim-
mune diabetes in mice. Diabetes 57:1852–1860  

    87.    Mohan JF, Petzold SJ, Unanue ER (2011) 
Register shifting of an insulin peptide-MHC 
complex allows diabetogenic T cells to escape 
thymic deletion. J Exp Med 208:2375–2383  

    88.    Jolicoeur C, Hanahan D, Smith KM (1994) 
T-cell tolerance toward a transgenic beta-cell 
antigen and transcription of endogenous pan-
creatic genes in thymus. Proc Natl Acad Sci 
USA 91:6707–6711  

    89.    Chentou fi  AA, Palumbo M, Polychronakos C 
(2004) Proinsulin expression by Hassall’s cor-
puscles in the mouse thymus. Diabetes 
53:354–359  

    90.    Anderson MS, Venanzi ES, Klein L, Chen Z, 
Berzins SP, Turley SJ, von Boehmer H, 
Bronson R, Dierich A, Benoist C, Mathis D 
(2002) Projection of an immunological self 
shadow within the thymus by the aire protein. 
Science 298:1395–1401  



318 A. Suri and M. Levisetti

    91.    Like AA, Rossini AA (1976) Streptozotocin-
induced pancreatic insulitis: new model of 
diabetes mellitus. Science 193:415–417  

    92.    Chervonsky AV, Wang Y, Wong FS, Visintin 
I, Flavell RA, Janeway CA Jr, Matis LA (1997) 
The role of Fas in autoimmune diabetes. Cell 
89:17–24  

    93.    Savinov AY, Tcherepanov A, Green EA, 
Flavell RA, Chervonsky AV (2003) 
Contribution of Fas to diabetes development. 
Proc Natl Acad Sci USA 100:628–632  

    94.    Kagi D, Odermatt B, Ohashi PS, Zinkernagel 
RM, Hengartner H (1996) Development 
of insulitis without diabetes in transgenic mice 
lacking perforin-dependent cytotoxicity. 
J Exp Med 183:2143–2152  

    95.    Kagi D, Odermatt B, Seiler P, Zinkernagel 
RM, Mak TW, Hengartner H (1997) Reduced 
incidence and delayed onset of diabetes in 
perforin-de fi cient nonobese diabetic mice. 
J Exp Med 186:989–997  

    96.    Kagi D, Ho A, Odermatt B, Zakarian A, 
Ohashi PS, Mak TW (1999) TNF receptor 

1-dependent beta cell toxicity as an effector 
pathway in autoimmune diabetes. J Immunol 
162:4598–4605  

    97.    Calderon B, Suri A, Unanue ER (2006) In 
CD4+ T-cell-induced diabetes, macrophages 
are the  fi nal effector cells that mediate islet 
beta-cell killing: studies from an acute model. 
Am J Pathol 169:2137–2147  

    98.    Jun HS, Yoon CS, Zbytnuik L, van Rooijen 
N, Yoon JW (1999) The role of mac-
rophages in T cell-mediated autoimmune 
diabetes in nonobese diabetic mice. J Exp 
Med 189:347–358  

    99.    Rabinovitch A (1998) An update on cytokines 
in the pathogenesis of insulin-dependent diabe-
tes mellitus. Diabetes Metab Rev 14:129–151  

    100.    Shoda LK, Young DL, Ramanujan S, Whiting 
CC, Atkinson MA, Bluestone JA, Eisenbarth 
GS, Mathis D, Rossini AA, Campbell SE, 
Kahn R, Kreuwel HT (2005) A comprehensive 
review of interventions in the NOD mouse 
and implications for translation. Immunity 
23:115–126    



319

    Chapter 20   

 Type 2 Diabetes Models       

     Dorte   X.   Gram         

  Abstract 

 This chapter deals with type 2 diabetes in vivo models and techniques suitable for testing new anti-diabetic 
compounds. In particular, the testing of TRP antagonist for bene fi cial effects against type 2 diabetes is 
considered. There are many choices of both in vitro techniques and in vivo models and in principle they 
can be combined in various ways. The comprehensive listing of all relevant tests and models is too long to 
be discussed and described in detail here. Therefore, a few selected in vivo experiments (author’s models 
of choice) are described. These are acute experiments after single dose of the TRP antagonist in rodents 
and could/should be repeated after chronic dosing. Non-rodent models are brie fl y discussed, and a single 
model and test are suggested but not described in detail. The experiments are aiming at demonstrating 
that the TRP antagonists are effective in treating hyperglycemia, impaired glucose tolerance, impaired 
insulin secretion, and insulin resistance in vivo and should, thus, be suf fi cient to demonstrate preclinical 
proof of concept of a TRP antagonist in type 2 diabetes in rodents. The experiments are suggestions and 
could be replaced or supplemented by others.  

  Key words:   Type 2 diabetes models ,  Preclinical pharmacology ,  OGTT ,  Hyperglycemia ,  IGT ,  Impaired 
insulin secretion ,  Insulin resistance    

 

 Type 2 diabetes is in epidemic rise around the world. Recently the 
International Diabetes Federation (IDF) released new and alarm-
ing  fi gures on the numbers of diagnosed diabetes patients in the 
world:  “Data from global studies demonstrates that the number of 
people with diabetes in 2011 has reached a staggering 366 million, 
4.6 million deaths are due to diabetes and health care spending on 
diabetes has reached 465 billion USD”   (  1  ) . This is alarming and a 
real threat to the healthcare systems around the world. Therefore, 
the development of novel ef fi cacious diabetes therapeutics that can 
potentially address diabetes as well as the diabetes complications 

  1.  Introduction
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are highly needed. TRP antagonists could be a new and promising 
approach, for instance the TRPV1 antagonists as suggested by us 
in our patent application  (  2  )  and recently by Astellas Pharma Inc., 
Japan  (  3  ) . 

 According to the World Health Organization (WHO), human 
type 2 diabetes is currently recommended to be diagnosed as fol-
lows: Demonstration of fasting plasma glucose  ³ 7.0 mmol/L 
(126 mg/dl) or 2-h plasma glucose  ³ 11.1 mmol/L (200 mg/dl) 2 h 
after 75 g anhydrous glucose in an oral glucose tolerance test (OGTT). 
Impaired glucose regulation [impaired glucose tolerance (IGT) and 
impaired fasting glycemia (IFG)] refers to a metabolic state interme-
diate between normal glucose homeostasis and diabetes. This symp-
tom stems from impairments in the stimulated insulin secretion 
possibly accompanied by reduced insulin sensitivity. Abnormal 
glucose tolerance (IGT or diabetes) is a condition that belongs to the 
so-called Metabolic Syndrome. The Metabolic Syndrome is a cluster 
of diseases that are all linked to each other (with increased risk of 
developing the others). It comprises impaired glucose regulation 
(IGT or diabetes), insulin resistance, raised arterial pressure, raised 
plasma triglycerides, central (truncal) obesity, and microalbuminu-
ria  (  4  ) . These are all cardiovascular disease (CVD) risk factors. Often 
a person with abnormal glucose regulation will have one or more of 
the other CVD risk factors  (  5  ) . Diabetics do not die from hyperglyce-
mia itself but from the resulting CVD, such as ischemic heart disease. 
A tight control of glycemic levels in patients has been associated with 
a reduction in mortality as well as complications. 

 When developing new anti-diabetics, the primary endpoint is 
the effect on hyperglycemia. Important secondary endpoints are 
IGT, impaired insulin secretion and insulin resistance. In the fol-
lowing, these endpoints are in focus in terms of demonstrating 
preclinical ef fi cacy of a TRP antagonist in models of type 2 diabe-
tes. However, as noted above, human type 2 diabetes is associated 
with insulin resistance, arterial hypertension, hyperlipidemia, cen-
tral obesity, and microalbuminuria as well as CVD. These end-
points are also relevant to test for, when developing new anti-diabetic 
agents but are not reviewed in this chapter. 

 The role of TRP antagonists in type 2 diabetes mellitus has—
to our knowledge—previously been investigated only in very few 
in vivo studies. As published in our own patent application  (  2  )  and 
later at the 2007 European Neuropeptide Club Meeting  (  6  )  we 
have, ourselves, investigated the role of TRPV1 in glucose homeo-
stasis. We did this by (a) studying high-fat-fed TRPV1 mice and 
(b) the effect of the TRPV1 antagonist BCTC in glucose intoler-
ant rats. The TRPV1 antagonist BCTC had been described both 
in vitro  (  7  )  and in vivo  (  8  )  prior to our studies with information on 
the pharmacokinetics of the compound in rats. In models of pain, 
BCTC had been described to be orally available and to have an 
effect on rodent models of pain. We used this information to design 
our own experiment in obese rats. 
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 In experiment (a) The TRPV1 knock out and control mice 
were given a high-fat diet (HFD) for several weeks to induce 
glucose intolerance as previously described in normal mice  (  9  ) . 
We found that TRPV1-de fi cient mice were resistant to the devel-
opment of impaired glucose tolerance and that this was associated 
with an increased glucose-stimulated insulin secretion  (  2  )  .  In 
experiment (b) we further found that BCTC in Zucker obese fatty 
rats improved oral glucose tolerance after a single dose of 15 mg/
kg p.o. and that this was associated with increased levels of insulin. 
We also did a chronic dosing study in these rats and found that fol-
lowing 2 weeks of bi-daily doses of BCTC p.o. (7,5 or 15 mg/kg) 
the glucose tolerance was improved. Recently, Astellas 
Pharmaceuticals, Japan, has published results on the effect of 
BCTC on hyperglycemia, lipidemia, insulin resistance and insulin 
resistance in  ob/ob  mice  (  3  ) . To our knowledge, no publications 
exist on the effect of a TRPV1 antagonist on impaired glucose 
regulation either in non-rodent animals or in man. 

 In order to demonstrate a bene fi cial effect of TRP antagonists in 
type 2 diabetes, a vast variety of in vivo models and applicable tech-
niques exists that have all been used to study parts of the symptoms 
of type 2 diabetes. It is beyond the scope of this chapter to review all 
of these. In the following, therefore, the focus is on animal models 
and applicable methods that can elucidate a possible effect on the 
primary endpoint, namely the anti-hyperglycemic effect. In princi-
ple, all of the in vivo models can be combined with all of the tech-
niques. The described models and techniques are a selection of 
models chosen for the following reasons: (1) it should yield a clear 
answer with regard to the effect of a TRP antagonist as anti-hyperg-
lycemic agent and (2) it should be relatively easy to handle for per-
sons not otherwise dealing with experimental diabetes research. 

 Effective treatment of hyperglycemia is a must for new anti-
diabetics. This can be tested in any animal model that has an ele-
vated blood glucose level (both fasting and fed). These models 
might also have an impaired glucose tolerance, a defective insulin 
secretion and may be accompanied by insulin resistance. Ideally, a 
diabetes drug designed to reduce hyperglycemia should not work 
in a normal individual due to the risk of inducing hypoglycemia. 
Risk of hypoglycemic events is a common safety parameter when 
developing new diabetes drugs. Insulins do exert a hypoglycemic 
effect even at normo-glycemia—the new GLP-1 analogs do not—
and this is considered a safety bene fi t. Therefore, it is important to 
deselect compounds that are effective at normo-glycemic levels. 
This can be tested in a normal mouse or rat. We have previously 
used standard black C57Bl/J6 mice and Wistar or Sprague–Dawley 
rats. Since the primary endpoint for novel anti-diabetics is the 
effect on hyperglycemia, a pure hyper-glycemic (type 1 diabetes 
like) model can be chosen. Experimental induction of hyperglycemia 
can be accomplished by use of drugs such as streptozotocin (STZ) 
 (  10,   11  )  or alloxan  (  12  )  to normal animals. The two compounds 
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both destroy the insulin-producing  β -cells of the islets of Langerhans 
in the pancreas in a dose-dependent manner. The treatment can be 
combined with nicotinamide for  β -cell protection to obtain only a 
partial depletion of the insulin-producing cells  (  13  ) , or it can be 
accompanied by a partial pancreatectomy in order to reduce the 
dose of STZ or alloxan needed to deplete the  β -cells. These STZ/
alloxan diabetic models are basically normal animals (without obe-
sity or insulin resistance) that develop hyperglycemia, and are 
therefore more type 1 diabetes-like models. They can however be 
employed to study the effect of a TRP antagonist on hyperglyce-
mia in a traditional drug candidate screening program for antihy-
perglycemic effect. No spontaneous type 2 diabetes models exist 
without the involvement of a high-energy diet and/or age and 
eventually “sedentary lifestyle” (lack of exercise). 

 The “usual suspects” are divided into pre-diabetes, early diabetes, 
and diabetes/late diabetes models. 

 There are a number of rodent animal models of type diabetes 
available including the obese diabetic mice ( ob/ob  and  db/db ), the 
new zealand obese mouse (NZO), the Goto Kakizaki (GK) rat, the 
obese Zucker rat, Zucker Diabetic Fatty rat (ZDF), and the Israeli 
sand rat (psammosys obesus)  (  14  ) . We have primarily worked with 
the  ob/ob  mouse, the  db/db  mouse, the obese Zucker rat, and the 
ZDF rat and will focus on these. They all have a genetic mutation 
in the leptin receptor system. This results in a lack of satiety and 
therefore continuously eating and rapidly developing obesity asso-
ciated with glucose intolerance, hypertrophy of  β -cell-mass, pro-
gressive hyperinsulinemia and insulin resistance. Lean littermates 
can be used for the comparison. The  ob / ob  mice and obese Zucker 
rats are considered pre-diabetes models or models of IGT. In the 
 ob / ob  mice hyperglycemia develops with hyperinsulinemia, whereas 
in  db / db  mice and in the ZDF rat, hyperglycemia is associated with 
a progressive loss of  β -cell mass. The two latter models are there-
fore considered models of later stages of diabetes, whereas the 
 ob / ob  mouse is a model of early diabetes (and pre-diabetes). 

 Non-rodent animal models usually comprise cats, dogs, pigs, 
and monkeys. Cats can develop a type 2-like diabetes  (  15  )  in asso-
ciation with increased age and body weight. Dogs can develop 
obesity and a state of pre-diabetes with insulin resistance in associa-
tion with increased age and overweight  (  15,   16  )  and can develop a 
type 1-like diabetic state  (  15  ) . So far no standardized cat or dog 
type 2 diabetes models are available for the study of anti-diabetic 
effects. In pigs, obesity with its associated features can be induced 
by diet  (  17–  19  ) . In monkeys, both pre-diabetes and diabetes can 
occur, often in the older more obese individuals  (  20  ) . 

 STZ induction of diabetes in combination with a high-fat diet 
will result in a type 2 diabetes-like state in rats  (  21  ) , dogs  (  22  ) , and 
pigs  (  23,   24  ) . Also available are a number of knock-out animals 
and humanized models. Such models are not reviewed here. 
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 The choice of laboratory animals and speci fi c techniques 
are many and there are “pro’s and con’s” related to all of them. 
As published in our patent application  (  2  )  and at a scienti fi c meet-
ing  (  6  ) , we have ourselves chosen to test a TRPV1 antagonist, 
BCTC, in pre-diabetic obese Zucker rats evaluating the effect using 
the oral glucose tolerance test (OGTT) and demonstrating an 
effect on IGT associated with potentiated insulin secretion. Astellas 
Pharmaceuticals used the early-diabetic  ob/ob  mice to demonstrate 
ef fi cacy of chronic BCTC on fasting plasma glucose, insulin and 
triglycerides and the OGTT to demonstrate ef fi cacy of BCTC on 
impaired oral glucose tolerance, impaired glucose stimulated insu-
lin secretion, and insulin sensitivity. Previously, we have used fed 
 db/db  mice to demonstrate ef fi cacy of GLP-1 agonists on hyperg-
lycemia  (  25  ) . Further we have used the  db/db  mice to demonstrate 
the induction of acute (potentiated) hyperglycemia following a 
single dose of resiniferatoxin s.c.  (  26  )  indicating that these mice 
are responsive to stimulation by a TRPV1-receptor modulator. 
The pig, the dog, or the monkey could be used as non-rodent 
proof-of-concept models. It needs to be demonstrated which of 
these models is best in terms of evaluating a potential anti-hyperg-
lycemic effect of TRP antagonists. 

 Various techniques can be employed to demonstrate the effect 
on hyperglycemia: measurement of the non-fasting and fasting 
blood glucose levels, measurement of HbA 1c  and lactate, measure-
ment of blood glucose, and plasma insulin following an OGTT to 
demonstrate effect on fasting blood and plasma insulin as well as 
on oral glucose tolerance and glucose stimulated insulin secretion. 
To study the stimulated insulin secretion, glucose can also be 
injected either i.v. or i.p. (rodents), also called IVGTT or IPGTT. 
To study the insulin sensitivity, an indirect measure can be obtained 
from the OGTT blood glucose and plasma insulin data, as we have 
previously described  (  27  ) . To be more accurate, it is desirable to 
use either the IVGTT used in combination with a mathematical 
method, the minimal modeling  (  28  ) , or the golden standard 
technique to assess insulin sensitivity, the (eu)glycemic glucose 
clamp  (  29  ) . These procedures along with studies in pigs are not 
trivial and do require a high level of both training and expertise. 
Therefore, such experiments are not described in the following. 
Recommendations on such studies can however be made on an ad 
hoc basis by direct contact to the author. 

 To demonstrate ef fi cacy of a TRP antagonists for their possible 
anti-diabetic ef fi cacy, the following tests could be suggested as a 
minimum:

    1.     Effect on hyperglycemia : Measurement of the blood glucose 
levels during a de fi ned time-frame in hyperglycemic animals.  

    2.     Effect on impaired glucose tolerance : Measure the fasting blood 
glucose levels and the 2-h blood glucose level following a 
standard OGTT.  
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    3.     Effect on insulin secretion : Measure the plasma insulin in 
response to an OGTT to assess the immediate insulin response 
to glucose.  

    4.     Effect on insulin sensitivity : Use the blood glucose and plasma 
insulin data to calculate the indirect measure of insulin sen-
sitivity during the OGTT: the inverse relationship between 
the incremental area under the plasma insulin pro fi les and the 
incremental area under the blood glucose pro fi les during 
the OGTT.     

 Obviously, some of these assessments can occur in the same 
animals during an experiment. Thus, it is suggested to perform the 
following in vivo experiments to obtain preclinical proof of 
concept:

    1.    Screening of several analgesic and orally available TRP antagonists:
   (a)    Acute effect on hyperglycemia in  db/db  mice, single-dose 

and dose–response (potency) studies.      
    2.    Detailed pro fi ling of selected potent anti-diabetic TRP 

antagonists:
   (a)    Effect on IGT, impaired insulin secretion and insulin resis-

tance in the obese Zucker rat, assessment after acute and 
chronic exposure.      

    3.    Detailed pro fi ling of the lead compound(s) in a non-rodent 
model (not described in detail in the following):
   (a)    Acute and chronic effect on hyperglycemia, IGT, insulin 

secretion, and insulin resistance in the STZ-HFD pig.          

 

 In principle, the suggested in vivo experiments can be conducted 
by anyone with experience in handling and blood sampling the 
particular laboratory animal and with the permission to perform 
the sort of suggested experiments. The associated in vitro analysis 
can be performed by anyone familiar with standard laboratory 
techniques as RIA or ELISAs. The laboratory animals need to be 
housed in a standard animal facility with ambient controlled condi-
tions as change of air and temperature. 

      1.    Gloves  
    2.    Prepared sampling scheme with space for noting the blood 

glucose values  
    3.    Male  db/db  mice (The Jackson Laboratory, Sacramento, CA) 

to be arriving at the age of 6 weeks, 8–10 mice per group  

  2.  Materials

  2.1.  Acute Effect 
on Hyperglycemia 
in  db/db  Mice
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    4.    Glucometer, hand held (or other apparatus), for instance the 
Accu-Chek Compact used by many diabetics (Roche)  

    5.    Glucometer strips (Roche)  
    6.    Scalpels  
    7.    1 and 2 ml syringes  
    8.    Gavages for mice, size small (Feeding Needles, Sweden, 

  http://www.feeding-needles.com    )  
    9.    Test compound in solution for oral delivery, dosing volume 

max 2 ml/ mouse      

      1.    Make sure to have enough test compound and have it prepared 
in solution for oral delivery, dosing volume max. 5 ml/ rat  

    2.    Male Zucker obese rats to be arriving at the age of 6 weeks, 
8–10 mice per group (Charles River Laboratories International, 
Inc., Wilmington, MA)  

    3.    Special Altromin chow (Altromin Spezialfutter GmbH & Co. 
KG, Lage, Germany)  

    4.    Scale for measurement of the body weight of rats (up to 
2,000 g)  

    5.    Glucometer, hand held, or other apparatus, for instance the 
Accu-Chek Compact used by diabetics for regular glucose 
monitoring (Roche)  

    6.    Glucometer strips (Roche)  
    7.    Scalpels  
    8.    1 and 5 ml syringes  
    9.    Heparinised hematocrite capillary tubes, min 100  μ l  
    10.    Wax for hematocrite capillary tubes  
    11.    Cooled hematocrite centrifuge  
    12.    Racks for 5 ml tubes  
    13.    5 ml tubes  
    14.    Rat insulin assays, for instance the Mercodia rat insulin ELISA 

and sample dilution buffer (Mercodia, Uppsala, Sweden)  
    15.    Pipettes and tips for sampling 10, 50, 70, 200, and 1,000  μ l  
    16.    Ice and container for ice  
    17.    Dry ice and container for dry ice (for insulin ELISA racks)  
    18.    Gavages for rats, size: medium–large (Feeding Needles, Sweden)  
    19.    Glucose solution for oral delivery (500 mg/ml)  
    20.    Test compound in solution for oral drug delivery       

  2.2.  Effect on IGT 
and Impaired Insulin 
Secretion in the 
Zucker Obese Rats

http://www.feeding-needles.com
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 It is important that relevant in vitro analysis, as well as pharmacoki-
netic studies of the TRP antagonists, has been made prior to these 
experiments. The dose levels chosen for the diabetes experiments 
should stem from such studies and from ef fi cacy studies regarding 
analgesic effect of the TRP antagonists to avoid excessive use of 
diseased animals. 

      1.    Male  db/db  should be ordered to arrive at the age of 6 weeks 
(Notes 1–5).  

    2.    Mark the mice permanently (Note 6).  
    3.    Prepare a scheme for noting 3 blood sample measures for each 

mouse and bring it with the hand-held glucometer (Note 7) 
including strips, gloves, and scalpels to the animal facility.  

    4.    After at 1-week acclimatization period, the fed blood glucose 
level is measured three times in each mouse. This serves as 
acclimatization to the blood sampling procedure. The samples 
for the measurement of blood glucose (Note 8) are obtained as 
follows: Gently take the mouse from the box and place it on 
the top of the cage lid-grid by holding the tail with your thumb 
and fore  fi nger. Gently  fi x the tail between your  fi ngers and 
with the other hand use the point of a scalpel to create a small, 
fresh, clean wound at the tail-tip through which the blood can 
be obtained. Start the hand-held glucose analyzer. Gently 
squeeze the lateral sides of the tail (from root to bottom) to 
stimulate blood extravasation of a blood droplet. Use a 1 ml 
syringe to aspire the droplet and confer it to the hand-held 
glucose analyzer. Note the blood glucose value on a prepared 
scheme.  

    5.    The mean value of these measurements is calculated and 
used to allocate the mice into groups with matching mean 
blood glucose levels (Note 9).  

    6.    The mice should be re-grouped so that each group is housed 
together for convenience when dosing.  

    7.    The mice are left for another week of acclimatization.  
    8.    Before the experiment: Prepare a scheme for body weight and 

calculation of oral dose and for blood glucose measurements, 
gather all items on the materials list and bring it to the animal 
facility.  

    9.    On the test day: The mice are bled from the tail tip capillary 
several times for the measurement of blood glucose and are 
dosed orally once. Blood samples are obtained at time 0, 30, 
60, 90, 120, 180 min (Note 10). The duration and frequency 

  3.  Methods

  3.1.  Acute Effect 
on Hyperglycemia 
in  db/db  Mice
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can vary depending on your test compound. Start by assessing 
the blood glucose levels as described above.  

    10.    Dose the TRP antagonist orally by gavage shortly after the 0 min 
blood sample. Aspire the calculated dosing volume into a syringe 
and mount the disposable gavage. The mouse is then taken from 
the cage, the tail is  fi xed with your little- fi nger and the scruff of 
the neck is  fi xed by your thumb and fore  fi nger. Lift the mouse 
to a vertical position (holding it in the air) and try to stretch the 
neck. Gently insert the gavage into the mouth and further down 
into the stomach. Slowly inject the volume from the syringe 
through the gavage and retract the gavage gently (Notes 11 and 
12). Put the mouse back in the cage and start the clock!  

    11.    Obtain the rest of the blood samples as accurately as possible 
on the given time points as described above. Mark the scheme 
if the samples are delayed.  

    12.    Plot the blood glucose data and evaluate ef fi cacy. This could be 
done by determining (a) if the blood glucose reaches a target 
level within a de fi ned time frame, (b) the time of onset of action, 
(c) the duration of action and (d) the area under the curve 
(AUC) of the blood glucose curves as compared to vehicle.  

    13.    Select some potent TRP antagonists to proceed to similar 
dose–response experiments in  db/db  mice, 4 dose-levels and a 
vehicle/control group is suggested to be able to calculate the 
ED 50  of the effect on hyperglycemia.  

    14.    Select potent compounds to proceed to tests in the obese 
Zucker rat.      

      1.    Order special diet and 6 weeks old male Zucker obese rats, 
8–10 rats per group (Notes 3, 5, 13, and 14).  

    2.    Prepare schemes for noti fi cation of the rat body weight during 
the experiment.  

    3.    Mark the rats permanently (Note 6).  
    4.    After the acclimatization period (1–2 weeks) assess the body 

weight of the rats and allocate them into groups with matching 
mean body weights (Note 9).  

    5.    Prepare for the OGTT: insulin ELISA rack schemes, schemes 
for noting the blood glucose values and for assessing the rat 
body weights (+ calculated oral doses of TRP antagonist and 
glucose).  

    6.    Fast the rats for minimum 6 h (Note 15).  
    7.    Prepare labeled 5 ml tubes (rat no, time) and place them in 

racks kept on ice, 1 rack per time point. Bring them to the 
animal facility with pen, gloves, scalpels, capillary tubes, 
schemes for bodyweight, glucose and insulin, insulin ELISA 
racks on dry-ice, pipettes and tips for 10 and 70  μ l sampling, 1 
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and 5 ml syringes, hand-held glucometer (Note 7), glucose 
and test compound for oral dosing gavages.  

    8.    Organize a place where to do the oral dosing, blood sampling, 
and glucose analysis and a place where to prepare the plasma 
insulin samples.  

    9.    Prepare the vehicle (control) and test compound solutions.  
    10.    The overall OGTT procedure: Sample for the measurement of 

basal blood glucose (Note 8) and plasma insulin values. Dose 
the TRP-antagonist orally at a prede fi ned time point prior to 
test start (Note 16). Shortly prior to test start, obtain samples 
for blood glucose and plasma insulin measurements in all rats. 
Immediately thereafter dose the rats with oral glucose (2 g/kg). 
Start the clock!—Make sure that the time spend dosing corre-
sponds to the time spend blood sampling. After the oral glu-
cose collect blood samples again for the measurement of blood 
glucose and plasma insulin values at time 30, 60, and 120 min 
after oral glucose (Note 10).  

    11.    Perform the oral dosing as described here: Aspire the prede fi ned 
dosing volume of either the test compound or the oral glucose 
solution and mount the gavage. Take the rat from the cage and 
place it on top of the lid grid. Pick up the rat with one hand, by 
 fi xing at the scruff of the neck. Keep it in a vertical position (hold-
ing it in the air) and try to stretch the neck. Gently insert the gav-
age into the mouth and further down into the stomach. Slowly 
inject the volume from the syringe through the gavage and retract 
the gavage gently (Note 11). Put the rat back to the cage.  

    12.    Obtain the blood samples for the measurement of blood 
glucose and plasma insulin in the following way: Gently take 
the rat from the box and place it on the top of the cage lid-grid. 
Gently  fi x the tail between your  fi ngers and with the other hand 
use the point of a scalpel to create a small, fresh, clean wound at 
the tail-tip through which the blood can be obtained from the 
tail tip capillary. Gently squeeze the lateral sides of the tail (from 
root to bottom) to stimulate blood extravasation of a blood 
droplet. Start the glucometer. With the 1 ml syringe aspire a 
droplet of blood from the tail tip capillary and add it to the 
glucometer. Note the value on the blood glucose scheme. Then 
use a 100  μ l capillary tube to aspire app. 70  μ l blood from the 
rat tail tip, keep the fore fi nger over one of the opposite opening 
and stick the blood  fi lled opening into wax to seal the capillary 
tube. Then place the capillary tube vertically (wax down) into 
the labeled 5 ml tubes in racks placed on ice. Put the rat back to 
the cage. After sampling all rats, take the  fi lled capillary tubes 
and spin them at 4°C to separate the plasma. When the time 
permits, bring the tubes to the table where you have your 
cooled ELISA racks and rack schemes. Split each capillary 
tube exactly at the transition from plasma to white blood cells. 
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This can be done by holding each end of the tube and gently 
rubbing the tube against a slightly pointed, elongated, rough 
metal surface. When you can feel that the glass grips the metal 
surface, then try to break the tube in two, thus exposing the 
plasma. Aspire 10  μ l plasma from the capillary tube and transfer 
it directly into the cooled ELISA rack in the prede fi ned well 
according to the ELISA rack scheme. Mark the scheme if 
needed (hemolysis, lipidemia). Store on dry ice during the 
experiment and transfer to a −20°C freezer, until analysis (only 
for uncoated ELISA racks).  

    13.    Supplement the plasma sample with sample dilution buffer to 
obtain the required volume for assaying. Assay the plasma insu-
lin samples according to the instructions of the provider of the 
rat insulin ELISA analysis kit.  

    14.    Plot the blood glucose and the plasma insulin data.  
    15.    Evaluate the data with use of statistical analysis; IGT: Assess the 

2-h blood glucose data and compare to controls. If basal levels 
are not equal, try to subtract the baseline values from the rest of 
the dataset and compare the  δ -2-h blood glucose levels again; 
Insulin secretion: Assess the 30 min insulin level and compare to 
control. Calculate the incremental area and compare to control—
try different time-intervals (e.g., 0–30 min, 0–120 min), calcu-
late inverse relationship between AUC 0–30 min insulin  and AUC 0–30 min 

blood glucose  as a measure of insulin secretion; Insulin sensitivity: 
Calculate the AUC 0–120 min insulin  and AUC 0–120 min blood glucose , and 
calculate the inverse product as an indirect measure. The 
AUCs are calculated by the trapezoidal method (Note 2).       

 

     1.    Be aware to use young  db/db  mice no older than 8 weeks of 
age, if you want to demonstrate a diabetes-preventive effect.  

    2.    It is easier to demonstrate ef fi cacy on hyperglycemia if the 
blood glucose levels are high as in the  db/db  mouse.  

    3.    When ordering the animals, make sure to get them from a 
provider close to your own time-zone. Otherwise an acclimati-
zation period of minimum 2 weeks is needed for the blood 
glucose circadian rhythm to restore.  

    4.     db/db  mice are sensitive to low temperature (can disturb the 
development of frank diabetes), the housing room needs to be 
slightly above room temperature.  

    5.    After the acute experiment in  db/db  mice, the mice can be 
reused for single dose experiments up to 8 times with a wash-
out period of 1 week (for compounds with a half-life of less 
than 12 h) or for chronic dosing experiments.  

  4.  Notes
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    6.    Be aware to permanently mark the animals used in the chronic 
studies. Even though you keep the animals housed in groups, 
it has been seen that the animals (especially rodents) escape 
from the cages. If you do not have a clear marking of the indi-
viduals you may need to take them out of the experiment with 
less power of the tests as a consequence.  

    7.    The hand-held glucometers are less precise than validated, 
calibrated devices (CV of the measurements is app. 20%) and 
often not validated for use in laboratory animals, but in prac-
tice it is a cheap and easy way to assess continuous samples of 
blood glucose. Some scienti fi c groups use the glucometers for 
the assessment of glucose during prolonged periods of repeti-
tive glucose assessment, as the clamp procedure. For more 
precise assessment of blood glucose, validated and calibrated 
instruments should be used (in parallel). We have experience 
with the glucose-oxidase method that was used in the EBIO 
plus auto analyzer (Eppendorf, Germany), but a variety of sys-
tems are available. Reference laboratories as well as contract 
research organisations offer the assessment of blood glucose in 
validated assays on an ad hoc basis. If the blood glucose 
samples are to be shipped for later analyses, we recommend 
that plasma is separated, stored at −20°C and assessed for the 
level of plasma glucose.  

    8.    We usually measure blood glucose but plasma glucose can also 
be used. Be aware that the levels of glucose are higher in plasma 
as compared to whole blood. This difference can vary from 
species to species. Be aware to be consistent in your own 
measurements—choose one or always note if you measure 
blood or plasma glucose.  

    9.    Make sure to allocate the animals into the groups so that 
the test groups have matching mean levels of the primary 
endpoint. We usually allocate  db/db  mice and pigs based on 
their blood glucose levels, the obese rats based on their fasting 
insulin levels or body weight.  

    10.    Blood volume—be aware of not exceeding limitations!  
    11.    Be aware to train the animals to the dosing procedure and to 

dose in a standardized and reproducible manner. If s.c. injection 
is used, note the site of injection, needle size, and length.  

    12.    For the oral dosing of rodents, be aware to ensure the correct 
placement of the gavage: if the gavage is misplaced in the 
trachea the expiration can be felt on your cheek if you hold 
the rat up against it. If you dose the amount of glucose into the 
lungs, the animal will die.  

    13.    To demonstrate ef fi cacy on insulin secretion use in vivo models 
that still have insulin secretory capacity as the  ob/ob  mouse.  

    14.    The development of obesity and thus the IGT in the obese 
rodents is very dependent on free access to food. With group 
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housing you can experience that one rat dominates the others 
and prevents them from ad libitum eating. This will result in 
variability in food intake between the rats. Since the rodents 
are very social animals and suffer from being individually 
housed, we have tried to house the obese Zucker rats in cages 
with 2 rats in each cage, separated by a fenestrated plexi-glass 
wall. This permits them to see and smell each other, but gives 
each rat individual access to food. This further allows you to do 
a detailed registration of individual food intake during an 
experiment.  

    15.    Fasting of animals prior to the OGTT or other tests should 
occur in a standardized manner. We have used 18 h overnight 
fast. Be aware that for the rodents with de fi ciency in their lep-
tin system, this long fast could be very very stressful. Therefore, 
we have used fasting of shorter duration for these rodents, but 
minimum for 6 h.  

    16.    The time of dosing of the test compound prior to the OGTT 
should be assessed in advance. It could be based on previous 
pharmacokinetic studies, to ensure that a suitable plasma con-
centration of the compound is present in the circulation at the 
beginning of the OGTT. The suitable concentration should be 
de fi ned and could for instance be the ED 50  for the anti-analge-
sic effect of the TRP antagonist.          
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    Chapter 21   

 Using Diet to Induce Metabolic Disease in Rodents       

     Angela   M.   Gajda      ,    Michael   A.   Pellizzon   , and    Matthew   R.   Ricci      

  Abstract 

 Animal models of disease are important tools that allow us to model human conditions and test therapies. 
Metabolic disease, also called the Metabolic Syndrome (MS), is characterized by obesity, insulin resistance 
(IR), dyslipidemia and hypertension, the simultaneous occurrence of which increases the risk for developing 
coronary artery disease, type II diabetes and stroke. While genetic (spontaneous) animal models exist, 
many researchers prefer diet-induced models of the MS, since it is generally thought that the environment 
(and particularly the diet) plays a large role in the growing incidence of this disease in humans. This chapter 
will brie fl y outline some of the diet-induced approaches for animal models of the MS.  

  Key words:   Rodent diets ,  Metabolic syndrome ,  High-fat diets ,  High-fructose diets ,  High-sodium 
diets ,  MCD diets    

 

 Rats and mice are commonly used as models of human obesity as 
they will readily gain weight and develop other MS perturbations 
in response to high-fat feeding. Numerous high-fat diets have been 
reported in the literature to promote diet-induced obesity (DIO) 
in rodents, but not all share the same formula; it is important to 
describe the diet being used so that others can interpret or replicate 
the  fi ndings. 

 In the past, typically a high-fat diet (HFD) was formulated by 
adding fat to grain-based chow, and commonly these diets also 
contained other components such as cholesterol and cholic acid to 
create high-fat “Western diets” to induce obesity and atherosclerosis 
in rodents  (  1–  3  ) . These diets were among the  fi rst to be used for 
obesity research studies since the chow was readily available from 

  1.  High-Fat Diets 
for Diet-Induced 
Obesity Models
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most animal facilities and it could be made relatively easily in the 
laboratory. However, such diets can lead to nutritional inadequa-
cies since the added fat will dilute other nutrients (protein, vitamins, 
minerals and  fi ber), potentially rendering the  fi nal diet nutrient 
de fi cient. In addition, chows contain non-nutrients such as phytoe-
strogens which can vary from lot to lot or chow to chow  (  4  )  and 
can reduce adiposity and improve insulin sensitivity in mice relative 
to diets with low phytoestrogens  (  5,   6  ) . As such, it is dif fi cult to 
determine whether these dietary factors can induce changes to the 
MS phenotype independent of the level of fat. 

 In recent years, diets which contain puri fi ed ingredients have 
been more commonly used for designing HFDs. These diets are 
made from highly re fi ned ingredients which typically contain 
one main nutrient (i.e. corn starch is 100% carbohydrate) allowing 
for simple modi fi cations to macronutrient contents while at the 
same time remaining nutritionally balanced. For example, calories 
from corn starch can be replaced with the same number of calories 
from a fat source without any changes to other nutrients in the 
diet. In addition, the ingredients have a greater consistency between 
batches relative to those from grain-based chows, thus providing 
for better reproducibility between studies. 

 When choosing a HFD, the level of fat in the diet should be 
taken into consideration. Most low-fat chow and puri fi ed diets that 
support normal growth contain 10–15% of the calories from fat 
while high-fat diets commonly used for DIO typically contain 
32–60% of calories from fat. Investigators will change the level of 
dietary fat depending upon the study objective. For example, one 
study may require an animal diet with fat content similar to that of 
a human diet. Americans typically consume about 33% of calories 
from fats  (  7  ) , so in this case, choosing an animal diet which is 
moderately high in fat (i.e., 32% fat) would be important to help 
meet the study objectives. Also, one must consider that it may be 
more dif fi cult to reverse the drive to obesity on a very high-fat diet 
(i.e., 60% fat), whereas something like compound ef fi cacy may be 
more detectable when used in conjunction with a moderately high-
fat diet. 

 However, there are also advantages to using higher fat (50–
60 kcal%) diets. Typically, there is a dose–response for body weight 
as a function of dietary fat  (  8  ) . Thus animals fed a higher fat diet 
tend to gain more weight in a shorter period of time which can 
save time and costs to the investigators. Hence the popularity of 
using diets containing 60% of calories from fat has grown as a stan-
dard method of promoting DIO in rodent models. 

 The type of fat is also an important consideration. As one 
scientist has said, “Oils ain’t oils”  (  9  ) , meaning all fats are not 
equal in terms of inducing disease. For example, when rodents 
were fed puri fi ed ingredient diets with similar amounts of fat, 
those fed diets with  fi sh oil, which contain a high concentration of 
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polyunsaturated fatty acids as omega-3 fatty acids, did not gain as 
much weight and were more insulin sensitive compared to those 
fed saturated fatty acids (SF)  (  10–  12  ) . However, not all studies 
support this and it may depend on dietary fat level and gender 
 (  12,   13  ) . In addition, the chain length can also play a role in the 
phenotype. Traditionally, fat sources used in high-fat rodent diets 
for DIO contain more SF and as such are more solid at room 
temperature. The use of hydrogenated coconut oil in a HFD is 
common because it forms a solid which allows for producing high-
fat pelleted diets. This particular fat source contains a very high 
percentage of SF (~99%), with 66% being medium chain fatty acids. 
Lard, on the other hand, has been more commonly used in high-
fat diets and contains longer chain fatty acids such as palmitate 
and stearate. Though lard contains more than 30% SF, it has been 
shown to promote greater adiposity in mice than coconut oil 
 (  10,   14  ) . 

 Most rodents tend to become obese on a HFD, but there can 
be variable responses in glucose tolerance, IR, triglycerides (TG) 
and other parameters depending on the strain, gender  (  1,   15  )  and 
type of dietary fat  (  10–  12  ) . Outbred Sprague–Dawley and Wistar 
rats have a variable response to a high-fat diet (32 or 45 kcal% fat) 
such that some animals rapidly gain excess weight (i.e. beyond 
those fed a low-fat diet) while others gain only as much weight 
as those on a low-fat diet  (  16  ) . Researchers commonly separate 
these groups into DIO and diet-resistant (DR) groups  (  16–  18  ) . 
Therefore, the use of this model allows for a means to study human 
obesity development and related phenotypes (i.e., IR, glucose 
intolerance). Furthermore, DIO and DR rats have been selectively 
bred over time, allowing the researcher to look early in life (prior 
to the onset of obesity) for genetic traits that may later predispose 
them to their DIO or DR phenotypes  (  1,   19  ) . 

 Several wild-type mouse models are generally available and 
each may have a different tendency to gain weight on a HFD 
(~60% by energy)  (  3  ) . Some inbred strains such as C57BL/6 or 
AKR mice are quite susceptible to obesity on HFDs  (  15  ) , while 
mice of the A/J and SWR/J strains tend to be resistant to DIO 
 (  20,   21  ) . However, even strains that may exhibit similar levels of 
obesity may have varied metabolic responses. For example, when 
fed a 60 kcal% fat (mostly coconut oil), C57BL/6 mice are more 
glucose intolerant, compared to obese AKR mice which are more 
insulin resistant  (  15  ) . 

 While mice and rats may become obese and insulin resistant on 
a HFD, it is dif fi cult to promote a diabetic state as beta cells of the 
pancreas are capable of increasing production and secretion of insu-
lin. Streptozotocin (STZ) has been administered to rats and mice to 
produce necrosis in the pancreatic  β -cells resulting in ablation of 
 insulin production  (  22  ) , and recent work has shown that low-
dose STZ (i.p. at 90–100 mg/kg) administration in  combination 
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with high-fat feeding (60 kcal% fat) can promote increases in blood 
glucose in ICR mice relative to similarly treated low-fat fed or 
high-fat fed animals without STZ  (  23,   24  ) . Similar studies have 
also been conducted with C57BL/6 mice  (  25  ) . Diabetic obese rats 
have also been developed using similar techniques  (  26–  28  ) . Hence, 
these models may be useful to promote development of diabetes 
simultaneously with obesity.  

 

 Atherosclerosis is a complex chronic disease characterized by the 
accumulation of lipids within arterial walls, which can cause nar-
rowing, hardening and/or complete blockage of arteries. 
Hypercholesterolemia (i.e., elevated total cholesterol (TC) and 
low-density lipoprotein cholesterol (LDL-C)) is a well-known 
risk factor  (  29  ) , and other important contributors include 
in fl ammation, oxidative stress, and IR  (  30,   31  ) . Foods high in 
dietary SF and cholesterol (i.e., “Western-type diets”) have been 
associated with increased LDL-C in humans  (  32  ) , and similar 
responses have been found in certain animal models used in 
research. Therefore, in order to better understand the etiology 
of atherosclerosis and available therapies to reduce it, Western-
type diets containing high levels of SF and cholesterol are com-
monly used to “push” the atherosclerosis risk factors in certain 
rodent models such as mice, hamsters and guinea pigs. However, 
certain dietary manipulations are required depending on the 
rodent model. 

  Normal mice and rats are not ideal models of cardiovascular disease 
research since they typically have very low levels of LDL-C and 
high levels of high-density lipoprotein cholesterol (high HDL-C) 
when fed a low-fat/low-cholesterol diet. This is in contrast to 
humans where the reverse is true. While diets containing high 
levels of cholesterol and SF (~0.5% cholesterol, ~40 kcal% fat as 
hydrogenated coconut oil) can increase TC, both HDL-C and 
non-HDL-C (LDL)  (  33–  35  )  contribute to this increase, limiting 
atherosclerosis development  (  36  ) . In order to induce mild athero-
sclerosis, addition of cholic acid to the diet, a bile acid (0.1–1%) is 
required  (  37–  41  )  as this increases LDL-C by both facilitating 
fat and cholesterol absorption and reducing conversion of choles-
terol to bile acids  (  42,   43  ) . While cholic acid allows for some 
atherosclerosis development, it may have an independent effect, 
given that it can in fl uence genes that regulate lipoprotein metabo-
lism and in fl ammation as well as reduce plasma TG and HDL-C 
 (  36,   37,   42  ) . 

  2.  Diet-Induced 
Atherosclerosis/
Hypercholestero
lemia in Rodent 
Models

  2.1.  Mice
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 The ability to change the genetic make-up of mice and produce 
“transgenic” or “knockout” mice has allowed for the development 
of many interesting and useful disease models. Genetically modi fi ed 
mice such as those with mutations that slow the removal of choles-
terol from the blood have led to more “human-like” models which 
can show signi fi cant elevations in circulating LDL-C and athero-
sclerotic lesions. Some of these knockout mouse models (such as 
the LDL receptor knockout [LDLr KO] and the Apolipoprotein E 
knockout [apoE KO]) can be very responsive after 12 weeks on a 
high cholesterol diet (0.15–1.25% cholesterol)  (  44–  46  ) . Lesion 
development is very dramatic in apoE KO mice fed a Western-type 
diet and beginning stages of atherosclerosis (i.e. fatty streak 
lesions) can be found at 6 weeks  (  47  ) . Even plaque rupture has 
been reported in these mice fed a high-fat, lard-based diet with 
cholesterol (0.15%) after only 8 weeks  (  48  ) . With these mouse 
models, the main in fl uence on atherosclerosis is dietary cholesterol 
rather than the level of fat  (  49–  51  ) , but certain threshold levels of 
dietary cholesterol may exist, at least within the context of a low-
fat puri fi ed diet  (  52  ) . Very high fat diets (i.e., 60 kcal% fat) are 
capable of inducing some atherosclerosis  (  53,   54  ) , and the fatty 
acid pro fi le and carbohydrate type (i.e. fructose, sucrose) can be 
manipulated to modify the atherosclerosis phenotype to the 
researcher’s advantage  (  46,   49,   55  ) .  

  A well-known model in atherosclerosis research is the Golden 
Syrian Hamster. Like mice and rats, hamsters typically have a high 
percentage of HDL-C when fed a low-fat/low-cholesterol diet. In 
contrast to other rodent models, hamsters can also show signi fi cant 
elevations in LDL-C when challenged with dietary cholesterol 
(~0.1–0.5%) (but without cholic acid), and like humans, SF sources 
(butter fat, 15–20% fat w/w) can increase these levels further  (  56, 
  57  ) . With such diets, the beginning stages of atherosclerosis (i.e. 
fatty streaks, foam cells) can be found in as little as 6 weeks  (  58, 
  59  ) . In fact, a diet containing a source of SF (hydrogenated coco-
nut oil) but without cholesterol can promote more aortic choles-
terol accumulation compared to a diet with both cocoa butter and 
0.15% cholesterol  (  57  ) . Mechanisms related to cholesterol process-
ing by the liver allow for the hamster’s increased susceptibility 
compared to mice and rats  (  43,   60,   61  ) . Additionally, it is impor-
tant to consider the protein source when studying lipoprotein 
metabolism and atherosclerosis in this model as hamsters fed casein 
and lactalbumin had higher levels of LDL-C and atherosclerosis 
than those fed an equal amount of soy protein, and like humans, 
males may be more susceptible than females  (  62  ) .  

  Unlike other wild-type rodents, guinea pigs have a cholesterol 
pro fi le similar to humans with most circulating cholesterol trans-

  2.2.  Hamsters

  2.3.  Guinea Pigs
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ported in LDL when maintained on a low-fat/low-cholesterol 
diet and exhibit many features of lipoprotein metabolism that are 
found in humans  (  63  ) . Like hamsters, they can elevate TC and 
LDL-C levels when fed a diet high in SF (i.e., palm kernel oil, 
~80% SF) and a diet with added cholesterol (at least up to 0.3%, 
w/w) can cause further elevations in LDL-C and induce athero-
sclerotic lesions (i.e., fatty streaks) after 12 weeks  (  64–  66  ) . The 
increased sensitivity of LDL-C with dietary manipulation with 
minimal change to HDL-C increases the value of the guinea pig 
for studies examining the in fl uence of drug therapies on lowering 
LDL-C  (  67,   68  ) . While increasing dietary cholesterol is very 
important to atherosclerosis development, one study found that 
high cholesterol diets (0.25%), which are high in carbohydrate 
and moderately high in fat, are more capable of promoting ath-
erosclerosis than those low in carbohydrate but very high in fat. 
This was thought to be due to an increased number of small LDL 
particles, which are considered more atherogenic in humans  (  69  ) . 
Furthermore, the type of protein (i.e. high casein-to-soy protein 
ratio)  (  70  )  or carbohydrate (i.e. high sucrose)  (  71  )  can exacerbate 
the condition.   

 

 Re fi ned carbohydrate sources such as high-fructose corn syrup 
(HFCS) are used in many processed foods and surveys in the US 
have suggested that the intake of this sweetener has increased dra-
matically since the 1970s  (  72  )  . As we have learned over the past few 
decades, an excess intake of re fi ned carbohydrates is associated with 
increased weight gain, hypertriglyceridemia (hyper-TG), and IR in 
humans and animal models  (  73,   74  ) . In order to understand more 
about the impact of re fi ned carbohydrates on health and therapies to 
reduce these MS phenotypes, certain rodent models have been use-
ful. Puri fi ed diets containing around 60–70% (by energy) fructose or 
sucrose (which is a 50:50 molar mixture of fructose and glucose) are 
capable of elevating TG and glucose production in the liver, ulti-
mately leading to IR and hyper-TG relative to diets containing 
mainly glucose carbohydrate sources (i.e. dextrose, corn starch)  (  73, 
  74  ) . Typically, rodent chow diets contain only 4% sucrose and <0.5% 
free fructose with most carbohydrates as both digestible starch and 
non-digestible  fi ber from grain sources (i.e. wheat, corn, soy). In 
contrast, low-fat puri fi ed diets can contain higher levels of sucrose 
and this will depend heavily on the formula being used. If desired, it 
is easy to modify puri fi ed diets by manipulating the carbohydrate 
sources to promote MS while maintaining essential nutrients at the 
recommended levels. However, each rodent model responds differ-
ently to high levels of sucrose and fructose. 

  3.  Effect of High 
Fructose/Sucrose 
Diets on Plasma 
Lipid Levels and IR 
in Rodents
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 Sprague–Dawley and Wistar rats are both established models 
of sucrose-induced IR and hyper-TG  (  75,   76  ) . Both of these 
phenotypes can develop as quickly as 2 weeks when these animals 
are fed a diet containing 68% sucrose (by energy) relative to one 
with the same level of carbohydrate as corn starch  (  75  ) . It appears 
that the fructose component of sucrose is largely responsible for 
the hyper-TG and IR produced by high sucrose diets  (  77–  79  ) . 
While a very high concentration of sucrose or fructose induces this 
phenotype quickly in male rats, a lower level of sucrose (17% of 
energy) can also induce IR when fed to rats for 30 weeks relative to 
a diet containing mainly corn starch  (  80  ) . Furthermore, gender is 
important in the development of sucrose-induced IR and hyper-
TG in rats as females (unlike males) are typically not responsive to 
elevations in dietary sucrose  (  81  ) . Other than IR and hyper-TG, 
high sucrose or fructose diets can promote marginal weight gain in 
rats, but this typically requires a prolonged period of time and a 
signi fi cantly greater energy intake  (  82  ) . 

 Similar to rats, hamsters fed high-fructose diets (~60% of 
energy) may develop IR and elevations in circulating TG levels 
after only 2 weeks compared to those fed low-fructose diets  (  83,   84  ) . 
However, unlike rats, hamsters fed high-sucrose diets (60% by 
energy) may not elevate TG and develop only mild IR  (  83  ) . Since 
sucrose is half fructose, it appears that the level of dietary fructose 
is quite important in the rapid development of IR and hyper-TG in 
hamsters. Other factors, including the addition of cholesterol 
(0.25%), may also allow the researcher to induce a combination of 
hypercholesterolemia, greater IR, and hyper-TG in this model 
compared to fructose alone  (  85  ) , further improving the fructose-
fed hamster as a model of dyslipidemia. 

 In contrast to rats and hamsters, the mouse is used less fre-
quently as a model for sucrose/fructose-induced IR and hyper-TG 
as the commonly used C57BL/6 mouse either does not develop 
IR or develops the phenotype more slowly  (  86,   87  ) . Despite not 
developing IR, glucose tolerance can be reduced in C57BL/6 
mice fed a high sucrose diet (50% sucrose) relative to those fed a 
similar diet high in corn starch from 10 to 55 weeks, and this has 
been attributed as a reduced pancreatic insulin secretion  (  87  ) . 
However, the mouse genome is much easier to manipulate than 
that of the rat allowing for several knockout models, including 
the LDLr KO mouse, which show responses to high dietary 
fructose  (  49  ) .  

 

 Nonalcoholic fatty liver disease (NAFLD) encompasses a spec-
trum of disease states, from steatosis (fatty liver) to non-alcoholic 

  4.  Nonalcoholic 
Fatty Liver Disease



340 A.M. Gajda et al.

steatohepatitis (also called NASH; steatosis with in fl ammatory 
changes) followed by progression to  fi brosis, cirrhosis, and hepa-
tocellular carcinoma  (  88  ) . Excess liver fat is believed to be a 
manifestation of the MS  (  89  )  and not surprisingly NASH is asso-
ciated with obesity, IR, dyslipidemia and type II diabetes in 
humans  (  90  ) . Most obese adults have hepatic steatosis and at least 
one-third of these individuals will eventually develop worsening 
NAFLD  (  91,   92  ) . Therefore, the prevalence of NAFLD will likely 
rise with obesity rates. 

 Diet-inducible animal models of NAFLD exist and include 
feeding a methionine- and choline-de fi cient (MCD) diet, a choline-
de fi cient diet (CD) or a HFD. There is of course overlap in 
these diet types. These different dietary approaches produce dif-
ferent severities of the disease and likely work by different 
mechanisms. 

  Of the dietary approaches discussed here, MCD diets produce the 
most severe phenotype in the shortest timeframe. Used for over 
40 years, MCD diets will quickly induce measurable hepatic steatosis 
(mainly macrovesicular) in rodents by 2–4 weeks and this pro-
gresses to in fl ammation and  fi brosis shortly thereafter  (  93,   94  ) . 
Fat levels in MCD diets can vary, though typically they contain 
about 20% fat by energy. The mechanism for steatosis includes 
impaired VLDL secretion due to lack of phosphatidyl choline 
synthesis  (  95  ) . MCD diet-induced NASH is reversible in rats by 
switching to a diet with suf fi cient methionine and choline  (  96  ) . 

 Importantly, unlike human or other diet-induced rodent 
models of NAFLD, rodents fed with MCD diets lose weight (due 
to a vastly lower caloric intake) and do not become insulin resistant 
 (  97,   98  ) . Since most humans with NASH are obese and insulin 
resistant, this represents an important difference in how MCD 
diets model human NASH. 

 Within the context of an MCD diet, other dietary components 
affect the NASH phenotype. Sucrose is an important component 
of the MCD diet, since replacing it with corn starch greatly reduces 
liver fat accumulation, in fl ammation and injury, likely through 
reductions in sucrose-induced de novo lipogenesis and triglyceride 
synthesis  (  99  ) . In a follow-up study, Pickens et al. showed that 
despite inducing the same overall level of hepatic fat accumulation, 
fructose was more effective than glucose at inducing hepato-
cellular injury in mice fed with MCD diets for 21 days  (  100  ) . 
Not surprisingly, the source of dietary fat can also alter the phe-
notype. For example, relative to SF, polyunsaturated fats increase 
liver fat oxidation and induce expression of proin fl ammatory genes 
leading to in fl ammation though this does not necessarily correlate 
with increased liver damage  (  101  ) . Also, relative to butter fat, olive 
oil reduced liver triglyceride accumulation while  fi sh oil reduced 
liver cholesterol levels  (  102  ) .  

  4.1.  MCD Diets
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  Like MCD diets, CD diets also tend to contain higher levels of fat, 
though it is often dif fi cult to know the speci fi cs since unfortunately 
authors rarely publish the details of the diet formulas. CD diets 
induce steatosis, in fl ammation and  fi brosis over 10 weeks without 
any difference in body weight compared to the control group 
 (  103  ) . This lack of weight loss makes CD diets more appealing to 
some researchers. When both CD and MCD diets were fed to rats 
for 7 weeks, the MCD diet group had higher scores of liver 
in fl ammation and steatosis than the CD group. However, the CD 
fed rats gained weight, were insulin resistant and had higher plasma 
lipids than the MCD group  (  104  ) . 

 The mechanisms involved with liver fat accumulation may be 
different from those at work during MCD diet feeding  (  95  ) . 
Interestingly, choline de fi ciency in the context of a lard-based 
HFD (45% of calories) was shown to improve glucose tolerance 
compared to the choline suf fi cient group in mice  (  105  ) .  

  As discussed earlier, HFDs are well-known to increase body weight, 
body fat and induce IR in rodent models. HFD can also increase 
liver fat levels quite rapidly (within days) as well as hepatic IR 
before signi fi cant increases in peripheral fat deposition occur  (  106  ) . 
Chronically, HFD-induced liver fat accumulation may not follow a 
linear progression and liver fat levels may actually decrease, then 
increase again during prolonged HFD feeding  (  107  ) . When fed for 
equal lengths of time, HFD feeding results in tenfold lower liver 
fat levels compared to what accumulates on an MCD diet  (  108  ) . In 
general, HFD feeding does not produce liver  fi brosis and only mild 
steatosis as compared to MCD diets  (  90  ) , thus highlighting an 
important difference between these dietary regimes. It is impor-
tant to remember that the term “HFD” encompasses a wide variety 
of diet formulas and diets of different composition can be expected 
to alter the liver phenotype in various ways. 

 Cong et al.  (  109  )  took an interesting approach by modifying a 
very HFD (60% of calories) to simultaneously contain low levels 
(but not zero) of methionine and choline. C57BL/6 mice were 
fed the diet for 23 weeks and developed obesity, IR, dyslipidemia 
as well as liver steatosis, in fl ammation and  fi brosis. While the study 
design is weakened by the lack of a high-fat, choline and methionine 
replete control group, it seems plausible that longer term feeding 
of HFDs containing lower than normal levels of methionine and 
choline allow for the development of NASH without the issues of 
weight loss. 

 The idea of modifying so-called “standard” HFDs is powerful 
since it allows the researcher to “ fi ne-tune” the phenotype to meet 
their needs. Along these lines, in the LDLr KO mouse, adding 
cholesterol to a HFD increases liver fat levels, signs of liver damage 
and produces macro- and microvesicular steatosis similar to that 
seen in human NASH, compared to HFD alone  (  110  ) . Vitamin D 

  4.2.  CD Diets

  4.3.  High-Fat Diets
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de fi ciency within a HFD worsened NAFLD versus HFD with 
adequate vitamin D in Sprague–Dawley rats  (  111  ) . When medium 
chain triglycerides replaced long chain triglycerides in a 35 kcal% 
fat diet, steatosis was prevented in rats  (  112  ) . In C57BL/6 mice, 
animals consuming both HFD and fructose/sucrose enriched 
drinking water developed hepatic  fi brosis while a group consuming 
HFD alone did not  (  113  ) . 

 As with other diet-induced diseases, it appears possible to 
in fl uence liver disease using a HFD while mice are still in utero. 
Bruce et al. found that feeding a HFD to dams during gestation 
and lactation made offspring more susceptible to developing 
NASH when fed a HFD from weaning  (  114  ) .   

 

 While researchers use both rats and mice to study diet-induced 
hypertension, there are more published papers using rats, perhaps 
because of their larger size, the amount of physiological data 
available, and robust blood pressure response that some strains 
present. 

 The main dietary contributor to diet-induced hypertension is 
the level of NaCl. Puri fi ed ingredient diets generally contain about 
0.1% Na, while chow diets contain about 0.3–0.4% Na. The Dahl 
salt-sensitive (SS) rat shows a signi fi cant rise in blood pressure 
within 2–4 weeks after being fed a puri fi ed diet containing 8% NaCl 
 (  115,   116  ) , though lower levels of NaCl (4%) will still raise blood 
pressure  (  117  )  albeit more slowly  (  118  ) . This rise in blood pressure 
can be attenuated by the addition of extra vitamin E to the diet 
 (  119  )  or by supplementing the diet with extra potassium  (  116  ) . 

 The effect of the background diet on NaCl-induced hyperten-
sion was demonstrated by the work of Mattson et al. When 4% 
NaCl was added to both a grain-based chow diet and a puri fi ed 
ingredient diet, Dahl SS rats fed with the puri fi ed diet had higher 
blood pressure and more renal damage compared to chow-fed 
rats  (  120  ) . Given the many differences between grain-based and 
puri fi ed ingredient diets, it is dif fi cult to know exactly which 
component(s) were responsible for the difference. For example, 
there is evidence that the source of protein  (  121  ) , carbohydrate 
 (  122  ) , fat  (  123  ) ,  fi ber  (  124  )  and/or the level of minerals such as 
potassium may be responsible  (  116  ) , all of which can greatly differ 
between grain-based and puri fi ed ingredient diets. 

 Mattson et al. also found that that offspring from parents who 
were fed a 4% NaCl puri fi ed diet had higher blood pressures regard-
less of the diet they were fed after weaning, suggesting that the 
diet fed to the mother during pregnancy can promote or “pro-
gram” hypertension in the offspring  (  120  ) . 

  5.  Diets High 
in Sodium 
(and Fructose) 
For Hypertension
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 Aside from salt-sensitive rats, outbred rat strains such as the 
Sprague–Dawley (which are in widespread use for obesity research) 
can develop hypertension. When fed an 8% NaCl diet, hyperten-
sion develops but this usually occurs over a longer time period and 
to a lesser magnitude compared to Dahl SS rats  (  125  ) . Sprague–
Dawley rats can also develop hypertension as they become obese 
on a HFD  (  126  ) . Diets high in fructose (around 60% of calories) 
but with normal levels of NaCl (0.1%) can induce metabolic abnor-
malities, including increased blood pressure  (  127,   128  )  and kidney 
damage in both Sprague–Dawley and Wistar rats  (  127–  129  ) . The 
IR induced by such high fructose diets  (  129  )  is believed to play a 
causal role in the development of hypertension  (  130  ) . 

 Even in a spontaneous rat model of hypertension (such as the 
spontaneously hypertensive rat (SHR) which will develop hyper-
tension on a variety of diets), diet can be used to modify the onset 
or degree of this disease. For example, dietary supplementation 
with antioxidants (such as vitamins E and C) can lower blood pres-
sure in stroke-prone SHR  (  131  ) , as can dietary calcium supple-
mentation  (  132  ) . As mentioned earlier, the mouse is not as widely 
used for the study of diet-induced hypertension. Inbred mice such 
as the C57BL/6 can develop elevated blood pressure on puri fi ed 
diets high in NaCl (8%), though the time frame for this appears to 
be on the order of several months  (  133  ) .  

 

 It is clear from the examples given in this chapter that diet is a strong 
in fl uence on phenotype and that diet-induced rodent models are 
valuable tools for researchers to study the causes of and therapies for 
metabolic disease. It is important for researchers to remember that 
controlling the diet is key to controlling phenotype. While diets 
made from puri fi ed ingredients allow for  fi ner control over diet for-
mulation while also limiting batch-to-batch variability, grain-based 
diets are less easily manipulated and more prone to change over 
time, as well as contain non-nutritive components that can affect 
phenotype. Therefore, choice of diet (in any experimental situation) 
should be made carefully so as to give both the highest probability 
of inducing the desired phenotype while limiting variability.      
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    Chapter 22   

 Rodent Models to Evaluate Anti-obesity Drugs       

     Sharon   C.   Cheetham       and    Helen   C.   Jackson      

  Abstract 

 This article describes the use of rodent models to evaluate the anti-obesity potential of novel drugs. 
Although drugs can reduce body weight by altering energy input or energy output, we have focused on 
the discovery of compounds reducing food intake as this is the most common pharmacological approach 
for anti-obesity drugs. Methods are described for assessing and interpreting the speci fi city of the effects of 
acute and chronic administration of novel compounds on food intake, water intake, and body weight 
in mice and rats including animal models of overweight and obesity. Genetically obese mice and rats with 
spontaneously occurring single gene mutations in genes encoding leptin or its receptors have been charac-
terized. However, monogenic obesity in humans is extremely rare and it is now widely accepted that poly-
genic dietary-induced obese rats and mice are the most appropriate models for predicting the therapeutic 
potential of novel drugs in common human obesity.  

  Key words:   Obesity ,  Anti-obesity drug ,  Animal models ,  Dietary-induced obesity ,  Body weight , 
 Food intake    

 

 Over recent years the incidence of obesity and overweight (de fi ned 
as an excessive accumulation of body fat that impairs health) has 
been increasing at an alarming rate, not only in developed countries 
but also in developing countries, where hunger may also occur  (  1  ) . 
In 2008, it was estimated that 1.5 billion adults were overweight. 
Of these, over 200 million men and nearly 300 million women 
were obese, representing more than one in ten of the world’s adult 
population  (  1  ) . The health and economic consequences of the 
escalating obesity epidemic are enormous. Obesity is a major risk 
factor for cardiovascular and cerebrovascular diseases (heart attack 
and stroke), type 2 diabetes, musculoskeletal disorders and certain 

  1.  Introduction
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cancers, and it is now estimated that at least 2.8 million adults die 
each year as a result of being overweight or obese  (  1  ) . 

 Body weight is a balance between food intake (energy intake) 
and energy expenditure (energy output) as shown in Fig.  1 . Obesity 
occurs when energy input is greater than energy output over a 
prolonged period of time. This is typically the case in common 
human obesity where easy access to cheap, tasty food high in fat, 
salt, and sugar has led to an increase in energy intake which is often 
accompanied by a sedentary lifestyle. Strategies for producing 
weight loss in obese individuals include diet and exercise to reduce 
energy input and increase energy output. However, dieting often 
increases food craving and the amount of exercise required is not 
practical for most obese patients; therefore, such lifestyle interven-
tions are rarely successful and weight regain often occurs  (  2  ) . It is 
now widely accepted that more rigorous interventions than diet 
and exercise alone are required to manage obesity. Bariatric sur-
gery (gastric banding or bypass) produces dramatic and sustained 
weight loss but has not been without its health risks. Although 
normally restricted to morbidly obese patients or obese patients 
with comorbidities such as type 2 diabetes, techniques are con-
stantly improving, and it may be more widely used in the future  (  3,   4  ) . 
The alternative approach is to produce weight loss by pharmaco-
logical manipulation (in combination with diet and exercise).  

 In mammals, body weight is maintained by homeostatic mech-
anisms regulating food intake and energy output which involve 
complex interactions between the central nervous system and 
peripheral neurohormonal signals from the pancreas, adipose tis-
sue, and the gastrointestinal tract  (  5  ) . Due to the complex mecha-
nisms involved in the control of energy balance, a wide variety of 
central and peripheral targets have been employed in the search for 
new anti-obesity drugs  (  6–  9  ) . Using these different approaches a 
vast number of potential anti-obesity drugs have been synthesized 
and tested in animals. The majority of these drugs reduce energy 

  Fig. 1.    The energy balance equation. Obesity occurs when energy input is greater than 
energy output over a prolonged period of time.       
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input. Examples of treatments for obesity with central action 
include 5-hydroxytryptamine (5-HT) and noradrenaline reuptake 
inhibitors, e.g., sibutramine; 5-HT 2C  receptor agonists, e.g., lorcaserin; 
5-HT 6  receptors antagonists; cannabinoid CB 1  receptor antago-
nists/inverse agonists, e.g., rimonabant; histamine H 3 -antagonists 
and peptide agonists and antagonists, e.g., glucagon-like peptide-1 
(GLP-1), leptin and amylin analogues, and melanin-concentrating 
hormone MCH 1  receptor antagonists. Peripherally acting com-
pounds include lipase inhibitors such as orlistat which reduce the 
absorption of fat by the gastrointestinal tract. 

 Despite the amount of work by the pharmaceutical industry in 
this area, orlistat (Xenical) is the only drug currently on the market 
for the long-term management of obesity in the USA and Europe. 
This is because in recent years a number of anti-obesity drugs have 
been withdrawn from clinical use or not given marketing approval 
because of concerns that the bene fi ts (ef fi cacy) of giving them do 
not outweigh the risks (incidence of side-effects). For example, in 
2010 sibutramine (Meridia, Reductil) was withdrawn from the 
market in Europe (by the EMEA  (  10  ) ) and the USA (voluntarily) 
due to increased risk of cardiovascular events and rimonabant was 
not approved in the States, and subsequently withdrawn in Europe 
 (  11  ) , due to the emergence of severe psychiatric adverse events. 
The regulatory hurdles for the development of novel anti-obesity 
drugs remain exceptionally high and there is still an immense and 
unmet clinical need for the development of more ef fi cacious and 
safer drugs to treat obesity. 

 This article reviews the use of rats and mice to evaluate the 
anti-obesity potential of novel drugs. We have focused on methods 
that can be used to measure the ef fi cacy of compounds to produce 
weight loss as the potential side-effects and safety issues will depend 
on the speci fi c pharmacological pro fi le of each drug. Moreover, 
while some safety issues such as abuse potential can be readily 
assessed in animals, others may not emerge until the drug have 
been in clinical use for a prolonged period and cannot always be 
predicted from pre-clinical studies.  

 

 The initial screen for anti-obesity potential will vary depending on 
the pharmacological target, but as the majority of drugs act by 
reducing energy input, a typical primary in vivo screen would be to 
measure the effects of the drug on food intake in rats or mice 
following acute administration before progressing active compounds 
to sub-chronic and chronic studies in rodent models of overweight 
and obesity. After discussing some general considerations regarding 
the models employed, we have given details of speci fi c protocols 

  2.  Methodology
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used for acute, sub-chronic, and chronic feeding studies in rats and 
mice and described a typical screening strategy for identifying 
anti-obesity action. Finally, we suggest some additional studies that 
can be used to con fi rm that the drugs are altering food intake/
energy homeostasis in a speci fi c manner and to investigate the 
effects of drugs on energy output—the other side of the energy 
balance equation. 

   Rats and mice are the predominant species used to evaluate the 
effects of drugs on food intake and energy balance. They are small, 
readily available, economical to use, easy to handle, and body 
weights and food and water intakes can be measured easily. They 
are also omnivores with complex digestive systems and many of the 
central and peripheral mechanisms controlling food intake appear 
to be similar to those in man. There are some notable physiological 
differences, for example, rodents do not have gall bladders or a 
vomit re fl ex. They also tend to eat their food in a large number of 
smaller meals each day compared to man and are nocturnal. 
Furthermore, food intake in rodents is not in fl uenced by some of 
the complex social, emotional, and psychological factors that can 
drive food intake in humans. Despite these limitations, the use of 
rodents in drug discovery to screen for potential anti-obesity action 
has been validated as many of the drugs found to reduce body 
weight in the clinic reduce body weight and food intake when 
given to rats and mice as mentioned below. 

 Acute and chronic feeding studies can be performed in either 
rats or mice. The choice of species depends on factors such as cost of 
the experiment (normally cheaper in mice), cost and availability of 
the test drug (mice use less), the desire to compare results with his-
torical company data or data in the literature, and the requirement 
to perform studies in transgenic or knock-out animals. Mice are the 
species of choice for genetic manipulation. However, animals which 
develop obesity following overexpression or elimination of particu-
lar genes are more useful for studying the biology underlying obesity 
and for proof-of-concept for novel anti-obesity approaches than 
general screening purposes as they do not mimic the aetiology of 
normal human obesity. In general, drugs will be active in both mice 
and rats though sensitivity to the effects of the drug may vary 
between the species. Occasionally, however, more prominent species 
differences may be observed and in fl uence the choice of species 
employed. For example, rats are normally used in preference to mice 
in screening strategies for 5-HT 6  receptor antagonists, due to differ-
ences in the central distribution and pharmacological pro fi les of 
5-HT 6  receptors in rats, mice, and man  (  12  ) .  

  Strain differences can occur in both the pharmacological responses 
to drugs and in the susceptibility to develop obesity when maintained 
on different experimental diets. The strains employed for both 

  2.1.  General 
Considerations

  2.1.1.  Choice of Species

  2.1.2.  Choice of Strain
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acute and chronic feeding studies therefore need to be chosen 
carefully and used consistently for each particular assay. Both inbred 
and outbred strains can be used for screening purposes. The advan-
tage of using pure inbred strains is that results obtained with them 
may be less variable as they have the same genetic background. On 
the other hand, it could be argued that results obtained in inbred 
animals may be skewed as the human population is not inbred. In 
contrast, outbred animals are bred to maintain maximum heterozy-
gosity. Outbred animals from the same colony are similar, however, 
individual animals are genetically unique. Although inter-animal 
variation may be greater in outbred strains, they are generally more 
robust and more economical than inbred strains. 

 The most commonly used mouse strain to evaluate anti-obesity 
drugs is C57BL/6J. This pure inbred strain is used as the key end-
points, e.g., weight gain and food intake can be very variable in 
mice. In contrast, strains of rats commonly used in feeding studies 
are Sprague–Dawley, Wistar, and Long-Evans rats (outbred strains). 
All of these animals can be used in acute feeding studies (normal, 
growing animals on standard rodent diet) but will put on weight 
when given free access to high-fat or cafeteria diets (see below).  

  Acute feeding studies are normally conducted in male rats to 
circumvent the variation in food intake caused by the oestrus cycle 
in females  (  13  ) , however, as obesity occurs in both men and 
women, chronic feeding studies would ideally be performed in 
both male and female rodents at some point in the drug discovery 
process to check that the pharmacological responses to drugs were 
not gender-speci fi c. In this context, there are clear differences in 
the distribution of subcutaneous and visceral fat and circulating 
levels of the adiposity hormones, leptin, and insulin, in men and 
women which are also seen in laboratory animals  (  14  ) . Furthermore, 
male and female rats have been shown to be more sensitive to the 
inhibitory effects of centrally administered insulin and leptin on 
food intake, respectively, con fi rming the existence of gender differ-
ences in the control of energy homeostasis. Indeed, it has been 
suggested that different strategies may be required to reduce body 
weight in men and women  (  14  ) .   

  The aim of acute feeding studies is to provide a quick, reproducible 
screen for evaluating the ability of novel drugs to reduce food 
intake and they are normally performed in lean, growing animals 
maintained on standard rodent diet as they are readily available and 
relatively inexpensive compared to more speci fi c animal models of 
overweight/obesity (see below). In these animals, food intake is 
stimulated by a variety of methods to enable inhibitory effects of 
drugs on food intake to be detected compared to vehicle-treated 
control animals. For instance, as rodents are nocturnal, dosing may 
take place at the onset of the dark period when the food intake of 

  2.1.3.  Choice of Gender

  2.2.  Acute Feeding 
Studies
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the control group will normally be high. Alternatively, animals may 
be deprived of food before the test. While this produces a more 
robust increase in food intake, it does not re fl ect the physiological 
situation, for example, an overnight fast would be a major stressor 
in mice due to their high metabolic rate. Finally, food intake can be 
stimulated by training the animals to eat wet mash (or sweetened 
wet mash) at certain times of the day. The animals  fi nd the wet 
mash palatable and readily consume it even when not food-
deprived; therefore, the model re fl ects the overeating that can 
occur in man, as food intake is driven by palatability rather than 
metabolic need. Regardless of the exact methodology employed, 
the use of acute feeding studies as an initial screen for anti-obesity 
action for centrally acting drugs has been validated as compounds 
producing effective weight loss in the clinic (e.g., sibutramine, 
rimonabant, and locaserin) reduce food intake following acute 
administration to rats and mice  (  15–  17  ) . 

 Typical methods used to measure the food intake of mice or 
rats following acute administration of drugs and examples of data 
obtained using these procedures are given in Tables  1  and  2  and 
Figs.  2  and  3 .     

 Food intake is easy to measure and clearly de fi ned; therefore, the 
relative ef fi cacy of different compounds to reduce food intake can be 
easily compared. A commonly used measure in acute feeding studies 
is to determine the dose of drug required to reduce food intake to 
50% of control levels over a speci fi c time after dosing (ED 50  values). 
Test compounds reducing food intake by 50% (or more) over 24 h 
are likely to produce signi fi cant weight loss 24 h after dosing. 
Occasionally, the effects of drugs on food intake and body weight 
may be recorded for longer periods (up to 72 h) following a single 
treatment or the acute screen may involve giving drugs for up to 
7 days, particularly if the compounds are thought to have a delayed 
onset of action (e.g., MCH 1  receptor antagonists). 

 Water intake should be measured throughout all feeding studies. 
The effects of drugs on this parameter will vary depending on the 
mode of action but drinking behavior can be altered independently 
of feeding behavior and this information can be used to interpret the 
results of feeding studies. Animals should be closely observed before 
and after dosing and at all readings and any relevant observations 
should be recorded. Furthermore, if animals are housed in cages 
with wire-grid  fl oors, the cage pads beneath each cage should be 
regularly examined for changes in urine or fecal output. These 
observations can give an early indication of whether the drugs are 
reducing food intake in a speci fi c manner (see below).  

  Compounds that are active in reducing food intake (and body 
weight) in the acute screen are likely to be evaluated further in 
sub-chronic or chronic feeding studies. These can be conducted in 
lean animals but because the studies are labor-intensive and require 

  2.3.  Animal Models 
of Obesity
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large amounts of drug, they are normally performed in animal 
models of overweight or obesity. These models should mirror the 
human condition as closely as possible in terms of the causes of the 
disorder (construct validity); the aetiology, symptoms, and prog-
nosis of the disorder (face validity) and the effects of pharmaco-
logical manipulation in the model (predictive validity). It is now 
generally considered that there are two main types of rodent models 
of obesity: genetically obese and dietary-induced obese rats and 
mice (Fig.  4 ).  

   Table 1 
  Acute feeding studies in normal mice   

 Animals: 
 • Male C57BL/6 J mice, weight range on arrival 20–25 g 

 Environmental conditions: 
 • Individually housed in polypropylene cages with solid  fl oors 
 • Normal lighting (lights off from 19.00 to 07.00 h); 21 ± 4°C; 55% ± 20% humidity 
 • Free access to standard pelleted rodent diet and tap water except for 4 h each day when pelleted 

food replaced by palatable wet mash (1 part powdered standard rodent chow : 1.5 parts tap water) 
placed in a petri-dish on the cage  fl oor 

 • Mice customized to these conditions for 2 weeks before the test 

 Experimental procedures: 
 • On the day before the test, mice weighed (to 0.1 g). Intake of wet mash measured for 2 h (to 

0.1 g). Data used to allocate the mice into balanced groups ( n  = 8) before drug administration 
 • On day of test, mice weighed and dosed by a suitable route (e.g., po, ip, or sc) with vehicle and test 

drug (e.g. several doses of the same compound or one dose of several different drugs). One dose of 
a suitable reference compound may be used for comparison. Pelleted food removed and 1 h later, 
mice given wet mash. Dish of wet mash and water bottles weighed at 0, 1, 2, and 4 h. At 4 h wet 
mash replaced by pelleted food. Mice, pelleted food, and water bottles weighed again 24 h after 
dosing. All measurements made concurrently 

 • Parameters measured: Body weights (g) at 0 and 24 h; change in body weight (g) over 24 h; food 
(g) and water (g) intake over 1, 2, 4, and 24 h and between 1–2, 2–4, and 4–24 h. In some studies, 
mice may be weighed again at 48 and 72 h and food and water intakes measured over 48 and 72 h 
and between 24–48 h and 48–72 h 

 • Animals examined before and after dosing and at each reading and any relevant observations on 
their appearance and behavior recorded 

 Data and statistical analysis: 
 • Data expressed as means (adjusted for differences at baseline) and SEM. Data analysis by analysis of 

covariance (using baseline data as covariate) followed by suitable multiple comparisons tests to 
compare each drug treatment with the control group 

 Activity criteria: 
 • Signi fi cant reduction in body weight and food intake compared to the control group with comparable 

ef fi cacy to a suitable reference compound (and no evidence that these effects may be non-speci fi c) 

 References and examples of data: 
 • Vickers et al.  (  16  )  and Fig.  2  
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  A number of different models of genetically obese animals are now 
available for obesity research  (  18–  20  ) . The most commonly used 
examples include  ob/ob  mice,  db/db  mice, and Zucker  fa/fa  rats. 
These animals have been well-characterized and widely used as 
models of obesity. However, it is now generally accepted that these 
genetic models do not mimic human obesity as well as animals 

  2.3.1.  Genetically Obese 
Animals

   Table 2 
  Acute feeding studies in normal rats   

 Animals: 
 • Male Sprague–Dawley rats, weight range on arrival 250–300 g 

 Environmental conditions: 
 • Individually housed in polypropylene cages with wire grid  fl oors. Cage trays with cage pads placed 

below each cage to detect spilt food and water. Rats given paper bedding to provide environmental 
enrichment, warmth and an area for them to escape the grid  fl oor 

 • Reverse-phase lighting (lights off from 09.30 to 17.30 h during which time red light used for 
illumination); 21 ± 4°C; 55% ± 20% humidity 

 • Free access to standard powdered rodent diet and tap water 
 • Diet presented in glass jars with aluminum lids with holes cut in the lids to allow access to the food 
 • Rat acclimatized to these conditions for 2 weeks before the test 

 Experimental procedures: 
 • On the day before the test, rats weighed (to 0.1 g) at 0 h (onset of the 8 h dark period) and dosed 

with vehicle by an appropriate route (e.g., po, ip, or sc). Feeding jars and water bottles weighed (to 
0.1 g) at 0 h and 6 h later. Any spilt food returned to the appropriate jar before weighing. Body 
weights and 6 h food and water intakes used to allocate the rats into balanced groups ( n  = 8) before 
drug administration 

 • On day of test, rats weighed and dosed with vehicle and test drug (e.g., several doses of the same 
compound or one dose of several different drugs). One dose of a suitable reference compound may 
be used for comparison. Feeding jars and water bottles weighed at 0 h and 1, 2, 4, 8 and 24 h later. 
Rats weighed again at 24 h. All measurements made concurrently 

 • Parameters measured: Body weights (g) at 0 and 24 h; change in body weight (g) over 24 h; food 
(g) and water (g) intake over 1, 2, 4, 8, and 24 h and between 1–2, 2–4, 4–8, and 8–24 h. In some 
studies, rats may be weighed at 48 and 72 h and food and water intakes measured over 48 and 72 h 
and between 24–48 h and 48–72 h or rats may be dosed every day and daily food and water intakes 
measured for up to 7 days 

 • Animals examined before and after dosing and at each reading and any relevant observations on their 
appearance and behavior recorded. Cage pads examined at each reading for changes in urine/feces 

 Data and statistical analysis: 
 • Data expressed as means (adjusted for differences at baseline) and SEM. Data analysis by analysis of 

covariance (using baseline data as covariate) followed by suitable multiple comparisons tests to 
compare each drug treatment with the control group 

 • ED 50  values for inhibition of food intake determined if suitable data obtained 

 Activity criteria: 
 • Signi fi cant reduction body weight and food intake compared to the control group with comparable 

ef fi cacy to a suitable reference compound (and no evidence that these effects may be non-speci fi c) 

 References and examples of data: 
 • Jackson et al.  (  17  )  and Fig.  3  
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made obese by exposure to high-fat or cafeteria diets. The main 
reason for this is that genetically obese animals are monogenic (the 
obesity has arisen following spontaneously occurring single gene 
mutations which prevent the production of the adipose hormone, 
leptin ( ob/ob  mice) or result in de fi cient leptin receptors ( db/db  
mice and Zucker  fa/fa  rats)). In contrast, the genetic predisposi-
tion to obesity in most human individuals has a polygenic basis. 
A small number of monogenic forms of obesity have been reported 
in man including those due to leptin or leptin-receptor de fi ciency 
but they are extremely rare  (  21,   22  ) . Furthermore, although leptin 
produces dramatic weight loss in leptin-de fi cient  ob/ob  mice and 
humans  (  21,   22  ) , these effects do not appear to translate to com-
mon polygenic human obesity which is normally associated with 
high circulating levels of leptin and leptin resistance  (  23  ) . The key 
role played by leptin in the control of energy homeostasis in rodents 

  Fig. 2.    Effect of acute administration of the CB 1  receptor antagonist, rimonabant, and the peptide, PYY  (  3–  36  ) , on wet 
mash intake in male C57BL/6J mice. Data obtained using similar methods to those described in Table  1 . Results are means 
and SEM;  n  = 8. Data analyzed by analysis of variance followed by Dunnett’s test. Signi fi cant differences from the vehicle-
treated control group are denoted by * p  < 0.05 and ** p  < 0.01. Data on  fi le RenaSci Ltd.       
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and man and concerns that these genetic models do not re fl ect the 
aetiology and metabolic signs that characterize common human 
obesity explains why these models are now rarely used as screens 
for novel anti-obesity drugs.  

  The main advantage of models in which obesity is induced in nor-
mal animals by exposure to palatable high-fat or cafeteria diets is 
that the obesity is likely to be mediated by multiple genes and is 
therefore closer to the human situation. A number of differences in 
the exact methodology used by different laboratories exist, but on 
the whole, the increase in body weight appears to be largely due to 
increased body fat and the metabolic complications produced by 

  2.3.2.  Dietary-Induced 
Obesity

  Fig. 3.    Effect of acute administration of the 5-HT and noradrenaline reuptake inhibitor, sibutramine, on food intake in male 
Sprague–Dawley rats with free access to normal powdered rat chow. Animals were maintained on reverse-phase lighting. 
Sibutramine was dosed at the onset of the 8 h dark period. Data obtained using similar methods to those described in 
Table  2 . Results are means (adjusted for differences at baseline) and SEM;  n  = 6–7. Data analyzed by analysis of covari-
ance (used baseline data as covariate) followed by Williams’ test. Signi fi cant differences from the vehicle-treated control 
group are denoted by * p  < 0.05, ** p  < 0.01 and *** p  < 0.001. Data on  fi le RenaSci Ltd.       

  Fig. 4.    Examples of animal models of obesity. ( a ) A genetically obese male  db/db  mouse. ( b ) A cafeteria-diet fed 
dietary-induced obese, female Wistar rat.       
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dietary-induced obesity in laboratory animals mirror those seen in 
common human obesity. Thus, although dietary-induced obese 
animal are not typically hyperglycemic, they display increased circu-
lating levels of insulin and leptin, insulin resistance, and mild dys-
lipidaemia compared to lean controls on normal diet  (  15,   19,   24  ) . 
The hypothesis that dietary-induced obese animals can be used as 
an appropriate model of common human obesity has been largely 
con fi rmed by functional genomics, although differences in expres-
sion of genes involved with fatty acid metabolism and oxidation in 
obese human adipocytes and epidydimal fat from dietary-induced 
obese rats have been detected  (  24  ) . 

 The different types of diet used to induce obesity in rodents 
have been reviewed by other workers  (  19,   25  ) . In this article we 
have given speci fi c examples of animal models using overweight or 
obese rodents maintained on high-fat or cafeteria diets rich in both 
carbohydrate and fat and described how they can be used together 
in a screening strategy to evaluate novel drugs to treat obesity. 

  High-fat diets are now commercially available and are attractive to 
the experimenter as they can be supplied in either pelleted or pow-
dered form as a single source. This means that measurement of 
food intake is relatively straightforward and can be performed 
quickly. These methods are therefore ideal for screening purposes 
in rats or mice and have been used extensively in drug discovery 
(for examples, see the literature references cited on   http://www.
researchdiets.com    ). 

 A range of high-fat diets are available supplying between 32 
and 60% energy as fat. Control diets supplying only 10% energy as 
fat are also available. The advantage of the diet supplying 60% 
energy as fat is that the animals rapidly put on weight reducing the 
time before they can be used. However, this degree of fat does not 
re fl ect the typical human “junk food” diet where dietary fat repre-
sents 35–40% of total energy intake  (  26  ) . In addition, human obe-
sity tends to develop slowly over time. Furthermore, the obesity 
produced in animals maintained on very high fat diets can be 
more dif fi cult to reverse by pharmacological manipulation than 
the obesity induced by more moderate high-fat diets. For these 
reasons, diets supplying 32% or 45% energy as fat are often 
preferred. 

 Most animal models of obesity involve maintaining the animals 
on the high-fat or cafeteria diets for several months until they 
become obese. The animals are therefore expensive and, unless a 
colony is constantly maintained, are not readily available. Acute or 
sub-chronic studies in rats maintained on a high-fat diet for 2 weeks 
before the start of the experiment can be used to bridge the gap 
between acute feeding studies in normal rats or mice and chronic 
studies in dietary-induced obese animals. 

   High Fat-Fed Overweight 
Rat Model

http://www.researchdiets.com
http://www.researchdiets.com
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 The model described in Table  3  employs young male 
Sprague–Dawley rats and a high-fat diet supplying 32% energy as 
fat. The animals are still in an active growth phase during the test 
and rapidly put on weight when exposed to the diet but are not 
obese (Fig.  5 ). The paradigm typically measures the ability of drugs 
to reduce weight gain compared to the control group rather than 
to decrease body weight per se. This model of overweight can be used 
to check the ef fi cacy and tolerability of novel anti-obesity agents 

   Table 3 
  Sub-chronic studies in overweight rats   

 Animals: 
 • Male Sprague–Dawley rats, weight range on arrival 250–300 g 

 Environmental conditions: 
 • Individually housed in polypropylene cages with wire grid  fl oors. Cage trays with cage pads placed 

below each cage to detect spilt food and water. Rats given paper bedding to provide environmental 
enrichment, warmth, and an area for them to escape the grid  fl oor 

 • Reverse-phase lighting (lights off from 09.30 to 17.30 h during which time red light used for 
illumination); 21 ± 4°C; 55% ± 20% humidity 

 • Free access to high-fat powdered rodent diet (D12266B, 32% energy as fat, Research Diets Inc) and 
tap water 

 • Diet presented in glass jars with aluminum lids with holes cut in the lids to allow access to the food 
 • Rat acclimatized to these conditions for 2 weeks before the test 

 Experimental procedures: 
 • During a 3-day run-in period, rats weighed (to 0.1 g) at 0 h (onset of the 8 h dark period) and 

dosed with vehicle by an appropriate route (e.g., po, ip, or sc). Feeding jars and water bottles 
weighed (to 0.1 g) every day at 0 h. Any spilt food returned to the appropriate jar before weighing. 
Toward the end of the baseline period, body weight and available food and water intake data used 
to allocate the rats into balanced groups ( n  = 10) before drug administration 

 • During drug treatment (e.g., 14 days), rats weighed and dosed with vehicle, test drug (e.g., one of 
three doses) and reference compound (e.g., sibutramine 7.5 mg/kg po) every day at 0 h (or 
bi-daily at 0 and 8 h). Feeding jars and water bottles weighed at 0 h every day. All measurements 
made concurrently 

 • Parameters measured: Body weights (g) at 0 h; change in body weight per week and over the entire 
drug treatment period (g); daily food and water intakes (g); average daily food and water intakes per 
week and overall (g/day); cumulative food intake on each day (g) 

 • Animals examined before and after dosing on each day and any relevant observations on their 
appearance and behavior recorded. Cage pads examined daily (0 h) for changes in urine/feces 

 Data and statistical analysis: 
 • Data expressed as means (adjusted for differences at baseline) and SEM. Data analysis by analysis of 

covariance (using baseline data as covariate) followed by suitable multiple comparisons tests to 
compare each drug treatment with the control group 

 Activity criteria: 
 • Signi fi cant reduction in body weight or body weight and food intake compared to the control 

group with comparable ef fi cacy to a suitable reference compound (and no evidence that these 
effects may be non-speci fi c) 

 References and examples of data: 
 • Heal et al.  (  27  ) ; Henderson et al.  (  28  )  and Fig.  5  
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before proceeding to more rigorous studies in dietary-induced 
obese rats maintained on more complex diets. It has been validated 
using the clinically proven anti-obesity agents, sibutramine and 
rimonabant, which have been shown to signi fi cantly reduce body 
weight and food intake in high-fat fed rats, and also used to evalu-
ate novel pharmacological targets for the treatment of obesity such 
as 5-HT 6  receptor antagonists (Fig.  5 ;  (  27  )  and  (  28  ) ).    

  Mouse models of dietary-induced obesity are popular because they 
normally require less compound than studies in dietary-induced 
obese rats as mentioned above. Most mouse models of obesity 
employ single-source high-fat diets as it can be dif fi cult to measure 
intake of a cafeteria diet in mice. An example of a protocol which 
can be used to study the effects of drugs on body weight and food 
and water intake in dietary-induced obese mice is given in Table  4 . 
In this model, C57BL/6J mice are given a diet containing 45% 
energy as fat for 16 weeks to induce obesity. During this period, the 
mice typically develop insulin resistance and elevated leptin levels. 
Chronic administration of sibutramine, rimonabant, and orlistat for 
4 weeks signi fi cantly reduces body weight in dietary-induced obese 

   Dietary-Induced 
Obese Mice

  Fig. 5.    Effect of sub-chronic administration of the 5-HT 6  receptor antagonist, AMR-SIX-1, on body weight in overweight 
male Sprague–Dawley rats. Animals were maintained on reverse-phase lighting and a high-fat diet supplying 32% energy 
as fat. Drugs were dosed at the onset of the 8 h dark period. Sibutramine was used for comparison. Data obtained using 
similar methods to those described in Table  3 . Results are means (adjusted for differences in body weight before drug 
treatment began on Day 1) and SEM;  n  = 9–10. Percentages refer to the % reduction in body weight compared to the 
control group on Day 15. Data analyzed by analysis of covariance (using Day 1 body weights as covariate) followed by 
Williams’ test (AMR-SIX-1) or the multiple  t  test (sibutramine). Signi fi cant differences from the vehicle-treated control 
group are denoted by * p  < 0.05, ** p  < 0.01 and *** p  < 0.001. Data previously published in abstract form (Henderson et al.  (  28  ) ).       
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mice con fi rming that this model can be used to screen for centrally 
and peripherally acting anti-obesity agents as these drugs produce 
effective weight loss in man  (  16  ) . For example, this screen has 
been used to identify novel MCH 1  receptor antagonists which are 
currently being developed for the treatment of obesity. The weight-
loss produced by the MCH 1  receptor antagonist, GW803430, in 
dietary-induced obese mice is shown in Fig.  6   (  29  ) .    

   Table 4 
  Chronic feeding studies in dietary-induced obese mice   

 Animals: 
 • Male C57BL/6 J mice, weight range on arrival 20–25 g 

 Environmental conditions: 
 • Group-housed in polypropylene cages with solid  fl oors, sawdust bedding, a pulped cotton  fi ber 

nesting mat, and a cardboard tube (to provide environmental enrichment) for 14 weeks for the 
induction of obesity. During this period, maintained on normal lighting (lights off from 19.00 to 
07.00 h); 21 ± 4°C; 55% ± 20% humidity 

 • Free access to pelleted high-fat diet (D12451, 45% of energy from fat; Research Diets Inc), for the 
induction of obesity and during the study 

 • Two weeks before the start of the study, mice individually housed and placed on reverse-phase 
lighting (lights off from 10.00 to 18.00 h during which time red light used for illumination) 

 Experimental procedures: 
 • During a 7-day run-in period, mice weighed (to 0.1 g) at 0 h (onset of the 8 h dark period) and 

dosed with vehicle by an appropriate route (e.g., po, ip, or sc). Food (in hopper) and water bottles 
weighed (to 0.1 g) every day at 0 h. Toward the end of the baseline period, body weight and 
available food and water intake data used to allocate the mice into balanced groups ( n  = 10) before 
drug administration 

 • During drug treatment (e.g., 28 days), mice weighed and dosed with vehicle, test drug (e.g., one of 
three doses) and reference compound (e.g., sibutramine 20 mg/kg po) every day at 0 h (or bi-daily 
at 0 and 8 h). Food and water bottles weighed at 0 h every day. All measurements made concurrently 

 • Parameters measured: Body weights (g) at 0 h; change in body weight per week and over the entire 
drug treatment period (g); daily food and water intakes (g); average daily food and water intakes per 
week and overall (g/day); cumulative food intake on each day (g) 

 • Animals examined before and after dosing each day and any relevant observations on their appear-
ance and behavior recorded 

 Data and statistical analysis: 
 • Data expressed as means (adjusted for differences at baseline) and SEM. Data analysis by analysis of 

covariance using baseline data as covariate followed by suitable multiple comparisons tests to compare 
each drug treatment with the control group 

 Activity criteria: 
 • Signi fi cant reduction in body weight or body weight and food intake compared to the control group 

with comparable ef fi cacy to a suitable reference compound (and no evidence that these effects may be 
non-speci fi c) 

 References and examples of data: 
 • Vickers et al.  (  16  ) , Cheetham et al.  (  29  )  and Fig.  6  
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  An alternative model, which was used in the registration of the 
anti-obesity drug, sibutramine, employs female Wistar rats which 
are made obese by exposure to a simpli fi ed cafeteria diet of pow-
dered high-fat diet (containing 20% lard), ground chocolate, and 
ground salted peanuts for 16 weeks (Table  5 ). The three different 
types of food are given in individual pots. The advantage of this 
strategy is that the different textures and tastes of the different foods 
encourage the animals to eat. This simpli fi ed cafeteria diet is high in 
both fat and carbohydrate and therefore more closely mirrors a typ-
ical “junk food” diet than high-fat diets supplied as a single source 
in pelleted or powdered form. However, the three different feeding 
jars have to be weighed at each time-point and therefore studies in 
dietary-induced obese, female Wistar rats are more labor-intensive 
and expensive compared to those using a simple high-fat diet. For 
this reason, studies in dietary-induced obese rats are normally 
reserved for compounds more advanced in development.  

   Dietary-Induced 
Obese Rats

  Fig. 6.    Effect of chronic administration of the MCH 1  receptor antagonist, GW803430, on body weight in dietary-induced 
obese, male C57BL/6J mice. Animals were maintained on reverse-phase lighting and a high-fat diet supplying 45% energy 
as fat. Drugs were dosed at the onset of an 8 h dark period. Sibutramine was used for comparison. Data obtained using 
similar methods to those described in Table  4 . At the end of the 4 week feeding study, animals were deprived of food and 
an oral glucose tolerance test (OGTT) was performed to investigate the effects of the different drugs on glycaemic control 
(data not given). Results are means (adjusted for differences in body weight before drug treatment began on Day 1) 
and SEM;  n  = 9–10. Percentages refer to the % reduction in body weight compared to the control group on Day 33. Data 
analyzed by analysis of covariance (using Day 1 body weights as covariate) followed by Williams’ test (GW803430) or the 
multiple  t  test (sibutramine). Signi fi cant differences from the vehicle-treated control group are denoted by * p  < 0.05, 
** p  < 0.01 and *** p  < 0.001. Data previously published in abstract form (Cheetham et al.  (  29  ) ).       
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 Female rats are used in this paradigm as it is important to test 
novel anti-obesity drugs in both male and female animals as men-
tioned above. Furthermore, the global incidence of obesity tends 
to be slightly higher in females than in males (reported to be 7.7% 

   Table 5 
  Chronic studies in dietary-induced obese rats   

 Animals: 
 • Female Wistar rats, weight range on arrival 250–300 g 

 Environmental conditions: 
 • Housed in groups of 2–3 in polypropylene cages with solid  fl oors and sawdust bedding for 

14 weeks for the induction of obesity 
 • Reverse-phase lighting (lights off from 09.30 to 17.30 h during which time red light used for 

illumination); 21 ± 4°C; 55% ± 20% humidity 
 • Free access to high-fat powdered rodent diet (Special Diet Services, Dietex International Ltd), 

ground chocolate (Cadburys Dairy Milk), ground salted peanuts (Big D salted peanuts) and tap 
water for the induction of obesity and during the study 

 • Diet presented in three separate glass jars with aluminum lids with holes cut in the lids to allow 
access to the food 

 • Individually housed in polypropylene cages with wire grid  fl oors for 2 weeks before the start of the 
study. Cage trays with cage pads placed below each cage to detect spilt food and water. Rats given paper 
bedding to provide environmental enrichment, warmth and an area for them to escape the grid  fl oor 

 Experimental procedures: 
 • During a 7 day run-in period, rats weighed (to 0.1 g) at 0 h (onset of the 8 h dark period) and 

dosed with vehicle by an appropriate route (e.g., po, ip or sc). Feeding jars and water bottles 
weighed (to 0.1 g) every day at 0 h. Any spilt food returned to the appropriate jar before weighing. 
Toward the end of the baseline period, body weight and available food and water intake data used 
to allocate the rats into balanced groups ( n  = 10) before drug administration 

 • During drug treatment (e.g., 28 days), rats weighed and dosed with vehicle, test drug (e.g., one of 
three doses) and reference compound (e.g., sibutramine 5 mg/kg po) every day at 0 h (or bi-daily at 0 
and 8 h). Feeding jars and water bottles weighed at 0 h every day. All measurements made concurrently 

 • Parameters measured: Body weights (g) at 0 h; change in body weight per week and over the entire 
drug treatment period (g); daily food (kJ) and water (g) intakes; average daily food and water 
intakes per week and overall (kJ or g/day); cumulative food intake on each day (kJ) 

 • Animals examined before and after dosing on each day and any relevant observations on their 
appearance and behavior recorded. Cage pads examined daily (0 h) for changes in urine/feces 

 Data and statistical analysis: 
 • Data expressed as means (adjusted for differences at baseline) and SEM. Data analysis by analysis 

of covariance using baseline data as covariate followed by suitable multiple comparisons tests to 
compare each drug treatment with the control group 

 Activity criteria: 
 • Signi fi cant reduction in body weight or body weight and food intake compared to the control 

group with comparable ef fi cacy to a suitable reference compound (and no evidence that these 
effects may be non-speci fi c) 

 References and examples of data: 
 • Vickers et al.  (  15  ) , Heal et al.  (  27  ) , Dickinson et al.  (  31  ) , Jackson et al.  (  32–  34  ) , Grempler et al. 

 (  38  )  and Fig.  7  
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in men and 11.9% in women in 2005  (  30  ) ) and females form the 
majority of patients entering clinical trials for novel anti-obesity 
drugs. An additional reason for using female rats in this model is 
that female rats have  fl atter growth curves than males that continue 
to gain weight over their life-cycle. Thus, after several months on 
the simpli fi ed cafeteria diet, the “middle-aged” female rats become 
weight-stable and the ability of drugs to reduce body weight (as 
opposed to weight gain) can be assessed. 

 The obesity induced in the female Wistar rats by exposure to 
the simpli fi ed cafeteria diet is associated with a moderate degree of 
hyperphagia, impaired glucose tolerance and signi fi cantly elevated 
basal leptin and insulin levels  (  31  ) . Thus, the syndrome displayed 
by dietary-induced obese rats is similar in aetiology and its main 
characteristics to human obesity with insulin resistance  (  15,   27  )  
con fi rming that it has construct and face validity. It has also been 
shown to have excellent predictive validity for the clinic. A wide 
range of anti-obesity drugs and drug candidates have now been 
tested in dietary-induced obese, female Wistar rats (e.g., 
sibutramine, rimonabant, orlistat, topiramate, phentermine, and 
the combination of topiramate and phentermine (Qnexa)  (  15,   27, 
  32–  34  ) ) and found to produce a magnitude of weight-loss that 
correlates very highly with that found in man  (  15,   27  ) . Examples 
of the effects of sibutramine, rimonabant, orlistat and the GLP-1 
agonist, exenatide, on body weight in dietary-induced obese, 
female Wistar rats are shown in Fig.  7 . This  fi gure also gives exam-
ples of the different ways that food intake data can be expressed in 
sub-chronic or chronic feeding studies.      

 

 A clinically acceptable anti-obesity drug would decrease food intake 
in a physiological manner by increasing satiety or reducing hunger. 
However, drugs can reduce food intake in a number of other 
ways, e.g., by producing non-speci fi c behavioral effects such as 
sedation, hyperactivity, and stereotypy that can interfere with the 
ability of the animal to eat or by simply making the animals feel ill 
(drug-induced malaise). 

 Observations made during acute and chronic feeding studies 
can give an early indication of whether novel compounds are reducing 
food intake (and body weight) in a speci fi c manner. The speci fi city 
of a drugs effect on food intake can be investigated more closely 
by coupling rigorous behavioral observations with measurement 
of food intake. In these experiments, which can be performed 
following acute or chronic administration of drugs, the effects of 
the test compound on the behavioral satiety sequence are examined, 
i.e., the normal sequence of events (feeding followed by activity, 
grooming, and resting) that occurs when an animal eats until it is 

  3.  Interpretation 
of Results
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full  (  35  ) . An example of a protocol for measuring the effects of a 
drug on the behavioral satiety sequence in mice is given in Table  6 . 
Similar methodology can be employed in rats. These techniques 
have been used to show that sibutramine reduces food intake in a 
physiological manner by enhancing natural satiety  (  35,   36  ) , whereas 
the reduction in food intake produced by rimonabant in rats and 
mice appears to be due to response competition from other behav-
iors (Fig.  8  and  (  37  ) ).   

 The possibility that drugs reduce food intake by making animals 
feel ill can be quite dif fi cult to evaluate as rodents lack an emetic 
response and following acute drug administration, may look behav-
iorally normal. A number of preclinical assays have been developed 
to try to predict whether drugs are likely to produce nausea in man 
 (  15  ) . These include measurement of kaolin intake (as it has been 
suggested that rats and mice will persistently eat inert material to 

  Fig. 7.    Effect of a variety of drugs on body weight and food intake in dietary-induced obese, female Wistar rats fed a 
simpli fi ed cafeteria diet. Animals were maintained on reverse-phase lighting. The 5-HT and noradrenaline reuptake inhibi-
tor, sibutramine, and the CB 1  receptor antagonist, rimonabant, were given once daily at the onset of the 8 h dark period 
(0 h). The lipase inhibitor, orlistat, was given bid at 0 and 4 h and the GLP-1 agonist, exenatide, was given by infusion from 
subcutaneously implanted osmotic minipumps. The exenatide study included oral glucose tolerance tests (OGTT) as indi-
cated. Other details of the model are as described in Table  5 . Results are means (adjusted for differences at baseline), 
 n  = 8–10. SEMs have been omitted from some of the  fi gures for clarity. Percentages refer to the % reduction in body weight 
compared to the control group on Day 29. Data analyzed by analysis of covariance (using baseline data as covariate) fol-
lowed by suitable multiple comparisons tests. Body weights of drug-treated rats were signi fi cantly lower ( p  < 0.05) than 
controls on Days 4–29 (orlistat) or 2–29 (all other drugs). Food intakes of the drug-treated animals were signi fi cantly dif-
ferent to the controls as speci fi ed. * p  < 0.05, ** p  < 0.01 and *** p  < 0.001. Data held on  fi le at RenaSci Ltd. Some of this data 
has previously been published in abstract form (Jackson et al.  (  32,   33  ) ).       

 



36922 Rodent Models to Evaluate Anti-obesity Drugs

try to ease gastrointestinal discomfort), the conditioned taste aver-
sion assay (which measures whether drugs produce aversion), and 
conditioned gaping (which is based on the characteristic gaping 
exhibited by rats when intraorally infused with a  fl avored solution 
previously paired with an emetic drug). These methods have their 
limitations, for example, exenatide had no effect on kaolin intake 
in animals but appears to increase the incidence of nausea in man 
and the conditioned taste aversion assay has been criticized for 
detecting false positives as the source of the aversion may be unrelated 

   Table 6 
  Behavioral satiety sequencing in mice   

 Animals: 
 • Male C57BL/6 J mice, weight range on arrival 20–25 g 

 Environmental conditions: 
 • Individually housed in polypropylene cages with solid  fl oors 
 • Normal lighting (lights off from 19.00 to 07.00 h); 21 ± 4°C; 55% ± 20% humidity 
 • Free access to standard pelleted rodent diet and tap water except for 4 h each day when pelleted 

food replaced by palatable wet mash (1 part powdered standard rodent chow : 1.5 parts tap water) 
placed in a petri-dish on the cage  fl oor 

 • Mice customized to these conditions for 2 weeks before the test 

 Experimental procedures: 
 • On the day before the test, mice weighed (to 0.1 g). Intake of wet mash measured for 1 h (to 

0.1 g). Data used to allocate the mice into one of four balanced groups. Two mice from each group 
tested on each day and results pooled to give a group size of at least 8 

 • On day of test, mice weighed and dosed by a suitable route (e.g., po, ip or sc) with vehicle or test 
drug (e.g., one of three doses of the same compound). Pelleted food removed and 1 h later, mice 
given a weighed amount of wet mash. Behaviors associated with the satiety sequence (feeding, 
activity, grooming and resting) scored for each animal using a time-sampling procedure (twice a 
min in 5 min time-bins for 1 h). Animals also examined for any other behaviors which may interfere 
with food intake. At 1 h, wet mash re-weighed 

 • Parameters measured: total score for each animal for each of the four mutually exclusive behaviors 
(feeding, activity, grooming and resting) for each 5 min time-bin (maximum of 10). Wet mash 
intake over 1 h 

 Data and statistical analysis: 
 • Behavioral data (in 5 min time-bins) analyzed by analysis of variance followed by Dunnett’s test. 

Wet mash intake analyzed as described in Table  1  

 Interpretation of results: 
 • The effects of different doses of the drug on food intake and the four different components of the 

satiety sequence are compared to the controls. The test evaluates whether drugs decrease food 
intake by enhancing natural satiety (expressed as decreased feeding and enhanced resting) or by 
disrupting normal feeding behavior in a non-speci fi c manner (e.g., decreased feeding accompanied 
by increased activity/grooming) 

 References and examples of data: 
 • Jackson et al.  (  36  )  and Fig.  8  
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to nausea and malaise  (  15  ) . However, they can be used in con-
junction with the results of behavioral satiety sequencing or 
other observations made during the study to assess whether drug-
induced decreases in food intake are likely to be speci fi c. For example, 
the persistent appearance of paper bedding in the feces following 
repeated treatment could indicate that the animals were eating the 
paper in an attempt to relieve drug-induced gastrointestinal 
discomfort. This could be examined further by removing and 
examining the gastrointestinal tract and its contents at the end of 
the study. Stomach content weights can also be used to indicate 
whether drugs inhibit gastric motility. 

 The main endpoint in chronic feeding studies is a reduction in 
body weight but it is important to know how this has been achieved. 
Close examination of the time course of the body weight and 
food and water intake data can be used to assess whether the weight 
loss was due to reduced food intake. Furthermore, the relative 
contribution of reduced food intake to the overall weight loss 
can be assessed using pair-feeding studies in which a group of 

  Fig. 8.    Behavioral satiety pro fi ling in mice. The natural satiety sequence is feeding following by activity, grooming and 
resting (control animals). Behavioral observations (twice a min in 5 min time-bins for 1 h) show that the decreased feeding 
produced by the CB 1  receptor antagonist, rimonabant, at doses of 10 and 30 mg/kg po, may re fl ect response competition 
from increased grooming and activity rather than a speci fi c reduction in food intake. Data obtained using similar methods 
to those described in Table  6 . Data analyzed by analysis of variance followed by Dunnett’s test,  n  = 10. Signi fi cant differ-
ences from the vehicle-treated control group are denoted by * p  < 0.05, ** p  < 0.01 and *** p  < 0.001. Data held on  fi le at 
RenaSci Ltd.       
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vehicle-treated animals is given the same amount of food as eaten 
by the appropriate drug-treated group. 

 Compounds reducing body weight without decreasing food 
intake may be altering energy input indirectly, e.g., by preventing 
the absorption of fat by the intestine or the uptake of glucose by 
the kidney  (  32,   38  ) . Alternatively, the drugs may produce weight 
loss by increasing energy output by producing non-speci fi c 
increases in physical activity or by increasing basal metabolic rate 
and/or thermogenesis. Changes in activity can be examined using 
automated activity boxes, whereas the effects of drugs on basal 
metabolic rate and thermogenesis can be measured using closed 
circuit calorimeters (indirect calorimetry). This specialized tech-
nique typically involves placing animals in individual sealed cham-
bers at thermoneutral temperature and measuring their resting 
oxygen consumption. For example, the anti-obesity drug, 
sibutramine, has been shown to produce thermogenesis in both 
animals  (  39,   40  )  and man  (  41  )  con fi rming that rodents can be 
used to explore both parts of the energy balance equation. The 
thermogenic effects of sibutramine are thought to be due to selec-
tive activation of brown adipose tissue. It was originally believed 
that only vestigial amounts of brown adipose tissue were present 
in human adults; however, recent  fi ndings indicating that it is 
more common than previously appreciated, have led to increased 
interest in modulating energy expenditure as a new target for the 
treatment of obesity  (  42  ) . 

 Measurement of water intake and examination of the cage pads 
below each cage each day can also help in interpretation of the 
results of feeding studies. Drugs producing marked, persistent 
reductions in daily water intake are likely to produce loss of condi-
tion, whereas increased drinking can be secondary to diuresis/
diarrhoea or increased activation. Body composition analysis of 
the carcasses at the end of chronic studies can be used to investi-
gate the effects of drugs on water content. Clinically acceptable 
anti-obesity agents would be expected to produce a selective reduc-
tion in body fat without loss of water (dehydration) or protein 
(muscle wasting or cachexia).  

 

 This article describes the use of mice and rats to evaluate the anti-
obesity actions of novel compounds. These models can be used to 
assess whether drugs are likely to reduce food intake and body 
weight in the clinic and even to predict the degree of weight loss 
achievable compared to drugs which have been previously tested 
in man  (  15,   27  ) . They are ideally suited for measuring the ability 

  4.  Conclusions
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of combinations of different drugs to reduce body weight—an 
approach which is becoming increasingly popular in an attempt to 
improve ef fi cacy  (  9  ) . The requirements of regulatory authorities 
regarding the development of novel anti-obesity drugs are 
extremely strict. In addition to producing weight loss by selec-
tively reducing visceral adiposity, the drugs should be able to 
improve obesity-related comorbid conditions such as type 2 dia-
betes, hyperlipidaemia, and hypertension. The fact that dietary-
induced obese rodents display similar metabolic disturbances to 
human obesity and are hypertensive means that they can also be 
used to examine the effects of drugs on cardio-metabolic risk fac-
tors  (  15,   27  ) . Chronic feeding studies in dietary-induced obese 
rats and mice can easily be used for this purpose as the effects of 
drugs on glycaemic control can be determined by performing oral 
glucose tolerance tests and/or taking blood samples for plasma 
analysis of metabolic parameters at key points during the study. It 
is also relatively easy to measure blood pressure in rodents using a 
tail-cuff method. Novel rodent models for investigating obesity-
related human conditions such as cancer and sleep apnea are still 
being established  (  20  ) . Finally, it should be remembered that 
despite the advantages in using rodents to evaluate the ef fi cacy of 
novel anti-obesity drugs, safety issues are less easy to predict from 
the animal data and there is no real substitute to progressing 
promising drug candidates rapidly into clinical trials so that they 
can be thoroughly assessed in man.  

 

 Following in vitro and ex vivo screens to con fi rm the activity and 
selectivity of the drug at its pharmacological target, an ideal screen-
ing strategy for a novel anti-obesity agent would involve testing the 
compound in both mice and rats and include studies in both male 
and female animals as shown in Fig.  9 .   

 

     1.    Good data are obtained using animals within a small body 
weight range (and of similar age) at the start of the experiment. 
In studies which involve habituating animals to high-fat or caf-
eteria diet for several months, it is worth including a few spare 
animals so that body weight outliers can be excluded before 
the start of drug treatment.  

  5.  Screening 
Strategy

  6.  Notes
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    2.    The feeding patterns of animals can easily be disrupted; there-
fore, all experimental conditions should be standardized and 
the animals should be disturbed as little as possible while studies 
are in progress. It is particularly important to prevent exposure 
to light in animals on reverse-phase lighting and to ensure that 
temperature and humidity are kept as constant as possible as 
temperature can effect food intake and body weight if the 
animals have to expend more energy to keep warm and humid-
ity can alter water intake. Animals also need to be handled regu-
larly, ideally by the same experimenter and given vehicle via 
appropriate routes during baseline/run-in periods to acclima-
tize them to the dosing procedures. Animals should also be 
weighed and food and water intake measured during baseline 
to accustom them to the methods involved and provide data 
that can be used to allocate the animals into balanced groups 
before the start of drug treatment. This data can also be used as 
covariate in the statistic analysis so that mean values are adjusted 
for differences between the treatment groups at baseline.  

  Fig. 9.    Example of a screening strategy for a typical anti-obesity agent. The exact assays 
included in the screening strategy and the order in which the studies are conducted will 
depend, to some extent, on the known mode of action of the drug. *Sub-chronic and 
chronic studies in overweight or dietary-induced obese (DIO) animals may include exami-
nation of the effects of drugs on other relevant parameters such as glycaemic control, 
plasma lipids, blood pressure, fat pad weights and body composition analysis.       
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    3.    Daily and diurnal variation in food intake can occur therefore 
the food intake of all vehicle and drug-treated animals should 
be measured at the same time and on the same day. Care should 
be taken to ensure that the placement of animals in the rack of 
cages (which can in fl uence environmental conditions such as 
light levels and the degree of disturbance when the laboratory 
door is opened) is standardized across the different treatment 
groups. One animal from each group should be dosed in turn 
to control for small differences in the time of dosing.          
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 Experimental Colitis Models       
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and    L.   Ashley   Blackshaw      

  Abstract 

 In fl ammatory Bowel Diseases (IBD) are life-threatening chronic and relapsing disorders of the immune 
system affecting the lower gastrointestinal tract. Despite the considerable efforts of many researchers, 
much remains to be learnt of their causes and appropriate treatment options. Crohn’s disease and 
ulcerative colitis comprise the majority of clinical IBD cases but differ considerably in terms of clinical 
representation and likely underlying mechanisms. As such, different animal models have been developed 
over the last 20 years to best characterize these diseases. It is widely accepted that DSS-induced colitis 
models ulcerative colitis, while TNBS induced colitis models Crohn’s disease. More recently, these models 
have been extended to investigate the mechanisms underlying the reciprocal regulation of the neuro-
immune axis, both in times of acute in fl ammation and post-in fl ammation, with the latter modeling aspects 
of Irritable Bowel Syndrome. We describe the methodology involved in setting up, maintenance and evalu-
ation of these two models of colitis, both of which are simply and economically achieved in a standard 
laboratory environment.  

  Key words:   In fl ammatory Bowel Disease ,  Irritable Bowel Syndrome ,  TNBS ,  DSS ,  In fl ammation , 
 Sensory nerves    

 

 In fl ammatory Bowel Diseases (IBD), incorporating Crohn’s 
disease and ulcerative colitis, are chronic relapsing in fl ammatory 
conditions with an as-yet undetermined etiology. While some 
aspects of the clinical characteristics are shared, there are important 
differences and it is most likely that the underlying mechanisms 
differ signi fi cantly  (  1,   2  ) . Ulcerative colitis is restricted to the colo-
rectum, and while Crohn’s disease may affect any part of the gas-
trointestinal tract it is generally restricted to distal regions such as 
the terminal ileum, cecum, colon and peri-anal region. The nature 

  1.  Introduction
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of the damage caused also differs, with ulcerative colitis resulting 
in a super fi cial in fl ammatory response typically restricted to the 
mucosal layer, while a dense transmural in fl ammatory in fi ltrate is 
observed in Crohn’s disease. Further, the pattern of cytokines 
involved is also different with Crohn’s disease typifying a Th1/
Th17 mediated disease, while ulcerative colitis demonstrates more 
of a Th2 phenotype with the caveat that increases in interleukin 
(IL)-4, the signature Th2 interleukin, are not observed  (  1,   3  ) . 
In fl ammation or infection may also play a role in the etiology of 
Functional Gastrointestinal Diseases such as Irritable Bowel 
Syndrome  (  4,   5  ) . By de fi nition, the gross anatomy of patients with 
functional illness is unremarkable, a clear differential from IBD 
patients; however, a strong correlation exists between sufferers of 
these diseases and prior gastrointestinal infection  (  6  ) . 

 Animal models of colitis have been used for decades to investi-
gate the initiation and maintenance of the immunological aspects 
of these diseases  (  7–  9  ) . More recently, these models have been 
used to investigate the effects of in fl ammation on the nervous 
supply of the gastrointestinal tract, incorporating the enteric, 
sensory and descending sympathetic nervous systems both in 
active in fl ammation and in post-in fl ammatory states  (  4,   10–  17  ) . 
Trinitrobenzene sulfonic acid (TNBS) and Dextran sodium sulfate 
(DSS) are two of the most commonly used agents used to induce 
colonic in fl ammation. Both are relatively simple and economical to 
develop in a standard laboratory, and both result in a wasting type 
disease with the associated clinical signs of weight loss, diarrhea, 
and bloody stools. Importantly, these models are relatively instan-
taneous and display aspects of dose-dependency making it possible 
to induce either a strong non-recoverable colitis, or a mild colitis 
from which the animal makes a full recovery from the clinical 
aspects. This is a marked difference from genetic models of IBD, 
which are rarely observed in the human population. While both 
models have provided insights into the pathogenesis of IBD, much 
remains to be determined concerning the mechanisms underlying 
the colitis induced by these models and by IBD in humans. 

 The TNBS model of colitis has been used to investigate colonic 
in fl ammation since the late 1980s  (  8  ) . TNBS is a haptenizing sub-
stance; it does not cause an in fl ammatory response on its own 
right, but instead binds microbiotal or autologous proteins and 
in fl ammatory responses are then generated against the bound 
complex. TNBS is typically delivered intra-rectally with ethanol 
which acts to breakdown the mucosal barrier. Rectal instillation of 
TNBS typically results in a type I in fl ammatory (Th1 predominant) 
response with increased levels of the cytokines IL-12, IFN- γ  and 
TNF- α  amongst others  (  10  ) . Histological features include ulcer-
ation, goblet cell destruction, edema and transmural in fi ltration of 
the colonic wall. As such, it is generally regarded as modeling 
aspects of Crohn’s diseases. With a mild TNBS colitis these features 
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are most apparent 2–3 days following treatment after which the 
animal starts to recover. This recoverable model of TNBS-induced 
colitis is the best characterized model of post-in fl ammatory visceral 
hypersensitivity, whereby extrinsic sensory nerves are sensitized to 
colonic distension long after the histological resolution of the 
in fl ammatory damage  (  11–  13  ) . Marked differences in the suscep-
tibility of animals to TNBS-induced colitis, which are apparent 
even within strains of the same species, make it essential to perform 
pilot dose–response experiments prior to the commencement of 
 bona  fi de  studies. It is therefore important to note the level of 
in fl ammatory damage rather than the dose of TNBS or percentage 
of ethanol used when comparing data between different groups. 

 The DSS model of colitis was developed around the same time 
as the initial reports of the TNBS model, but differs in delivery 
method and type of in fl ammatory reaction caused. DSS with a 
molecular weight of between 36,000 and 50,000 is dissolved in 
water to make a 2% solution, which the animals then drink in 
weekly cycles alternating with water. DSS is thought to be directly 
toxic rather than a hapten, acting to disrupt the epithelial barrier 
and therefore increase access of pathogens to the colon wall. 
Histologically, this model has more in common with ulcerative 
colitis, with damage restricted to the super fi cial mucosal layer. 
However, the cytokine pattern is more complicated, with an initial 
Th1/Th17 mediated response that switches to a Th2 phenotype in 
chronic models  (  18  ) . The effects on gastrointestinal nerves also 
differ from TNBS, with marked changes in sensitivity to chemical 
stimuli such as serotonin but no reported alterations in visceral 
sensitivity in either acute or post-in fl ammatory DSS models  (  14,   15  ) . 

 Described below is the speci fi c equipment used in our labora-
tory to induce an acute TNBS colitis in C57BL/6 mice and DSS 
colitis in Sprague–Dawley rats. In our hands, treated animals make 
a full clinical recovery from the colitis in both models, with low 
mortality. However, it should be noted that C57BL/6 mice are 
relatively less susceptible to colitis. This equipment can easily be 
substituted with that of comparable quality/capability and scaled 
up in the case of larger animals. If a more severe or chronic colitis 
model is required, the dose of TNBS can be increased or the 
number of cycles of DSS drinking water can be increased.  

 

      1.    Animal cages + Wire racks for fasting.  
    2.    Bottles of 5% glucose solution in water.  
    3.    Anesthetic—inhalant preferred, i.e., iso fl urane vaporizer 

(Cyprane—Gas Control Services, SA, Australia). If using 

  2.  Materials

  2.1.  Equipment
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inhalant, an induction box and enough tubing to connect 
vaporizer to induction box and a 50 mL syringe are required.  

    4.    Animal care scoring sheet.  
    5.    Scoring sheet for scoring histology.  
    6.    Perfusion pump (Master fl ex, John Morris Scienti fi c, NSW, 

Australia) for trans-cardial perfusion.      

      1.    Clear vinyl tubing (PVC) inner diameter 0.75 mm, outer diam-
eter 1.45 (Dural Plastics and Engineering, NSW, Australia).  

    2.    Blunt plastic cannula (BD, NJ, USA).  
    3.    Tetrahydrofuran (THF) (BDH Chemicals, VWR Chemicals, 

IL, USA).  
    4.    TNBS (2,4,6 Trinitrobenzenesulfonic acid) (also called picryl-

sulfonic acid (Sigma-Aldrich NSW, Australia)) (Note 1).  
    5.    Hamilton syringe if injecting TNBS into the lumen (Hamilton, 

NV, USA).  
    6.    DSS (dextran sodium sulfate), molecular weight 40,000 

(ICN Biochemicals, OH, USA).  
    7.    Iso fl uorane (Delvet, NSW, Australia).  
    8.    Surgical lubricant.  
    9.    Formalin or 4% phosphate-buffered paraformaldehyde (pH 7.5).  
    10.    Paraf fi n embedding equipment.       

 

   The below protocol is optimized for C57BL/6 mice. The cannu-
lae are made for rectal enema of TNBS and are thin enough to  fi t 
into the colon and long enough to  fl ood the descending colon to 
rectum. Cannula are robust enough for multiple use; however, 
spares should be kept on standby should a cannula fail during 
experimentation. We generally make ten cannulae at any one time, 
expecting that a number of them will fail testing due to leaks.

    1.    Cut enough 10 cm lengths of PVC tubing to make the number 
of cannula required, plus 30% more for cannula failure.  

    2.    Chop small pieces of PVC tubing into a beaker containing 
tetrahydrofuran (THF) to make a slurry.  

    3.    Dip one end of each cannula into the slurry to seal it and let it 
set. Care should be taken to make sure this seal is no wider 
than the tubing used, and only the end of the tubing is sealed. 
We typically let cannula seal overnight.  

  2.2.  Reagents

  3.  Methods

  3.1.  TNBS Colitis 
Model

  3.1.1.  Cannula Production
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    4.    Once the cannula is sealed, leak holes can be made. Using a 
thin metal stent (or equivalent) pierce through both sides of 
the cannula wall starting 5 mm the bottom seal to create holes 
for TNBS to leak out. Repeat 5 mm above the  fi rst hole, and 
again 5 mm above that hole for a total of six holes.  

    5.    Using a permanent marker, mark a line on the cannula 3 cm 
from the sealed end.  

    6.    Attach a blunt plastic cannula attachment (BD) to the unsealed 
end of the cannula so that it can be  fi tted to a 1ml syringe.  

    7.    Test each cannula with water to ensure there are no leaks, 
and the solution dribbles out of the horizontal holes. Discard 
cannula that fail (i.e., leak from cannula attachment, did not 
properly seal at bottom or seal is wider than cannula).      

       1.    Fast mice overnight by lining bottom of cage with wire and 
removing food (Note 3). This ensures mice will not eat feces, 
and the colon will be empty. Provide 5% glucose drinking 
water. Record weight before fasting. We do not use mice if 
they weigh 20 g or less after fasting, as they are unlikely to 
recover from TNBS insult.  

    2.    Ready anesthetic requirements. If using inhalant anesthetic, 
ensure tubing is  fi tted that will be able to deliver anesthetic 
to a 50 mL syringe.  

    3.    In the morning of the experiment, make the desired amount of 
TNBS/ethanol/water mixture and mix well so that TNBS is 
soluble. Vortex if necessary. TNBS is toxic, and safety equip-
ment should be used at all times when using it.  

    4.    Load a 1 mL syringe with enough TNBS mixture to treat each 
mouse with 0.1 mL. Attach cannula and remove dead space.  

    5.    Induce anesthesia. We use an induction box with 5% iso fl urane, 
2% oxygen. Once the mouse is fully anesthetized lower anes-
thetic to 1.5% for maintenance.  

    6.    Place animal head down into a 50 mL syringe or equivalent 
that receives anesthetic so that its lower trunk is accessible 
while it remains anesthetized.  

    7.    Lubricate the end of the cannula and slowly insert it into 
the rectum. Slowly advance the cannula until it is 3 cm past 
the mouse anus. Take care not to puncture the colon wall. 
Some residual feces may remain in the colon even though the 
mouse has been fasted overnight, which may make it dif fi cult 
to move the whole 3 cm. If so stop advancing and take note of 
distance advanced.  

    8.    Very slowly inject 100  μ L of TNBS solution into the mouse. 
The TNBS should leak out of the holes on the side of the 

  3.1.2.  TNBS Administration

   Rectal Enema
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 cannula, and care should be taken to inject slowly so that TNBS 
does not shoot past the targeted area.  

    9.    Once  fi nished, remove cannula and hold mouse vertically 
upside down for 1 min to allow uniform mixing before placing 
back in it in its cage and monitor until anesthetic wears off and 
mouse is ambulatory.  

    10.    Take note of the weight of the mouse, house individually and 
place cage on a heat pad. Provide the mouse with 5% glucose 
drinking water for 4–5 days or until it shows signs of recovery 
from in fl ammation as indicated by reduced clinical record 
scores.  

    11.    Control mice should receive the same volume and percentage 
of ethanol.      

  This method of delivery has been used in mice, rats and guinea 
pigs to investigate regeneration of epithelia, effects of in fl ammation 
on enteric neurons and visceral hypersensitivity  (  16–  19  ) .

    1.    Sterilize all instruments before use.  
    2.    Induce anesthesia as above.  
    3.    Once anesthetized, place the animal on back and tape arms and 

legs, so that the peritoneal cavity is accessible.  
    4.    Shave lower trunk and wipe with ethanol to sterilize area.  
    5.    Using a large scalpel blade, slice through skin in one quick 

movement. A clean single slice is preferred for neater 
stitching.  

    6.    Open peritoneal cavity longitudinally with  fi ne scissors, prefer-
ably along the same line as the cut through the skin. The 
abdominal cavity is now open and intestines should be visible.  

    7.    Locate area of lower gastrointestinal tract of interest. If intes-
tines need to be moved, care should be taken and moist (saline) 
q-tips used. Once area of interest is located, inject TNBS 
mixture into the lumen using a needle gauge appropriate for 
the animal used.  

    8.    Remove needle, move intestines back to original position and 
stitch. We prefer stitching the inner peritoneal cavity separately 
to the skin. Stitching in two layers provides some protection 
against the mouse opening the peritoneal cavity should a stitch 
open in its skin.  

    9.    Sterilize outer area with iodine solution/alcohol solution.  
    10.    Remove anesthetic and allow mouse to recover.  
    11.    Give pain relief as required (i.e., butorphenol). If using an 

opioid, ensure the anesthetic is worn off before giving it to 
prevent respiratory failure.  

   Luminal Injection
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    12.    Weigh the animal and place in cage on a heat pad with free 
access to 5% glucose drinking water and soaked food for 4–5 days 
or until it shows signs of recovery from in fl ammation.  

    13.    Control animal should have surgery and be injected with same 
percentage of ethanol.        

  The below protocol is optimized Sprague–Dawley rats.

    1.    Weigh rat.  
    2.    Add DSS to drinking water (we use 2% w/v). We use a 7-day 

cycle of DSS drinking water to induce colitis. Change the 
DSS solution every 2 days. To induce a chronic colitis with 
this model follow the above cycle with normal water for 
2 weeks, and repeat DSS cycle again.  

    3.    Control rats will be housed in the same fashion with access to 
clean drinking water.  

    4.    Monitor the rat’s health at least once per day for clinical signs 
of in fl ammation.      

      1.    Animals should have access to 5% glucose solution and soaked 
food, and should be placed on a heat pad until signs of clinical 
recovery. In our hands, this takes 4–6 days with TNBS.  

    2.    Animals should be clinically scored at least twice daily from the 
initial dose. We have a clinical scoring sheet whereby a score of 
0 or 1 is given for the following:
   (a)    Dull/ruf fl ed coat  
   (b)    Reluctance to move  
   (c)    Reduced food intake  
   (d)    Diarrhea  
   (e)    Blood in feces  
   (f)    Weight loss      

    3.    With TNBS-treated mice, once they are putting on weight the 
glucose solution can be replaced with normal water, soaked 
food replaced with dry food and the heat pad removed.  

    4.    The animal is now able to be left until the appropriate time for 
experiments. We have developed both “acute” and “recovery” 
models of TNBS and DSS whereby we use a 7-day period from 
the initial TNBS dose, or a 7-day cycle of DSS as “acute” 
cohort with residual in fl ammation present, and a 28-day post 
initial TNBS treatment or 21 days after 7-day DSS cycle as 
“recovery” cohort. Using these models, we have demonstrated 
that an acute in fl ammation occurs from which the animal 
makes a full histological recovery in both models, but only 
TNBS treatment induces long-term changes in the sensitivity 
of extrinsic afferent mechanical sensitivity.      

  3.2.  DSS Colitis Model

  3.3.  Animal Care
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   The colo-rectum does not have to be  fi xed for this assessment. 
 At the required time, humanely kill the animal and remove colon. 
Cut colo-rectum from animal and score blindly using the following 
sheet:  

 Score  Observation 

 0 or 1  Absence or presence of diarrhea in three days previous 

 0 or 1  Absence or presence of stricture (abnormal narrowing) 

 0, 1 or 2  Absence or presence (mild or severe) of adhesions 

 Maximum score is 5. 

 Then cut colon longitudinally and pin  fl at under a light micro-
scope (10× magni fi cation).  

 Score  Observation 

 0  No damage 

 1  Hyperemia without ulcers 

 2  Hyperemia and bowel wall thickening without ulcers 

 3  One site of ulceration without bowel wall thickening 

 4  Two or more sites of ulceration or in fl ammation 

 5  0.5 cm of major damage 

 6–10  1 cm of major damage. Score is increased by 1 for every 
0.5 cm of major damage to a maximum of 10 

 Maximum score is 13.  

  Histology is typically assessed using standard hematoxylin and 
eosin stains. Tissues are typically  fi xed with formalin, but paraform-
aldehyde  fi xation may also be used. 

      1.    Kill the animal with non-recoverable anesthetic or cervical 
dislocation.  

    2.    Remove colon and gently  fl ush contents out with ice-cold PBS 
using a 5 mL syringe.  

    3.    Cut into 0.5 cm rings and immerse immediately in neutral 
buffered 10% formalin and incubate overnight at 4°C.  

    4.    Embed in paraf fi n and cut 4–6  μ m sections on a microtome.      

      1.    Deeply anesthetize the animal with non-recoverable 
anesthetic and place on its back with hands and legs 
pinned.  

  3.4.  Scoring 
of In fl ammation

  3.4.1.  Macroscopic Scoring

  3.4.2.  Histological Scoring

   Formalin Fixation

   Paraformaldehyde Fixation
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    2.    Open peritoneal cavity below the lowest rib. Open chest by 
cutting ribs longitudinally along each side to expose the 
heart.  

    3.    Pierce left ventricle with syringe attached via tubing to a pump 
that has pre-warmed saline running through it. Take care 
not to pierce the atrium, or damage other parts of the heart. 
The needle must stay in place for the entire  fi xation step.  

    4.    The heart will rapidly begin to swell. Use  fi ne scissors to snick 
the left atria so that blood can  fl ow out.  

    5.    Once all blood has been removed from the animal, replace 
saline solution with ice cold 4% paraformaldehyde.  

    6.    A sign of good  fi xation is rigidity of the neck and movement of 
the legs inward or head upwards as nerves become  fi xed.  

    7.    After about 3–5 min, remove  fi xative  fi lled syringe and place 
the animal on a dissecting pad.  

    8.    Cut peritoneal cavity longitudinally to expose colo-rectum 
and remove it.  

    9.    Cut it into 0.5 cm rings.  
    10.    Embed in paraf fi n, cut 4–6  μ m from proximal and distal sections 

on a microtome and stain with hematoxylin and eosin.     
 Examine under a microscope (200× magni fi cation) using 

the following scoring sheet. See Fig.  1  for examples of histo-
logical sections of healthy and in fl amed colons.   

 Score  Observation 

 0, 1, 2, 3  Extent of destruction of normal mucosal architecture 
(normal, mild, moderate or extensive damage) 

 0, 1, 2, 3  Presence and degree of cellular in fi ltration (normal, mild, 
moderate or transmural in fl ammation) 

 0, 1, 2, 3  Extent of muscle thickening (normal, mild, moderate or 
extensive thickening) 

 0 or 1  Presence or absence of crypt abscesses 

 0 or 1  Presence or absence of goblet cell depletion 

 Maximum score is 11.    

  Colitis induced by TNBS or DSS causes a wasting disease in the 
acute phase with associated clinical signs of weight loss and 
hunched posture and histological signs of in fl ammation. The 
protocols outlined above produce a mild colitis, from which the 
animal recovers with no readily observable clinical or histological 
signs of in fl ammation. However, increased concentrations result 
in a more severe colitis, from which the animals are unlikely to 
recover.   

  3.5.  Expected 
Outcomes
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     1.    TNBS is toxic and highly volatile and the appropriate safety 
equipment should be used. TNBS is light sensitive and volatile 
at room temperature and should be stored in a dark environ-
ment, and only enough quantities for daily use should be made 
at any one time.  

    2.    There are signi fi cant sources of variation inherent in these 
models which can greatly affect the outcomes. The steps taken 
to minimize this variation are listed below:
   (a)     Variation between different batches of TNBS. Buy in bulk, 

aliquot and store at −20°C.  

  4.  Notes

  Fig. 1.    Hematoxylin and eosin stained sections of colon from healthy and colitic mice. ( a ) Typical section of mouse colon 
from a healthy mouse. Note intact mucosa, thickness of muscle layer, degree of cellular in fi ltrate, lack of crypt abscess 
and number of goblet cells (indicated by  asterisk ). ( b ) Example of severe mucosal damage induced by TNBS colitis. 
Crypt abscess labeled by  hash  .  ( c ) Example of increased in fl ammatory in fi ltrate. Note transmural invasion by in fi ltrate. 
( d ) Example of increased muscle thickening.       
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   (b)     Variation in susceptibility of animals, particularly with 
TNBS, both between species but also within species and 
between strains of the same species.  

   (c)     TNBS has a narrow pharmacological window for the 
induction of mild colitis from which the animal recovers, 
whereby a low concentration has no effect, while a high 
concentration results in a non-recoverable colitis.  

   (d)     Ethanol is used to disrupt the mucosal barrier so that the 
TNBS can not only access the colon wall, but can also 
cause an in fl ammatory reaction if used excessively. The 
amount of ethanol used should be minimized to ensure 
barrier disruption only, and not colitis in its own right. 
We have found 30% is optimal in our mice.  

   (e)     The weight of the mouse also in fl uences the observed 
effects. In our hands, mice with a post-fasting weight of 
less than 20 g do not recover well and should not be used.  

   (f)     Pilot dose–response experiments are therefore essential for 
new users, or users moving within strains of mouse, with 
the appropriate vehicle control sham experiments. A mini-
mum of  fi ve animals should be used for each dose.  

   (g)     Clinical scoring is subjective, and new users should be 
trained by someone experienced with animal handling. 
In the above TNBS protocols, the mouse is likely to score 
between 2 and 4 on the clinical record sheets 2–3 days 
after TNBS is instilled, but should start to make a recovery 
by day 4. We have minimal deaths using the above concen-
tration in our strain of C57/Bl6 mice.  

   (h)     The rectal enema method of TNBS instillation is relatively 
simple, and should take under 5 min per animal. Only 
light anesthesia is required, and the time spent under the 
anesthetic should be minimized to reduce variability. An 
inhalant anesthetic such as iso fl urane is preferred, dosing is 
easily adjusted and recovery is rapid.  

   (i)     Ensure the entire TNBS solution remains in the colon. 
This is achieved by slowly injecting, and holding the mouse 
upside down by the tail for 1 min.  

   (j)     Macroscopic and histological scoring should be performed 
blindly, preferably by someone experienced in colon 
pathology, across multiple sections of the colon, including 
proximal, mid and distal regions. A user is unlikely to see 
all the signs of in fl ammation in one or two sections, and 
therefore multiple sections (at least 20) should be scored 
and averaged.      

    3.    Wire racks are used for fasting to ensure animals cannot eat 
their droppings when fasting.          
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    Chapter 24   

 Tumor Xenograft Models to Study the Role 
of TRP Channels in Tumorigenesis       

     V’yacheslav   Lehen’kyi      ,    Sergii   Khalimonchyk   ,    Albin   Pourtier   , 
   Maylis   Raphaël   , and    Natalia   Prevarskaya         

  Abstract 

 This chapter is devoted to the study of the role of TRP channels in tumorigenesis in vivo using a tumor 
xenograft model in immunode fi cient mice. Either cancerous cells naturally expressing TRP channels, or 
TRP channel stably expressing cancerous or normal cells, could be injected into immunode fi cient mice. 
After grafting cells may grow in mice and form the solid tumors which can be measured and photographed. 
On reaching the critical allowed size the tumors are excised and consequently mice have to be sacri fi ced. 
Once excised, the tumors are photographed, weighted, and volume is measured. In addition, tumors may 
be subjected to further analysis as immunocytochemistry, western-blotting, PCR, etc. To con fi rm the role 
of a particular channel on tumorigenesis in vivo, some tumors could alternatively be treated in vivo with 
TRP channel-speci fi c siRNA. Hence, tumor xenograft model using immunode fi cient mice represents a 
valuable tool for the study of the role of TRP channels in carcinogenesis in vivo .   

  Key words:   TRP channels ,  Cancer ,  Protocol ,  Xenograft ,  Swiss nude mice    

 

 The ability of cells to initiate and promote the development of a 
tumor is called tumorigenesis leading to a more general process 
called carcinogenesis  (  1  ) . Tumorigenesis in humans is thought to 
be a multistep process where certain mutations confer a selective 
advantage, allowing lineages derived from the mutated cell to out-
compete other cells. Although molecular cell biology has substantially 
advanced cancer research, our understanding of the evolutionary 
dynamics that govern tumorigenesis is still limited  (  2  ) . The study 
of TRP-channel patho/physiology at a molecular level could 
contribute to highlight their role in early cancer. 

  1.  Introduction

Arpad Szallasi and Tamás Bíró (eds.), TRP Channels in Drug Discovery: Volume II, Methods in Pharmacology and Toxicology, 
DOI 10.1007/978-1-62703-095-3_24, © Springer Science+Business Media, LLC 2012
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 We and others established the role of some TRP channels 
in epithelial cell cancerigenesis and notably tumorigenesis  (  3–  5  ) . 
For instance, a role of TRPC6 channel has been demonstrated in 
the development of human glioma  (  6  )  and human esophageal 
cancer  (  7  ) , a role of TRPC1 channel has been con fi rmed in human 
glioma tumorigenesis  (  8  ) , as for TRPC3 in human ovarian cancer 
 (  9  ) , TRPV2 in prostate cancer  (  10  ) , and others. In all the above 
studies the role of TRP channels in tumorigenesis in vivo has been 
studied using a tumor xenograft model in immunode fi cient mice. 
This approach allows to study the role of a particular TRP channel 
on the ability of tumor cells or stable clones overexpressing this 
channel to induce tumor formation in vivo. 

 Animal models are critical for the study of cancer molecular 
mechanisms and for the development of new antitumor agents. 
Immunode fi cient mouse models are very useful models for immu-
nology, infectious disease, stem cell biology, cancer, and other research 
 (  11  ) . Nude mice are among the most commonly used animal models 
of immunode fi cient mice. The discovery of nude athymic (nu/nu) 
mice that were T-cell-de fi cient  (  12  ) , and later B-cell-de fi cient and 
T-cell-de fi cient severe combined immunode fi cient (scid/scid) mice 
 (  13  ) , allowed the routine and ef fi cient transplantation and propaga-
tion of human tumor tissues (xenografts) in mice. 

 Although viability and fertility of nude mice are severely 
reduced, they can be improved under speci fi c pathogen-free 
conditions. Homozygotes are naturally thymectomized animals, 
are hairless from birth and completely lack a thymus due to a 
failure of development of the thymic anlage. The thymic rudiment 
of homozygous nude mice fails to attract lymphoid cells but their 
lymphocytes are normal in their ability to populate implanted nor-
mal thymuses. The lack of the thymus leads to many defects of the 
immune system, including depletion of lymphocytes in thymus-
dependent regions of lymph nodes and spleen, a greatly reduced 
population of lymphocytes composed almost entirely of B cells, 
very poor response to thymus-dependent antigens. Nude mice 
were proved useful tools for investigations of the role of the thy-
mus in immune reactions  (  14  ) , can easily accept xenografts and be 
used in tumorigenicity. 

 The relevance of each particular animal model depends on how 
close it replicates the histology, physiological effects, biochemical 
pathways, and metastatic pattern observed in the same human 
tumor type. Metastases are especially important because they are 
the main determinants of the clinical course of the disease and 
patient survival, and are the target of systemic therapy. Among 
existing models, orthotopic xenografts of human tumors, or 
tumor cell lines, in nude mice reproduce the histology and meta-
static pattern of most human tumors especially at advanced stage. 
Despite the fact that orthotopic xenograft models are more promising 
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than the most commonly used subcutaneous xenografts in 
preclinical drug development, their capacity to predict clinical 
response to antitumor agents remains to be studied  (  15  ) . 

 The studies of the role of TRP channels in tumorigenesis 
in vivo have been performed using a tumor xenograft model in 
immunode fi cient mice as a mean for the study of the role of a 
particular TRP channel on the ability of tumor cells or stable clones 
overexpressing this channel to induce tumor formation in vivo. 

 In this chapter we describe how the role of a speci fi c TRP 
channel can be monitored in vivo, and how its expression can be 
manipulated by siRNA injections along tumor development.  

 

  The equipment needed for tumor xenograft models is precise and 
need a proper animal facility as close as possible to your laboratory, 
and where immunode fi cient animals can be speci fi cally housed 
(usually under suppression    of air). Animals are maintained in cages 
covered with air  fi lters at appropriate temperature, humidity, and a 
day/night cycle, and manipulated under sterile hood. The housing 
is highly restricted and subject to numerous policies and regula-
tions, such as those from ethical and veterinary committees. The 
director of the study as each researcher should have speci fi c skills/
education and the legal authorization to work with immunode fi cient/
transgenic animals.

    1.    Immunode fi cient mice 5–6 weeks old, males, of strains such as: 
swiss nude mice, RjOrl:SWISS (souris CD-1); mice NMRI, 
RjHan:NMRI; or Rj:NMRI-nu (nu/nu).  

    2.    Sterile syringes 1 ml.  
    3.    Needles of 20–23 G and 26 G in size.  
    4.    Surgical instruments to excise tumors following euthanasia.      

      1    BD Matrigel™ Matrix Growth Factor Complete medium.  
    2    Standard sterile PBS solution.  
    3    Solutions for anesthesia: Ketamine (Verbac, France) 50 mg/

ml, and Domitor (Janssen Cilag) 0.85 mg/ml. For 1 ml of 
sterile solution ( fi ltered via 0.22  μ m  fi lter) take 0.2 ml of 
Ketamine solution, add Domitor 0.12 ml and 0.68 ml of saline 
solution (NaCl 0.9%).  

    4    Solution for anti-anesthesia: Antisedan (Atipamézole) 5 mg/ml. 
For 1 ml of sterile solution ( fi ltered via 0.22  μ m  fi lter) take 0.1 ml 
of Antisedan and add 0.9 ml of saline solution (NaCl 0.9%).  

    5    Pentobarbital (stock solution 200 mg/ml kept at +4°C).       

  2.  Materials

  2.1.  Equipment

  2.2.  Reagents 
and Solutions
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  Before starting your experiments, it is strongly recommended to 
design a proper strategy to study the role of a particular TRP chan-
nel on tumorigenesis in vivo. In fact, you have to perform all neces-
sary experiments in vitro prior to experiments in vivo. As an example, 
if your data in vitro show that your TRP channel is involved either 
in proliferation or apoptosis resistance, or in migration or invasion, 
then you can design your studies in vivo. As a general concept, the 
initial point is whether your channel of interest is expressed in your 
cell model or not (Scheme  1 ). If your channel is present in your cell 
model you can use them directly, and if they are able to create 
tumors you can use siRNA strategy to prove its role in tumorigen-
esis. Though you have to think over the appropriate controls before! 
If your channel is not present it is worth to create stable clones of 
this channel in your cell line, especially if your channel is known to 
be present in vivo and disappears during cell culture in vitro. In this 
case you have to be cautious while interpreting data with stable 
clones by using multiple clones with different levels of expression. 
Finally, if your clones give tumors in vivo, the use of a siRNA strat-
egy could con fi rm the data you have obtained.  

 Once your cell model is ready together with the respective 
control (e.g., control clones for stable clones or the cell line which 
does not express your TRP channel), you can start grafting as 
below:

  3.  Methods

  3.1.  Preparation 
of Cells for Injection 
and Grafting Cells to 
Immunode fi cient Mice

  Scheme 1.    The general concept of experiments in vivo to study the role of TRP channels 
in tumorigenesis.       
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    1.    Culture cell as usual taking into consideration that you will 
need 2 × 10 6  cells per mouse on the day of injections (Note 1).  

    2.    Detach cells very gently using either with Trypsin-EDTA or 
PBS-EDTA solution. You will need to count the cells and to 
pellet them again to assure the required quantity of cells 
(2 × 10 6 ) per mouse in each tube.  

    3.    Re-suspend the cells in 100  μ l of PBS and transfer the suspen-
sion to 0.5 ml tubes containing one volume of Matrigel™ solu-
tion (Note 2), so that the total volume is 200  μ l per mouse 
consisting of 1 to 1 v/v of PBS and Matrigel™ (Note 3). Mix 
thoroughly and leave on ice.  

    4.    Perform anesthesia of mice intraperitoneally with e.g., mix of 
Ketamine and Domitor at the dose of 10 ml/kg (cf. prepara-
tion above) using 1 ml syringes and 26 G needles.  

    5.    Do subcutaneous injections of cells preferably to the back right 
behind the neck (Note 4) using 1 ml syringes and, e.g., 21 G 
needles (Note 4 and 5). Use at least 6–10 animals per experi-
mental condition to assure signi fi cant statistical data and mark 
each animal in the cage to easily recognize them (Note 6). 
Reserve animals for the PBS/Matrigel™ only injections to 
provide an additional control.  

    6.    Inject Antisedan (Atipamézole) at the dose of 10 ml/kg 
(cf. preparation above) subcutaneously using 1 ml syringes 
and 26 G needles to wake up the animal to avoid morbidity 
due to hypothermia.      

  Following injections, daily and careful examination of each animal 
should be performed. Depending on the cell type, and for the most 
aggressive cancer cells as PC3 or DU145 (for the prostate cancer) 
2–3 weeks is enough to start seeing tumors on their back.

    1.    Measure tumors as soon as they are visible every 2–3 days using 
a ruler and avoid stressing much the animals (Note 7).  

    2.    Weigh animals regularly and take pictures; an example is shown 
in Fig.  1  (Note 8).   

    3.    As soon as one of the tumors within the experimental group 
reaches its maximal allowed size you have to sacri fi ce all animals 
in this group by administering 150 mg/kg of pentobarbital 
intraperitoneally using 1 ml syringes and 26 G needles.  

    4.    Excise the tumors, document all data from each individually 
marked mouse. Photograph tumors, weight on the balances, 
and measure volume (Note 9).  

    5.    Cut the tumors into pieces and freeze them for the further 
mRNA extraction, protein extraction, and/or put to forma-
line (3.75%) to further paraf fi nize them to be analyzed by 
immunohistochemistry.      

  3.2.  Measuring and 
Sacri fi cing Animals
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  It is preferable to know the dynamics of the tumor growth before 
starting experiments with siRNA treatment against TRP channel 
of interest. It is needed to assure that you begin the treatment 
when tumor is in the exponential growth phase (to be de fi ned 
experimentally).

    1.    Normalize your quantity of siRNA since the total volume 
injected will be up to 200  μ l of siRNA diluted in a sterile PBS 
(Note 3). For the control group, as in vitro, use a non-coding 
siRNA, such as siRNA against  fi re fl y luciferase.  

    2.    Start daily injections of siRNA intraperitoneally for the period 
which lasts usually from 2 to 3 weeks. The quantity of siRNA 
injection is around 120  μ g of siRNA per 1 kg intraperitoneally.  

    3.    Continue measuring tumors every 2–3 days using a ruler and 
avoid stressing much the animals (Note 7).  

    4.    Weigh animals regularly and take pictures; an example is shown 
in Fig.  1  (Note 8).  

    5.    Sacri fi ce all your animals at the end of the treatment from both 
experimental and control group using 150 mg/kg of pentobar-
bital intraperitoneally using 1 ml syringe and 26 G needles.  

    6.    Excise the tumors, document all data from each individually 
marked mouse. Photograph tumors, weight on the balances, 
and measure volume (Note 9).  

  3.3.  siRNA Treatment 
of Tumors

  Fig. 1.    A photo depicting the standard daily procedure of tumor size measurements. You 
can see a cage placed in a hood where nude mice bearing tumors are measured. Black 
arrow points out a tumor situated at the back of the mouse.       
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    7.    Cut the tumors into pieces and freeze for the further mRNA 
extraction, protein extraction, and/or put to formaline (3.75%) 
to further paraf fi nize them to be analyzed by immunohis-
tochemistry (Note 10).     

  There are some important details to follow to assure that you will 
succeed:

    1.    Prepare your cells for injections so that they are in the expo-
nential growth phase, i.e., for the majority of cell types around 
50–70% of con fl uence. It will assure their increased vitality 
during  fi rst days of grafting.  

    2.    One day before your experiment, get out of the freezer your 
Matrigel™ solution and to put it into the fridge at +4°C for 
24 h. The day of grafting put all syringes, needles, PBS solu-
tion, and Matrigel™ on ice before and during experiment. 
Transfer the cells in PBS to Matrigel™ as fast as possible, do 
not allow more than one experimental group at a time since 
the viability of even cancer cells is rather diminished at +4°C.  

    3.    Be aware of the dead space in the needle while injecting. You 
can increase the volume up to 30% to assure the desired dose 
of cells or siRNA.  

    4.    The size/internal diameter of the needle is crucial. The size 
21–23 G is optimal. The reticulation of the Matrigel™ compo-
nents could lead to accumulate  fi bers and create a  fi lter in case of 
a too small needle diameter. In addition, cells are damaged while 
passing through the small needles and therefore not viable.  

    5.    Following injections transfer the resting liquid containing cells 
from each syringe to one well of a, e.g., 6-well plate. You will 
see tomorrow if you have injected viable cells and at what rate.  

    6.    Mark your mice properly since you will associate each mice to 
the result obtained. Even water-resistible marker is erasing from 
the skin of mice in 2–3 days. Preferably use ear tags and try not 
to mix the mice from different groups in the same cage.  

    7.    While doing measurements multiply length by width (it is 
not really possible to measure the depth), even if these are 
approximate measurements they re fl ect the relative tumor 
growth. An example graph you can build from these data is 
shown in Fig.  2 .   

    8.    You can keep the tumors growing till they approach certain 
limits, and depending on the country, the tumor size generally 
should not exceed 1,000 mm 3  in volume and 10% of the 
mouse mass.  

    9.    Keep tumors on ice while measuring them. The volume is usu-
ally measured by placing the tumor in the graduated cylinder 

  3.3.1.  Notes



398 V. Lehen’kyi et al.

of the appropriate diameter  fi lled with PBS solution till one of 
the ticks. The tumor will replace PBS and this change you can 
measure visually or by pipetting the PBS off till the initial tick. 
In the case of the small tumors you can use 1 ml syringe and a 
pipette to take off water till the initial tick. Alternatively vol-
ume (mm 3 ) can be estimated according to the formula 
(L × W 2 )1/2  (  16  ) .  

    10.    If your siRNA seems to have no effect it does not imply your 
channel has nothing to do with the tumorigenesis. Extract 
mRNA or protein  fi rst to prove a selective knockdown in 
tumors formed prior to making any conclusions.            
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    Chapter 25   

 Methods to Study Thermonociception in Rodents       

     Kata   Bölcskei          

  Abstract 

 The study of thermonociception in conscious animals is based on the assessment of pain-avoiding behavior 
from noxious heat or cold stimuli. The conventional tests of heat nociception apply suprathreshold heat 
stimuli and measure the re fl ex latency of withdrawal reactions. A novel approach of heat sensitivity 
measurement is the application of slowly increasing heat stimulation to determine the noxious heat thresh-
old which proved to be highly reproducible and sensitive to standard analgesics. The present chapter 
aims at providing a guide to the most widely used conventional thermonociceptive tests (constant-temperature 
hot plate, plantar test, tail- fl ick test), as well as an introduction to the novel methods, the increasing-
temperature hot plate and water bath. In a third section, the methods to test noxious cold sensitivity are 
brie fl y described.  

  Key words:   Thermonociception ,  Re fl ex latency ,  Hot plate ,  Plantar test ,  Tail- fl ick ,  Noxious heat 
threshold ,  Increasing-temperature hot plate ,  Increasing-temperature water bath ,  Cold plate    

 

 The study of thermonociception in awake animals is based on the 
assessment of pain-avoiding (nocifensive) behavior from noxious 
heat or cold stimuli. In principle, the development of such meth-
ods seems to be an easy task, however, the tests measuring noxious 
heat/cold-evoked withdrawal reactions differ in various aspects 
(e.g., heat source, stimulus intensity, recorded parameter) and all 
of them have some limitations which need to be taken into account 
when choosing methods for a study. 

 The traditional methods for the study of heat nociception 
(constant-temperature hot plate, tail- fl ick, plantar test) apply a 
constant suprathreshold heat stimulus and measure the re fl ex 
latency of nocifensive reactions. The disadvantages of these tests is 

  1.  Introduction
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that latency may be altered by factors unrelated to nociceptor 
responsiveness such as basal skin temperature, reaction time which 
themselves may be in fl uenced by various other factors (for review 
see  (  1  ) ). Latency may also vary considerably upon repeated mea-
surements due to nociceptor sensitization, but habituation could 
also occur. All of these aspects could well be the reason why the 
pharmacological sensitivity of the hot plate or tail- fl ick tests is far 
from desirable, as they could only detect reliably the antinocicep-
tive action of opioids but not of cyclooxygenase inhibitors  (  1  ) . 
Another limitation of latency measurements is that the noxious 
threshold temperature cannot be exactly determined and these 
data cannot be compared with the thermal thresholds of nocicep-
tors measured with electrophysiological techniques nor with heat 
pain thresholds determined in human experimental pain models. 

 Moreover, the antinociceptive effect of capsaicin pretreatment 
was controversial in rodents when assessed with the constant-tem-
perature hot plate or tail- fl ick tests despite having a clear thermoan-
algesic effect after topical pretreatment on the human skin  (  2  ) . 
Therefore a new approach was introduced for the study of ther-
monociception, the measurement of the noxious heat threshold by 
increasing the heat stimulus in 1°C steps which revealed a clear 
dose-related thermal antinociception in rats pretreated with capsai-
cin  (  2,   3  ) . The application of a continuously increasing heat stimu-
lus to determine the noxious heat threshold in awake animals was 
only put into practice in a few other studies in the 1980s  (  4,   5  )  but 
they have never become widely used among pain researchers even 
though they proved to be more sensitive to standard analgesics 
than the conventional tests. 

 In the recent years, our workgroup at the University of Pécs 
(Pécs, Hungary) validated two novel methods which are suitable 
to determine the noxious heat threshold of conscious animals and 
measure the effect of analgesic drugs: the increasing-temperature 
hot plate  (  6  )  and the increasing-temperature water bath  (  7  ) . In 
contrast to the conventional methods, repeated measurements 
with these novel techniques yielded remarkably reproducible 
threshold values which enhance their reliability. The most likely 
explanation of the excellent reproducibility is that the slow rate of 
heating fails to alter nociceptor responsiveness and the overall con-
founding effect of the abovementioned factors may have less impact 
on the measured value. 

 Noxious cold sensitivity has been less investigated in animal 
studies and the majority of studies explored neuropathic cold allo-
dynia. In these experiments, the applied cold stimulus was not nec-
essarily noxious, as robust nocifensive reaction was only seen in 
neuropathic but not in intact rats  (  8  ) . Similar to the methods of 
heat nociception, the assessment of physiological cold nociception 
can be achieved by applying suprathreshold cold stimuli (<5°C) 
delivered by a constant-temperature cold plate or a cold bath and 
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measuring re fl ex latencies  (  9,   10  )  or by measuring the noxious cold 
threshold temperature with a decreasing-temperature plate  (  11  ) . 

 The  fi rst part of the chapter aims at providing a guide to the 
most widely used conventional tests of heat nociception, as well as 
the description of the novel methods measuring noxious heat 
threshold. Advantages and disadvantages are presented in order to 
help the reader choose from the available methods, with practical 
advice on how to perform the tests and interpret results. A brief 
overview of the most frequently applied tests to study noxious cold 
sensitivity is also included at the end of the chapter.  

 

      1.    Hot/cold plate analgesia meter manufactured by IITC Life 
Science (Woodland Hills, CA, USA). 

   The starting and cut-off temperatures of the plate can be set to 
any grade from 0 to 70°C and the rate of heating/cooling is 
also adjustable from 0 to 12°C/min. These features make the 
equipment suitable for constant-temperature hot or cold plate 
measurements or as an increasing/decreasing-temperature 
hot/cold plate. 

   For constant-temperature hot/cold plate measurements, 
equipment from other manufacturers can equally be used.  

    2.    Plantar test apparatus (various manufacturers, e.g., IITC Life 
Sciences, CA, USA; Ugo Basile, Italy).  

    3.    Tail- fl ick apparatus (various manufacturers, e.g., IITC Life 
Sciences, CA, USA; Ugo Basile, Italy).  

    4.    Thermostatically controlled water bath for constant-tempera-
ture paw/tail-immersion test.  

    5.    Increasing-temperature water bath (SensoStress) manufac-
tured by Experimetria Ltd. (Budapest, Hungary).      

  Rats of either gender can be used, except for the increasing-tem-
perature hot plate, which was validated using female rats (see Note 1). 
All of the methods are suitable to test mice of either gender, how-
ever, paw immersion tests are not recommended due to the small 
size of the animal and the dif fi culty of restraining them properly for 
paw stimulation. The choice of strain in case of mice is also impor-
tant as considerable difference in noxious heat sensitivity was dem-
onstrated between different mouse strains  (  12  ) . 

 Animals are brought to the laboratory at least a day before the 
experiment and they are provided with food and water ad libitum. 
Habituation to the measurement’s conditions is essential, espe-
cially in case of methods involving restraint (Note 2). With rats, it 

  2.  Materials

  2.1.  Equipment

  2.2.  Animals
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is generally suf fi cient to perform two measurements a day prior to 
the start of the study, mice, however, often require more habitua-
tion before they can be reliably tested (Note 3).   

 

  The general principle of these methods is to apply a suprathreshold 
heat stimulus to the animal’s paw or tail and measure the re fl ex 
latency of the withdrawal reaction. An increase of the latency is 
considered as analgesia while the decrease of latency is regarded as 
hyperalgesia. The skin temperature eliciting a withdrawal reaction 
was found to be fairly constant in both humans and rats, between 
42 and 45°C, independent of stimulus intensity. The re fl ex latency 
therefore is determined by two major components: the time 
required for heat transfer from the heat source to the skin and the 
reaction time (for review see  (  1  ) ). The nature of the heat source 
(contact or radiant heat, immersion into hot water) and the stimu-
lus intensity obviously determine the time-dependence of the  fi rst 
component. On the other hand, the experimenter must be aware 
that physiological/pathophysiological changes or drug effects can 
also strongly in fl uence either component of the latency without 
having a direct effect on nociception. Basal skin temperature is a 
major in fl uencing factor determined by cutaneous blood  fl ow 
which is affected by changes of vasomotor tone or thermoregula-
tion. The effect of the cutaneous temperature on re fl ex latencies 
have been demonstrated on the tail (for review see  (  13  ) ) and on 
the paw as well  (  14  ) . During restraint, tail temperatures of rats 
increased by as much as 8°C  (  13  ) , but stress-induced decrease of 
the temperature of the tail and the extremities was also shown in 
another study  (  15  ) . It is essential therefore to take special care to 
control ambient temperature and minimize handling-induced 
stress and possibly exclude any change or difference in thermo-
regulation or vasomotor tone. 

  The constant-temperature hot plate consists of a metal plate which 
is heated up to a preset temperature and a plexiglass observation 
chamber. The applied temperature generally varies from 50 to 
55°C, well above the noxious heat threshold. The advantage of the 
test is that it is easy and quick to perform and it does not require 
restraint of the animal. The end-point can be paw shaking, licking, 
or escape behavior such as jumping, all of which are supraspinally 
organized reactions. However, locomotion or even weight shifting 
can reduce contact with the plate adding another variable to the 
outcome of the latency measurement. As it has been mentioned, 
the main drawback of the method is the variability of the latency 
and the low pharmacological sensitivity. Using lower plate 

  3.  Methods

  3.1.  Methods to 
Study Heat Sensitivity: 
Latency Measurements

  3.1.1.  Constant-Temperature 
Hot Plate
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 temperatures has been shown to improve the sensitivity of the 
method to opioid partial agonists and cyclooxygenase inhibitors 
 (  1  ) , however, variability of the latency is also increased at lower 
temperatures. Hyperalgesia models are rarely used with the con-
stant-temperature hot plate, as hind paws cannot be independently 
stimulated. 

 Measurement of hot plate latency:

    1.    The plate is pre-heated to the chosen temperature.  
    2.    The animal is gently placed into the chamber and the timer is 

immediately started.  
    3.    On the  fi rst sign of nocifensive reaction (which is typically paw 

licking or shaking,  see also  Note 4) the timer is stopped and 
the animal is removed from the plate as quickly as possible to 
avoid heat injury. The animal should also be removed immedi-
ately if the cut-off time is reached without any reaction, in this 
case the cut-off time is used in the analysis (Note 5).  

    4.    The animal is returned to its home cage between measure-
ments. At least 10 min should be left before the same animal is 
tested again.  

    5.    The mean of three measurements is regarded as control 
latency.      

  The plantar test  (  16  )  uses controlled radiant heat as thermal stimu-
lus: a focused light beam or infrared beam emitted from the mov-
able stimulator unit of the apparatus. The method offers several 
advantages over the constant-temperature hot plate. Firstly, the 
heat stimulus is started by the experimenter and it ends upon paw 
withdrawal, therefore animals can be allowed to acclimate before 
the measurement and remain in the observation chamber between 
measurements. Secondly, only a small part of the body is heated, 
therefore hind paws can be tested separately. The latter aspect 
makes the equipment suitable to assess thermal hyperalgesia more 
reliably by comparing the latency of the in fl amed/injured paw to 
the contralateral paw. The controlled delivery of the stimulus also 
yields more reproducible latency values, provided that measure-
ments are not repeated at intervals of less than 5 min which is 
required for skin temperatures to return to pre-stimulus levels  (  17  ) . 
A disadvantage of the glass surface is that it has a pronounced heat 
sink effect which lowers the basal skin temperature of the paw. Pre-
heating of the glass to 30°C, however, has been shown to reduce 
the impact of the heat sink effect and maintain an even tempera-
ture of the paw ( (  17  ) , Note 6). This function is now available in 
most models. Another considerable dif fi culty of the method is that 
locomotion or even changes of body position completely interfere 
with the stimulation, making the measurements unpredictably 
time- consuming, especially in mice. 

  3.1.2.  Plantar Test 
(Hargreaves Method)
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 Preliminary measurements should be made on a small group of 
animals to determine the adequate beam intensity. For practical 
reasons, the latency of control animals should be 8–10 s which 
leaves a suf fi cient range for shortening or lengthening of latency, 
allowing detection of hyperalgesia and analgesia as well. The cut-
off is set to 20 s. 

 The plantar test is mainly used to assess thermal hyperalgesia in 
models of in fl ammatory pain induced by carrageenan  (  16  )  or 
Complete Freund’s adjuvant (CFA)  (  18  ) . Thermal hyperalgesia is 
also evoked after plantar incision which models postoperative pain 
 (  19  ) . All of these conditions induce mechanical hyperalgesia/allo-
dynia as well. Heat sensitivity can be measured in neuropathic pain 
models as well, however, one must be aware that while mechanical 
allodynia and signs of spontaneous pain are always robust, heat 
hyperalgesia is not consistently detected in all of the models (for 
review see  (  20  ) , see also  (  14  ) ). 

 Measurement of paw withdrawal latency with the plantar test:

    1.    The animals are placed into the observation chambers standing 
on a glass surface (pre-heated to 30°C) and they are allowed to 
acclimate for approximately 5–10 min, or until exploratory 
behavior ceases (Note 7).  

    2.    Once the animal stays calm in the chamber (Note 8), the stim-
ulator unit is positioned under the glass so that the beam aims 
at the middle of the plantar surface of the paw.  

    3.    The heating is switched on by pressing the button on the stim-
ulator which also starts the timer.  

    4.    Paw withdrawal is detected automatically by a photocell (in 
most commercially available models) or manually by the exper-
imenter (IITC Life Sciences model). The heating is immedi-
ately interrupted and the latency is recorded to the nearest 
0.1 s. The heating is also automatically stopped if the cut-off 
value is reached without withdrawal, in this case the cut-off 
time is recorded as latency.  

    5.    The duration of paw lifting/licking can also be measured by 
starting a stopwatch at the moment of withdrawal.  

    6.    The animal is left in the chamber and the contralateral paw of 
the same animal is stimulated after approximately 1 min. 
However, the same paw should not be repeatedly measured 
within a 10-min interval.  

    7.    The mean of three measurements is regarded as control.     

  Carrageenan injection into the paw induces in fl ammation which 
develops over the course of a few hours. After control measure-
ments, a 3%  λ -carrageenan solution is prepared in saline and it is 
administered intraplantarly at a volume of 100  μ l to rats and 20  μ l 

   Carrageenan-Induced 
Thermal Hyperalgesia  (  16  ) 
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to mice. Animals are returned to their home cages. Two hours 
afterwards, the paw is signi fi cantly swollen and thermal hyperalge-
sia develops by this time as well. The measurement is repeated 2 or 
3 h after treatment. Thermal hyperalgesia is con fi rmed as a 
signi fi cant shortening of the paw withdrawal latency compared 
either to baseline latency of the same paw, or the actual latency of 
the contralateral paw. The withdrawal duration is also increased. 
Hyperalgesia is maintained for at least 8 h.  

  CFA contains killed  Mycobacterium tuberculosis  suspended in min-
eral oil which induces chronic in fl ammation. A 1:1 emulsion is pre-
pared with saline and it is administered intraplantarly at a volume 
of 100  μ l to rats and 20  μ l to mice after control measurements. 
Thermal hyperalgesia develops by 24 h and it is maintained for at 
least 5 days.  

  Under anesthesia, a 1-cm incision is made on the plantar surface of 
the paw, starting at 0.5 cm from the heel, involving skin and mus-
cle. The wound is closed with two sutures and animals are allowed 
to recover from anesthesia. Thermal hyperalgesia can be detected 
as early as 2 h after surgery and it is maintained for at least 7 days.   

  The tail- fl ick test also employs radiant heat to stimulate a small area 
of the tail and the latency of withdrawal reaction is determined. 
Along with the constant-temperature hot plate, it has been one of 
the most widespread methods for the study of thermonociception, 
but similarly unable to detect the antinociceptive effect of non-
opioid analgesics  (  1  ) . It is also quick and easy to perform, and 
contrary to the hot plate test, the stimulation is more controlled 
and the detection of the tail withdrawal can be automated. On the 
other hand, the test requires restraint of the animals, and the with-
drawal reaction is a spinal re fl ex, not a complex nocifensive behav-
ior involving supraspinal processing. The major disadvantages of 
tail stimulation are the previously discussed confounding effect of 
tail skin temperature changes (see Sect.  3.1 ) and the relative 
dif fi culty to induce hyperalgesia on the tail. 

 Intensity of the beam should be set to yield latency values of 
approximately 4 s in intact animals and the cut-off is set to 10 s. 

 Measurement of tail- fl ick latency:
    1.    Animals are put into a restrainer or wrapped in a piece of cloth 

and held by the experimenter (see also Note 2).  
    2.    The site of stimulation is marked on the tail and it is positioned 

under the stimulator. The heating is switched on which also 
starts the timer.  

    3.    Upon brisk withdrawal of the tail, the heating is interrupted 
and the latency is recorded to the nearest 0.1 s. The heating is 

   Complete Freund’s 
Adjuvant-Induced Thermal 
Hyperalgesia  (  18  ) 

   Plantar Incision-Induced 
Thermal Hyperalgesia  (  19  ) 

  3.1.3.  Tail-Flick Test
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also interrupted if the cut-off time is reached without 
withdrawal, and the cut-off value is recorded as latency.  

    4.    If a restrainer is used, the animal can remain inside until the 
next measurement. If the animal was held in the hand, it is 
returned to its home cage between measurements. The same 
animal should not be tested again within 10 min.  

    5.    The mean of three measurements is regarded as control.      

  A  fi xed-temperature water bath is also a classical method to deliver 
heat stimuli to the animals’ paw or tail. Immersion into hot water 
induces a steep rise in skin temperature. Bath temperatures of 
47–55°C have been used in different studies. The obvious disad-
vantage over the constant-temperature hot plate is the need to 
restrain animals, however, the heat transfer is more uniform, not 
affected by the behavior of individual rats or mice. 

   Measurement of paw/tail withdrawal latency with a hot water 
bath:

    1.    The water bath is pre-heated to the chosen temperature.  
    2.    Animals are put into a restrainer or wrapped in a piece of cloth 

and held by the experimenter (see also Note 2).  
    3.    The paw or the distal half of the tail is dipped into the bath, 

and a stopwatch is started at the same moment.  
    4.    Upon brisk withdrawal of the paw/tail, the timer is stopped 

and the latency is recorded. If the cut-off time is reached with-
out any reaction, the paw/tail is removed from the bath and 
the cut-off value is regarded as latency.  

    5.    If a restrainer is used, the animal can remain inside until the 
next measurement. If the animal was held in the hand, it is 
returned to its home cage between measurements. The same 
animal should not be tested again within 10 min.  

    6.    The mean of three measurements is regarded as control.       

  The basis of noxious heat threshold measurement is applying an 
increasing heat stimulus by slowly heating a metal plate or a water 
bath from subthreshold temperature until nocifensive behavior is 
observed. The corresponding plate or bath temperature is consid-
ered as the noxious heat threshold of the animal and it has been 
shown to be highly reproducible upon repeated measurements 
 (  6,   7  ) . The threshold temperature of the paw ranged between 
43–46 °C when determined with the hot plate and 42–45 °C when 
measured with the water bath. This is very close to the critical skin 
temperature which elicits pain reaction in humans and rats (see 
Sect.  3.1 ) which also supports the reliability of the method. The 
pharmacological sensitivity of the increasing-temperature hot plate 
also proved to be superior to the constant-temperature hot plate, 

  3.1.4.  Tail/Paw-Immersion 
Test

  3.2.  Methods to Study 
Heat Sensitivity: 
Noxious Heat 
Threshold 
Measurements
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as the noxious heat threshold temperature was signi fi cantly increased 
by low doses of morphine or non-steroidal analgesics  (  4–  6,   21  ) . 

 The pharmacological sensitivity of nociceptive tests is generally 
increased after sensitization, therefore we have developed several 
thermal hyperalgesia models using noxious heat threshold mea-
surement. Thermal hyperalgesia—detected as a decrease of heat 
threshold—induced by either the transient receptor potential vanil-
loid type 1 (TRPV1) receptor agonist, resiniferatoxin (RTX)  (  6  ) , 
mild heat injury  (  7  )  or surgical incision of the paw  (  22  )  were all 
highly sensitive to standard analgesics and these models were also 
suitable to sensitively detect the antihyperalgesic effect of TRPV1 
receptor antagonists  (  23  ) . 

 In the following section, the protocols of the noxious heat 
threshold measurement with the two apparatuses and the three 
pharmacologically validated thermal hyperalgesia models are also 
presented. 

  The equipment consists of a steel plate (10 cm × 20 cm) with a 
microprocessor-controlled heating unit and a plexiglass observa-
tion chamber. Similar to the constant-temperature hot plate, ani-
mals move freely on the plate, but the slow rate of heating reduces 
the confounding effect of locomotion on heat transfer. In our 
experience, the noxious heat threshold temperature was indepen-
dent of starting temperature or heating rate (6 or 12°C/min) and 
it was reproducible upon repeated measurements at intervals of 
5 min, 30 min or 24 h  (  6  ) . Very low heating rates are not recom-
mended because the long duration of heat exposure may be too 
stressful for the animals  (  21  ) . 

 Noxious heat threshold measurement with the increasing-tem-
perature hot plate:

    1.    A starting temperature of 30°C and a heating rate of 12°C/
min are used and the cut-off temperature is set to 50°C.  

    2.    The animal is placed into the observation chamber and the 
heating is started immediately afterwards.  

    3.    Heating is stopped by the experimenter at the moment when the 
animal shows any nocifensive behavior (typically paw licking or 
shaking) involving any of the hind paws and the animal is quickly 
removed from the plate (see also Note 4). The corresponding 
plate temperature is recorded as the noxious heat threshold of 
the animal. If the cut-off temperature is reached without any 
reaction, the heating is automatically interrupted. The animal is 
removed and the cut-off value is used in the analysis.  

    4.    By the interruption of heating, the plate is rapidly cooled back 
automatically to the starting temperature while the threshold 
temperature remains visible on the display. Due to the rapid 
cooling process, successive measurements can be performed at 
intervals of approximately 2 min.  

  3.2.1.  Increasing-
Temperature Hot Plate
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    5.    Measurements on the same animals can be reliably repeated at 
a 5-min interval. For control measurements, we use an interval 
of 30 min and the mean of two threshold values is considered 
as the control noxious heat threshold.     

  RTX, the ultrapotent agonist of the TRPV1 receptor, is dissolved 
in ethanol (1 mg/ml) and further diluted with saline. Rats are 
injected 10 or 30 ng in 100  μ l, while mice are given 6 ng in 20  μ l 
intraplantarly. Immediately after RTX injection, nocifensive behav-
ior (shaking and licking of the paw) of moderate intensity is 
observed, however, it declines during the  fi rst 5 min (Note 9). 
Meanwhile, the starting temperature of the plate is set to 25°C as 
the heat threshold may even drop below 30°C. Threshold mea-
surements are repeated 5, 10, 15 and 20 min after injection. 
Typically the heat threshold decreases by 8–10°C at the 5-min 
measurement and gradually returns to control (Note 10). 

 The model was validated by pretreatment with standard anal-
gesics (morphine, diclofenac or paracetamol i.p.) to measure the 
inhibitory effect on RTX-induced heat threshold drop. The sensi-
tivity of the test is re fl ected by their minimum effective doses, all of 
which proved to be remarkably low (1, 1, 100 mg/kg i.p., 
respectively). 

 Other compounds were also found to induce an acute heat 
threshold drop, e.g., other TRPV1 receptor agonists such as 
N-oleoyl-dopamine  (  24  )  or 3-methyl-N-oleoyl-dopamine  (  25  ) , as 
well as mediators which are known to sensitize nociceptors to heat 
(bradykinin, prostaglandin E 2 , P2 purinoceptor agonists, etc.). 
Surprisingly, we were unable to measure reliably the heat threshold 
lowering effect of the classical TRPV1 receptor agonist, capsaicin 
on the increasing-temperature hot plate, most probably due to the 
very pronounced capsaicin-induced nocifensive reaction (see also 
Note 9). Nevertheless, the long-term desensitizing action of both 
capsaicin and RTX could be revealed as an elevation of the heat 
threshold  (  11  ) . On the other hand, it is also noteworthy that no 
signi fi cant change of the noxious heat threshold was detected in 
carrageenan- or CFA-induced in fl ammation (Note 11).   

  The equipment consists of a tap water- fi lled cylindrical container 
(12 cm inner diameter, 14 cm height) with a built-in heating unit in 
its bottom and a controlling unit. Two alternative starting tempera-
tures (30 or 40°C) and three different heating rates (6, 12 or 24°C/
min) can be set on the equipment. The rise of temperature proved 
to be nearly linear  (  7  ) . The cut-off temperature is set to 53°C by the 
manufacturer. The controlling unit also has a display continuously 
showing the actual bath temperature measured by a thermocouple 
at a depth of 3 cm, which is approximately the depth to which the 
animal’s paw (rats) or tail (mice) is immersed into the water. 

   Resiniferatoxin-Induced 
Noxious Heat Threshold 
Drop  (  6  ) 

  3.2.2.  Increasing-
Temperature Water Bath
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 The main difference from the increasing-temperature hot plate 
is the need to restrain animals (see Note 2). Similar to the methods 
of latency measurement, one must also consider that paw/tail 
withdrawal from the water is a spinal re fl ex while the nocifensive 
behavior of the freely moving animal involves supraspinal mechanisms. 

 Noxious heat threshold measurement with the increasing-tem-
perature water bath:

    1.    The starting temperature and the heating rate are set to the 
chosen values (Note 12).  

    2.    While the water is pre-heated to the starting temperature, the 
animals are removed from their home cage and gently restrained 
or put into the restrainer (see also Note 2).  

    3.    A light on the controlling unit signals when the starting tem-
perature is reached. The rat’s paw or the mouse’s tail is dipped 
into the bath approximately to the depth of the thermometer 
and the heating is started immediately.  

    4.    Once the animal withdraws its paw/tail from the water, heat-
ing is quickly interrupted by a foot switch and the correspond-
ing bath temperature remains on the display to be recorded. If 
the cut-off is reached without any reaction, the paw/tail is 
removed immediately from the bath and the cut-off tempera-
ture is regarded as noxious heat threshold.  

    5.    If a restrainer is used, the animal can remain inside until the 
next measurement. If the animal was held in the hand, it is 
returned to its home cage between measurements.  

    6.    After each measurement, the water bath is cooled back to the 
starting temperature by pumping cold water into the container 
while the excess water is drained through a spillway. Successive 
measurements can be performed at intervals of approximately 
1.5 min.  

    7.    Measurements on the same animals can be reliably repeated at 
a 10-min interval. For control measurements, we use an inter-
val of 30 min and the mean of two threshold values is consid-
ered as the control noxious heat threshold.     

  Mild heat injury models a  fi rst degree burn involving exactly the 
same skin area which is stimulated in the water bath. Rats are anes-
thetized with diethyl ether (in a chamber) or halothane (4%, via 
nose cone) and one of the hind paws is immersed into a constant, 
51°C hot water bath for 20 s. After the paw is removed from the 
hot water, animals are returned to a cage lined with soft paper 
towel. They recover from anesthesia within minutes and threshold 
measurements are performed 10 and 20 min after injury to con fi rm 
the development of hyperalgesia which is typically a 7–8°C drop of 
the heat threshold. Anesthesia itself did not in fl uence the noxious 

   Mild Heat Injury-Induced 
Noxious Heat Threshold 
Drop  (  7  ) 
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heat threshold at the time of the measurement. Thermal hyperal-
gesia persists for up to 4 h afterwards. 

 The model was validated by administering standard analgesics 
(morphine, diclofenac, ibuprofen or paracetamol) as a post-treat-
ment to measure the inhibitory effect on heat injury-induced heat 
threshold drop. Similar to the previous test, this one also proved to 
be highly sensitive to detect the antihyperalgesic effect of the tested 
compounds (minimum effective doses: 0.3, 0.3, 10 and 30 mg/
kg i.p., respectively).  

  The surgical procedure is exactly the same as described in Sect.  3.1.2 . 
Animals are allowed to recover until the next day. A decrease of 
5–7°C of the noxious heat threshold can be measured 18 h after 
incision which is maintained for at least a week. Morphine, 
diclofenac or paracetamol administered on the  fi rst day after sur-
gery signi fi cantly reversed heat threshold drop at minimum effec-
tive doses of 0.3, 1 and 100 mg/kg i.p., respectively.    

  Cold nociception can be measured in animals applying the same 
approaches as those of heat nociceptive tests: measuring the latency 
of withdrawal reactions to suprathreshold cold stimuli  (  9,   10  )  or 
determining the noxious cold threshold by a decreasing tempera-
ture cold plate  (  11  ) . A third approach is inducing spontaneous 
nocifensive behavior by cold exposure and measure the number or 
duration of paw licking/lifting, but the latter is mainly employed 
in the assessment of cold allodynia  (  8,   26  ) . There is however an 
intriguing difference between heat and cold nociception: while the 
heat pain temperatures in humans and the noxious heat thresholds 
in animal studies are very close, a clear-cut nocifensive behavior to 
cold could only be evoked in animals by much lower temperatures. 
Humans report pain at 15°C  (  27  ) , however, naïve rats only showed 
robust pain-avoiding behavior (paw licking) at 3°C on a constant-
temperature cold plate  (  26  )  and at around 2°C on a decreasing-
temperature plate  (  11  ) . In a third study, paw lifting latency was 
measured in rats at different  fi xed temperatures and it was 
signi fi cantly shorter at 5°C compared to latencies at higher, non-
noxious temperatures  (  10  ) . All of these data suggest that the nox-
ious cold temperature of rats is approximately 2–5°C on a cold 
plate. The study of physiological cold nociception of mice has 
gained interest since the discovery of cold sensitive TRP channels, 
TRPM8 and TRPA1 and the generation of gene-deleted mice lack-
ing these receptors  (  28–  32  ) . The noxious cold sensitivity of wild-
type mice varied between studies. Paw withdrawal latency was 
measured at 0°C in two studies, but latencies were markedly differ-
ent: 7 s  (  30  )  and 50 s  (  32  ) . Another group used a prolonged, 
5-min exposure to a 0°C plate to induce nocifensive behavior  (  29  ) , 
while in two other reports, paw licking or withdrawal was only 
observed at temperatures below 0°C  (  28,   31  ) . Moreover, the 
involvement of TRPM8 and TRPA1 in noxious cold sensitivity 

   Plantar Incision-Induced 
Thermal Hyperalgesia  (  22  ) 

  3.3.  Methods to Study 
Cold Nociception
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could not be unequivocally revealed in these studies which could 
also be explained by methodological differences. Cold nociceptive 
tests are less standardized and few comparative data are available 
on the sensitivity and validity of each test, therefore only a brief 
introduction to the simplest techniques is presented in the next 
section. 

  The methodological advantages and disadvantages of the cold plate 
test are essentially the same as with the hot plate. The contact is 
in fl uenced by locomotion and weight bearing. The latter is espe-
cially problematic in neuropathic pain models, as abnormal paw 
posture and paw guarding is often present in nerve injured 
animals. 

 Latency measurement on the cold plate:

    1.    The temperature of the plate is set to 0°C and the cut-off to 
120 s. To assess cold allodynia, set the temperature to 10 or 
15°C.  

    2.    Follow the steps of latency measurement on the hot plate (see 
Sect.  3.1.1 ).     

 Cold-evoked spontaneous behavior on the cold plate:

    1.    The temperature of the plate is set to 5°C.  
    2.    The animal is gently placed into the observation chamber and 

a stopwatch is started.  
    3.    During the next 5 min, brisk paw lifts are counted.  
    4.    The animal is removed from the plate and allowed to rest for 

10 min.  
    5.    The procedure is repeated three times and the mean of the 

three values is regarded as control.      

  The decreasing-temperature cold plate is suitable to measure the 
noxious cold threshold by cooling the plate from room tempera-
ture to 0°C at a preset rate until the animal shows nocifensive 
behavior. The observed end-point is usually paw licking indistin-
guishable from a heat-evoked nocifensive reaction.

    1.    The starting temperature is set to 25°C and the cut-off tem-
perature to 0°C. The rate is set to 6°C/min.  

    2.    Follow the steps of noxious heat threshold measurement with 
the increasing-temperature hot plate (see Sect.  3.2.1 ).      

  The test was originally used to assess neuropathic cold allodynia, as 
intact rats show no or minimal reaction to acetone-induced cool-
ing  (  8  ) . On the other hand, intact mice respond with brief paw 
 fl inching or licking to acetone (see  (  28–  31  ) ). The difference could 
be explained by the  fi ndings that in rats skin temperature decreased 
by 7°C after acetone application  (  33  ) , while it dropped by 10–12°C 

  3.3.1.  Constant-
Temperature Cold Plate

  3.3.2.  Decreasing-
Temperature Cold Plate

  3.3.3.  Acetone-Induced 
Evaporative Cooling
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in mice  (  30  ) , however, it cannot be ruled out that chemical irrita-
tion also occurs in mice. 

 The steps of the acetone-test:

    1.    Animals are placed into observation chambers on a wire mesh 
 fl oor and allowed to acclimate for 5–10 min.  

    2.    100  μ l (rats) or 50  μ l (mice) of acetone is sprayed onto the 
plantar surface of the hind paw with a repeating pipettor or 
syringe, taking care not to touch the paw to avoid mechanical 
stimulus.  

    3.    The time spent licking and lifting the paw is recorded for 
60 s.  

    4.    Stimulation is repeated at least two times at 5-min intervals and 
the mean of the responses is regarded as control.        

 

     1.    The reason for using female rats on the increasing-temperature 
hot plate is that in the case of male animals the skin of the scro-
tum (inevitably in contact with the hot plate) proved to be more 
sensitive than the paw which therefore produced a confounding 
effect. When developing the increasing-temperature water bath, 
we chose to continue the experiments with females to be able to 
compare the sensitivity of the two methods in the same gender.  

    2.    Holding the animals by the skin of the back is not recom-
mended for behavioral studies. For tests involving tail stimula-
tion, animals can be restrained in commercially available 
plexiglass tubes or held loosely in the hand wrapped in a soft 
cloth. The latter requires certain experience and the same 
experimenter should handle all the animals during the entire 
study. The restraint obviously cannot be too loose, but if it is 
too tight, the animal may struggle more and an inexperienced 
experimenter may try to squeeze the animal more tightly. Care 
must be taken not to compress the chest. Rats can also be gen-
tly restrained by grasping their right shoulder between the 
index and middle  fi ngers of the right hand while the thumb is 
placed under the other shoulder and the remaining  fi ngers 
lightly embrace the body. For paw immersion tests in rats, the 
experimenter holds the animal in one hand and with the other 
supports the bottom while gently extending the hind limb. 
Rats generally tolerate restraint much better than mice, they 
show minimal or no struggle after two to three habituation 
sessions while mice are more stressed by repeated handling. 
Mogil and coworkers—with ample experience in mouse noci-
ceptive tests—recommend a home-made cloth/cardboard 

  4.  Notes
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holder for mice which they found to be less stressful than 
 plastic restrainers  (  34  ) .  

    3.    Mice tend to move around continuously in the observation 
chamber which hinders most of the testing procedures. We 
habituate mice to the box a few days prior to the experiment 
by placing them into chambers of identical sizes for at least an 
hour. In our experience, it has reduced agitation in consequent 
measurements. Mice do not habituate well to restraint either, 
they are obviously stressed and struggle more frequently. The 
most agitated mice may not habituate at all to restraint, even 
after repeated handling or prolonged con fi nement in the 
restrainer, making the measurements less reliable.  

    4.    Licking of the fore paw could also occur as all four limbs are 
exposed to the hot plate but only hind paw licking should be 
accepted as an end-point. Grooming can be mistaken for nocif-
ensive fore paw licking.  

    5.    The measurement should be interrupted if the animal urinates 
on the plate as it changes heat transfer. Moreover, paw shaking, 
indistinguishable from a nocifensive reaction may also be seen 
if the animal steps into the puddle of urine.  

    6.    In hyperalgesia models, animals may hold the affected paw in 
an elevated position which completely prevents the heat sink 
effect. It is recommended to start heat stimulation only when 
the paw is in contact with the glass.  

    7.    If the animal urinates on the  fl oor, it must be wiped dry before 
starting the measurement (see also Note 5).  

    8.    In various assays on freely moving animals we have found that 
grooming considerably delays withdrawal reactions, apparently 
increases pain threshold, especially in mice. Though it would 
be convenient to stimulate the animal while it is grooming, as 
it stays in one place for a relatively longer period, it must be 
avoided in order to obtain reliable withdrawal reactions.  

    9.    It is obvious that spontaneous nocifensive behavior interferes 
with noxious heat threshold measurement, especially on the 
increasing-temperature hot plate as it cannot be distinguished 
from the heat-evoked nocifensive reaction. The experimenter 
must make sure that spontaneous paw licking or lifting is absent 
before starting the measurement.  

    10.    It has been a surprising observation that the pattern of nocifen-
sive behavior on the increasing-temperature hot plate changed 
after the induction of hyperalgesia. During control measure-
ments paw licking was typically the  fi rst pain-avoiding response 
but after RTX injection paw lifting was more frequently seen, 
and paw licking occurred only at higher plate temperatures (see 
 (  4  ) ). We chose to accept paw lifting as an end-point,  fi rst 
because it is also a clear-cut nocifensive reaction, and secondly 
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because rats often held their paws in an elevated position after 
the  fi rst paw lifting reaction thus avoiding further contact with 
the plate.  

    11.    The reason for the lack of noxious heat threshold drop in these 
models is not clear. It could be argued that thermal hyperalge-
sia determined by latency measurements is probably overesti-
mated in these conditions, as basal skin temperature is de fi nitely 
higher after in fl ammation (see Sect.  3.1 ). But a decrease of the 
threshold temperature to 38.5°C was also demonstrated in the 
carrageenan model  (  16  ) . One possible explanation is that rats 
put less weight on the swollen paw reducing contact with the 
plate which consequently reduced heating of the skin.  

    12.    If hyperalgesia is investigated, the starting temperature is set to 
30°C and the rate is set to 12 or 24°C. A faster rate is necessary 
to reduce the duration of the measurement, otherwise restraint 
may become too stressful. On the other hand, if a heat thresh-
old-elevating effect is studied, it is recommended to set the 
starting temperature to 40°C with the 6°C/min rate.          
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    Chapter 26   

 Methods for the Assessment of Heat Perception in Humans       

     Michael   F.   Crutchlow         and    Joel   D.   Greenspan      

  Abstract 

 Several transient receptor potential (TRP) ion channels are activated by heat and may potentially  contribute 
to human heat perception though clinical data are currently either limited or absent. At least three of the 
identi fi ed heat-activated TRP channels are appealing drug targets for multiple potential therapeutic indica-
tions. Evaluation of heat perception in clinical development programs will improve drug characterization, 
highlight potential safety issues related to heat insensitivity, and clarify the role of these channels in human 
heat sensation. Multiple facets of heat perception may feasibly be assessed in the clinical research unit 
(CRU) setting using established methods and commercially available equipment including temperature-
controlled contact thermodes and circulating water baths. Established methods are reviewed for the assess-
ment of heat perception thresholds and multiple facets of heat perception. An exploratory approach to 
initial assessment of household burn risk is discussed as well.  

  Key words:   Transient receptor potential (TRP) channels ,  Heat perception ,  Thermosensation , 
 Noxious heat ,  Burn ,  Hyperalgesia ,  Human    

 

 The role of transient receptor potential (TRP) ion channels in 
thermal sensation has and continues to be an area of very active 
research. Four of the identi fi ed TRP channels, TRPV1, V2, V3 and 
V4, are activated by temperatures perceived as warm or hot, and 
may plausibly play a role in human heat sensation. Extensive data 
from preclinical models have emerged in recent years and have 
progressively helped to de fi ne the role of the heat-activated TRP chan-
nels (reviewed in  (  1–  4  ) ). Key features of these channels speci fi cally 
related to heat sensation are summarized in Table  1 . Data from 
in vitro and in vivo models implicate TRPV1  (  4–  7  ) , V3  (  8–  11  )  and 
V4  (  12–  15  )  in noxious heat sensation and in hyperalgesia to heat 

  1.  Introduction   
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stimuli in the setting of in fl ammation. Available data suggest that 
TRPV4 may speci fi cally play a role in these processes in a restricted, 
relatively low temperature range  (  13,   14  ) . Both TRPV3 and V4 
have also been implicated in the sensation of innocuous warmth 
 (  8,   13,   14  ) . Though both the expression pattern of TRPV2 and its 
activation at high-noxious temperatures would be consistent with 
a role in noxious heat sensation  (  16  ) , no thermosensory de fi cits 
have been identi fi ed in TRPV2 knockout mice  (  17  ) .  

 Available clinical data with multiple pharmacologic inhibitors 
indicate that TRPV1 does indeed play roles in cutaneous percep-
tion of innocuous warmth and noxious heat as well as in 
in fl ammatory heat allodynia in humans  (  18–  21  ) . There is no pub-
licly available data illuminating the role of TRPV2, V3, or V4 in 
human heat sensation. However, in light of the promise of the 
thermo-TRP channels as drug targets for multiple therapeutic indi-
cations, in particular TRPV1, V3, and V4, it is anticipated that 
they will be the focus of ongoing and future drug development 
efforts  (  1  ) . 

 In the context of the development of drug candidates target-
ing one or more of the thermo-TRP channels, critical goals for 
assessment of effects on heat sensation include assessing drug tar-
get engagement, initial characterization of a therapeutic window in 
terms of heat insensitivity and burn risk, and elucidation of the role 
of the targeted TRP channel in human heat sensation. Though 
blunting of normal heat perception is not anticipated to be a desir-
able therapeutic effect, selective blunting of in fl ammatory allodynia 
(reduced pain thresholds) and hyperalgesia (increased response to 
painful stimuli) to heat stimuli may indicate early promise for anal-
gesia and other indications related to in fl ammatory processes. 

 Well established and feasible methods exist for characterizing 
effects on non-noxious and noxious heat perception including heat 
perception thresholds, in fl ammatory heat allodynia, the intensity 
of perceived heat and pain associated with a heat stimulus and the 
affective perception of a stimulus as pleasant or unpleasant. 
Additionally, exploratory methods may be used to make an initial 
assessment of potential burn risk associated with identi fi ed de fi cits 
in heat perception.  

 

  Thermal threshold assessments have been used to characterize 
minimum temperatures at which warm/hot stimuli are  fi rst per-
ceived to be warm (warmth detection threshold [WDT]) and pain-
ful (heat pain threshold [HPT]). Normal skin temperature is 
32–33°C  (  22  )  and heat stimuli are  fi rst perceived as warm just 
above this neutral temperature. Both the WDT and HPT vary 

  2.  Warm/Hot 
Thermal Detection 
Thresholds

  2.1.  Background
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across body sites and with age, with central sites such as the face 
being both more sensitive (lower thresholds) and more resistant to 
age-related decreases in sensitivity than the extremities  (  23,   24  ) . 

 Normative WDT and HPT data have been generated in healthy 
subjects (age 18–75 years; mean ± SD 38.9 ± 12.9 years; 61.1% 
female) using the contact thermode methodology (Method of 
Limits) described in detail below     (  23,   25  ) . Mean cutaneous WDT 
was reported to be ~33, 34, and 36°C on the face, dorsum of the 
hand and dorsum of the foot, respectively, and mean cutaneous 
HPT was reported to be ~43, 44, and 45°C on the face, dorsum of 
the hand and dorsum of the foot, respectively  (  23  ) . HPT was con-
sistently higher in males vs. females (~1.6°C higher in males) while 
WDT was not meaningfully impacted by gender  (  25  ) . 

 Studies assessing the impact of laterality (left vs. right or domi-
nant vs. non-dominant side of body) on aspects of heat perception 
have been inconsistent in terms of identifying effect or lack of effect 
 (  23,   26  ) . Though effects, where identi fi ed, have been quantita-
tively small, consistency with regard to the side of the body tested 
is likely optimal in terms of supporting comparisons. One addi-
tional nuance to skin location is the glabrous, nonhairy skin of the 
palms and soles, which have a higher HPT than adjacent hairy skin 
 (  27  ) . This difference is likely explained, at least in part, by differen-
tial innervation, speci fi cally the absence of myelinated A d  (Type II) 
heat-sensing  fi bers in glabrous skin  (  3  ) .  

  The most common method used for assessment of the cutaneous 
WDT and HPT is called the Method of Limits. This involves appli-
cation of a temperature-controlled contact thermode with a small 
(generally ~10 cm 2 ) application surface  (  23,   28–  30  ) . The ther-
mode is heated from a neutral starting temperature (~32°C) 
through an escalating temperature ramp (typically 0.5–1.0°C/s) to 
a maximum temperature of around 50°C, established as a test ceil-
ing for safety purposes  (  23  )  (Fig.  1a ). Subjects are instructed to 
push a button indicating their  fi rst perception of warmth (WDT) 
or their  fi rst perception of pain (HPT). The temperature when the 
button is pushed is the threshold value for that measurement. The 
thermode rapidly cools to the target temperature and the test may 
be repeated. The estimated threshold for a given assessment is typi-
cally the central estimate (mean or median) of multiple (usually 
~3–6) measurements performed in succession.  

  WDT and HPT assessment may be performed with a Thermal 
Sensory Analyzer (TSA, Medoc, Israel), a Thermotest (Somedic, 
Sweden), or other equivalent device. WDT and HPT assessment 
are performed using a nearly identical procedure with the key dif-
ference being the instructions to the study subject (Step 4b below). 
The speci fi c approaches for assessing WDT and HPT provided 
below are adapted from the protocol developed by the German 

  2.2.  Methodology-
Method of Limits

   Procedures for WDT and 
HPT Assessment (Method 
of Limits)
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Research Network on Neuropathic Pain (DNFS), a protocol with 
well characterized performance characteristics  (  23,   25,   31  ) .

    1.    The subject is informed of the goals of the procedure as 
follows: 
  Now, we will test your ability to sense a change in temperature to 
“warm.” A so-called temperature probe, which is a special appliance, 
can warm up your skin. This probe will be placed on your hands  
[feet, or any other area which is of interest] . In addition, we will 
determine which temperatures you indicate as painfully hot.   

  Fig. 1.    Threshold determination protocols: general representation of Method of Limits and 
Method of Levels protocols for perception threshold determination. ( a ) Method of Limits 
protocol in which stimulus intensity increases until the subject indicates that the speci fi ed 
perception (i.e., warmth for warmth detection threshold [WDT] or pain for heat pain per-
ception threshold [HPT]) has been reached after which the stimulus returns to the base-
line level. ( b ) Method of Levels protocol in which a prescribed stimulus is presented for a 
 fi xed time after which the subject indicates whether a speci fi ed threshold (i.e., HPT) is 
exceeded. Depending on the response, subsequent stimuli are of either greater of lesser 
intensity. Reproduced from  (  28  ).        
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    2.    The thermode is brought to the neutral starting temperature 
of 32°C and then applied to the target skin site and the subject 
is questioned about the perceived temperature of the 
thermode:
   (a)     Please indicate if the probe on your skin feels warm, cold or 

inde fi nite .  
   (b)    If the subject indicates the probe is inde fi nite (neither 

warm nor cool), proceed to Step 3. If not, wait up to 30 s 
and repeat the question in Step 2a (see Note 6 below).      

    3.    The subject is instructed as follows:
   (a)    For WDT:  Please press the mouse-button as soon as you start 

feeling a change in temperature towards “warm”  [or 
“warmer” if baseline perception is not inde fi nite—see 
Note 6 below].  After this, the probe will cool again to the 
starting temperature. This procedure will start in a few sec-
onds and will be repeated for three times in total.   

   (b)    For HPT (after all WDT testing is complete):  Your skin 
will now be warmed up for a longer period. You may feel a 
“warm” sensation, quickly followed by a “hot” sensation. At 
a certain point, you may start feeling a sensation of “pain” 
in addition to the “hot” sensation, for example “burning” or 
“pricking.” Please press the mouse button as soon as you start 
feeling such a painful sensation. After this, the probe will cool 
again to the starting temperature. This procedure will be 
repeated for three times in total.       

    4.    The thermode is then heated through an escalating tempera-
ture ramp (1°C/s to a maximum of 50°C) until the subject 
presses the mouse button at which time the thermode rapidly 
cools back to 32°C. The procedure is performed three times 
for each endpoint (WDT or HPT) with at least 1 min passing 
between stimulations.     

      1.    The subject should be seated in a comfortable position 
throughout testing that permits application of the thermode to 
target skin sites.  

    2.    The computer screen should be positioned that it cannot be 
seen by the study subject. If this is not possible, the subject 
should be instructed to look away from the computer screen.  

    3.    For training purposes, a practice run-through of the planned 
testing should be performed on a skin site removed from the 
site planned for the actual experiment. It should be con fi rmed 
that the study subject understands the procedure before pro-
gressing to experimental testing.  

    4.    The speci fi c language used in instructing study subjects may be 
tailored to study speci fi c goals, but investigators should be 

   Notes
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aware that the wording of instructions (i.e., “pain” vs. 
 “discomfort”) will impact responses  (  28  )     and should be 
scripted and consistent throughout a study.  

    5.    For HPT assessment it is critical to emphasize that the target 
threshold is the actual feeling of pain, not the sensation of 
warmth/heat or the threshold where pain becomes intolerable.  

    6.    The purpose of asking the question in Step 3a is to assure the 
right adaptation of the skin to the probe. The 32°C temperature 
will typically be perceived as inde fi nite (neither warm nor cool). 
However, depending on skin temperature the thermode may 
initially be perceived as warm or cool. This should adapt to an 
inde fi nite sensation within the 30 s timeframe noted. If the sen-
sation is inde fi nite prior to testing, the WDT is de fi ned as when 
the subject perceives the transition from inde fi nite to warm. If 
the thermode is perceived to be warm or cool when testing initi-
ates, the WDT is de fi ned as when the subject feels the thermode 
transition to “warmer” than baseline perception.        

  The Method of Limits is widely used in light of the ease and speed 
of testing though limitations have been noted. As the temperature 
of the thermode continues to rise in the time between when a sub-
ject perceives a threshold has been reached and when they push the 
mouse button, the measured threshold is higher than the actual 
perception threshold, making the measured threshold reaction 
time dependent  (  28,   32  ) . Inclusion of the reaction component in 
the measured threshold could systematically confound results if, 
for example, a study drug is tested that could potentially impact 
reaction time (e.g., opiates) or comparisons are being made 
between young and elderly subjects. Therefore, depending on 
study goals, a reaction time-independent method referred to as the 
Method of Levels may be preferable. This involves application of a 
series of stimuli which are each  fi xed in duration and intensity and 
subsequently rated by the subject in terms of the target threshold 
(Fig.  1b ). WDT or HPT measurement using the Method of Limits 
can be accomplished in 5–10 min while the Method of Levels typi-
cally takes 2–3 times longer. Details related to using the Method of 
Levels are reviewed elsewhere  (  28,   30  ) .  

  HPT assessment is also used to characterize in fl ammatory thermal 
allodynia through comparison of the HPT on experimentally 
in fl amed skin vs. normal skin. Established models for inducing 
cutaneous in fl ammation include UVR, cutaneous application of 
capsaicin, and direct thermal burn  (  18,   33,   34  ) . While UVR and 
thermal burn induce in fl ammation secondary to cutaneous injury, 
capsaicin produces a neurogenic in fl ammation, and also induces 
neuropathic effects  (  35,   36  ) . The most appropriate method should 
be selected based on study goals. 

  2.3.  Method of Levels

  2.4.  In fl ammatory 
Heat Allodynia
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 UVR lowers the HPT in a dose-dependent fashion with relatively 
stable effects at 24 and 48 h after irradiation and may be a particu-
larly useful model in the CRU setting  (  34  ) . UVR is applied to a 
focal skin area using a UV source. An initial testing session is used 
to determine the minimal dose of UVR required to produce clearly 
demarcated erythema (minimum erythema dose [MED]) for each 
individual subject. Subsequently, predetermined multiples of the 
subject-speci fi c MED (i.e., one- to threefold the MED) are used 
for testing in fl ammatory allodynia and/or hyperalgesia. UVR has 
been used in a clinical study of SB-705498, a TRPV1 antagonist, 
to assess effects on in fl ammatory heat allodynia  (  18  ) . 

 Cutaneous (topical or intra-dermal) capsaicin application has 
been widely used as an experimental model of cutaneous 
in fl ammation and also robustly lowers the HPT  (  18,   34,   37  ) . This 
may be most easily executed using topical application of a ~1% 
capsaicin preparation for 30 min under an occlusive dressing with 
HPT assessments being performed before and/or immediately 
after application. Notably, capsaicin is a direct activator of TRPV1. 
Therefore, the effects of TRPV1 antagonists in this model may not 
accurately re fl ect general effects on in fl ammatory hyperalgesia. 
Instead, the capsaicin model may be more useful for assessing 
direct target engagement of TRPV1 antagonists as has been done 
for antagonists of another molecule directly involved in the 
in fl ammatory response to capsaicin  (  36  ) . 

 Thermal skin burn has also been used to induce cutaneous 
in fl ammation in experimental settings and does induce thermal 
allodynia and hyperalgesia  (  34  ) . However, in light of the pain 
involved and the potential for more signi fi cant burn injury such as 
blistering, the available alternatives noted above may be considered 
 fi rst.   

 

  Human heat perception may be additionally characterized in terms 
of the perceived intensity of heat (how hot), pain (how painful), 
and its affective quality (how pleasant or unpleasant) experienced 
with warm/hot stimulus  (  22,   26  ) . The highly dynamic relation-
ship between temperature and perception intensity, and the inter-
relationship between these three facets of heat perception were 
illustrated in a study using the circulating water bath methodology 
described in greater detail below  (  22  )  (Fig.  2 ). The intensity of the 
heat experienced (“Thermal Intensity” Panel A) increased across 
the 35–47°C tested range. Temperatures  £ 41°C were not painful, 
while those  ³ 43°C were painful with pain intensity increasing 
steeply with temperature (“Pain Intensity” Panel C). Increasing 
temperature was initially associated with increasing “pleasantness,” 
but this diminished as temperatures approached the HPT and 

  3.  Perceived 
Intensity

  3.1.  Background
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 temperatures were consistently perceived to be unpleasant at  ³ 43°C 
(“Affect” Panel B).   

   STT is conducted to assess perceived pain intensity with a constant-
temperature heat stimulus using the same type of temperature-
controlled contact thermode used for WDT/HPT assessment. 
Therefore, STT and thermal threshold assessments can be per-
formed in a single study with minimal impact on cost and complex-
ity. Heat stimuli are set above the HPT ( ³ 43°C, ranging up to a 
maximum of ~50°C) and applied to a target skin site (in many 
studies the volar forearm) for 1–5 s after which subjects are asked 

  3.2.  Methodology

  3.2.1.  Supra-Threshold 
Testing (STT) with Contact 
Thermode

  Fig. 2.    The relationship between temperature and perception intensity. Ratings of thermal 
intensity ( a ), pleasantness/unpleasantness ( b ), and pain intensity ( c ) for the hand assessed 
across a range of temperatures. Thermal stimulus was delivered using immersion in cir-
culating water baths and perception intensities were measured with timed visual analog 
scale (VAS) assessments. Warm/hot temperatures were 35, 37, 39, 41, 43, 45, 46, and 
47°C. Adapted from  (  22  ).        
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to provide a rating that re fl ects their perceived pain intensity  (  38  ) . 
This can be accomplished in several ways, but typically involves 
using a numeric rating scale (NRS; often 0–10 or 0–100). Another 
frequently used alternative is to indicate a point along a continuum 
with a visual reference of the scale, which is referred to as a visual 
analog scale (VAS)  (  22  ) . 

      1.    The subject is informed of the goals of the procedure using 
scripted language similar to the following, adapted as appropri-
ate to the speci fi c experiment: 

    We want to test your sensitivity to heat applied to your arm. We 
can control the temperature of this device, which I will place on 
your forearm. At different times, the probe will heat up for 5 s 
and then cool down. If the temperature of the probe is too uncom-
fortable, you may ask for it to be removed before the 5 s is over. 
After the 5 s I will show you a scale from 1 to 100 for you to rate 
how painful it was.  [show the pain VAS scale and give them 
time to look it over and read the descriptors]. 

    We will do this once as practice on your  [skin site not being tested 
experimentally].  Then we will do it a total of [intended number] 
times on  [experimental test site]  with different temperatures 
being applied in a random order.   

    2.    The thermode is brought to the neutral starting temperature 
of 32°C and then applied to the target skin site. After 30 s the 
thermode is rapidly heated to the target temperature, main-
tained at the target for 5 s, and then rapidly cooled to 32°C.  

    3.    After each 5 s stimulus is complete, obtain and record the VAS 
pain rating.  

    4.    The procedure is performed three times for each temperature 
being tested. If multiple temperatures are being tested, they 
may be applied in random sequence for blinding purposes (i.e., 
for three test temperatures, a total of nine stimulations are 
delivered in random sequence). At least approximately 1 min 
should pass between stimulations of the same skin site. Multiple 
distinct skin sites within a given area (i.e., along the volar fore-
arm) may be used for faster completion of testing.      

      1.    Notes 1–5 under Sect.  2.2  (Methodology for WDT and HPT 
Assessment) also apply to STT testing.  

    2.    It is advantageous to assess responses to multiple supra-thresh-
old temperatures during a single sitting. This permits subjects 
to experience a range of pain intensities and may thereby result 
in a more reliable use of the scale. This may also help identify 
de fi cits restricted to a discrete supra-threshold temperature 
range such as might hypothetically be seen with TRPV4 inhibi-
tion (see Table  1 ). The thermal sensory testing device can be 
preprogrammed with target temperature sequences.       

   Procedure 
for STT Assessment

   Notes
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  Heat intensity, pain intensity, and the affective component of heat 
perception may all be assessed using hand and/or foot immersion 
into temperature-controlled circulating water baths (Fig.  2 ) 
 (  22,   26  ) . After equilibration at a neutral temperature (33°C), the 
hand/foot is immediately immersed into an adjacent bath at a tar-
get test temperature which may range from just above neutral (i.e., 
35°C) to well above the noxious threshold (i.e., 49°C). At target 
time points after immersion in a test temperature, subjects rate the 
water bath with regard to heat intensity, pain, and pleasantness/
unpleasantness using VAS scales  (  22  ) . Testing may be performed 
with Fisher Isotemp Open Bath Circulators or other equivalent 
device. The procedures noted below are directly adapted from 
those previously published  (  22,   26  ) . 

      1.    A series of circulating water baths must be brought to the tar-
get temperatures in close proximity to one another. One bath 
must be neutral (33°C), and the others set to target test tem-
peratures. The temperature settings must be obscured so that 
they are not visible to the participants.  

    2.    Subjects should remove jewelry and watches from both hands/
arms prior to testing.  

    3.    The subject is informed of the goals of the procedure as 
follows: 

    We will be testing your sensitivity to warm and hot water tem-
peratures. At the appropriate times, I will instruct you to put one 
hand in a water bath. This will  fi rst be a neutral temperature 
bath, followed by a warmer bath. We are interested in knowing 
how the warmer bath feels to you and we will ask you questions 
about this while your hand is in the water. If you judge that the 
water temperature is too uncomfortable to tolerate, you may 
remove your hand. Otherwise, do not remove your hand until you 
are instructed to do so. The questions I will ask will be as follows: 
   (a)     First, I will show you a scale from 1 to 100 for you to rate how 

warm or hot it was.  [show the warm/hot scale and give 
them time to look it over and read the descriptors].  

   (b)     Second, I will show you a scale from 1 to 100 for you to rate 
how painful it was.  [show the warm/hot scale and give 
them time to look it over and read the descriptors].  

   (c)     Third, I will show you a scale from 1 to 100 for you to rate 
how pleasant or unpleasant it was . [show the pleasantness 
and unpleasantness scales and give them time to look it 
over and read the descriptors].      

    4.    The subject places their hand into the neutral (33°C) water 
bath for 1 min. The hand should be submerged up to the wrist 
and not be in contact with the sides or bottom of the water 
bath.  

  3.2.2.  Water Bath 
Immersion Testing

   Procedure for Water Bath 
Immersion Testing
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    5.    After 1 min the subject is instructed to place their hand into 
one of the adjacent baths maintained at a target test tempera-
ture and a timer is started.
   (a)    Thermal intensity assessment: Approximately 5 s after hand 

immersion in the test temperature, the subject is presented 
with the warmth-heat VAS and provides a rating of inten-
sity from 0 [not at all warm] to 100 [extremely hot].  

   (b)    Pleasantness/unpleasantness assessment: At least 15 s after 
the thermal intensity scale is presented (longer if required 
for the response), the subject is asked whether the bath is 
pleasant, unpleasant, or neutral. If they indicate neutral, the 
pleasantness/unpleasantness rating is 0. Otherwise they are 
presented with the appropriate scale (pleasantness or 
unpleasantness) and provide a rating from 0 [not at all pleas-
ant/unpleasant] to 100 [extremely pleasant/unpleasant].  

   (c)    Pain assessment: At least 15 s after the pleasantness/
unpleasantness scale is presented, the subject is presented 
with the pain VAS and provides an intensity rating from 0 
[not at all intense] to 100 [extremely intense].      

    6.    The entire sequence for rating (steps 5a–c above) may be 
repeated a second time. When this is completed (approximately 
1.5 min after the hand is placed in the test temperature), the 
subject is instructed to place their hand back in the neutral 
(33°C) bath and the sequence for rating (steps 5a–c) may be 
repeated a third time. Therefore, for the assessment of each 
individual test temperature, three sets of ratings are obtained—
two for the test temperature and one for the neutral (33°C) 
temperature.  

    7.    Approximately 45 s after hand immersion in the neutral (33°C) 
bath, the hand is removed and dried with a towel.  

    8.    Two minutes after hand removal from the neutral (33°C) bath, 
steps 4 and 5 are repeated for the next test temperature using 
the opposite hand. The hand should be alternated between 
successive trials within each testing session.      

      1.    The same approach outlined above may be used to test percep-
tion in the feet. The foot being tested should be submerged up 
to the ankle, and not touching the sides or bottom of the bath. 
A perforated surface such as Plexiglas has been used to elevate 
the foot above the bottom of the bath and permit contact 
between the circulating water and the bottom of the foot.  

    2.    Though random sequencing of test temperatures would be 
optimal in terms of blinding, perceptions of lower/milder 
temperatures can be substantially blunted if they follow expo-
sure to an extreme temperature. Therefore, a  fi xed ascending 
temperature sequence within each testing session has been 

   Notes
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used though this may necessarily result in some degree of 
 predictive anticipation.  

    3.    Perceptual adaptation and/or augmentation over the time-
frame of testing may be anticipated over the ~1.5 min of hand/
foot immersion depending on the endpoint and the speci fi c 
test temperature  (  26  ) . Therefore, data collected with the  fi rst 
and second ratings during a given immersion should not be 
pooled unless there is a clear statistical rationale for doing so.         

 

 The methods noted above can substantially characterize de fi cits in 
heat perception. However, none speci fi cally assesses whether heat 
perception de fi cits translate into signi fi cant impairment in the abil-
ity to avoid or withdraw from potentially injurious heat in the 
household setting, a potential safety concern for drugs inhibiting 
the activity of the heat-activated TRP channels  (  19,   21  ) . 
 The HPT correlates closely with the threshold above which heat 
stimuli have potential to cause burn injury and exposure time 
required for second-degree burn dramatically shortens with incre-
mental increases in temperature  (  39   –   41  )  (Table  2 ). For context in 
terms of heat encountered during normal daily living, 49°C is the 
recommended temperature setting for domestic hot water heaters, 
though temperatures as high as 60°C are commonly used  (  42  ) . 

  4.  Withdrawal 
from/Avoidance 
of Potentially 
Injurious Heat

   Table 2 
  The relationship between temperature and the time to burn 
injury  (  41  )    

 Temperature a  (°C) F    
 Time to full thickness epidermal 
necrosis (second- or third-degree burn) 

 44.0°C  5–6 h 

 45.0°C  2–3 h 

 47.0°C  20–25 min 

 48.0°C  15–18 min 

 49.0°C  9.5 min 

 51.0°C  4 min 

 53.0°C  1.5 min 

 55.0°C  30 s 

 60.0°C  5 s 

   a Applied to anterior thorax or ventral forearm with  fl owing stream of hot water or oil  
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Second-degree burns are reported to occur within a plausible 
 bathing timeframe (~9.5 min) at 49°C, and within 5 s at 60°C 
 (  39,   41  ) . Food, drink, and heated surfaces are routinely encoun-
tered at much higher temperatures with potential to rapidly cause 
second- and third-degree burns  (  43  ) . Notable variables impacting 
the relationship between temperature and time to burn include 
skin thickness, which varies across body sites and with age  (  44–  46  ) , 
and fundamental properties of the material delivering the heat 
stimulus to the skin  (  39  ) .  

 The circulating water bath model is a reasonable surrogate for 
bathing, one of the common household scenarios in which burn 
risk may be encountered, and can be used to provide at least a pre-
liminary assessment of risk in the bathing setting  (  19,   21  ) . The 
general approach may be the same as noted above in Sect.  3.2.2  
using a neutral temperature bath for equilibration and multiple test 
baths, with at least one at a temperature that may be encountered 
in bathing and has potential to cause signi fi cant burn injury (i.e., 
second-degree burn) in the plausible time frame of bathing. 
Temperatures in the 47–49°C range meet these criteria. Both are 
well above the noxious threshold and should be quickly perceived 
as intensely painful and unpleasant  (  22  ) . Subjects may be instructed 
to remove their hand/foot if and when they perceive the bath to 
be “uncomfortable,” a broad term selected based on the assump-
tion that discomfort would lead to withdrawal and/or a lowering 
of the water temperature in the real bathing setting. 

      1.    Same as Step 1 in Sect.  3.2.2  (bath preparation).  
    2.    Same as Step 2 in Sect.  3.2.2  (watch/jewelry removal).  
    3.    The subject is informed of the goals of the procedure using 

scripted language similar to the following: 
  We will be testing your sensitivity to warm and hot water 

temperatures. At the appropriate times, I will instruct you to put 
one hand in a water bath. This will  fi rst be a neutral temperature 
bath, followed by a warmer bath. We are interested in knowing 
how the warmer bath feels to you. If you judge that the water tem-
perature is uncomfortable enough to want to remove your hand, 
then just remove it. This is not a test to see how much you can tol-
erate. If your hand does not feel uncomfortable in a particular 
bath, leave it in the water until I tell you to remove it.   

    4.    Same as Step 4 in Sect.  3.2.2  (1 min immersion in neutral 
[33°C] bath).  

    5.    After 1 min the subject is instructed to place their hand into 
one of the adjacent baths maintained at a target test tempera-
ture and a timer is started.  

    6.    Subject removes hand when discomfort is experienced or is 
instructed to remove their hand at a pre-established time limit 

   Procedures for 
Assessing Withdrawal 
from Noxious Heat   
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(see Note 1 below). The time from immersion to removal is 
captured.  

    7.    If desired, perceived intensities may be assessed as exploratory 
endpoints (see Note 2 below).  

    8.    Two minutes after hand removal from the test bath, steps 4–7 are 
repeated for the next test temperature using the opposite hand. 
The hand should be alternated between successive trials within 
each testing session. The different temperatures being tested may 
be applied in random sequence for blinding purposes.      

      1.    There should be a  fi xed maximum exposure duration that 
ensures that no burn of any degree will occur at the maximum 
temperature tested. This is critical as  fi rst-degree burn could 
produce in fl ammatory allodynia/hyperalgesia and alter 
responses in subsequent testing and second-degree or greater 
burn would constitute signi fi cant injury to study subjects over 
a relatively large area of skin.  

    2.    The same VAS scale approach described in Sect.  3.2.2  may be 
used to capture context with regard to what subjects were 
experiencing at the time of hand withdrawal. However, in the 
setting of a test drug that substantially blunts heat pain percep-
tion, the duration of hand immersion at the time VAS assess-
ment would vary between treatments (i.e., placebo vs. study 
drug), thereby limiting the strength of between-treatment 
comparisons of these endpoints. Subjects may also be asked to 
rate the heat of the water bath relative to their preferred bath-
ing temperature (i.e., “too hot,” “optimal,” “too cold”) to 
provide additional “real world” context.  

    3.    Some substantial weaknesses in terms of predicting household 
burn risk are notable. Neither this nor any other model of experi-
mental heat pain has been validated in terms of predicting burn 
risk. Therefore, establishing criteria for concluding that burn risk 
may/may not exist must be based on the assumption that the 
extrapolation is valid. Additionally, the scenario tested is restricted 
in terms of temperature and the nature of heat exposure. Notably, 
much higher temperatures may be encountered in other daily-life 
scenarios (i.e., food, cooking, machinery, etc).       

 

 Laser stimulation is an alternative to the use of contact thermodes 
for delivering a focused heat stimulus to the skin  (  47  )  and can be 
used for STT or thermal threshold assessment. One notable 
 disadvantage of lasers is that they typically deliver a target stimulus 

   Notes

  5.  Lasers
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    Chapter 27   

 Collagen Antibody-Induced Arthritis: A Disease-Relevant 
Model for Studies of Persistent Joint Pain       

     Katalin   Sandor      ,    Kutty   Selva   Nandakumar   ,    Rikard   Holmdahl   , 
and    Camilla   I.   Svensson      

  Abstract 

 Rheumatoid arthritis (RA) is a complex autoimmune disease, with a prevalence of approximately 1% in the 
population worldwide. RA is a chronic in fl ammatory disease primarily affecting joints and patients suffer 
from a plethora of symptoms, including pain, fatigue and stiffness. Joint pain is one of the most egregious 
symptoms in RA. Animal models of RA are used extensively in research to understand the pathogenesis of 
in fl ammatory arthritis and in the assessment of potential disease-modifying agents. There is an increasing 
need for disease-relevant animal models for pain research and several of the RA animal models that previ-
ously were not used in pain research have now been characterized for this purpose. The most commonly 
used RA model is the collagen-induced arthritis (CIA) model. However, it has certain disadvantages when 
used for pain research. Here we describe an alternative model, the collagen antibody-induced arthritis 
(CAIA) model to study RA-induced pain. This model has been used to investigate disease pathology for 
more than 10 years, but has just recently been characterized as a pain model. In comparison to CIA, more 
mouse strains are susceptible to CAIA and the degree of joint pathology and systemic disease is less severe, 
making the assessment of arthritis-associated nociceptive behavior, such as paw withdrawal from mechani-
cal or thermal stimuli, as well as changes in normal behavior such as locomotion more easily investigated. 
The aim of this chapter is to describe the CAIA model and several techniques used to study in fl ammatory 
pain-like behavior.  

  Key words:   Collagen antibody-induced arthritis ,  Rheumatoid arthritis ,  Chronic pain ,  Mechanical 
hypersensitivity    

 

 Rheumatoid arthritis (RA) is a complex, systemic autoimmune 
 disease with genetic and environmental components, affecting 
approximately 1% of the population worldwide (three times more 

  1.  Introduction
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common in women than in men). Arthritis in the articular joints is 
a devastating problem for patients, as it results in disability and 
pain, and thus reduces quality of life. Rheumatoid arthritis is char-
acterized by in fl ammation primarily in the synovial joints, but may 
affect other tissues and organs throughout the body named as 
extra-articular manifestations. The disease is associated with prolif-
eration and in fi ltration of multiple cell types including mac-
rophages, neutrophils, mast cells, T and B cells in the synovium. 
The resulting in fl ammatory processes lead to swelling and pannus 
formation in the joint, as well as destruction of cartilage and bone. 
RA has been studied intensively but the precise pathological mech-
anisms remain unclear. Considering all symptoms of RA, pain is 
frequently reported to be the major physical problem and symp-
tom of the patients. In fact, arthralgia (joint pain without 
in fl ammation) and the presence of serum autoantibodies (e.g., 
rheumatoid factors and anti-citrullinated protein antibodies) pre-
date the development of RA  (  1,   2  ) . The prognosis for RA has been 
dramatically improved since the introduction of “biologics,” drugs 
that alter the progression of the disease. However, despite improved 
disease control, pain is still a major issue for RA patients. In a recent 
study 86% of the patients stated that their disease was “somewhat 
to completely controlled,” yet 65% continued to rate their pain as 
a signi fi cant problem  (  3  ) . 

 Chronic pain is often associated with sleep disturbances, 
depression, social isolation and reduced ability to work. Long-term 
pain is a major burden not only for the affected individual but also 
for the society; approximately 20% of the population worldwide 
suffers from chronic pain, which leads to enormous costs in the 
form of medical treatment, sick leave, and lost productivity  (  4,   5  ) . 
Non-steroidal anti-in fl ammatory drugs (NSAIDs) and opioids, 
alone or in combination, are quite effective for treatment of short-
lasting in fl ammatory pain. Unfortunately, these currently available 
treatments are often not suf fi cient for long-term pain, either 
because they do not provide adequate pain relief or because they 
are associated with problematic side effects. Thus it is critical to 
increase our understanding of how chronic pain is regulated in 
order to identify new targets for pain relief. By exploring the mech-
anisms of pain in RA we might be able to unravel targets with 
potential to attenuate chronic in fl ammatory joint pain. Hence, it is 
crucial to investigate chronic pain mechanisms using disease- 
relevant models. 

 Even though several experimental animal models exist for RA, 
there is no “universal model” due to the complexity, as well as genetic 
and molecular heterogeneity of the disease  (  6,   7  ) . KRN mice, trans-
genic for a T cell receptor that recognizes an epitope of bovine 
RNAse peptide, develop arthritis spontaneously  (  8  ) . Crossing KRN 
mice with non-obese diabetic (NOD) mice generates K/BxN mice 
that spontaneously develop severe joint in fl ammation of all distal 
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joints  (  9  ) . Spontaneous in fl ammatory arthritis can be evoked by 
genetic modi fi cations such as in TNF- α  overexpressing mice  (  10  )  
and in IL-1 receptor antagonist-de fi cient mice  (  11  ) . Arthritis can 
also be induced by immunization, as in the collagen-induced arthri-
tis model  (  12,   13  ) . Intra-articular injection of zymosan, a polysac-
charide derived from a bacterial cell wall, evokes biphasic arthritis in 
mice  (  14,   15  ) . A single subcutaneous injection of pristane, a terpe-
noid alkane results in chronic arthritis in rats  (  16  ) . Another way of 
inducing arthritis in rodents is sensitization to an antigen, followed 
by intra-articular injection of the same agent, such as proteoglycan 
 (  17  )  or bovine serum albumin  (  18  ) . 

 The most commonly used RA animal model is the collagen-
induced arthritis (CIA) model. Arthritis is induced in this model 
by immunizing mice or rats using collagen type II (CII), one of the 
major matrix proteins of the articular cartilage. Of note, the sever-
ity of CIA has been identi fi ed as a problem when focusing on pain-
related behavioral experiments in the animals, as sickness may 
override readouts for nociception. In addition, the number of 
mouse strains that are susceptible to CIA is limited and this could 
pose a problem, especially as C57BL/6 mice are not susceptible 
and this genetic background often sets the framework for studies 
using genetically modi fi ed mice. 

 We are focusing on antibody-induced joint in fl ammation and 
have found that animal models of RA in which antibodies targeting 
proteins expressed in the joint are delivered systemically have sev-
eral advantages in pain research. Antibodies, especially as constitu-
ents of immune complexes, play a central role in triggering 
in fl ammation but they can also directly cause the destruction of the 
target tissue preceding and independent of disease development 
and in the absence of any other pathogenic in fl ammatory factors or 
the action of immune cells  (  19  ) . Serum transfer from the K/BxN 
mice reliably induces transient in fl ammatory arthritis in the joints 
of a wide range of mouse strains  (  8  )  due to transfer of autoantibod-
ies against glucose-6-phosphate isomerase  (  9  ) . Collagen antibody-
induced arthritis (CAIA) is an extension of the CIA model, in 
which monoclonal antibodies against CII are injected instead of 
immunizing the mice against CII  (  20–  22  ) . These  fi ndings have led 
to de fi ned cocktails of antibodies to standardize CAIA  (  23,   24  ) . 
While both CAIA and K/BxN models are well established for dis-
ease-mechanistic studies in the RA  fi eld, we have recently charac-
terized the K/BxN serum transfer arthritis  (  25,   26  )  and the CAIA 
model (Bas et al., manuscript in revision) as new experimental 
models of in fl ammatory joint pain. These models display pro-
nounced and reproducible mechanical hypersensitivity during the 
phase of joint in fl ammation. As recipient mice receive the same 
quantity of antibodies at the same time, the CAIA and K/BxN 
serum transfer models have a predictable onset of signs of arthritis. 
Both models have a high incidence rate with a fast disease onset, 
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within days instead of weeks as with the CIA model  (  8,   27  ) . The 
severity of the disease can be titrated based on the amount of anti-
bodies injected and then the in fl ammatory phase reliably resolves 
as the antibodies are cleared and not replaced by B cells. Mice 
injected with CII antibodies or K/BxN serum display robust and 
highly reproducible mechanical hypersensitivity with an onset that 
correlates with joint and paw in fl ammation. Of note, the mechani-
cal hypersensitivity does not return to baseline concurrent with the 
resolution of joint in fl ammation, but outlasts the signs of arthritis 
by at least 6 weeks. Thus, these two RA models provide an oppor-
tunity to study pain-like behavior and mechanisms of pain process-
ing not only during the ongoing joint in fl ammation, but also in the 
post-in fl ammatory phase. 

 The K/BxN model was recently described from a pain per-
spective  (  25  ) ; hence in this chapter we are focusing on the CAIA 
model and accordingly the protocol describes the usage of the 
CAIA model as a model of persistent pain.  

 

  It is recommended to use adult mice, as mice under the age of 
6–7 weeks show low incidence rate of collagen antibody-induced 
in fl ammation  (  28  ) . In general, increasing age is associated with 
increased CAIA susceptibility and disease severity  (  22  ) . Background 
strains that have been screened for susceptibility to CAIA include: 
BALB/c, C57BL/6, DBA/1, QB (BALB/c × B10.Q) F1, QD 
(B10.Q × DBA/1) F1, B10.Q, B10.RIII, C3H.Q, NFR/N, RIIIS/J 
and NOD.Q mice  (  22  ) . If strains other than those listed above are 
preferred, pilot studies and appropriate controls should be under-
taken as different strains may show different susceptibility to CAIA-
mediated induction of hypersensitivity (and arthritis). It is also 
recommended to consider the choice of sex carefully. There are sex 
differences with regard to both basal and induced pain-like behavior 
in mice  (  29  ) , as well as in CAIA susceptibility. In some strains male 
mice are more susceptible than females and this is thought to be 
dependent on estrogen’s suppressive effect on CII antibody response 
 (  30  )  and on CAIA  (  22,   31  ) . There are clear sex differences regard-
ing social behavior. For example,  fi ghting among males is more 
common than between female mice, and of importance, aggression 
enhances CIA susceptibility  (  32  ) , also see Note 1.  

      (a)    Antibody cocktail containing monoclonal antibodies against 
different epitopes of collagen type II. 

 While there are some variations in the cocktail composi-
tion between different manufacturers, the most common 

  2.  Materials

  2.1.  Mice

  2.2.  Collagen Antibody 
Cocktail for Induction 
of Arthritis
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 cocktails contain IgG antibodies CIIC1, CIIC2, M2139 and 
UL1 against the C1 III , D3, J1 and U1 collagen epitopes  (  23  ) . 
The highly conserved nature of these epitopes across the 
species originally formed the basis for the development of 
RA inducing reagents, as in mice and human RA patients the 
antibody response that best correlates with disease is directed 
against these epitopes  (  33  ) . The  fi rst commercially available 
cocktail consisted of four antibodies and arthritis was induc-
ible with these cocktails in several mouse strains, the best 
responders being DBA/1, BALB/c, QB and B10.RIII mice 
 (  22,   34  ) . Later additional antibodies have been added to the 
cocktail to facilitate induction of RA in a broader range of 
mouse strains. The currently commercially available cocktails 
are listed in Table  1 . CAIA cocktail is currently only available 
for mice.   

    (b)    LPS from  Escherichia coli  serotype 055:B5 (Sigma-Aldrich) 
dissolved in saline or PBS.  

    (c)    1 ml syringe and 27 G needle for CII antibody cocktail and 
LPS injection.  

    (d)    Restrainer for the injection of conscious mice.  
    (e)    Infrared lamp to warm the tail prior to intravenous injection.      

      (a)    A plethysmometer is used to assess the degree of swelling. It 
consists of two Perspex chambers  fi lled with conductive solu-
tion that are connected to each other and to a control unit. 
The device works on the principle of water displacement, the 
immersion of the paw into one chamber is re fl ected into the 
other chamber, which induces conductance between the two 
platinum electrodes. The control unit detects the conductivity 
changes and transforms it to the displaced volume.  

    (b)    A caliper is used to measure the ankle/knee diameter.      

      (a)    An elevated platform with open access from the bottom to the 
wire mesh surface.  

    (b)    A clear Plexiglas enclosure on the top divided approximately 
into 15 × 15 cm boxes covered by Plexiglas lid. The Plexiglas 
boxes should provide enough space for the mouse to turn, 
walk and rear.  

    (c)    A set of von Frey  fi laments. There are different types of syn-
thetic plastic  fi laments, the most commonly known ones are the 
Stoelting  fi laments (0.04 g, 0.07 g, 0.16 g, 0.4 g, 0.6 g, 1.0 g 
and 2.0 g). The Marstock OptiHair  fi laments also are used fre-
quently, the difference being that they are made of elastic optic 
glass  fi bers and therefore are not affected by temperature 
and humidity changes. The end of each  fi lament is coated with 

  2.3.  Assessment 
of Joint Swelling

  2.4.  Mechanical 
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a small epoxy bead to ensure a constant contact surface of 
 different  fi bers, as well as to avoid a potential stimulation of 
nociceptors when the  fi lament is bent. The Marstock OptiHair 
 fi laments are calibrated to the following forces: 0.025 g, 
0.051 g, 0.102 g, 0.204 g, 0.408 g, 0.815 g, 1.63 g and 
3.26 g.  

    (d)    An automatized von Frey device to assess mechanical hyper-
sensitivity (alternative to manual  fi laments).      

  The pressure application measurement device is designed to assess 
mechanical hypersensitivity in knee and ankle joints. It consists of 
a force transducer mounted on the researcher’s thumb and a con-
trol unit.  

  It has been shown that RA patients develop hypersensitivity to 
innocuous cold  (  35  ) ; hence testing sensitivity to cold is of rele-
vance in experimental models of RA. The mouse can be placed on 
a cold surface and the time to response is assessed. This test is com-
monly referred to as “the cold plate” test. Alternatively, cooling 
reagents, such as menthol or acetone, can be applied to the paw 
and the duration of response measured  (  36,   37  ) .

    (a)    A cold plate to assess cold hypersensitivity or two cold plates 
connected to each other to assess temperature preference.  

    (b)    1 ml syringe and acetone or menthol for topical application to 
the paw.  

    (c)    Grid or Plexiglas enclosure as testing environment for the ace-
tone/menthol test.      

      (a)    Modi fi ed Hargreaves-type device. This includes a temperature 
variable glass surface upon which the mice are placed and a 
triggerable, movable focused heat source. Frequently this heat 
source is attached to a mirror to allow for easy visualization of 
the heat source on the appropriate portion of the footpad.  

    (b)    A Plexiglas enclosure on the top divided approximately into 
15 × 15 cm boxes covered by Plexiglas lid that can be placed on 
top of the thermal testing device.  

    (c)    Timer.      

  Besides the evoked mechanical hypersensitivity testing procedures, 
there is an increasing need to test changes in the spontaneous loco-
motion of mice, especially during long-term pain conditions. There 
are several methods to test locomotion, such as the catwalk system, 
the comprehensive laboratory animal monitoring system (CLAMS) 
or the laboratory animal behavior observation, registration and 
analysis system (LABORAS).   

  2.5.  Pressure 
Application 
Measurement Device

  2.6.  Cold 
Hypersensitivity

  2.7.  Thermal 
Hypersensitivity

  2.8.  Locomotor Activity
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  The antibody cocktail (PBS to the control group) can either be 
injected intravenously to the tail vein or intraperitoneally using a 
1 ml syringe and a 27 G needle. Prior to intravenous injection, the 
mouse is gently restrained in a tube where they can breathe easily, 
but not turn around, leaving the tail accessible to the experimenter 
(see Note 2). To facilitate tail vein location and injection, the veins 
can be dilated by warming the tail with a tissue merged in warm 
water or using an infrared lamp to heat the tail for a couple of sec-
onds. The recommended amount of antibodies and the injection 
volume are different and depend on the antibody cocktail compo-
sition and concentration, see Table  1 . The day of the cocktail injec-
tion counts as day 0 in the experiment.  

  Injection of LPS is optional in this model. However, it is commonly 
used as injection of LPS synchronizes the onset of visible 
in fl ammation, increases the disease severity and at the same time 
reduces the amount of monoclonal antibody required to induce 
arthritis  (  38  ) . LPS is derived from  E. coli , it is always part of the 
commercial package, the dosage and the recommended day of 
injection are described in Table  1 . LPS is injected intraperitoneally 
with a 1 ml syringe and a 27 G needle. The  fi rst signs of in fl ammation 
usually appear within 1 day after injection of LPS. Mice in the con-
trol group are injected with the same volume of PBS or saline. It is 
recommended to include a control group injected with LPS alone, 
in particular if nociception is studied in the early phase of 
in fl ammation. LPS is associated with the release of pro-in fl ammatory 
cytokines, such as interleukin-1 (IL-1), which on its own may acti-
vate or sensitize nociceptors or cause release of other nociceptive 
mediators, e.g., prostaglandins  (  39  ) . LPS also activates glia cells in 
the spinal cord, which have been implicated in pain processing  (  40  ) . 
However, in our laboratory, 25  μ g of LPS i.p. does not induce 
mechanical hypersensitivity (Fig.  1 ) and based on the low-dose 
 single injection of LPS it is unlikely that LPS has a signi fi cant impact 
on pain thresholds at later time points in the model. Of note, fol-
lowing CII antibody cocktail injection, and in particular the day 
after LPS injection, the mice lose body weight, but normally they 
recover within 1 week of the experiment (see Note 3).   

  The degree of in fl ammation (redness and swelling) in the joints is 
assessed by visual inspection and scoring. There are different scor-
ing systems, and in this chapter we describe two different methods. 
Scoring of the paws should be done prior to the injection of CII 
antibody cocktail and then regularly throughout the experiment 
(e.g., every third day). The signs of in fl ammation are quite obvious, 

  3.  Methods

  3.1.  Induction 
of Arthritis

  3.2.  Synchronizing 
and Enhancing the 
Development of CAIA

  3.3.  Arthritis Scoring
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but it is recommended to practice with cross-checks between 
 investigators, and to perform the scoring blinded. 

 The mouse is lightly restrained and the researcher carefully 
examines and records clinical signs according to method 1 or 
method 2 (described below). Data are presented as a total score 
per time point. 

  Data presented in this protocol are recorded using method 1 
(Fig.  1 ). This is an extended scoring protocol commonly used in 
research laboratories  (  41  ) . In fl ammation is de fi ned as redness and 
swelling at the same time of the affected part of the leg (see Note 4). 
All four limbs are examined including the toes, the ankle and the 
dorsal mid-surface of the paw. Each leg can score a maximum of 15 
points and each animal can score a maximum of 60 points. Points 
are given as follows:

   1 point for each in fl amed toe   ●

  1 point for each in fl amed knuckle   ●

  5 points if the ankle is in fl amed      ●

  For each of the four limbs (maximum of 4 points per limb, up to a 
combined total of 16) score points  (  1–  4  )  are given according to the 
presence of the following features with the greatest point value:

   1 point if there is only redness of the bottom of the footpad.   ●

  2 points if there is visible thickening of the paw.   ●

  3 points if the swelling of the ankle is suf fi cient to make the  ●

ankle equal to or greater in width than the mid-footpad.  
  4 points if there is swelling of at least one digit.       ●

  3.3.1.  Method 1

  3.3.2.  Method 2

  Fig. 1.    Results of the mean arthritis scores in CAIA mice over time after injection. Visual signs of arthritis appeared already 
by day 3, reaching a maximum score of 30 on day 15 and gradually turned back to approach a score of 0 by day 40. PBS 
and LPS groups did not show signs of arthritis (Data points are expressed as mean ± SEM,  n  = 6 mice/group).       
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  Besides visual inspection and scoring, the degree of edema 
 formation may be assessed.

    (a)    Plethysmometer 
   Mice are habituated to being restrained and having their paws 

immersed in water. Baseline testing should be performed 
before the cocktail injection. The mouse is restrained tightly 
and the experimenter gently holds and stretches the leg by the 
thigh, leaving the hind paws free. The paw is immersed in one 
of the chambers and held in a constant position until the dis-
placement of solutions is stable on the display panel (shown in 
cm 3 ). In order to correctly assess edema, it is crucial to submerge 
the paw to the same depth of the chamber at each test session 
throughout the whole experiment. A reference point can be 
made by drawing a line above the ankle with a small  fi ber 
marker, dip the paw as deep as the line touches the surface of 
the solution; this way the same depth during the experiment 
can be ensured. Data can be presented as paw volume using 
cm 3  values, or as percent change from the baseline expressed as 
edema. The plethysmometer is designed to test paw edema 
and it is not suitable for measuring knee edema, because the 
leg cannot be submerged as deep as needed in the chamber.  

    (b)    Caliper 
   The mouse is lightly restrained and the caliper is used to mea-

sure the diameter of the ankle and/or the knee joint. The cali-
per should be placed at the lateral sides of the ankle or the knee 
joint. Care should be taken to prevent compression of the tis-
sue, the caliper should just touch the skin. A caliper without 
any spiral or with a weak spiral is preferable, as otherwise there 
may be a risk of tissue compression, which could cause tissue 
damage and confounded measurements. This method of edema 
assessment is not trivial; the joint can change position even due 
to weak pressure and therefore at least three recordings in each 
session are suggested. The test can be repeated as often as 
required. Data can be presented as diameter in mm, or as per-
cent change compared to control.      

      1.    Habituation 
   The mice are placed on a mesh surface in individual Plexiglas 

enclosures. The mice are habituated to the testing device for 
approximately 1–2 h on two different days prior to the record-
ing of baselines and induction of arthritis. Habituation time 
differs between strains and research environments; hence the 
researcher should observe the mice during habituation in order 
to provide enough time to allow them to calm down and mini-
mize their explorative behavior. Keeping the mice in the enclo-
sure for a long time is not recommended, since the mesh 
surface could cause sensitization of the paw, and the absence of 

  3.4.  Joint Swelling

  3.5.  Assessing 
Mechanical 
Hypersensitivity
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food and water could affect the mice. At least three baseline 
measurements are suggested for calculation of average baseline 
thresholds prior to intravenous injection of CII antibody cock-
tail. Preferably the frequency of the baseline testing and testing 
during the experiment should be the same, e.g., every third 
day. Variation in nociceptive thresholds may be reduced by 
performing the tests during the same period of the day (also 
see Notes 5, 6 and 7).  

    2.    von Frey  fi laments and the “up–down method” 
   Several sets of von Frey  fi laments exist, and this chapter 

describes the Dixon up–down method  (  42  )  modi fi ed by 
Chaplan and coworkers  (  43  )  and using the Marstock  fi laments. 
Each  fi lament is applied perpendicular to the center of the 
plantar surface of the hindpaw for a maximum of 5 s, or until a 
response is observed. A response is de fi ned as a clear and brisk 
withdrawal of the paw. In cases when the mouse steps or walks 
away, the testing is stopped and repeated 2–3 min later. When 
one paw is tested, it is recommended that the researcher tests 
the paw of another animal instead of testing the second paw of 
the same animal.
   (a)    Testing begins with the middle  fi lament (e.g., with 0.408 g 

in the Marstock series).  
   (b)    In the absence of paw withdrawal response (“o”), the next 

stronger  fi lament in the series is applied (e.g., 0.815 g).  
   (c)    If a paw withdrawal is observed (“x”), the next weaker 

 fi lament is chosen (e.g., 0.204 g).  
   (d)    When a response is observed after a non-responder 

 fi lament, it has to be followed by four more  fi laments.     
 These six recordings give a pattern of the sensitivity of the 

examined paw (e.g., “oxoxox”). This pattern is expressed as a 
certain factor in the appendix of the Chaplan paper  (  43  )  which 
belongs to the following formula:

     
f[ ]50% g threshold (10 ) / 10 000 ,+ δ= x k    

  where  x  f  is the value (in log units) of the  fi nal von Frey  fi lament 
used,  k  is the value of the pattern in the appendix, and   δ   is the 
mean difference (in log units) between two  fi laments (see 
Note 8). This calculation results in the 50% threshold in grams, 
which means that at the calculated value there is a 50% chance 
to observe a positive withdrawal response. Even though it is 
mathematically not continuous, thus, considered to be non-
parametrically distributed  (  43  ) , very often data are analyzed 
according to parametrical features  (  44  ) . The baseline 50% 
threshold varies between mouse strains and differs at different 
ages or between sexes, but generally it is not lower than 2 g or 
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higher than 4 g. Data can be presented as 50% threshold values 
in grams throughout the experiment, or as percent change 
from the baseline, which can be expressed as mechanical 
hypersensitivity.  

    3.    Automatized von Frey device 
   There are automated, digitalized devices to test hypersensitiv-

ity not using several  fi laments with different forces, length and 
diameters, but using one single  fi lament, which is connected to 
and driven by a preset stimulator unit. The control unit is 
moved under the mouse with the help of a mirror attached, 
and once the unit is at the right place (the  fi lament faces the 
middle of the hind paw), the button on the control unit is 
pressed and the  fi lament lifts up until it reaches the plantar 
surface of the paw. Immediately after reaching the paw, the 
 fi lament exerts an increasing upward force to a maximum value 
with a preset ramp (see Note 9) until the paw is withdrawn; 
thus, the  fi lament falls back. The stimulator unit registers the 
force in grams and the time elapsed in seconds. Therefore, data 
can be presented as mechanical threshold in grams, as percent 
change from the baseline (expressed as mechanical hypersensi-
tivity) or as response latency in seconds.      

  A force transducer (with a 5 mm rounded probe) is mounted on 
the thumb of one hand and the mouse is lightly held with the other 
hand. The ankle or knee joint is gently positioned between one 
 fi nger and the transducer, the latter being applied to the lateral side 
of the knee or the ankle joint. Once the proper position is set, the 
researcher applies increasing pressure on the joint (30 g/s) until 
the animal attempts to escape or withdraw the leg (see Note 10). 
In case the mouse does not respond the testing should be stopped 
at 8–10 s (240–300 g) to prevent tissue damage  (  45  ) . With the 
help of a computer and a software the rate of force application can 
be preset and the linear increase of pressure visualized on the 
screen, thus, making the pressure application easier to control. 
Once a response is detected and the increase in pressure is discon-
tinued, the control unit shows the force reached in grams and the 
latency in seconds. Data can be presented as pressure threshold in 
grams, as present change from baseline expressed as pressure hyper-
sensitivity or as response latency in seconds.  

      (a)    Acetone drop test 
   The mice are placed separately in an enclosure where they can 

move freely. The enclosure can be the same mesh surface and 
Plexiglas boxes that are used to assess mechanical hypersen-
sitivity. One acetone drop is applied gently to the plantar side 
of one hind paw with the aid of a 1 ml syringe. It can be applied 
from beneath in case the mouse is sitting on a grid, or while 
the mouse is gently restrained. Frequently mice display an 

  3.6.  Assess Deep 
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immediate reaction to the cold and the reactive behavior 
may last for 60–90 s (continuous or in episodes). Hence the 
experimenter should prepare for immediate recording with a 
stopwatch. Typical reactions are lifting, licking, shaking or 
biting the paw. This test is subjected to a relatively high 
degree of variation when performed in mice, and it is recom-
mended to repeat the test three times, with a 30 min test-
free period in-between sessions, in order to get stable values. 
Data can be presented as time spent reacting to acetone in 
seconds. Noteworthy, this test has certain limitations. It is 
very dif fi cult to adjust one drop of acetone precisely to the 
surface of the paw without touching it with the syringe, thus, 
the response might be due to cold sensation, chemical or 
touch stimulus  (  46  ) .  

    (b)    Cold plate 
   The mouse is placed on a metal plate set at room temperature 

(25°C) surrounded by an easily removable Plexiglas enclosure. 
The plate is set to decrease the temperature with a certain ramp 
and time (1°C/min), the mouse lifts and shakes one of the 
hind paws (as CAIA is polyarthritis model, both paws should 
be monitored). When a response is observed, the machine is 
stopped and the mouse is removed immediately to avoid tissue 
damage. It is highly recommended to set a cut-off temperature in 
order to discontinue the test session prior to tissue damage 
in case the mouse does not give any reaction. At least three 
baseline measurements are suggested, preferably taken on 
different days (see Note 11). Data can be presented as cold 
temperature threshold in degrees, as percent change from 
baseline expressed as cold hypersensitivity or as response latency 
in seconds.  

    (c)     Two-temperature preference device  
   There is an increasing desire to develop a device to test ongo-

ing cold hypersensitivity instead of evoked responses to nox-
ious cold stimulus, as exempli fi ed by the acetone and the cold 
plate tests. A temperature preference test gives the researcher 
the possibility to observe the rodent’s spontaneous reaction to 
temperature changes. The set up consists of two hot/cold 
plates connected to each other within a common enclosure, in 
some cases complemented with an escape area in-between. The 
two plates are separately controlled and operated with different 
settings: one is set at room temperature and remains unchanged, 
while the other is set to gradually decrease the surface tempera-
ture from 32°C to lower degrees, usually stepwise during 
30–60 min. Noteworthy, although the cold plate is very often 
used at low temperatures, around 0–5°C, this test shows tem-
perature preferences already at relatively high (around 20°C) 
temperatures  (  47,   48  ) . The mouse is placed in the middle of 
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the two plates at the start of the test session. With a help of a 
video camera the testing is recorded; thus, the mouse can be 
left undisturbed and undistracted. It is important to test base-
lines several times and to alternate the plate settings between 
trials to avoid the mice getting habituated to the settings (see 
Note 12). Data can be presented as time spent on each plate in 
seconds, or as relative time spent on each plate compared to 
each other in percentage.      

  Here we describe assessment of thermal thresholds using a 
Hargreaves-type testing device  (  49  ) . Mice are placed on the glass 
surface in Plexiglas containers and allowed to habituate to the test 
environment three times prior to baseline testing and for a mini-
mum of an hour (depending upon strains) prior to each test ses-
sion. The experimenter must ensure that mice are calm and are no 
longer displaying explorative behavior.

    (a)    When the mouse is sitting still with both hind paws  fl at on the 
glass surface, position the light source to point to the middle 
of the foot pad.  

    (b)    Initiate the thermal nociceptive stimulus (here, a focused pro-
jection bulb under the glass surface) coincident with starting 
the timer.  

    (c)    Terminate the stimulus and timer upon a brisk withdrawal of 
the paw. If the mouse is walking away during testing, the test 
should be repeated after 2–3 min.  

    (d)    When one paw is tested, it is recommended that the researcher 
tests the paw of another animal instead of testing the second 
paw of the same animal.  

    (e)    When the withdrawal latency is assessed for one paw of all 
mice, the time to response of the second paw is measured.     

 Thermal latency is de fi ned as the time required to generate a 
paw withdrawal and is measured in seconds. By changing the heat 
ramp (by altering the amperage of the bulb) different stimulus 
intensity can be achieved. Average baseline values typically fall 
within 8–12 s. To prevent thermal exposure damage, a cut-off time 
of 20 s or 55°C is recommended. Data can be presented as paw 
withdrawal latency in seconds or paw withdrawal temperature in 
degrees.  

  In this section, we give an illustration of our experiments with the 
CAIA mouse model. We used B10.RIII male mice. On day 0 (at the 
time of intravenous injection) mice were 15–17 weeks old. Each 
mouse was given 4 mg antibodies (150–200  μ l) intravenously to the 
tail vein (this cocktail is commercially available from MD Biosciences, 
see Table  1 ). On day 5 mice were injected intraperitoneally with 
25  μ g LPS dissolved in 100 ml saline. The control groups were either 

  3.8.  Thermal 
Hypersensitivity

  3.9.  Illustrative Data
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given PBS on both days 0 and 5 or PBS on day 0 and LPS on day 5, 
thus, there were a CAIA (CAIA + LPS), a PBS and an LPS group. 
Mechanical hypersensitivity and clinical scores were assessed every 
third day. B10.RIII mice developed mild signs of arthritis prior to 
injection of LPS. After injecting LPS, CAIA mice showed a promi-
nent increase in clinical score, reaching around 30 points by day 15, 
whilst there was no in fl ammation in the PBS or the LPS group. The 
arthritis score began to decrease from day 18 with visual signs of 
in fl ammation completely resolved by day 40 (Fig.  1 ). 

 Meanwhile, mechanical hypersensitivity (tested with Marstock 
von Frey  fi laments) was present in CAIA mice already by day 2 
with an almost 40% drop in tactile threshold (though both saline 
and LPS control group showed hypersensitivity as early as day 2). 
Mice were the most sensitive to touch stimulus around days 15–18, 
with hypersensitivity reaching 70% reduction from baseline values. 
Even though the clinical signs of in fl ammation resolved, hypersen-
sitivity remained pronounced throughout the whole study until 
the experimental endpoint on day 69 (Fig.  2 ). The saline and LPS 
groups showed some variations in tactile thresholds between test-
ing days, but generally remained unchanged throughout the study 
compared to the CAIA group (Fig.  2 ).    

 

     1.    Separation of the animals from their home cages resolves the 
aggression, but may introduce changes in the behavior related 

 4.  Notes

  Fig. 2.    Results of 50% withdrawal threshold over time after injection show a signi fi cant mechanical hypersensitivity in CAIA 
mice compared to PBS group throughout the whole study. LPS mice were not statistically different from the PBS group. 
Two-way ANOVA followed by Bonferroni’s post hoc test was used for statistical analysis,  p  < 0.05 was considered to be 
signi fi cant (Data points are expressed as mean ± SEM,  n  = 6 mice/group).       
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to isolation, which could lead to confounding factors in the 
testing environment.  

    2.    Injection can also be performed in anesthetized mice; however, it is 
more dif fi cult, as veins contract due to the reduced blood pressure. 
In this case, warming the tail with a warm tissue or with the infrared 
lamp facilitates injection to the same extent as in conscious mice.  

    3.    Measuring body weight is a good marker for disease severity. 
Dif fi culties for the mice to reach and grab standard rodent pel-
lets placed high in the cage can cause weight loss subsequent 
to induction of arthritis. This can be prevented by providing 
powder food or wet pellets at the bottom of the cage. The 
recommended allowance for reduction in body weight without 
taking measures is 10%. One way to stimulate food intake and 
weight gain is to provide a sweet addition to the food, such as 
jam or jello. However, care should be taken if using such an 
approach as sugar could affect the experimental outcome.  

    4.    Redness and swelling should be observed at the same time in 
order for the observation to be considered a sign of 
in fl ammation. In some strains, especially in albino mice, the 
toes and paws are naturally pink and may be mistaken for red. 
In such cases the observer has to take extra caution to ensure 
that the toes are also swollen when given a score and it is always 
good to compare in fl amed paws with normal paws from naïve 
mice, if the experimenter is in doubt of in fl ammation. More 
detailed information about the degree of in fl ammation can be 
achieved by examining if the knuckles are in fl amed. However, 
this can be dif fi cult to distinguish; therefore, more extensive 
training in arthritis score assessment may be required.  

    5.    The amount of explorative behavior in different mouse strain 
varies and is also dependent on the testing environment. Thus, 
the duration of time before the mice can be subjected to the von 
Frey- fi lament test may vary. It is important to set the experiment 
according to the mouse strain being examined. The duration of 
the testing session is crucial, as after a certain time the mice may 
change their behavior due to lack of food and water. Maybe 
more importantly, mice may become sensitized when standing 
on a mesh surface for a long time, which could result in con-
founded values. The effect of testing frequency should also be 
evaluated. We are using a paradigm where the mice are tested 
every third day, if test-induced sensitization is suspected, testing 
should be performed less frequently (e.g., every sixth day).  

    6.    It has to be taken into consideration that each setting differs in 
males and females. Testing in both sexes should be performed 
in different rooms or on different days, and if possible, in 
 different testing devices. Females need slightly more time to 
acclimatize and get anxious easier. According to our observa-
tions, they also are more sensitive to frequent testing.  
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    1.    Rantapaa-Dalqvist S, de Jong BA, Berglin E 
et al (2003) Antibodies against cyclic citrulli-
nated peptide and IgA rheumatoid factor pre-
dict the development of rheumatoid arthritis. 
Arthritis Rheum 48:2741–2749  

    2.    Uysal H, Nandakumar KS, Kessel C et al (2010) 
Antibodies to citrullinated proteins: molecular 
interactions and arthritogenicity. Immunol Rev 
233:9–33  

    7.    Mechanical hypersensitivity can only be assessed in the hind 
paws. Currently there is no device or method to test evoked 
response in the forepaws properly.  

    8.    The 50% threshold calculation in the Chaplan et al. 1994 paper 
is made for the Stoelting series of  fi laments, modi fi cation of the 
calculation (recalculation of the   δ   value) is required when using 
other sets of  fi laments.  

    9.    Different settings for this type of systems can be used, but it is 
important to note that the ramp should not be too high, since it 
can cause a different, pushing sensation for the mice instead of 
tactile stimulus. There also has to be a preset maximum force 
value, otherwise it reaches a force that can cause serious dam-
ages on the paw skin. If the  fi lament reaches the maximum force 
without the paw being removed, the testing has to be stopped 
manually, so the  fi lament can fall down to the original position.  

    10.    As the pressure is applied on the leg of a restrained animal, 
attempts to escape from the position are more frequently 
observed than withdrawal. It is strongly suggested that the 
experimenter goes through a training period to become familiar 
with the responses mice show to this type of stimulus and that 
the mice are habituated to the test situation to minimize stress.  

    11.    Response of mice to cold sensation can vary individually, some 
mice jump or paddle instead of lifting the paw and therefore it 
is important to record several baselines before the experiment 
starts to become familiar to their response.  

    12.    As in all preference type of tests, standardizing the environ-
ment (the right place for the device, standard room tempera-
ture, humidity conditions, etc.) is of high importance.     
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    Chapter 28   

 Animal Models of Muscular Dystrophy       

     Yuko   Iwata       and    Shigeo   Wakabayashi      

  Abstract 

 Muscular dystrophy is a severe degenerative disorder of the skeletal muscle, characterized by progressive 
muscle weakness. One subgroup of this disease is caused by a defect in the genes encoding the components 
of the dystrophin–glycoprotein complex. Such a defect results in a signi fi cant disruption of membrane 
integrity and/or stability and, consequently, a sustained increase in cytosolic Ca 2+  concentration ([Ca 2+ ] i ). 
Abnormal Ca 2+  homeostasis, especially under mechanical stress, is believed to be a key molecular event in 
the pathology of muscular dysgenesis. In this chapter, we will review the animal models of muscular dys-
trophy useful for understanding the pathophysiology of the disease. Particularly, we will focus on stretch-
activated TRP channels, which were reported to have critical pathological signi fi cance, and discuss the 
therapeutic potential of these channels for muscle dystrophy. We will also brie fl y summarize in vivo and 
in vitro procedures using dystrophic animal models, isolated muscle  fi bers, and cultured myotubes.  

  Key words:   Dystrophin–glycoprotein complex ,  Muscular dystrophy ,  Stretch-activated channel , 
 TRPV ,  TRPC ,  Cell damage ,  Mechanical stress ,  Membrane fragility ,  Sarcoglycan    

 

 Muscular dystrophy is a severe disease with no known cure, 
 characterized by weakness and wasting of skeletal muscle  (  1  ) . 
Patients with muscular dystrophy have high levels of cytosolic 
muscle enzymes in the serum, and, on muscular biopsy, show 
ongoing muscle degeneration and regeneration,  fi brosis, and 
interstitial  fi brosis. More than 30 forms of muscle dystrophy are 
known according to the genetic basis of classi fi cation. The most 
frequent form is Duchenne muscular dystrophy (DMD), a lethal 
and X-linked recessive type caused by dystrophin de fi ciency, occur-
ring in 1 of 3,500 men. Another form is limb-girdle muscle dys-
trophy (LGMD), including its autosomal dominant (LGMD type 
1) or autosomal recessive (LGMD type 2) type, which affects 
roughly 1 out of 15,000. Many LGMDs are caused by mutations 

  1.  Introduction
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in genes encoding the dystrophin–glycoprotein complex (DGC) 
(Fig.  1 ) or the membrane cytoskeleton. Interestingly, many of 
these genes are known to be also associated with cardiomyopathy. 
Since there are signi fi cant structural and functional similarities 
between cardiac and skeletal muscles, a common signaling path-
way leading to muscle dysgenesis may be involved in these two 
muscle degenerative disorders. Recently, we identi fi ed candidate 
proteins that may link DGC defects to downstream Ca 2+  abnor-
mality and the consequent occurrence of muscle dysgenesis in two 
animal models, dystrophin-de fi cient  mdx  mice and  δ -sarcoglycan 
( δ -SG)-de fi cient BIO14.6 hamsters. In this chapter, we will review 
the features of known animal models of muscular dystrophy, the 
available procedures for evaluating the disease, and  fi nally the tri-
als for drug target identi fi cation.   

 

 Table  1  shows the currently available animal models for human dis-
eases, as well as their genes and products involved in muscular dys-
trophy. The table also shows that disruption of some of these genes 
can also lead to heart failure, especially dilated cardiomyopathy. 

  2.  Animal Models 
of Muscular 
Dystrophy

  Fig. 1.    Animal models of muscular dystrophy associated with the dystrophin–glycoprotein complex and membrane repair.       
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In DMD, dystrophin is defective and dystrophin-associated  proteins 
are greatly reduced  (  2  ) . Other types of muscular dystrophy are also 
caused by mutations in the genes encoding DGC components 
 (  3–  5  ) . DGC is a multi-subunit complex  (  3,   6,   7  )  that spans the 
sarcolemma to structurally link the extracellular matrix laminin and 
the actin cytoskeleton  (  8  )  (Fig.  1 ) and provides mechanical strength 
to muscle cell membranes. Therefore, disruption of the DGC could 
signi fi cantly disrupt membrane integrity or stability during contrac-
tion/relaxation and therefore cause cell damage. Importantly, 
defects in different genes cause similar symptoms at the end stages 
of disease development, i.e., muscle dysgenesis. Despite the advances 
in understanding the molecular basis of muscular dystrophy, no 
de fi nitive medical treatment is available yet. Animal models for 
these disorders are highly useful for studies on muscular dystrophy 
because they allow extensive preclinical studies on the safety and 
functionality of various therapeutic approaches as well as under-
standing the mechanism of muscle dysgenesis.  

   The most widely used animal model for dystrophy is the  mdx  
mouse, which carries an X-linked mutation in the dystrophin gene, 
thus mimicking the DMD genotype in humans. This mutation 
causes a lack of dystrophin in the sarcolemma. Previous studies 
with  mdx  mice revealed that the acute onset of pathology starts at 
around 3 weeks of age and that massive muscle degeneration/
necrosis occurs at approximately 4 weeks of age  (  9,   10  ) . Muscles 
continue to go through cycles of necrosis and regeneration 
throughout the life span of the  mdx  mouse; after 12 weeks, muscle 
degeneration becomes milder. Muscle pathology is most pro-
nounced between 3 and 10 weeks of age, a period characterized by 
the presence of extensive necrosis, regenerated centrally nucleated 
 fi bers, and high serum levels of creatine kinase (CK), a biochemical 
marker of muscle necrosis. The deterioration of the skeletal and 
cardiac muscles of the  mdx  mouse is relatively much milder than 
that of human cases of DMD mainly due to the presence of rever-
tant  fi bers  (  11  )  and an upregulation of utrophin (a smaller ana-
logue of dystrophin)  (  12  ) . As a result, the  fi brosis and in fi ltration 
of in fl ammatory cells in the skeletal muscle at later stages tend to 
be much less than that observed in human DMD patients. A dou-
ble mutant lacking both dystrophin and utrophin ( mdx /utrn −/− ) 
has been generated, which displays a phenotype closer to that of 
human DMD patients and appears to be a more valid model for 
DMD  (  13  ) . 

 Canine models of DMD have also been extensively studied 
 (  14–  16  ) . Two major breeding colonies of dystrophic dogs have 
been established, bearing the same mutation in different genetic 
backgrounds: one is a colony of large golden retriever muscular 
dystrophy (GRMD) dogs and another is of medium-sized beagle 
(canine X-linked muscular dystrophy in Japan [CXMD J ]) dogs, 

  2.1.  Animal Models 
Associated with the 
DGC and Membrane 
Repair

  2.1.1.  Dystrophinopathy
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which was developed through arti fi cial insemination of frozen 
GRMD semen. GRMD dogs carry a point mutation at the intron 
6 splice acceptor site in the canine dystrophin gene, which causes a 
premature transcription stop codon. As a result, no dystrophin is 
produced in the affected muscles. These dystrophic dogs show 
progressive skeletal muscle weakness and atrophy, as well as elec-
trocardiographic abnormality and cardiac  fi brosis like those seen in 
DMD, and represent a more attractive animal model for DMD 
than murine models because of their larger size, severity of muscle 
degeneration, and cardiac involvement.  

  The BIO14.6 hamster was identi fi ed in 1962 as a model of reces-
sively inherited dystrophic myopathy that affects both cardiac and 
skeletal muscles  (  17  ) . The skeletal muscle of BIO14.6 hamster 
displays classic signs of muscular dystrophy, including necrosis, 
central nucleation, and variably sized muscle  fi bers  (  18  ) , and this 
strain has been recognized as a model for LGMD 2F with  δ -SG 
de fi ciency  (  5  ) . On the other hand, disruption of SGs has been 
carried out in mice, providing models for all known sarcoglycan-
opathies. All SG-null animals display progressive muscular dys-
trophy of variable severity. These models share the property of a 
signi fi cant secondary reduction in the expression of the other 
members of the SG-sarcospan complex as well as variable degrees 
of disruption of other components of the DGC. In most of these 
models, membrane integrity is disrupted and can be measured by 
permeation of a dye marker. Importantly, unlike Sgca-null mice, 
Sgcb-, Sgcg-, and Sgcd-null mouse models display a cardiac phe-
notype, and coronary artery perfusion studies have revealed 
abnormal vascular functions in Sgcb- and Sgcd-null mice, thus 
providing new insights into the complexity of the pathological 
mechanisms of LGMD 2E and 2F. Sgcg-null mice also show 
severe muscular dystrophy and cardiomyopathy; however, these 
conditions differ from those seen in other models in that the 
expression of dystroglycans (DGs) is not altered and the mice 
show normal resistance to mechanical stress and no evidence of 
contraction-induced injury after exercise  (  19  ) .  

  DG is posttranslationally cleaved into an extracellular  α -DG and 
a transmembrane  β -DG subunit, and is a key link between the 
cytoskeleton and extracellular matrix proteins such as laminin, 
agrin, and neurexin. DGs are considered the most broadly 
expressed DGC components and are crucial in the early stages of 
development. DG de fi ciency in mice leads to embryonic lethality 
 (  20  ) ; chimeric mice, lacking DG only in skeletal muscle, develop 
progressive muscle pathology similar to human muscular dystro-
phy  (  21  ) . Accumulating evidence now shows that posttransla-
tional modi fi cation of  α -DG and its binding to the extracellular 
matrix protein laminin are required for normal muscle function. 

  2.1.2.  Sarcoglycanopathy

  2.1.3.  Dystroglycanopathy
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The myodystrophy (myd) mouse, myd (Large myd ), is an animal 
model for DG hypoglycosylation that lacks only O-glycan, which 
binds the laminin-globular domain, because of a de fi ciency in the 
like-acetylglucosaminyltransferase (LARGE) protein. Mutations 
in the human  LARGE  gene cause a severe congenital muscular 
dystrophy–dystroglycanopathy with mental retardation 
(MDDGB6) or brain and eye anomaly (MDDGA6), previously 
designated as severe congenital muscular dystrophy type 1D 
(CMD1D)  (  22–  24  ) . The myd mice were also found to show late-
onset focal myocardial necrosis/ fi brosis and myocyte damage 
 (  25,   26  ) . In addition to these disorders, dystroglycanopathy 
includes CMD1C, Walker–Warburg syndrome, muscle-eye-brain 
(MEB) disease, Fukuyama-type congenital muscular dystrophy 
(FCMD), and LGMD2I, 2K, 2M, 2N, 2O. An important charac-
teristic of these disorders is hypoglycosylation of  α -DG. To date, 
six genes, protein  O -mannosyltransferases 1 and 2 ( POMT1  and 
 POMT2 ), protein  O -mannose  N -acetylglucosaminyltransferase 1 
( POMGnT1 ),  fukutin , fukutin-related protein ( FKRP ), and 
 LARGE  have been implicated in dystroglycanopathies and all are 
thought to be involved in  α -DG glycosylation.  POMGnT1  and 
 POMT1/2  are known to have glycosyltransferase activities that 
place  O -mannosyl sugar chains on  α -DG. However, the functions 
of  fukutin ,  FKRP , and  LARGE  are still unknown. Recently, it 
was reported that myd, FCMD, and MEB have common defects 
characterized by postphosphoryl modi fi cation of phosphorylated 
O-linked mannose in  α -DG, which is mediated by the LARGE 
protein  (  27  ) . More recently, a DG missense mutation was reported 
in a woman with LGMD and cognitive impairment  (  28  ) , which 
was also related to a defect in postphosphoryl modi fi cation by the 
LARGE protein.  

  As mentioned above,  α -DG binds to the basement membrane 
protein laminin-2 (composed of laminin  α 2,  β 1, and  γ 1 chains). 
Several laminin-2-defective mice, including dy/dy (dystrophia-
muscularis) and dy 2J /dy 2J  (an allelic mutant of the dy mouse), 
have been used as models for human merosin-de fi cient CMD 
(CMD1A). Interestingly, these mice showed no signs of sar-
colemmal damage; that is, no signi fi cant abnormal dye accumu-
lation was observed  (  29  )  despite their severe clinical phenotype. 
Two further mouse models have been generated by homologous 
recombination: the dy W /dy W  mouse expresses small amounts of 
a truncated laminin  α 2 chain, whereas the dy 3K /dy 3K  mouse is 
completely de fi cient in the laminin  α 2 chain. Both mouse strains 
develop severe muscle dystrophy and die within a few weeks after 
birth. Laminin-2 is also expressed in the heart, but there has 
been only one report where one out of six patients had signi fi cant 
cardiac involvement with congestive cardiomyopathy at 1.4 years 
of age  (  30  ) .  

  2.1.4.  Merosin (Laminin-
2)-De fi cient Muscular 
Dystrophy
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  De fi ciency of  α -dystrobrevin, a cytoplasmic protein linked to 
 dystrophin, leads to skeletal and cardiac myopathies, defects of 
neuromuscular junction maturation, abnormal myotendinous 
junctions, and impaired biochemical association between dystro-
phin and  β -DG despite the structurally intact DGC in the sarco-
lemma in adbn-null mice  (  31  ) . A missense mutation was found in 
four generations of a Japanese family with left ventricular noncom-
paction  (  32  ) , a type of cardiomyopathy often associated with neu-
romuscular disorders  (  33  ) . 

 Caveolin-3 is a muscle-speci fi c caveolin isoform and an essen-
tial component of caveolae. Caveolin-3-de fi ciency, known as a 
caveolinopathy, causes mild muscular dystrophy and progressive 
cardiomyopathy with hypertrophy, dilation, and  fi brosis  (  34,   35  ) .  

  Besides DGC or other membrane cytoskeleton proteins, dysferlin 
plays an important role in Ca 2+ -dependent membrane repair, which 
maintains sarcolemmal integrity through DGC-independent mech-
anisms. A deletion in the dysferlin gene has been identi fi ed in spon-
taneous dystrophic mice (SJL mice). These mice spontaneously 
develop progressive muscular dystrophy primarily affecting the 
proximal muscle groups and represent a model for LGMD 2B and 
Miyoshi myopathy. Dysferlin is also involved in cardiomyocyte 
membrane repair and its de fi ciency leads to cardiomyopathy  (  36  ) . 
Such a cardiac involvement has also been reported in human 
patients  (  37  ) .   

  In a recent study  (  38  ) , overexpression of TRPC3 resulted in a mus-
cular dystrophy phenotype that is nearly identical to that observed 
in dystrophic animal models with abnormal DGC, and transgene-
mediated inhibition of TRPC channels dramatically reduced the 
dystrophic phenotype in animal models. These results suggest that 
Ca 2+  itself through TRPC channels is suf fi cient to induce muscular 
dystrophy in vivo, and that TRPC channels are also therapeutic tar-
gets for muscular dysgenesis. Mice lacking the scaffolding protein 
Homer-1, interacting with TRPC1, exhibit a myopathy associated 
with increased spontaneous cation in fl ux  (  39  ) .  

  Various therapeutic approaches to muscular dystrophy have been 
challenged thus far, and some of them show great promise. These 
treatments can be divided into three categories: (1) chemical drugs; 
(2) gene therapy with an adeno-associated virus vector or exon 
skipping by antisense oligonucleotides; and (3) cell therapy in the 
preclinical or clinical stage  (  40  ) . Drugs for DMD patients are cur-
rently almost completely restricted to glucocorticoids (steroid hor-
mones) as the gold standard. Steroids such as prednisone, 
prednisolone, and de fl azacort have been used  (  41  ) , although the 
precise mechanism by which they improve dystrophy is not clear. 
Recently, some papers reported that steroid treatment for skeletal 

  2.1.5.  Other DGC 
Components

  2.1.6.  Dysferlinopathy

  2.2.  Animal Models 
of Muscular Dystrophy 
Associated with Ion 
Channels

  2.3.  Therapeutic 
Approaches Toward 
Different Phenotypes 
of Muscular Dystrophy
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muscle dystrophy accelerated the progression of cardiomyopathy 
in a  δ -SG-de fi cient mouse model and BIO14.6 hamster, as well as 
in  mdx  mice  (  42–  44  ) . Although animal models may not entirely 
replicate the human cases, more attention should be given to use 
of chemicals because many myopathic patients simultaneously 
exhibit cardiomyopathy. Furthermore, it is important to know 
whether treatments are appropriate for different types of muscular 
dystrophy. For example, calcineurin inhibitors such as cyclosporine 
A may have different effects among different animal models: inhi-
bition of calcineurin can reduce myo fi ber death by inhibition of 
necrosis in a model of LGMD, but it apparently has neither 
bene fi cial nor detrimental effect on the  mdx  mouse model  (  45  ) .   

 

 Unifying experimental protocols from different laboratories into 
standardized operating procedures is helpful in evaluating the 
effects of new treatments in animal models. Such standard experi-
mental protocols have been established for  mdx , GRMD (as a 
DMD model), and  dy  (as a CMD model) mice (  http://www.treat-
nmd.eu/research/preclinical/    ). 

 In this chapter, we introduce easily evaluable procedures for 
model animals and cells that we have used, with special focus on an 
assay method using cultured myotubes, to search for effective 
drugs and to understand the mechanism of muscle dysgenesis. 

  The use of mouse models in evaluating the effects of drugs on 
muscle dystrophy has two big advantages.

    1.    Taking blood samples from the tail vein of a mouse is an easy 
task, and the selected mouse can be followed without killing the 
animal. Serum CK level in  mdx  mice changes according to age 
or days since drug administration. In  mdx  mice, the extent of 
muscle degeneration reaches the  fi rst peak in 3–4 weeks, then 
declines because of regeneration, and again increases to reach 
the second peak at ~10 weeks, based on serum CK levels.  

    2.    Measurement of muscle function can be easily performed with-
out causing any injury to the animals. The forelimb grip 
strength of  mdx  mice is assessed by timing how long they could 
support their body weight while holding onto a  fi ne wire net.      

   Since many muscular dystrophy types show DGC abnormality, it is 
important to assay DGC abnormality by using a small amount of 
muscle tissue (0.1–0.2 g). For example, we have previously reported 
that the physical association between dystrophin and DG in the 

  3.  Methods for 
Evaluation of 
Muscle Dysgenesis

  3.1.  In Vivo Assay

  3.2.  In Vitro Assay

  3.2.1.  DGC Abnormality

http://www.treat-nmd.eu/research/preclinical/
http://www.treat-nmd.eu/research/preclinical/
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heart of BIO14.6 hamsters was very weak  (  46  ) . The protocols are 
as follows:

    1.    Homogenize ventricles (0.1–0.2 g) for 30 s, three times, with 
Physcotron NS-60 at 25,000 rpm in 0.5–1 ml buffer A (1% 
digitonin, 0.5 M NaCl, 50 mM Tris–HCl [pH 7.4], 0.25 mM 
phenylmethanesulfonyl  fl uoride, 1.5 mM benzamidine, 
2.5  μ g/ml leupeptin, 2.5  μ g/ml aprotinin, and 2.5  μ g/ml 
pepstatin A).  

    2.    After centrifugation at 540,000× g  (max), incubate the super-
natant (20 mg protein) overnight at 4°C either with dystro-
phin immunoaf fi nity beads; antimouse IgG Sepharose beads 
(50  μ l) (Sigma) carrying antidystrophin antibody (NCL-DYS2) 
or with wheat germ agglutinin (WGA) Sepharose 6MB beads 
(100  μ l) (Pharmacia-LKB). Then, wash the beads extensively 
with buffer A and elute with an SDS sample buffer (100  μ l) 
containing 4% SDS, 200 mM DTT, and 20% glycerol.  

    3.    Load samples on an SDS-PAGE gel and then perform immu-
noblotting (see Note 1).      

  We introduced an in vitro system to study the effect of  δ -SG 
de fi ciency on various cellular functions, including ion  fl ux and 
degeneration under some stresses during a relatively short period. 
We characterized the biochemical and pathological properties of 
culture myotubes from  δ -SG-de fi cient BIO14.6 and normal ham-
sters. Myotubes from both animal models have well-developed 
myo fi brils. As observed in native muscles, dystrophin, syntrophin, 
and  β -DG were detected in BIO14.6 myotubes, although  δ -SG 
was completely absent. However, the expression and sarcolemmal 
localization of the other DGC components  α -,  β -, and  γ -SGs were 
greatly reduced (Fig.  2a )  (  47  ) . By using these myotubes, ion  fl ux, 
gene transfer, stress-induced cell signaling, and cell damage 
(Fig.  2b–d )  (  47–  49  )  can be measured as described below.  

  Satellite cells from gastrocnemius muscles of 30–40-day-old ham-
sters are prepared by enzymatic dissociation, as follows:

    1.    Cut the muscles (0.3 g) into small pieces (~1 mm 2 ) with 
microscissors.  

    2.    Incubate minced muscles in 1 ml Ham’s F12 medium contain-
ing 2 U/ml dispase and 1% collagenase for 45 min at 37°C.  

    3.    Dilute the muscle slurry with 10 ml Ham’s F12 medium 
(GIBCO BRL, Gaithersburg, MA) and spun at 350× g  to sedi-
ment the dissociated cells.  

    4.    Resuspend the cells in growth medium (see Note 2) and  fi lter 
through a  fi ne-mesh nylon  fi lter (100  μ m).  

  3.2.2.  Functional Analysis 
with Model Cell Systems

   Cell Isolation and Cultured 
Myotubes
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    5.    Preplate for 1 h at 37°C to remove  fi broblasts (differential 
adhesion).  

    6.    Plate nonadhering (satellite rich) cells onto collagen-coated 
(100 mg/ml collagen type I; Sigma) culture dishes at a density 
of 5,000 cells/cm 2 .  
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  Fig. 2.    Evaluation of muscle dysgenesis by using cultured dystrophic myotubes. ( a ) Comparison of the expression levels of 
cytoskeletal proteins between normal and BIO14.6 myotubes. Myotube homogenates (40  μ g each) were subjected to SDS-
PAGE followed by immunoblot analysis with the respective antibodies. ( b )  45 Ca 2+  uptake into normal or BIO14.6 myotubes 
measured under resting conditions with or without SK&F96365 (SK&F), ruthenium red (RR), or nifedipine. Gd 3+ -inhibitable 
fractions are shown. ( c ) Immunoblot assay and immunohistochemistry (IH) of BIO14.6 myotubes infected with Ad. β -gal or 
Ad. δ -SG. ( d ) Cyclic stretch-induced creatine kinase (CK) ef fl ux in normal myotubes or BIO14.6 myotubes infected with Ad. 
 β -gal or Ad. δ -SG ( left  ). CK ef fl ux from BIO14.6 myotubes subjected to cyclic stretch under the indicated conditions ( right  ).       
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    7.    When myoblasts reach 80% con fl uence, trypsinize them and 
then plate on collagen-coated dishes for the experiments (see 
Note 3).  

    8.    After 1–2 days, change the medium to DMEM (GIBCO BRL) 
containing 2% horse serum (Hyclone Laboratories, Logan, 
UT) to initiate differentiation (see Note 4).      

      1.    Take out the  fl exor digitorum brevis (FDB) muscles.  
    2.    Incubate muscles for 40 min at 37°C in Krebs solution con-

taining 124 mM NaCl, 1.2 mM MgCl 2 , 5.9 mM KCl, 11.5 mM 
glucose, 11.5 mM HEPES-Na, 1.5 mM CaCl 2 , and 0.2% col-
lagenase type IV (Sigma-Aldrich).  

    3.    Remove the muscle samples, wash twice in Krebs buffer, and 
suspend in Ham’s F12/DMEM (Sigma-Aldrich) supple-
mented with 2% FCS.  

    4.    Dissociate the single  fi bers mechanically by repeatedly passing 
the muscle samples through  fi re-polished Pasteur pipettes.  

    5.    Plate the dissociated  fi bers onto glass-bottomed dishes coated 
with BDcell-Tak TM  (BD Biosciences) and allow them to adhere 
to the bottom of the dish for 2 h.      

      1.    Load myotubes (see Note 5) with 4  μ M fura-2 acetoxymethyl 
ester (fura-2/AM) in balanced salt solution (BSS) for 30 min 
at 37°C, and maintain in BSS (146 mM NaCl, 4 mM KCl, 
2 mM MgCl 2,  0.5 mM CaCl 2 , 10 mM glucose, 0.1% bovine 
serum albumin, and 10 mM HEPES/Tris [pH 7.4]).  

    2.    Measure fura-2  fl uorescence by a ratiometric  fl uorescence 
method using a  fl uorescence image processor (Aquacosmos, 
Hamamatsu Photonics). Alternate the excitation wavelength at 
340 and 380 nm (1 Hz) and detect the emitted  fl uorescence 
light at 510 nm. Then, calculate the  fl uorescence ratio at 
340/380 nm.  

    3.    To test the involvement of TRPV2, perform stimulation with 
the TRPV agonist 2-aminoethoxydiphenyl borate (2-APB) 
(see Note 6).      

      1.    Culture myotubes from skeletal muscles on collagen I-coated 
24-well dishes and preincubate at 37°C for 30 min in BSS 
(146 mM NaCl, 4 mM KCl, 2 mM MgCl 2 , 1 mM CaCl 2 , 
10 mM glucose, 0.1% bovine serum albumin, and 10 mM 
HEPES/Tris [pH 7.4]) containing 0 or 0.5 mM GdCl 3  (see 
Note 7).  

    2.    Start  45 Ca 2+  uptake reaction into cells by switching the medium 
into BSS containing  45 CaCl 2  (10  μ Ci/ml).  

   Fiber Isolation

   Intracellular Ca 2+  
Measurement

   Measurement 
of  45 Ca Uptake
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    3.    After appropriate intervals, wash the wells with attached cells 
four times with ice-cold 5 mM LaCl 3  and 10 mM HEPES/Tris 
(pH 7.4), to terminate  45 Ca 2+  uptake.  

    4.    Lyse the cells with 0.1 N NaOH and take aliquots for the 
determination of protein concentration and radioactivity.  

    5.    Calculate the Gd 3+ -inhibitable fraction of  45 Ca 2+  uptake by sub-
tracting the uptake in the absence of Gd 3+  from that in its pres-
ence, which accounts for about 20% of total uptake.      

      1.    Ligate full-length cDNAs of hamster  δ -SG or  β -galactosidase 
( β gal) into the Adeno-X TM  viral vector (Clontech) according to 
the manufacturer’s protocol.  

    2.    Infect 1-day-old myotubes in differentiated medium with ade-
noviruses at a multiplicity of infection of 5–10 viral particles 
per cell for 24 h and then culture them for an additional 
36–48 h (see Note 8).      

      1.    Attach the collagen I-coated silicon chambers with a transpar-
ent bottom (200  μ m thick), containing the cultured myotubes 
from skeletal muscles, to a stretching apparatus driven by a 
computer-controlled stepping motor (Fig.  2d ).  

    2.    Preincubate myotubes in BSS containing 0.5 or 2 mM Ca 2+  
with or without drugs for the appropriate time and apply to 
the silicon chamber a constant strength from 5 to 20% elonga-
tion at 1 Hz for the appropriate time.  

    3.    To assay cell damage with stretch stimulation (see Note 9), 
measure CK activity (see Note 10) in the medium by using an 
in vitro colorimetric assay kit (CK test kit; Wako Pure Chem. 
Co., Osaka, Japan) according to the protocol provided by the 
manufacturer.       

       1.    Visualize proteins on the blotting membranes by using an 
enhanced chemiluminescence detection system (Amersham 
Biosciences) after blotting, blocking with phosphate-buff-
ered saline (PBS) containing 5% nonfat milk, and incubation 
with the appropriate primary and horseradish peroxidase-
conjugated secondary antibodies.  

    2.    For immunohistochemistry, obtain frozen muscle sections 
(5–6  μ m thick) and incubate them for 1 h with the appropriate 
primary and  fl uorescein isothiocyanate (FITC)-conjugated or 
rhodamine-conjugated secondary antibodies.  

    3.    For the immunostaining of myotubes or isolated  fi bers,  fi x 
 fi bers immobilized on glass slides with MeOH or 4% paraform-
aldehyde for 15 min at room temperature, permeabilize with 
0.1% Triton X-100, and then stain with the appropriate anti-
body followed by an FITC-conjugated secondary antibody.  

   Gene Transfection

   Stretch-Induced Cell 
Damage

  3.2.3.  Others

   Immunoblotting and 
Immunohistochemistry
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    4.    Observe stained samples under a confocal laser scanning micro-
scope (FLUOVIEW FV1000, Olympus) mounted on an 
objective lens (Olympus).      

      1.    Fix the skeletal muscle in PBS containing 10% formalin and 
embed in paraf fi n.  

    2.    Stain serial sections (5  μ m) with hematoxylin and eosin or 
Masson’s trichrome.  

    3.    For measurement of Evans blue dye (EBD) uptake to evaluate 
membrane permeability, inject EBD in PBS (10 mg/ml) intrap-
eritoneally into each kind of animal (0.1 ml/10 g body weight). 
Kill animals 24 h after injection, excise muscles and embed in 
optimal cutting temperature compound (Tissue-Tek, Torrance, 
CA) and snap-freeze with liquid nitrogen. Slice the frozen blocks 
into 6- μ m-thick sections, dry for 10 min, and wash brie fl y in 
PBS. EBD is detected as a red auto fl uorescence.      

      1.    View stained serial sections under a light microscope (OLYMPUS 
BX41) and analyze images by using a computer-assisted imag-
ing system (FLOVEL Filing System) (see Note 11).  

    2.    For the determination of the extent of muscle regeneration, 
count the number of  fi bers with central nuclei.  

    3.    For the determination of the variability in  fi ber size, average 
the standard deviations of the area from the myo fi ber cross-
sectional views (>1,000  fi bers) of 3–4 animals per group.  

    4.    For detection of apoptosis, stain muscle  fi bers with TUNEL, 
using an apoptosis detection kit (Takara Biomedical).  

    5.    For detection of  fi brosis, measure the Masson’s trichrome- 
positive area. Convert color images to binary images by setting 
a threshold so that only blue-stained  fi brotic areas are detected.         

 

 Myocyte degeneration has been reported to be possibly caused by 
increased membrane permeability to Ca 2+ , which is probably linked 
with membrane weakness. Many studies on DMD patients and 
 mdx  mice have reported chronic elevation in [Ca 2+ ] i  underneath 
the sarcolemma, or within other intracellular compartments in 
skeletal muscle  fi bers or in myotubes  (  50–  52  ) . The [Ca 2+ ] i  in mus-
cles is regulated by numerous ion channels, Ca 2+ pumps, and trans-
porters in the sarcolemma and the sarcoplasmic reticulum (SR). 
Among them, attention has been focused on sarcolemmal Ca 2+ -
permeable channels (Ca 2+ -speci fi c leak channels) or mechanosensi-
tive nonselective cation channels, which contribute to abnormal 
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Ca 2+  handling in dystrophic myocytes. Abnormalities of mechano-
sensitive stretch-activated channels (SACs) have been detected in 
recordings from muscle biopsy samples from DMD patients  (  53, 
  54  )  as well as myotubes and  fi bers from  mdx  mice  (  55  )  and 
 myotubes from BIO14.6 hamsters  (  49  ) . These results suggest that 
SACs are important for pathological Ca 2+  entry into DGC-de fi cient 
muscles at early stages of the disease process. 

  We have shown that stretch-sensitive cation-selective channels sim-
ilar to those recorded in  mdx  skeletal muscles are active in cultured 
myotubes prepared from BIO14.6 hamsters  (  49  ) . Either a positive 
or a negative pressure largely increases the probability of opening 
this channel in BIO14.6 myotubes. We identi fi ed the candidate 
channel, which was previously reported as growth factor respon-
sive channel (GRC)  (  56  )  and later renamed as the TRP vanilloid 
type 2 (TRPV2) channel. TRPV2 is activated by mechanical stim-
uli and plays a critical role in the pathogenesis of muscular dystro-
phy and cardiomyopathy  (  47,   57  ) . TRPV2 is normally localized in 
intracellular membrane compartments, but translocates into the 
plasma membrane in response to stretch or growth factor stimula-
tion. Importantly, TRPV2 was accumulated in the sarcolemma of 
skeletal muscles with muscular dystrophy from human patients, 
BIO14.6 hamsters, and  mdx  mice  (  47  ) , thus contributing to a sus-
tained [Ca 2+ ] i  in diseased myocytes. Although other types of TRPV 
channels have not been reported in terms of their relationship with 
muscular dystrophy,  TRPV4  was recently identi fi ed as a responsive 
gene of inherited neurodegenerative disease, which indirectly 
causes muscle atrophy  (  58,   59  ) .  

  To determine whether TRPV2 is a responsive molecule causing 
Ca 2+ -induced muscle damage, it is important to determine whether 
speci fi c inhibition of TRPV2 prevents muscle damage. However, at 
present, speci fi c inhibitors against TRPV2 are not available. 

      1.    Generate loss-of-function TRPV2 mutants in the pore region, 
which has a dominant-negative effect on channel function by 
forming nonfunctional tetramers, thereby abrogating the activ-
ity of endogenous TRPV2 (Fig.  3a ).   

    2.    Introduce these dominant-negative TRPV2 mutants into  mdx  
mice by using a transgenic strategy (cross a transgenic [Tg] 
mouse expressing a TRPV2 mutant in muscle with an  mdx  
mouse) or into BIO14.6 hamsters by adenoviral transfer (see 
Note 12).      

  Two approaches can be used to develop channel inhibitors (Fig.  4 ). 
Both strategies are available for inhibition of TRPV2 in dystrophic 
muscles or cultured cells, because TRPV2 is concentrated and acti-
vated in the plasma membranes. Speci fi c inhibitors against TRPV2 

  4.1.  TRPV

  4.2.  Method for TRPV2 
Inhibition

  4.2.1.  Dominant-Negative 
Mutant Strategy

  4.2.2.  Development 
of Inhibitors
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  Fig. 3.    Production of a dominant-negative (dn) TRPV2 mutant. ( a ) Transgenic (Tg) mice overexpressing a TRPV2 mutant, 
with a mutation in the putative pore region (Glu604), were produced. These mice were crossed with  mdx  mice to introduce 
dnTRPV2 and to inhibit endogenous TRPV2 activity. ANK, ankyrin repeat domain. HA, epitope tag. ( b ) FDB muscle  fi bers 
isolated from wild-type ( a ),  mdx  ( b ), Tg ( c ), and mdx/Tg ( d ) mice were visualized by immuno fl uorescence staining with 
anti-TRPV2 antibody ( a – d ). Scale, 100  μ m. Agonist (2-APB)-induced [Ca 2+ ] i  increase in isolated  fl exor digitorum brevis 
 fi bers from  mdx  mice was inhibited by ruthenium red (RR) ( left  ). Note that no [Ca 2+ ] i  increase was detected in  fi bers from 
wild-type mice. Such [Ca 2+ ] i  increase was markedly reduced by expressing dnTRPV2 ( mdx /Tg) ( right )  (  68  ).        
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could be potentially useful and effective for the treatment of  various 
muscle degenerative diseases as well as hereditary diseases: 

    1.    By inhibiting the channel pore itself, for example, using  speci fi c 
antibodies or chemical inhibitors (see Note 13).  

    2.    By inhibiting membrane accumulation (see Note 14).       

  TRPC channels are also important candidate therapeutic targets. 
TRPC1, TRPC4, and TRPC6 are expressed in the sarcolemma of 
skeletal muscles  (  60  ) . Knockdown of TRPC1 and TRPC4, but not 
TRPC6, was reported to reduce abnormal Ca 2+  in fl ux in dystrophic 
 fi bers  (  60  ) . TRPC1 has been shown to form SACs  (  61  ) , although 
controversial data also exist  (  62  ) . TRPC1 together with its binding 
partner caveolin-3 accumulate at high levels in the sarcolemma of 
dystrophin-de fi cient muscle and contribute to abnormal Ca 2+  in fl ux, 
which is activated by reactive oxygen species and Src kinase  (  63  ) . 
Further, mice lacking the scaffolding protein Homer-1, interacting 
with TRPC1, exhibit a myopathy associated with increased sponta-
neous cation in fl ux  (  39  ) . A recent study  (  38  )  also reported that 
overexpression of TRPC3 resulted in a phenotype of muscular dys-
trophy nearly identical to that observed in dystrophic animal models 
with abnormal DGC, and transgene-mediated inhibition of TRPC 
channels dramatically reduced the dystrophic phenotype in animal 
models. These results suggest that Ca 2+  itself through TRPC  channels 
is suf fi cient to induce muscular dystrophy in vivo, and TRPC 
 channels are also therapeutic targets for muscular dysgenesis.  

  4.3.  TRPC

  Fig. 4.    Therapeutic strategies for inhibiting TRPV2 activity involve inhibition of the TRPV2 channel pore by using speci fi c 
inhibitors or antibodies, and inhibition of TRPV2 membrane accumulation.       
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  Drugs for muscular dystrophy, e.g., steroids and antioxidants such as 
coenzyme Q10 and Debio-025(cyclosporine analogue), are already 
clinically or preclinically used. As mentioned above, a Ca 2+  modula-
tor may also become a target, for example to reduce the effects asso-
ciated with chronic Ca 2+  leakage from activated channels and 
membrane rupture, to increase the rates of Ca 2+  reuptake into the SR 
by overexpressing the SR Ca 2+ -pump SERCA1. Indeed, in a previ-
ous study, transgenic overexpression of SERCA1 dramatically res-
cued the dystrophic phenotype of  δ -SG-null mice  (  64  ) . Furthermore, 
Ca 2+  removal by adenovirus-mediated overexpression of SERCA1a 
reduced the susceptibility to contraction-induced damage in  mdx  
mice  (  65  ) . Thus, control of [Ca 2+ ] i  would provide a universal thera-
peutic strategy for reducing the dystrophic phenotype.   

 

     1.    Despite having no sugar conjugates, dystrophin is retained on 
WGA Sepharose together with  β -DG,  α -SG, and  α -DG from 
normal hamster ventricles, because the DGC is intact. However, 
dystrophin is not detectable in myopathic hamster ventricles 
because the DGC is incomplete even when dystrophin and 
 β -DG are intact. A similar situation occurs on analysis using 
dystrophin-immunoaf fi nity beads.  β -DG,  α -SG, and  α -DG are 
detected together with dystrophin from normal ventricular 
homogenates, while these dystrophin-associated proteins are 
not detected from myopathic ventricular homogenates.  

    2.    The growth medium for myoblasts consist of Ham’s F12 
medium supplemented with 20% FCS and 2.5 ng/ml bFGF 
(Promega BRL, Madison, WI) and 1% chick embryo extract 
(GIBCO BRL).  

    3.    During the  fi rst several passages of the primary cultures, myo-
blasts can be enriched by preplating.  

    4.    Myoblasts begin to fuse and form myotubes in culture within 
24 h. The formed myotubes are available for use in experi-
ments by 2–5 days.  

    5.    For muscle  fi bers, it is better to incubate the samples with 
4  μ M fura-2/AM in BSS for 1 h at room temperature. Use the 
medium containing 50  μ M  N -benzyl- p -toluene sulfonamide, 
an inhibitor of myosin II ATPase, as the working medium.  

    6.    Stimulate myotubes or  fi bers with 2-APB in BSS containing 
5 mM CaCl 2  (pH 6.8). A large [Ca 2+ ] i  increase will be evident 
only in dystrophic myotubes or  fi bers (Fig.  3b ).  

    7.    For measurement of exchangeable Ca 2+ , load myotubes with 
 45 CaCl 2  for 4 h at 37°C. Measure the cellular  45 Ca 2+  content 
after rinsing the myotubes  fi ve times with 1 ml of ice-cold La 3+  

  4.4.  Others

  5.  Notes
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solution containing 146 mM choline chloride, 4 mM KCl, 
2 mM MgCl 2 , 10 mM glucose, 10 mM HEPES/Tris (pH 7.4), 
and 1 mM LaCl 3 .  

    8.    When BIO14.6 myotubes are infected with an adenoviral vec-
tor carrying  δ -SG cDNA, the elevated sarcolemmal TRPV2 
levels are downregulated (Fig.  2c ), and the stretch-induced 
CK ef fl ux are signi fi cantly suppressed (Fig.  2d ).  

    9.    Osmotic stress (e.g., 70% hypo)-induced cell damage can be 
measured in myotubes preloaded with 5  μ M calcein-AM 
(Molecular Probes) to measure bleb formation  (  48  ) . Under 
hypo-osmotic stress (70% osmolarity), extensive cell bleb for-
mation is seen in BIO 14.6 myotubes, but not in the control 
ones  (  48  ) . Similar bleb formation is also seen in  mdx   fi bers, but 
not in control  fi bers.  

    10.    By cyclic stretching up to 20% elongation for 1 h, creatine 
phosphokinase (CK) ef fl ux (a maker of cell damage) increases 
with increasing strength of stretch only in BIO14.6 myotubes 
(Fig.  2d ). Such cell damage in  mdx  myotubes has also been 
reported by other groups  (  66,   67  ) .  

    11.    All histochemical analyses should be done by investigators 
blinded to the genotypes.  

    12.    These approaches signi fi cantly reduce the increase in resting 
intracellular Ca 2+  concentration ([Ca 2+ ] i ) as well as the increase 
in [Ca 2+ ] i  induced by high Ca 2+  and the TRPV2 agonist 2-APB, 
which are observed in dystrophic muscles (Fig.  3b ). Histological, 
biochemical, and physiological indices characterizing dystro-
phic pathologies, such as an increased number of central nuclei 
and  fi ber size variability/ fi brosis/apoptosis, elevated serum 
CK levels  (  68  ) , and reduced muscle performance  (  69  ) , are all 
ameliorated in  mdx /Tg mice. Similar bene fi cial effects are also 
observed in the muscles of BIO14.6 hamsters infected with 
adenovirus carrying the mutant TRPV2  (  68  ) .  

    13.    A nonselective cation channel blocker, tranilast, has been 
shown to be an effective inhibitor for TRPV2  (  48  ) . Oral 
administration of tranilast reduced various symptoms of mus-
cular dystrophy such as elevated serum CK level, progressive 
muscle degeneration, and increased in fi ltration of immune 
cells  (  48  ) .  

    14.    We are now looking for candidates that can inhibit the mem-
brane accumulation of TRPV2.          
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       Concluding Remarks 

  As highlighted in the introduction to this book, much remains to be discovered about the 
Transient Receptor Potential (TRP) superfamily of ion channels. Even the most thoroughly 
characterized member of the family continues to provide controversy and surprises. Our 
goal is to summarize the current state of the art in regard to the literature as well as meth-
ods. This comprehensive collection provides up-to-date information on targets that are 
being pursued in human clinical trials (TRPV1 and TRPA1) as well as less-explored family 
members that may serve as the next generation of “hot” drug targets. Of particular interest 
are the TRP channels that human genetic data implicate in disease. These include TRPML1 
(mucolipidosis type IV), TRPC6 (focal segmental glomerular sclerosis), TRPP2 (polycystic 
kidney disease), TRPV4 (varied peripheral neuropathies and spinal dysplasias), and TRPM4 
(progressive familial heart block type 1). We expect the material presented here will help 
investigators as they think about targeting TRP channels to improve human health and will 
promote discussion of this exciting and diverse family of proteins.         
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